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AIM OF THE DISSERTATION  
 

 

 

In this thesis the results of a Computational Organic Chemistry Ph.D. work course ranging 

from organometallic to metal-free and enzymatic catalysis is discussed. Various energetic and 

mechanistic aspects of organic reactions in catalysis are the key-issues which are addressed. A 

multidisciplinary approach allowed the development of several research projects in collaboration 

with experimental groups and combined experimental-theoretical works were carried out. Notes and 

comments concerning the theoretical models used and the experimental work carried out by the 

research groups who cooperated with us, are reported. Commercially available packages for 

molecular computations have been used to carry out the theoretical investigations.  

The thesis comprises four main sections.  

The first section (Part I) provides basic information on the computational methods used in 

the present work. In particular we give a simple description of the methods used to investigate the 

potential energy surface (PES) (search for stationary points). We provide a short and simple 

description of the Quantum Mechanical (QM), Molecular Mechanics (MM) and hybrid (QM/MM) 

methods used along this work. The basic mathematical aspects are briefly treated. 

In the subsequent sections (Part II, Part III and Part IV) we focus on different aspects of 

organic catalysis. 

In Part II the results of computational studies on the mechanism of various metal-catalyzed 

reactions (organometallic catalysis) are presented. In particular we describe organic reactions 

catalyzed by Gold(I) complexes. These studies are the result of a combined experimental-

computational collaboration involving the organic synthesis group of prof. Marco Bandini 

(Department of Chemistry "G.Ciamician"). We consider some synthetically important processes in 

organic chemistry. In particular: (i) The Gold(I)-catalyzed synthesis of Azepino[1,2-a]indoles (the 

key-role played by the gold counter-ion and the peculiar 1,3 proton-transfer involved in the process 

are elucidated. (ii) [Au(I)]-assisted α-allylation of enals and enones with alcohols  and (iii) Gold(I)-

catalyzed dearomative [2+2]-Cyloaddition of Indoles with activated allenes. The purpose of these 

studies was to discover some general rules to rationalize the role of gold complexes in different 

classes of organic reactions. Furthermore, at the end of this section we describe a mechanistic 

investigation of Metal-Free Enantioselective Electrophilic Activation of Allenamides, an example of 

organo-catalysis, thus not involving metal complexes.  
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In Part III we focus on an emerging and promising area of  "metal-free" catalysis, based on 

carbon nanostructures such as graphite, graphene, graphene oxide, fullerenes and carbon nanotubes 

(CNTs). This “metal-free” catalysis is usually denoted as Carbocatalysis. In this context simple 

prototype reactions such as SN2 chlorine exchange reactions (Cl + CH3Cl) and the Menshutkin SN2 

reaction (H3N + CH3Cl) occurring inside a CNT are investigated. The energy contributions 

(electrostatic, van der Waals interactions, polarizability effects, hydrophobic effects) that may 

influence (speed up or slow down) the course of a reaction inside a CNT, have been elucidated by 

means of computational methods. In addition to the previous prototype reactions we have examined 

the mechanism of aromatic halogenation reactions carried out  inside a CNT. In particular, we have 

analyzed the mechanism of  the bromination of N-phenylacetamide for which experimental data are 

available in literature. The regio-selective control exerted by the CNT has been elucidated. 

In Part IV the computational approach is used to elucidate the mechanism of an enzymatic 

reaction (enzyme catalysis). We describe the results obtained in the study of tyrosine O-sulfonation 

catalyzed by human Tyrosylprotein Sulfotransferases-2 (TPST-2). A QM-based protocol of alanine 

scanning  identifies unequivocally the role of the amino acids involved in the catalysis.  
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INTRODUCTION 
 

 

 

 

 

1.1  Introduction to today’s Catalysis 

 

Although if we are not aware of this, life on Earth depends on catalysis. Natural chemical 

transformations essential for cellular functions are too energetically demanding to happen at 

physiological temperature and pressure, thus nature has developed enzymes, that is protein catalysts 

that accelerate many key reactions necessary for life. Life is based on countless catalytic processes 

and we have quickly learned to exploit some of them. The process of alcohol production from 

sugar, by fermentation, has ancient roots and the origins of this catalytic process are too remote to 

trace
1
, this emphasizes that the knowledge of chemical catalysis dating from the dawn of humanity. 

However it was during the era of the industrial and the scientific revolution that the concept of 

catalysis was deepened and scientifically investigated. This period was marked not only by 

systematic research and the discovery  of  new catalytic processes but also by an enhanced 

perception of chemical reactions.  

In the last two centuries the industrialization have altered the human life more than any 

event or development since its appearance on earth. The Industrial Revolution brought a radical 

change in the ways and conditions of production of consumer goods and in all sectors of economic 

and social life and resulted in the most far-reaching changes in the history of humanity. In order to 

achieve all of this it was necessary to invent thousands of new materials and to find the ways for 

their fast and cheap production in large quantities. This was and is possible thanks to the use of 

catalysts in chemical processes. The benefits of these processes were immediately evident and the 

study and research in the field of chemistry catalysis had a dramatic growth. 

In recent years the need for a more sustainable industrialization is becoming more urgent, 

therefore the scientific research and technological innovation are increasingly turning their gaze 

towards a greater sustainability. Even in terms of environmental sustainability catalysis plays a 

leading role. In general, the goal of sustainable chemistry is to develop technologies that use fewer 

raw materials and less energy, that maximise the use of renewable resources, and minimise or 

eliminate the use of dangerous chemicals. Even now, many syntheses of chemical products are still 

carried out via classical organic reactions that are more than 100 years old. These include nitrations, 
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Friedel-Crafts reactions, and halogenations. The disadvantage of these methods is the occurrence of 

stoichiometric (frequently even over-stoichiometric) quantities of salts that have to be separated and 

discarded. They also often require complicated protective group techniques, such as halogenations 

and dehalogenations that are needed for the regionally specific activation of a functional group. 

This is why these conventional production processes often generate several metric tons of waste per 

metric tons of target product. It is therefore clear the need for more innovative and environmentally 

safe versatile catalytic methods. 

However, although the above changes could lead to huge benefits for life on earth, it is not 

enough: tackling the environmental and energetic crisis issues requires multidisciplinary input from 

the whole scientific community. Among the various scientific disciplines, computational chemistry 

can give a highly effective support to the environmental sustainability. We are in an exciting era 

where computers are becoming more powerful and widely available. This has placed computational 

methods and computational chemists at the center of the quest to develop solutions to many 

environmentally challenges.  

 

 

1.2 Computational Chemistry contribution  

 

The information on the structure and reactivity of organic molecules is usually supplied by 

so-called physical organic chemistry methods usually based on experimental methods such as 

thermochemical, kinetic and spectroscopic. In recent decades, however, next to the experimental 

methods, representing the traditional approach of physical organic chemistry, an enormous 

development of the computational methods occurred. These methods have allowed the development 

of a new discipline, the computational organic chemistry. Computational organic chemistry now 

allows obtaining very accurate and precious information about the structure of organic molecules 

and their reactivity. Several complex mechanistic and structural issues of experimentally chemical 

interest can be addressed and clarified providing a complementary set of information that cannot be 

obtained by experimental techniques, such as transition state structure and electronic properties. The 

idea of a largely made at the table chemistry is still too bold now. However, computational 

chemistry has become a key technique used to interpret experimental data that can also be used as 

an “experimental science”, which investigates events that would not be possible to understand, nor 

to replicate, at the macroscopic level of a laboratory. Using computational chemistry in the field of 

chemical catalysis means to combine theory and experiment to understand mechanisms of catalytic 
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reactions on a molecular level. This knowledge enables to formulate basic guidelines for the design 

of new and improved catalytic systems, explain different experimental observations and determine 

the fundamental factors that control the reactivity and selectivity of different catalytic systems. 

In the research project reported in this dissertation a computational approach is used in order 

to rationalize mechanistic aspects in catalytic organic reactions difficult to understand. This can 

give a relevant contribution to the improvement of reaction performance in the experimental field 

and shed light on important future developments in the field of catalysis. 
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1. An Overview on Computational Chemistry 

 
 

 

1.1 Introduction 

 

Computational chemistry approaches the study of molecules and biomolecular systems by 

simulating their structure and reactivity numerically solving the physics laws. Computational  

Chemistry  is  primarily  concerned  with  the  numerical computation  of  molecular structures, 

molecular  interactions and energetics of chemical transformations. The term computational 

chemistry is usually used when a mathematical method is sufficiently well developed that it can be 

automated for implementation on a computer. It  uses  computers  to  generate information such as 

properties of molecules or simulated experimental results. Very few aspects of chemistry  can be 

computed exactly,  but almost every  aspect of chemistry  has been  described  in  a  qualitative  or  

approximate  quantitative  computational  scheme. Although not  all  spectra  are  perfectly  

resolved,  often  a  qualitative  or approximate  computation  can  give  useful  insight  into  

chemistry  if  you understand what it tells you and what it doesn't. 

Computational  chemistry  has  become  a  useful  way  to investigate  materials  that  are too 

difficult to find or too expensive to purchase. It also helps chemists make predictions before  

running  the  actual  experiments  so  that  they can  be  better  prepared  for  making observations. 

The quantum and classical mechanics as well as statistical physics and thermodynamics are the  

foundation  for most of the computational chemistry theory and computer programs. This is because   

they model the atoms and molecules with mathematics. The most important numerical techniques 

are ab-initio, semi-empirical and molecular mechanics.  

The two most common computational approaches are Molecular Mechanics (using the 

classical physics laws MM) and Quantum Mechanical (based on the laws of quantum mechanics 

and having as a substantial target the solution of  the Schrodinger wave equation). Molecular 

mechanics (MM), and in particular its more interesting branching, the molecular dynamic (MD) 

simulation is widely used, since it is applicable to large molecules such as those involved in  

biochemical processes (proteins, enzymes,…) and it gives information on the dynamic evolution of 

the system over the time. The insurmountable limit of MD, being a son of MM theory, is that it 

does not consider electrons explicitly, so that bonds forming and breaking cannot be studied at this 
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level of theory. The Quantum Mechanical methods are able to treat the electrons which governs the 

reactions, are much more accurate and more suitable to study the mechanism of a chemical reaction.  

Both computational approaches provide the total energy for a given atomic configuration. 

Thus it is possible to determine the energy change as a function of atomic and molecular motions 

(Potential Energy Surface: PES).  

 

 

1.2 Modelling a molecular system 

 

The systems that can be considered in molecular modelling
2
 range from small isolated 

molecules to biological macromolecules (like proteins and DNA) and solids. Most molecular 

modelling studies involves three stages. The first one requires the choice of the theoretical approach 

(QM or MM) suitable to describe the system under examination. This choice reflects the nature of 

the system as well as its dimension because sometimes one needs to sacrifice some accuracy to 

study a larger system or to obtain the results faster. The second stage of a molecular modelling 

study is the calculation itself, namely the computational procedure chosen to obtain the best 

geometrical arrangement (the one with the lowest energy), the reaction pathway, the behaviour of 

systems as a function of time, or the value of various observables useful to rationalize, or even 

predict, experimental data. The third stage in a molecular modelling investigation can be the 

accurate analysis of the results and the construction of a semi-quantitative or qualitative 

interpretative model. This stage is not obvious and not always accomplished. 

 

 

2. The Potential Energy Surface (PES) 

 

A PES is an effective potential function for molecular vibrational motion or atomic and 

molecular collisions as a function of internuclear coordinates.  The  concept  of  a  potential  energy  

surface  is basic  to  the  quantum  mechanical  and  semiclassical  description of molecular energy 

states and dynamical processes.  Given  the  great  mass  disparity  between nuclei and electrons (a 

factor of 1838 or more) the concept of PES may be understood  by  considering  electronic  motions  

to  be much faster than nuclear motions, therefore electronic and nuclear motions can be separated 

according  to  time  scales  and  the  consequent  introduction  of an effective potential energy 
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surface for nuclear motion. This common assumption for both quantum mechanics (QM) and 

molecular mechanics (MM) methods is the Born-Oppenheimer (B.O.) approximation.
2c,3

 The 

electrons of a molecule can rapidly adjust to any change of the nuclear positions and the energy of a 

molecule in its ground state can be considered as function of the nuclear coordinates only. The form 

of this function (and its accuracy) is determined by the particular method (QM and MM) used.  In 

particular in QM calculations
2b

 the energy of electrons is computed for a fixed nuclear configuration 

and the nuclear term is treated as an additive factor to the electronic energy. On the contrary, in MM 

calculations
2c

 one considers explicitly the motions of the nuclei and the electronic contribution is 

indirectly taken into account by the potential describing the nuclear interactions. In both cases, it is 

possible to obtain an energy value for each nuclear configuration and one can build a diagram of the 

energy as a function of the nuclear coordinates. These diagrams (Figure 1.1), often referred to as 

Potential Energy Surfaces (PES), are of paramount importance in describing molecular structure 

and reactivity.  

 

 

 

The first step in drawing a PES is the choice of an appropriate coordinate system to describe 

the configurations of the nuclei. Even if the choice is, in principle, arbitrary only in a few cases it 

can be useful to adopt a coordinate system different from the Cartesian or Internal ones (two other 

coordinate systems rarely used are Spherical and Cylindrical coordinates). In the Cartesian 

coordinate system each atom is described by 3 coordinates that specify its position with respect to 

an arbitrary point (origin of the coordinate system). Thus, a molecular system of N nuclei is 

described by a set of 3N coordinates. Since 3 coordinates must describe the translational motions 

and 3 the rotational motion of the whole system, the relative positions of N nuclei can be 

Figure 1.1  
Graphical representation of 

a three-dimensional energy 

surface 
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determined by 3N-6 internal coordinates (or 3N-5 if the system, being linear lacks a rotational 

degree of freedom). The Internal coordinate system can be obtained by choosing 3N-6 linearly 

independent coordinates that coincide with bond lengths, angles (plane angles) and dihedral angles 

(solid angles) between atoms
2
. Except for diatomic molecules, possessing only one ([3*2]–5=1) 

internal coordinates, the PES of the most common systems are rather complicated and correspond to 

many-dimensional surfaces (hypersurfaces). Carbonic dioxide (CO2), a triatomic linear molecule, 

can be described by four ([3*3]–5=4) internal coordinates, and the related PES cannot be visualised 

as in an unique graphical representation. When the number of internal coordinates is higher than 2, 

the PES cannot be represented in a single three-dimensional graphic. It is possible to have partial 

representations of the PES constituted by bi- or three-dimensional (the energy plus one or two 

coordinates) sections (cross-sections) of the whole surface (in Figure 1.1 and Figure 1.2 a three- and 

a bi-dimensional cross-section of a multi-dimensional surface are represented). 

 

 

 

 

2.1  Rapresentation of the PES 

 

The PES (or a cross-section) can be represented as a diagram where each point corresponds 

to an unique arrangement of coordinates and, thus, to a particular geometrical structure of the 

system. Only a few between these structures are interesting and to determine the position of the 

corresponding points on the PES is usually a challenging task. The PES can be used to study either 

the structural features of a molecular system or its reactivity. If we consider the energy of the 

Figure 1.2  
bi-dimensional cross-section. The MEP 

(Minimum Energy Path) connecting the 

two critical points M1 and M2 is showed. 
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system as a function (Eq. 2.1) of n variables (for example the 3N-6 internal coordinates), the 

interesting points (called critical points) are characterized by a null first derivative of the energy 

with respect to all the n variables. Only a few of these points have a chemical significance. In 

particular the points with null first derivatives and all positive second derivatives can be either one 

of the many local minima or the unique global minimum of the PES. It can correspond to one meta-

stable nuclear configuration or to the most stable configuration, respectively. Points with null first 

derivatives and negative second derivatives with respect to k variables are denoted as saddle point 

of index k. They have a chemical sense only if k=1 and in this case they correspond to transition 

structures. An elementary reaction step is described as a transition from one equilibrium state 

(minimum) to a neighbouring one via a single transition state. The reaction mechanism is given by 

the sequence of steps involved in a chemical process and corresponds on the PES, to the Minimum 

Energy Path (MEP) connecting the two minima that represent reactants and products, respectively 

(see Figure 1.2). 

 

Eq. 2.1  E=E(x)            E function of n variables 

 

The localization of the critical points is the main target in exploring the PES in both 

structural and reactivity studies. Should the exact (analytical) shape of the PES be known, the 

stationary points would be (rather) easily obtained by applying the rules of mathematical analysis. 

However, the analytical expression of the PES is usually unknown and is rather different for each 

system. Thus, to locate a point on the unknown PES it is necessary to use an approximate 

representation of the surface itself. If we consider a bi-dimensional surface where the energy is a 

function of one variable x (Eq. 2.2). 

 

Eq. 2.2  E=E(x)    E function of one variable x 

 

We can represent this function as a Taylor series around a critical point x0 (Eq. 2.3). This 

expression contains an infinite number of terms which can be reduced to the first two, by truncating 

the series after the quadratic term (quadratic approximation). Moreover the first term must be zero 

because the first derivative at the critical point x0 is zero; so, by putting Δx = x-x0 we obtain Eq. 2.4.  

 

Eq.2.3               (
  

  
)
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Eq.2.4               
 

 
(
 
 
 

   )
 
    

If we generalize Eq. 2.3 to a system of n coordinates (Eq. 2.5) we obtain the general Taylor 

expansion (Eq. 2.6).  

 

Eq. 2.5  E = E(x1....... xn) 

   

Eq. 2.6 
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Simplifying to Eq. 2.7 
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A most compact representation (Eq. 2.8) can be obtained by means of matrix formalism 

where G and Δx are used to denote the second derivative (or Hessian) matrix and the displacement 

vector, respectively (Eq. 2.9). 
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The Hessian matrix provides both chemical and topological information. It provides an 

estimate of the coupling between the coordinates adopted to describe the system. The Hessian 

matrix G can also give information concerning the nature of the various critical points of a surface. 

However, to obtain this type of information we must carry out a diagonalization of the matrix G, 

that is to transform it into a new different matrix where only diagonal elements are different from 

zero (diagonal matrix H). A matrix U, satisfying Eq. 2.10, is needed to diagonalize G, which is a 

real symmetric matrix. U is the matrix of eigenvectors and U
-1

 its inverse (which coincides in this 

case with its transpose UT). This transformation, which is equivalent to a change of the basis set used 

to represent the matrix, does not determine any loss of information.  

 

Eq. 2.10    U
-1

 AU = H 

 

The set of coordinates that makes diagonal the Hessian matrix is usually referred to as 

“normal coordinates” The matrix H (Eq. 2.11) is a diagonal n*n matrix formed by n eigenvalues. If 

all eigenvalues of the Hessian, computed in a given critical point on the PES, are positive, then the 

point is a minimum of the surface and the corresponding structure describes a chemical species 

(reactants, products or intermediate). If only one eigenvalue is negative, the point is a saddle point 

of index 1 and corresponds to a transition state. When k (k > 1) negative eigenvalues are detected 

the point is a saddle point of index k and, as stated above, the corresponding structure is not of 

chemical interest. 

 

Eq. 2.11       

(

 
 

      
      
     
        
      )

 
 

 

 

 

2.2 Geometry optimization on the PES 

 
Since the PES complexity rapidly increases with the increasing number of coordinates, a 

crucial point is the search and location of the various critical points. Efficient algorithms for 

locating equilibrium and transition structures are now available in modern molecular software. 

These algorithms are based on the calculation of the first (gradient) and second derivatives (Hessian 
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matrix) and allow to perform a simultaneous optimisation of the whole set of coordinates. The 

problem consists in finding a critical points (and the corresponding geometry), given a structure 

represented by a point on the PES potentially far away from the goal. In general the search 

algorithm is iterative and the geometry is gradually modified till the wanted critical point is 

obtained. The fundamental equations to compute the coordinate variations at each step of the search 

procedure can be derived assuming a quadratic shape of the PES. This can be done after 

development of a Taylor expansion (see Eq. 2.1) on a generic point of the surface x0 up to second 

order. For the one-dimensional case E = E(x) (Eq. 2.12) can be used to locate a critical point on the 

surface. 

 

Eq.2.12               (
  

  
)
 
 

 

 
(
 
 
 

   )
 
    

 

Δx = x – x0 is a displacement coordinate and E0 is the energy value at the point x0. Since in a 

critical point the first energy derivative must be zero, so we can use Equation 2.13 (where the first 

and second derivative are indicated, respectively with g and G) to determine the critical point x.  

 

Eq.2.13         
  

   
       

 

Thus we obtain Equation 2.14 and Equation 2.15 (Newton-Raphson equations) for one 

variable case.  

 

Eq.2.14                        
 

 
 

Eq.2.15                  
 

 
 

 

The extension to a n variable problem can be easily given using a matrix formulation 

(Equation 2.16).  

 

Eq.2.16                        
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Should the surface a real quadratic surface, the wanted critical point would be obtained in a 

single step. However, since in most cases the surface is far from being quadratic, a sequence of 

motions (sometimes several) on the surface (optimization step) is usually required to locate the 

critical point. Thus, the most correct and general form of the Newton-Raphson equations is 

represented by Equation 2.17, where x(i+1) is the new position on the surface as computed from the 

previous one at the ith displacement. 

 

Eq.2.17                           

 

Being the calculation of the Hessian matrix computationally expensive, approximate forms 

of the Newton-Raphson equations (involving approximate Hessian matrices) are usually employed. 

These methods are often referred to as “quasi-Newton” methods. An example is given in Eq. 2.18, 

where the Hessian is approximated by a unitary matrix and λi is an appropriate scale factor used to 

modulate the amount of the ith displacements on the surface, which always follows the opposite 

direction of the gradient. In this particular case, where the Hessian is a unit matrix, the method is 

known as a “steepest descent” method) 

 

Eq.2.18                          

The “steepest descent” method is far from being accurate but is very fast. It can be 

efficiently used to decide the first moves on a non quadratic region of the PES, far away from the 

critical point. Then, in the vicinity of the critical point, the search algorithm can be switched to the 

Newton-Raphson method or to a more accurate quasi-Newton scheme.  

The critical points studied in this work have been determined by an analytical calculation of 

the gradient by the program series Gaussian09
4
.  

 

2.3 Calculation of Vibrational Frequencies  

 

The vibrational states
5
 of a molecule are experimentally observed by means of IR (Infra-

Red) and Raman spectroscopy
6
 and give precious information about molecular structure and 

environment. However, to achieve this information is often an hard work because it can be difficult 

to assign each observed peak to a defined molecular motion. The calculation of vibrational 

frequencies can be of great help in the peak assignment and also in the computation of some 
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important thermodynamical parameters (molecular enthalpy, entropy and free energy), using some 

results of statistical mechanics
7
. The simplest description of a vibration is an harmonic oscillator

8
 

defined by a quadratic (harmonic) potential energy function (Eharm) where the energy is a function 

of the square of the displacement with respect to an equilibrium position (x0), as indicated in 

Equation 2.19. 

 

Eq.2.19                           
       

 

 
 

Better results can be achieved by using a more sophisticated potential like the one given 

using the Morse functional form. 

Vibrational frequencies and vibrational energy levels for a molecular system can be directly 

obtained from the Hessian matrix, which can be computed either analytically (for the most part of 

the methods used in molecular investigation) or numerically by means of a finite difference 

procedure applied to analytical first derivatives (a practical task to compute Cartesian numerical 

frequencies on a given point consists in displacing each atom in the 6 directions of the Cartesian 

space; this requires a total of 6N+1 energy and gradient evaluations, N being the number of atoms 

of the system). 

A different technique to obtain the vibrational frequencies is bound to the molecular 

dynamics (MD) (see the next section). The vibrational motions observed in a MD simulation is a 

superposition of all the normal modes of vibration, so, to obtain the frequencies, it is necessary to 

apply the Fourier transform to all the motions of the MD motions; the motion corresponding to each 

peak of the so obtained spectrum is obtained by applying to it an inverse Fourier transform. 

Figure 1.3  
Schematic representation of a harmonic 

potential energy function and first 

vibrational levels (v0 to v2). The Zero Point 

Energy (ZPE) is indicated. 
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The energy value obtained by means of geometry optimization of a stable species coincides 

with the minimum of the PES. Actually, the system can never reach this energy value because it 

always maintains some vibrational motion. It is possible to evaluate the energy associated with the 

lowest vibrational level (Zero-Point energy or ZPE, see Figure 1.3) and sum it to the potential 

energy to obtain a more accurate value. This is of particular importance when comparing the energy 

of different critical points of the surface (different conformers or in the investigation of a chemical 

reaction). 

 

3. Quantum Mechanical methods 

 

Chemical bond breaking and forming involve electrons. In order to obtain information about 

a reaction mechanism, we need to treat explicitly electrons, so we have to face the quantum 

mechanical theory. 

The basic principles are the dual character of the sub-atomic particle, corpuscular and 

undulatory, and that the particle it not located in a determined spot, but it has a probability of being 

in this or that point (Heisenberg’s indetermination principle). 

This probability is described by a wave function which is, in turn, the solution of the 

Schrödinger equation. The time-independent Schrödinger equation is reported in Equation 3.1, 

where Ψ is the wavefunction describing the system, E is the energy of the system and Ĥ is the 

Hamiltonian operator.  

 

  Eq.3.1              

 

The total, non-relativistic Hamiltonian (Ĥ) for a system of charged particles (electron and 

nuclei) can be written as  

 

Eq.3.2           ∑  
 

   
   

   ∑
    

| ⃗   ⃗  |    

 

where ma is the mass of the particle a,  a2 the Laplacian operator for particle a, qa and qb 

are the charges of a and b ,and  ⃗   and  ⃗    the positions of a and b. According to the B.O. 

approximation the total Hamiltonian can be split in the nuclear and electronic term to give Equation 
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3.3 and Equation 3.4, where the indices υμ, and ji, indicate the coordinates of nuclei and electrons, 

respectively. Thus, the total Hamiltonian is written in term of one-, two- and zero-electrons 

operators. 

 

Eq.3.3               ∑  
 

   
   

  

Eq.3.4             ∑  
 

   
   

   ∑
  

| ⃗   ⃗  |
  ∑

  

| ⃗   ⃗  |
  ∑

    

| ⃗   ⃗  |
          

                             ∑  ̂   ∑  ̂       ̂  

 

 

3.1 Slater Determinant and LCAO approximation 

 

As well as for atoms, molecules are expressed as molecular wave function, i.e molecular 

orbitals (MO) which are usually described by a linear combination of atomic orbitals (LCAO). The 

Molecular Orbital (MO) theory is an approach to Quantum Mechanics which uses one-electron 

functions to approximate the electronic wave function. These functions are formed by the product 

of a spatial part ψi(j) times a spin function α(j) or β(j), and are therefore called spinorbitals (the 

index i refers to the ith spatial part, while j refers to the jth electron). The antisymmetry property of 

the wave function is fulfilled using a Slater Determinant
9
 composed of spinorbitals: 

 

Eq.3.5               
  

 ⁄  ||

                                       

                                       

     
                                       

|| 

 

In the Hartree-Fock (HF)
10

 method the total electronic wave function is formed by a single Slater 

Determinant of the occupied spinorbitals. 

Each molecular orbital ψi of a system can be expanded in terms of a set of N pre-defined one 

electron functions ϕpi denoted as basis functions (basis set) according to the Equation 3.6, where the 

cij are the molecular orbital expansion coefficients. When atomic orbitals (AO) are used as basis 

functions this approach is often referred to as Linear Combination of Atomic Orbital (LCAO) 

approximation. 



25 

 

 

Eq.3.6            ∑     
 
      

 

3.2 Basis set 

 

The basis set is formed by atomic orbitals (s, p, d, f,…) which can be described by 

hydrogen-like wave functions (Slater type orbitals) or by wave functions mathematically expressed 

as Gaussian functions. 

The Slater type orbitals (STOs) are suited in describing the electronic behavior in the 

molecular space (near and far from the nucleus), but their application in polyatomic systems is 

problematic, since STOs do not calculate with the necessary precision the polycentric integrals. 

The new generation of orbitals developed by Boys
9
 and later by Shavit and Karplus

11
, are 

known as Gaussian type orbitals (GTOs), and are described by: 

 

Eq.3.7       
                              

 

Where N is a normalization constant and α is the orbital exponent, which is a constant as 

well. Defining L = l+m+n, for L=1 the GTO describes a s orbital, L=1 a s orbital and so on. 

Usually a primitive χGTO gives a good but poor description of the electronic wave function, so the 

common approach is to use a Gaussian function which is a linear combination of primitive 

Gaussians χGTO
s
 : 

 

Eq.3.8            ∑         
   

 

 

Where     is the contracted Gaussian and bij  is the contraction coefficient. Once the 

function type (STO or GTO) is chosen, it is important to decide the number of function that form 

the basis set. 

The minimum level of accuracy is given by the minimal basis set, which gives each atom the 

number of basis functions necessary to place each electron. The basis function can be STO orbitals 

which are much more exact than GTOs whereas GTOs are less computing-demanding. So, in order 
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to obtain the same STOs level of description for a minimal basis set, we can use a combination of 

GTOs to approximate a single STO: 

 

Eq.3.9           
    ∑         

   
 

 

The most popular minimal basis set is STO-NG, where N refers to the number of Gaussian 

functions   
    needed to approximate one   

   
. The STO-NG basis set, unfortunately, is 

isotropic, so that the description of the three p orbitals is identical and the charge distribution is 

always spherical, when we know that e.g. ethylene π-orbitals are not spherical at all. The other 

problem of STO-NG is that it cannot expand or contract itself depending on the chemistry of the 

system, meaning that the base cannot describe the charge cloud of a carbanion properly. 

So the choice of a STO-NG is a compromise between results-accuracy and computing-

efficiency. 

The STO-NG limitations are overcome by choosing an extended basis set for describing the 

system. The extended basis set describes the external electrons with a greater number of contracted 

Gaussian functions and double-ζ and triple-ζ basis utilize two or three contracted function 

respectively to express the external shell electrons. Many other extensions can be added in order to 

obtain the most correct description of an electron: split valence (the electronic valence orbital is 

split), polarization (which describes the uneven charge density motion in respect to the atoms). 

 

3.3 Correlation Energy  

 

The Hartree-Fock
10

 method is one of the most widely used computational approach for the 

determination of the wave-function within the molecular orbital model. The wave function is 

written in the form of a Slater Determinant and the related energy is obtained by minimization of its 

expression with respect to the molecular orbitals ϕi .The wave function of the poly-electronic 

system orbital (MO) is approximated to a finite summation of mono-electronic functions which are 

solutions of the Fock’s equation. The paradox that the set of input mono-electronic functions are 

solutions of the same equation is solved by a iterative calculation where the initial function set is 

approximated to rough molecular orbital. 

To solve the HF equation with a wave function constructed using the Slater Determinant and 

LCAO scheme, in a self consistent way the Roothaan-Hall
12

 equations were introduced. The 
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algorithm used to solve these equations is an iterative approach known as Self Consistent Field 

(SCF) procedure. Despite the improvements, these theories are all based on the independent-particle 

model which states that each electron is affected by a mean potential and it does not feel the 

effective presence of an electron in its same orbital. The energy eigenfunctions (wave-functions) are 

assumed to be products of one-electron functions (Slater determinants). The effects of electron 

correlation, beyond that of exchange energy resulting from the anti-symmetry of the wavefunction, 

are neglected. The missing electronic correlation effects of the HF method, lead to large deviations 

with respect to experimental results. This error is the Correlation Energy
13

 and it arises from: 

 

Eq.3.10            Ecorr = E − EHF 

 

Where EHF is the limit energy calculated by the Hartree-Fock method and E would be the 

exact eigenvalue of the Schrödinger equation if it was possible to solve it. 

The correlation energy is just a mathematical quantity and it amounts to the 1% of the total 

energy calculated; it would seem a small error, but its magnitude is the same of many observables. 

Considering a N-electron system, the Hamiltonian operator associated to it is: 

 

Eq.3.11         ̂   ∑     
 

  ∑       

 

Where hi is the hydrogen-like monoelectronic Hamiltonian as follows  

 

Eq.3.12             
 

 
  

  ∑
  

   
  

 

The     in Eq.3.11 represents the reciprocal repulsion between two electrons i and j and it 

tends to infinite when     tends to zero. This effect is known as “Coulomb’s hole” and it is 

neglected in the Hartree-Fock method because of the independent-particle approximation. On the 

other hand, the method do consider the Pauli’s principle, so that the possibility of finding to parallel 

electrons in the same position is zero; this means that the electron is characterized by a “Fermi’s 

hole”. 
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Since the Hartree-Fock method considers the “Fermi’s hole” but not the “Coulomb’s hole”, 

the relative correlation error associated to anti-parallel electrons is greater than that associated to 

parallel electrons. So two main contributes dominate the correlation energy: 

I. Internal or structure dependent correlation energy due to the inappropriateness of the  

 Hartree-Fock model to describe the degeneration o quasi-degeneration of two o more 

 electronic configurations; 

II. External or dynamic correlation energy associated to the motion of the antiparallel 

 electrons. 

The dynamic correlation energy in the study of an organic reaction changes a lot during the 

reactive path and, in particular in the transition state, where there is a superior electron crowding 

(the electron feel many other electrons around it) so that the dynamic contribution is very important 

in the case of activation energy calculations, comparisons between reagents and transition states, etc 

and it is fundamental to introduce it in the calculations. 

The calculations that contemplate the dynamic correlation energy are called post Hartree-

Fock methods and their goal is, as usual, the resolution of the Schrödinger equation. Among them, 

the Configuration Interaction (CI)
14

 method assumes the system wave function    as linear 

combination of diverse Slater determinants, obtained from the ground state determinant by 

substituting every spin-orbital function with a virtual one; while the Moller-Plesset (MP)
15

 model 

approaches a perturbative calculation which gives, as a result, the different order correction to the 

energy calculated by the Hartree-Fock method. 

The most promising method is the Density Functional Theory (DFT). Here an accurate 

description of DFT method is discussed since it is the calculation model we adopted for most of the 

calculations presented in the thesis. 

 

3.4 Density Functional Theory Method (DFT) 

 

The density functional theory is based on the Hohenberg-Kohn theorem
16

 that states that all 

the fundamental state proprieties of the system are determined univocally by the electronic density 

      and that any other electronic density        gives rise to an higher energy than the real one. 

The exact expression          of is not known, since its dependence on        is not 

available but in 1965 Kohn and Sham
17

 developed an approximation of the density functional, 

which is adopted till today. 
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The Kohn-Sham equation is the Schrödinger equation of a fictitious system (i.e. Kohn-Sham 

system) of non-interacting particles that generates the same density of any given system of 

interacting particles. 

Khon-Sham proposed to start the calculation using a fictitious system of non-interacting 

electrons that has the same density as the real system for the ground state where the electrons would 

interact. 

The expression of the total energy is a sum of the kinetic contribution (Tk), the attractive 

nucleus-electron contribution (ENe), the Coulombic term (J) and the exchange-correlation term 

(Exc): 

 

Eq.3.13                                         

 

The definitions for the nucleus-electron attraction (ENe) and the classical electron-electron Coulomb 

repulsion energies (J) are the same as those used in Hartree-Fock theory, and so the two 

contributions can be deduced by a Hartree-Fock calculation. 

The kinetic energy of the electron has a different form in respects to the Hartree-Fock theory, but 

the Kohn-Sham formalism resolves the problem by defining the       as: 

 

Eq.3.14              
 

 
∑ ∫  

 
               

 

Where        are the Kohn-Sham non-interacting particles wave functions and are the 

eigen-functions of the Kohn-Sham eigenvalue equation: 

 

Eq.3.15        
               

 

  
    Is the Kohn-Sham operator: 

 

Eq.3.16        
     

 

 
    ∑

  

|     |
      
   ∫

     

|     |
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     is the exchange-correlation functional for one electron and     is the expectation 

values of the Kohn-Sham Slater determinant: 

 

Eq.3.16           
    

  
  

The last term of Eq.3.13        can be split into two terms: exchange (X) and correlation 

(C) contribution: 

 

Eq.3.17                               

 

These terms take in account the effects of exchange, correlation, correction for self-

interaction and the difference of the kinetic energy between the fictitious non-interacting systems 

and the real one. 

Unfortunately their form is unknown, so various DFT models exist to calculate the exchange 

and correlation functionals: local methods, where only the electron density is used, and generalized 

gradient corrected methods (or non-local) which use the electron density as well as its gradients. 

The Gaussian09
4
 series of programs make available exchange       and correlation       

functionals that can be generally expressed as: 

 

Eq.3.18                                                                

 

Where       is the Slater exchange functional,        the exchange term of Hartree-Fock 

and are the non-local correction for the exchange functional as suggested by Becke
18

.           is 

the correlation functional without gradient corrections, while               is the non-local 

corrected correlation functional. One of the fundamental aspect of any computational study at DFT 

theory level, is the choice of the functional to be used in the calculation. Many functionals are 

available in literature which are suited for describing different kind of problems. 

Since there is no unique functional able to describe the complete molecular system or the 

full reactive path, the most used are the hybrid functionals. 

The most popular functional is B3LYP where            (Eq. 3.18) corresponds to the local 

correlation functional of Volsko, Wilk e Nusair
19

, while                is the Lee-Yang-Parr
20
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functional; the coefficients are those suggested by Becke
21

 (                         

                 ). 

Despite the continuous development of new functionals some problems still affect B3LYP 

accuracy. Due to deficiencies in the treatment of exchange–correlation the pure dispersion 

interactions between unbound chemical species are not well reproduced by common functionals. 

This problem can be treated by adding an empirical correction to the functional, as proposed by 

Grimme
22

, enhancing the results with no added computational cost. The second problem relates to 

the poor cancellation between the electron self-interaction present in the Coulomb term and the 

exchange energy. The third problem is that even the best current exchange–correlation functionals 

still lead to unacceptably large energy errors for a significant number of “outliers” species
23

, even 

when dispersion and self-interaction do not appear to be involved and normal bonding is expected 

to occur.   

Although the B3LYP is the most used functional, the disadvantages described above induce: 

- A better efficiency for the chemistry regarding atoms of the principal groups rather     

   than for the transition metals; 

- Undestimates the activation barrier heights; 

- Imprecision for the interactions dominated by the middle-radius correlation energies, as 

    the van der Waals, the aromatic π-stacking interactions and the isomerization energy of 

   alkanes. 

Because of this limitations, a new hybrid meta-GGA (adopting the Generalised Gradient 

Approximation or GGA) exchange-correlation functionals has been developed by Zhao and 

Truhlar
24,25

. This new functional class is called M06 (Minnesota Functionals) and it was designed to 

correct the deficits of the DFT by optimizing a number of empirical parameters. 

The M06 functionals depend for the local parts on three variables: the spin density, the 

reduced spin density gradient and the spin kinetic energy density, the Hartree-Fock’s exchange 

functional is incorporated in the                functional. The two main functionals of 

Minnesota’s class are called M06 and M06-2X. The M06 functional is parametrized including both 

transition metals and non-metals, whereas the M06-2X functional is a high-non-locality functional 

with double the amount of non-local exchange (2X), and it is parametrized only for non-metals
25

. 

These functionals are among the best at the moment for the study of organometallic and 

inorganometallic thermochemistry, non-covalent interactions and long-range interactions. 
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The choice of the functional is, therefore, always not trivial. Careful consideration should be 

on the system and according to the its characteristics the most suitable functional have to be 

employed. In this thesis different systems are presented. In the second part organometallic 

compounds containing transition metals are treated, in the third and fourth are all non-metallic 

systems. We decided to adopt the M06-2X in non-metallic systems and M06 for the organometallic 

section.  

 

 

4. Molecular Mechanical methods 

 

The MM approaches allow to compute energy and properties of large molecular system 

using very simple models. The atoms are handled as charged sphere interacting under the Newton’s 

laws of motion. These spheres are connected by elastic springs along the direction of the chemical 

bond. The functional form
2
 of the MM energy is composed by various terms, each ones taking into 

account the contribution arising from various bonding (stretching, bending and torsional) and non-

bonding interactions (van der Waals, Coulombic). The potential energy of all systems in molecular 

mechanics is calculated using force fields. A force field refers to the functional form and parameter 

sets used to describe the potential energy of a system of particles. Force field functions and 

parameter sets are derived from both experimental work and ab-initio quantum mechanical 

calculations. "All-atom" force fields provide parameters for every atom in a system, while "united-

atom" force fields treat two or more atoms (a fragment of the system) as a single interaction center.  

The Molecular Mechanics Force-Field expresses the total energy as a sum of Taylor series 

expansions for stretches for every pair of bonded atoms, and adds additional potential energy terms 

coming from bending, torsional energy, van der Waals energy, electrostatics, and cross terms. 

 

Eq.4.1        E = Estr + Ebend  +Etors + Evdw + Eel + Ecross 

 

In the Eq.4.1 are expressed simple harmonic potentials (or sometimes more complex 

functions) to describe bonds, angle bending and torsions. Non-bonded electrostatic and Van der 

Waals interactions are accounted for on the basis of the charge (or dipole) assigned to the atoms 

using a simple Coulombic potential and by means of a Lennard-Jones potential (or similar), 

respectively. The analytic functional form of the equations used to compute energies and forces 
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make the MM calculation fast even for large molecules. Anyway, the drawback of these methods is 

their inability in describing processes involving a change of the “nature” of atoms.  

A specific set of parameters is assigned to each couple (or triplet and quartet, for bending 

and torsions) of atoms. The definition of atoms within MM methods is more complicated than in 

QM approaches. More precisely to obtain reliable values for MM calculations a new atom 

definition has been adopted: all atoms in a molecule are classified as different Atom Types not only 

on the base of the atomic number, but also according to their immediate environment. This lead to 

the development of different parameters, for instance, for aliphatic and aromatic Carbon atoms, for 

carbonylic or alcoholic Oxygen atoms, and so on. A particular MM Force Field is defined on the 

basis of the adopted functional form for the energy expression, of the specific values of the chosen 

parameters and of the available Atom Types. A commonly used Force Field is the Amber Force 

Field (AFF)
26

, firstly implemented in the AMBER simulation package but now available in many 

others as Gaussian09
4
. AFF gives extremely reliable results when used to study proteic

27
 or nucleic 

acid
28

 systems, because of its accurate parameterisation focused on bio-molecules. Other common 

Force field are Universal Force Field (UFF)
29

 and DREIDING
30

, both also implemented in the 

Gaussian09
4
 program series employed for the computation of this discussion. Universal Force Field 

(UFF)
29

 was particularly employed in several aspects of carbocatalysis processes investigated here. 

In the UFF the  force  field  parameters  are  estimated  using  general  rules based  only on  the 

element,  its  hybridization,  and  its  connectivity. In order to facilitate studies of a variety of atomic 

associations, this force field using general rules for estimating  force field parameters based on 

simple relations. The angular distortion functional forms in UFF are chosen to be  physically 

reasonable  for large amplitude displacements. UFF is more simple and universal with respect to the 

most popular force fields, that are limited to particular  combinations of atoms, for example,  those 

of proteins, organics, or nucleic acids. Other famous force field are Gromacs
31

 and Charmm
32

 ones, 

implemented in the homonymous packages.  

 

5. Hybrid QM/MM methods 

 

Although they are highly reliable, QM methods are much more expensive than MM ones in 

terms of computational cost and cannot be used to study very large systems. Thus, a problem arises 

when studying the chemical reactivity of large molecular systems; in response to this need the last 

three decades were spent on theoretical studies for the development of new computational methods. 
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A promising technique is the partitioning of the whole system (called real in the following 

discussion) in two regions: a small part, containing the atoms involved in the chemical process, is 

described at QM level, while the remaining atoms are treated at MM level, in order to speed-up the 

calculation and simulate (although at a lower level) the influence of the environment on the reactive 

core. This hybrid approach is usually called “QM/MM” 
33

. 

 

 

 

In the QM/MM general approach the total energy of the whole system, EQM/MM, is a sum of 

the energy of the model system by the QM method (EQM), the energy of the environment system by 

the MM method (EMM), and the interactions (EQM−MM) between the QM model system and the MM 

environment system (Eq.5.1). 

 

Eq.5.1        EQM/MM = EQM + EMM + EQM−MM 

 

This scheme is called “additive scheme” 
34

, in which the energies of the two systems and the 

interactions between the two systems are added to obtain the total energy of the whole system. The 

QM/MM coupling Hamiltonian (EQM−MM), the interactions between the “QM” and “MM” systems, 

generally includes (1) bonded interactions for covalent bond(s) bisecting the QM/MM boundary 

(i.e., stretching, bending, and torsional contributions), and (2) non-bonded interactions (i.e., van der 

Waals and electrostatic interactions).
35

 

 

5.1   Our own N-layer Integrated molecular Orbital and molecular Mechanics: ONIOM 

 

The QM/MM calculations of this thesis (see part III) are carried out with the multi-layer 

ONIOM (Our own N-layer Integrated molecular Orbital and molecular Mechanics)
36

 scheme 

developed by Morokuma and coworkers and implemented in Gaussian09
4
 series of program. 

Figure 1.4  
Schematic representation of the 

hybrid QM/MM approach. 
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The ONIOM method (that includes the IMOMM and IMOMO original methods) use a 

“subtractive” or “extrapolative” scheme approach. As opposed to the additive QM/MM schemes 

that evaluate EQM−MM (Eq 5.1), in the “subtractive” or “extrapolative” method  the total energy of 

the whole (“real”) system is evaluated as the MO (or QM) energy of the model system (EQM,model) 

plus the MM energy of the real system (EMM,real), and minus the MM energy of the model system 

(EMM,model): 

 

Eq.5.2        EONIOM QM/MM = EQM,model + EMM,real - EMM,model 

 

The subtractive operation removes the “double-counted” MM contributions
37

. excluding the 

MM contributions of the part already included in the MO energy. Thus, the energy gradient is also 

defined and can be used for full geometry optimization of the combined ”real” system. The ONIOM 

extrapolative scheme is not restricted to two layers. Svensson et al.
38

 combined the extrapolative 

two-layer ONIOM schemes to develop a three-layer ONIOM3 method. As shown in Figure 1.5, the 

entire “real” system can be divided into three systems, “small model”, “intermediate”, and “real”, 

and three levels of theory, “low”, “medium”, and “high”, can be used. With this three-layer scheme, 

ONIOM3, the energy of the real system at the high level is approximated as
38

 

 

Eq.5.3     E ONIOM3(high:medium:low) = Ehigh,model + Emedium,intermediate  - Emedium,model + Elow,real  - Elow,intermediate 

 

Any combination of three levels in the decreasing order of accuracy can be adopted in 

ONIOM3, typically MO1 is treated at high QM level, the outer is treated at MM level and the 

intermediate layer (MO2) is treated at a low QM level or semiempirical.  

 

 

Figure 1.5  
Schematic partitions of the whole 

system by the ONIOM3 method 
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ONIOM scheme is efficient if an appropriate MM force field is used and if an Electrostatic 

Embedding (see below) is adopted. 

The ONIOM method can be easily expanded and generalized to an n-layer n-level method, 

however, the implementation has not been made in Gaussian09 for n=4 or larger and it should be 

considered that in the cases presented here it was enough a two layer ONIOM.  

 

5.2    Interactions between the layers, the Electrostatic Embedding 

 

The coupling between the different subsystems (“small model”, “intermediate”, and “real”) 

is  the heart of a QM/MM method. The coupling, in general, must be capable of treating both 

bonded interactions (bond stretching, bond bending, and internal rotation, sometimes called valence 

forces) and non-bonded interactions (electrostatic interaction and van der Waals interactions). 

Various QM/MM schemes have been developed to treat the interactions between the subsystems.  

As might be expected from its general importance in a myriad of contexts,
39

 the electrostatic 

interaction is the key element of the coupling. If we consider a two-layers system, the treatment of 

the electrostatic interaction between the high and low layers can be divided into two groups, the 

group of mechanical embedding and the group of electrostatic embedding
40

. A mechanical 

embedding (ME) scheme performs QM computations for the high layer in the absence of the low, 

and treats the interactions between the two models at the MM level. These interactions usually 

include both bonded (stretching, bending, and torsional) interactions and non-bonded (electrostatic 

and van der Waals) interactions.  

In an electrostatic embedding (EE) scheme the QM computation for the high layer is carried 

out in the presence of the low layer by including terms that  describe the electrostatic interaction 

between the high and low as one-electron operators that enter the QM Hamiltonian. Because most 

popular MM force fields have developed extensive sets of atomic-centered partial point charges for 

calculating electrostatic interactions at the MM level, it is usually convenient to represent the low 

layer atoms by atomic-centered partial point charges in the effective QM Hamiltonian. The bonded 

(stretching, bending, and torsional) interactions and non-bonded (van der Waals et al.) interactions 

between the high and low models are retained at the MM level. 

Originally the first ONIOM (MO:MM) method (integrated molecular-orbital molecular-

mechanics IMOMM scheme
36,38

) developed by Morokuma and coworkers was a ME scheme. 
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However, recently, it has been huge advances in the development of electrostatic embedded 

ONIOM method
41

, thanks to the Vreven et al. work, highlighting the trend of moving from ME to 

EE in QM/MM methodology. The price to pay for this improvement is more complicated 

implementation and increased computational cost. To account for the electrostatic influence of the 

surrounding MM region on the QM layer in our calculations was always employed the Electrostatic 

Embedding approach. 

 

5.3    The boundary region 

 

All the QM/MM method, however, has to overcome a difficult technical problem, which is 

often a source of significant errors and approximations: the correct description of the boundary 

region. Thus, the approximations adopted to deal with the interface between the two regions have a 

fundamental importance for a correct simulation of their reciprocal influence.  

In some cases the boundary does not go through a covalent bond: this is the case of a solute 

(QM level) immersed in a large number of explicit solvent molecules (MM level), or, as in our case, 

a reactant system (QM level) evolving towards the product inside a Carbon Nanotube (MM level). 

These case are very easy to handle and do not need special assumptions. However, in many cases, 

one cannot avoid passing the QM-MM boundary crosswise one (or more) covalent bond(s), like it is 

for enzymatic systems or a nanostructure representation. Two strategies have been developed to 

overcome this problem: a) the atom-link approach
42

 and b) the modified orbital methods
43

. In the 

ONIOM scheme implemented in Gaussian09, the atom-link approach is employed
44,37a

. Hydrogen 

link atoms by default are used: all dangling σ bonds in the model system are capped with hydrogen 

atoms. This is the simplest and most common boundary approximation, which was used earlier by 

the Kollman and Karplus groups
45

. However, other monovalent atoms (e.g., fluoride link atom
44b

) 

can alternatively be used as link atoms to complete the dangling single bond. Likewise, divalent 

atoms (e.g., oxygen, sulfur) could be used to saturate the dangling double bond (although it is 

strongly recommended this is avoided, if alternative choices exist)
44b

. 
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6. Solvent Effect 

 

6.1    The Polarizable Continuum Model (PCM) 

 

The models based on continuum polarizable stem from simple physical considerations. 

From the beginning the attention was placed on the microscopic description of only one of the two 

components of the system: the solute (M). The expression of the energy of classical interaction 

between M and a simple medium represented by a continuous dielectric obtained by Born and 

Bell
46

 was formally extended by Kirkwood
47

 in 1934 without limitations due to the complexity of 

the system. The fundamental contribution of Onsager
48

 in 1936 was to provide an important 

interpretive tool. Tomasi and coworkers
49

 have significantly improved the method, enhancing the 

mathematical formalism. From the qualitative point of view, the whole body of the solvent is 

treated as a homogeneous dielectric, in which, it generates a suitable cavity where takes place the 

solute or the reactive system. The dipole moment of the solute M will induce a second dipole 

moment in the dielectric. The interaction between the two dipole moments leads to a stabilization of 

the overall system. Therefore a quantum mechanical treatment that allows to study the wave 

function of the whole system should be developed. In this way, the dielectric that simulates the 

mass of the solvent and the cavity housing the reagent system can be correctly described. It is also 

necessary to ensure that the discussion can easily be achieved in the context of the already available 

algorithms used for the study of gas-phase reactive systems. The following strategy can be adopted 

to study a reactive system in solution: the gas-phase reaction surface is first studied, determining the 

critical points of chemical interest (minima and transition states). Subsequently the solvent effect 

using the fixed gas-phase geometries is introduced. 

 

6.2    The Effective Hamiltonian 

The operator which describe a molecular system in solution in the solvation continuum 

models framework is an effective Hamiltonian. If we consider an infinite set of molecules at a given 

temperature and pressure which have the typical characteristics of the liquid state. The system is in 

thermal and mechanical equilibrium, but chemical events within it may take place. This physical 

system is the starting point for the quantum mechanical formulation of the continuous polarizable 

model. The formulation of mathematical model is due to Angyan
50

 and Tapia
51

. The fixed nuclear 
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part (by B.O. approximation) of the effective Hamiltonian (HM) for the solute depends on the 

coordinates of M and Nel (q = q1, ... ..qNel) and the nuclei of NNnuc coordinates (Q = Q1, ...... .., 

QNnuc). 

   

Where H
(0)

M is the normal gas-phase Hamiltonian, according with the Born-Oppenheimer 

approximation, and Vint is a potential of interaction that will be defined later. The Schrodinger 

equation  is 6.1.  

      

All relevant information on the effect of the solvent and solute M are contained in the 

eigenvalue E
f
 and the wave function Ψ

(f)
. In many cases the distribution of molecular charge (ρM)  is 

used in place of Ψ
(f)
. ρM is the sum between the nuclear charge distribution (ρnucl) and the electron 

density function (ρel): 

        

 Where Zα is a nuclear charge, and the index α runs over all the nuclei of M. The negative 

sign in ρel (q1) takes into account the electron charge (-1 in atomic units). Vint contains additional 

information that can be used in the study of chemical problems. Its definition involves a function of 

the solvent molecules distribution, mediated by temperature (gs) Eq.6.6. 

                     

Since the solvent must be modeled as a homogeneous dielectric, the form of gs is a 

continuous distribution of the solvent molecules. The formulation of the continuum polarizable 

model uses a simplified structure of the solute-solvent potential interaction. Vint is reduced to its 

Eq.6.1 

Eq.6.2 

Eq.6.3 

Eq.6.4 

Eq.6.5 

Eq.6.6 
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classical electrostatic component and gs describes a isotropic linear medium which depend only on 

the solvent dielectric constant ɛ(T). The effect of the electrostatic polarization is taken into account 

in Eq.6.7. 

         

Φσ(r) is the value of the electrostatic field generated by the polarized dielectric at r point. 

The contribution to the total energy E
(f)

 by solute-solvent interaction is therefore expressed by the 

following integral all over the space (Eq.6.8): 

                        

Vσ is one-electron operator. Typically, the evaluation of WMS does not take long 

computation. The quantum problem is treated with standard techniques. The most common method 

is Hartree-Fock where Vσ is simply added to the Fock operator. 

 

 

6.3    The cavity shape 

 

In the polarizable continuum model the shape and dimensions of the cavity are critical 

factors for the success of the method. An ideal cavity should perfectly reproduce the shape of the 

solute molecule. Therefore, when the cavity is too large the solvent effect is underestimated; 

otherwise if it is too small errors in the estimation of the energy of interaction of ρM portion to the 

cavity boundaries are made. A cavity that does not have the appropriate shape introduces serious 

errors in estimating the effect solvent.   

In the solvation continuum models the molecular cavity is the portion of space within the 

surrounding medium that is occupied by the solute molecule. The molecular surface is indeed the 

boundary between these two areas.  The easiest way to build the cavity is to use a sphere or an 

ellipsoid with radius or axes dimension described like parameter or parameters.   This very  simple  

approach  is  still  in  use  cause  of  the  availability  of  exact  analytical  solution  of electrostatic 

equations. The most common way to define molecular cavities is to interlock a set of spheres each 

Eq.6.7  

Eq.6.8  
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centered on the atoms of the solute.  Once molecular cavity is built there are several way to define 

the molecular surface: 

1. The Van der Waals surface (VWS) is a molecular surface obtained by interlocked 

spheres centered on each atom and having as radius the corresponding van der Waals 

radius. This definition is particularly useful when the cavitation energy contribution has 

to be studied. 

2. The solvent-accessible surface (SAS)
52 

 is an extension of the VWS, in fact it is de- fined 

as the surface identified by a rolling spherical solvent probe on the van der Waals 

surface. The probe dimension depends on the molecular solvent properties and nature. 

This method is usually utilized when short range interactions have to be computed. 

3. The solvent-excluded surface (SES)
53 

 has similar character of the SAS procedure but it 

defines a surface where only the contact point between the cavity and the probe are 

included. So, this method, defines a smoothed surface across which no solvent molecule 

can move in.  The volume enclosed in the SES but not in the VWS is called solvent-

excluded volume. 

In the Gaussian09 series of programs some of these methods are available to construct the 

cavity around the solute molecules. The first algorithm, called PCM (Polarized Continuum Model) 

is based on the original work of Tomasi, Miertus and Scrocco
54

 in which the cavity is constructed 

penetrating spheres of Van der Waals radius centered on atoms opportunely tuned. This method 

keeps constants the phase-gas molecular orbitals calculated and optimizes the shape of the cavity. In 

the second algorithm an Electronic Isodensity Surface (IPCM isodensity PCM) of the molecule is 

used. This method using the gas-phase molecular orbitals first calculated computes the isodensity 

surface through a SCFcycle. The newer method but also more computationally expensive (limited 

to the small systems) is SCIPCM (Self Consistent IPCM) which is an innovation of IPCM. The 

cavity is still calculated via a isodensity surface of the solute molecule, the difference is in the 

iterative process computing the cavity and the molecular orbitals with a self-consistent method. 

 

6.4    The Energy Solvation 

The solvation process is accompanied by a free energy exchange with the environment, and 

this value is obtained by summation of  the  free  energy  contribution  of  each  interaction  term.   
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Including  the  thermal  motions  of the molecular framework in solution, the formal equation that 

provide the total free energy in solution is: 

     G
(M)

 = Gcav + Gel + Gdis + Grep + Gtm  

Computationally speaking the formation of each term has the name ”Charging Process” 

(CP). Each CP is based on several iteration finalized to minimize the residual coupling between an 

appropriate parameter and a potential function. In the PCM formalism only the first term is 

evaluated separately whereas the others three CP are unified and described by Schrodinger solution.  

The CP related to Gcav makes an empty cavity inside the continuum with a proper shape and size to 

host the solute.  Only the nuclear relative position and atomic parameters are used in this route and 

no electronic properties of solute are involved.  The calculations are performed at a given 

temperature T and solvent density ρ.  This term represents the reversible work spent to build the 

cavity against the cohesion liquid forces and it could be computed with several methods
55

.  In the 

actual PCM codes the standard methods is that proposed by Pierotti
56 

 in according to a suggestion 

given by Claverie
57

. The parameter characterizing the solvent cavity is the solvent equivalent radius 

and the expression for the free energy term is analytical for spherical shape cavity and semi-

analytical for the cavities built with atomic solute. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Eq.6.9  
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1. Computational investigation on organic catalysis 
 

 

1.1 Introduction 

 

In chemical synthesis, catalysis is a phenomenon, in which a relatively small amount of a 

material, called catalyst, increases the rate of a chemical reaction. Interacting with the reactants, the 

catalyst enters into the reaction cycle, but is regenerated in its last step and therefore is not 

consumed in its course, ideally remaining unchanged after its completion. Thus, the amount of 

product obtained with the given amount of catalyst is theoretically unlimited, in practice usually 

very large. The accelerating effect of a catalyst is achieved through interactions with the substrates, 

which lowers energy activation barrier. The vastness of this topic is significant and consequently 

there are many specific areas that can be examined. The structure and size of catalysts can be very 

different as they can be consist of single metal atoms surrounded by organic ligands, small simple 

organic molecules (homogeneous catalysts), clusters of a few dozen metals, oxide, carbide, or 

nitrideatoms or metal particles of up to 10 nm or more in diameter (heterogeneous catalysts).  

 

1.2 Computational Organometallic catalysis 

 

Computational chemistry has been considerably advancing in the last decades and it now 

allows analyzing catalytic reactions with the detail and accuracy required to satisfactory compare 

computational results with experiments and to understand why a catalyst performs better than 

others. Computational catalysis efforts have historically focused on the study of both homogeneous 

catalysts and heterogeneous catalysts. Both classes of systems are readily treated with 

computational approaches discussed in Part I and are highly relevant to experimentally studied 

catalysts.  

In this second part (Part II), results of the study of different organometallic and 

organocatalized reactions are presented. In particular our project focused on gold homogenous 

catalysis as part of a combined experimental-computational collaboration with the experimental 

group directed by Prof. Marco Bandini (Department of Chemistry "G.Ciamician)". One of the 

purposes of the study was to rationalize the role of gold complexes in different classes of organic 

reactions. At the end of this section, a mechanistic investigation of a metal-free enantioselective 
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electrophilic activation of allenamides as an example of an organocatalytic reaction in which an 

organic complex replaces the gold catalyst.  

 

 

2. Organo-Gold chemistry  

 

Once reputed an inert and catalytically inactive element
58

, gold has recently gained attention 

as a catalyst. With hundreds of papers being published each year, this rapidly-evolving field is 

carrying significant advances in organometallic catalysis. The first examples of the gold 

extraordinary efficiency came to the attention of the scientific community when, independently, 

Haruta et al. investigated the low-temperature oxidation of CO
59

 and Hutchings the 

hydrochlorination of ethyne to vinyl chloride
60

, both heterogeneous reactions. For the first time 

these studies showed gold to be the best catalyst for organic reactions, in stark contrast to the 

common thought on the poor activity of gold
61

. Consequently gold became a hot topic in chemistry 

and its use has proved equally to be effective as heterogeneous or homogeneous catalyst. In the 

recent years great progress have been made in developing efficient and selective homogeneous Au-

catalyzed transformations.
62

 An important contribution was given by Hashmi and coworkers with a 

series of comprehensive reviews outlining the progression of Au-catalyzed reaction 

development,
61,63

 and a number of more focused reviews providing further insight into particular 

aspects of Au catalysis. The most frequently used gold complexes are Au(I) and Au(III)
64

. These 

gold salts can promote some chemical transformations at room temperature with reaction times of 

minutes, in contrast with other metal-catalyzed reactions that require higher temperatures and much 

longer reaction times.
65

 Given the increasing need for environmental sustainability, the Au-catalysis 

has spurred growing interest in investigation of the chemical and catalytic reactions.
66

 Among the 

different reactions that use homogeneous Au-catalysts there are the addition of both inter- and intra-

molecular nucleophilic of double and triple C-C bonds to give new bonds CE (E = C, N, O, S), the 

activation  of  C-H bonds and rearrangement reactions of various cyclic derivatives. The best 

characteristic that makes gold an extremely interesting metal in catalysis is the propensity of Au to 

activate carbon-carbon π-bonds as electrophiles.
61,62,63

 The electron rich alkynes and alkenes 

typically interact with electrophilic reagents like halogens in organic synthesis or electrophilic metal 

centers like gold (in the oxidation states I or III).
67

 In this interaction the alkene or alkynes high 

energy occupied π-orbitals interact with the d orbitals of the metal. The alkyne (and sometimes the 
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less reactive alkenes) can be activated towards nucleophilic attack through coordination to the 

electrophilic gold complexes. This coordination withdraws electron density from the multiple bond, 

enhancing its electrophilicity and thus making the attack of weak nucleophiles possible. 

This gold behavior is due to its electronic configuration and the involvement of its relativistic 

effects.
68 

 

2.1 Relativistic effects on Gold atom 

 

 

Schröedinger's equation correctly predict the atomic orbital energy levels for hydrogen but is 

unable to account for the fine structure of the hydrogen atomic spectrum, in which the bands are 

split, it does not consider that the effective mass of an electron depends on the velocity by which it 

moves. In the heavy elements where the electrons attain relativistic speeds, approaching that of light 

(c), more general relativistic considerations are required, that are not taken into account by the 

Schrodinger equation. In 1928 Dirac developed a new equation considering special relativity, and 

thus capable of describing “relativistic effects”, i.e. any phenomenon resulting from the need to 

consider the value of the velocity significant with respect to the speed of light. 

The first consequence of the Dirac equation is that mass increases towards infinity as a 

body's velocity approaches c. Mathematically can be expressed as m = m0/[1 - (v/c)
2
], where m is 

the corrected mass, m0 is non-relativistic (rest) mass, and v is velocity. For a given atom, the 

average radial velocity of the 1s electrons is Vr = Z, where Z is the atomic number. The expression 

v/c can therefore be calculated as Z/137 (137 atomic units (a.u.) = c).  

There are three major phenomena that result from relativistic effects. In non-relativistic 

calculations, c = ∞ and v/c therefore approaches 0, so no mass correction need to be applied to the 

particles under consideration. In situations in which c is considered to be 137 a.u., the mass of an 

electron will increase considerably. Because the Bohr radius of an electron orbiting a nucleus is 

inversely proportional to the mass of the electron, this increase in mass corresponds to a decrease in 

radius. This relativistic contraction of the 1s orbital also applies to all other s and p orbitals. Thus, 

the p and s electrons are closer to the nucleus and have greater ionization energies. Practically, this 

contraction is only significant for elements in which the 4f and 5d orbitals are filled (Figure 2.1). 

The second manifestation of relativistic effects is indirect; electrons occupying the d and f orbitals 

are better shielded by the electrons in the contracted s and p orbitals and therefore see a weaker 
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nuclear attraction. The third effect of a relativistic treatment is spin–orbit coupling, which accounts 

for the fine splitting in the hydrogen atomic spectrum noted above.
68a

  

Among the experimental observations conventionally explained by relativistic effects is the 

colour of Au. The golden colour is due to excitation of the 5d electrons to the Fermi level, which 

occurs with a bandgap of 2.38 eV; blue visible light is therefore absorbed.  

In silver, by contrast, the bandgap is much larger and no visible light is absorbed. The 

smaller bandgap in Au is due to the relativistic contraction of the 6s and 6p orbitals and the 

expansion of the 5d orbitals. In Au complexes, the relativistic contraction of the 6s and 6p orbitals 

(which explains the strong stability of the metallic state) and the simultaneous expansion of the 5d 

orbitals increase π-acidity and electronic
 

delocalization (i.e. backbonding) explaining the 

characteristic reactivity of gold complexes and their affinity with the π electrons of olefins and 

alkynes. Another important phenomenon due to the distortion from the expected electronic 

structure, is the aurophilicity,
68c

 that represents the tendency for Au-Au interactions to be stabilizing 

on the order of hydrogen bonds. [Au(I)] complexes generally adopt a linear, bicoordinate 

geometry.
68d,e

 The practical consequence of the limited coordination geometry in [Au(I)] complexes 

is the general need to abstract only one ligand from the neutral complex to obtain the cation 

catalytic species.  

 

 

 

 

 

 

 

Figure 2.1 
Relativistic conseguences effects due to the gold electron configuration. 
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3. Computational investigation of the Gold(I)-Catalyzed Synthesis of    

Azepino[1,2-a]indoles69 

 

3.1 Azepino[1,2-a]indoles 

 

Indole is one of the most abundant heteroaromatic compounds found in nature and is ranked 

third (after benzene and pyridine) among the prevalent architectures found in bioactive molecules.
70

 

Indoles have an extremely interesting history in both medicinal and natural product chemistry. 

Interest has been driven toward it by the vast physiological activity this class of structures exhibits 

and its broad ranging chemical reactivity.
71

 As a part of our ongoing interest in gold-catalyzed 

synthesis of the indole architectures, we turned our attention to the azepinoindole scaffold, which is 

commonly encountered in biologically active compounds
72

.  

More specifically, we have considered azepino[1,2-a]indoles, which feature a fused seven-

membered ring through the N1–C2 connection. These indoles-derivatives possess many 

pharmacological properties. As a matter of fact, azepino[1,2-a]indoles display potent activity 

against the non-structural 5B (NS5B) RNA dependent RNA polymerase of the hepatitis C virus 

(HCV).
73

 This enzyme is a key component of the viral replicase complex and its function is 

essential for proliferation of the pathogen.
74

 

 

 

 

Furthermore many azepino-indoles are used in the treatment of psychiatric disorders by 

modulation of receptors for central nervous system neurotransmitters. The most commonly 

prescribed CNS medications worldwide are those that affect the function of serotonin (5-HT). 

Among the identified sub-types of the 5-HT receptor, the 5-HT2C sub-type has received 

considerable attention as a potential therapeutic target for several indications, including anxiety, 

epilepsy, schizophrenia, and obesity.
75

 The search for agents with high selectivity for this site has 

Figure 3.1 
Examples of pharmacologically active 

azepino[1,2-a]indoles as effective 

inhibitors of HCV NS5B polymerase. 
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revealed that indole-based derivatives agonists possess 5-HT2C selectivity of 5–10 fold relative to 

5-HT2A. In particular azepinoindole-based agonists showed remarkable efficacy for the treatment 

of anxiety (Figure 3.2).
76 

 

 

 

 

This family of important indolyl alkaloids are accessible synthetically by metal catalysis
77 

or, more generally, by stepwise synthetic sequences that start from a preformed indolyl nucleus
78

. 

However, catalytic methods that simultaneously address synthesis and derivatization of indoles are 

still far from common.
79

 Some leading metal-assisted examples deal principally with the 

construction of the pyrrolyl ring with a final C3-functionalization through alkylations
80

 or cross-

coupling reactions.
81

 Among them, gold(I) catalysis has played a major role
82

 in generating 

chemical diversity under mild and selective conditions. 

In the case of azepino-indole species, although the metal-catalyzed synthesis of these 

derivatives has recently been documented,
83 

stepwise synthetic sequences starting from a preformed 

indolyl nucleus are generally necessary to build up the polycyclic system.
84

 

 

 

 

 

Figure 3.2 
Example of pharmacologically active azepino[1,2-a]indole as modulators for 

CNS neurotransmitter receptors. 

Figure 3.3 
Gold-assisted synthesis of azepino[1,2-

a]indoles; reaction scheme. 
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Recently, our cooperating experimental research group has documented a gold(I)-assisted 

cascade reaction (one-pot) for the synthesis of azepino[1,2-a]indoles.
85

 The gold(I)catalysis 

(optimal conditions: catalyst=[Au(IPr)Cl]/AgOTf (IPr=1,3-bis(2,6-diisopropylphenyl-imidazol-2-

ylidene) in refluxing toluene delivers a collection of functionalized azepino[1,2-a]-indoles 3 starting 

from readily accessible amino-propargylic alcohols 1 (figure 3.3). Interestingly, two molecules of 

water are the only stoichiometric byproduct of the whole transformation.
86 

 

3.2 Preliminary mechanistic insights 

 

In the reaction scheme of Figure 3.3 the suitability of 2-(propargylic-alcohol)-anilines 1 in 

providing nucleophilic 2-vinylindole intermediates 2 through a gold mediated 

hydroamination/dehydration sequence is the baseline point of our study.
87 

At this stage, a 

complementary (electrophilic) group (such as carbonyl) tethered to the aniline nitrogen atom was 

thought to allow the second cyclization reaction to take place, producing a N1–C2 fusion to the 

indole core. 

The tertiary propargylic alcohol (+/-)-4a and 2-vinyl-indole 2a, are isolated in the presence 

of less active catalysts and characterized. Their active role during the course of the reaction was 

proved unambiguously by subjecting them to optimal catalytic conditions, under which comparable 

results in terms of chemical yields (75–77% 3) with respect to 1a were obtained (Figure 3.4).  

 

 

 

Therefore, the initial steps of the catalytic cycle are the following: 

(i) gold-assisted hydroamination of the C-C triple bond,
88

  

(ii) subsequent protodeauration of the resulting indolyl-3-gold intermediate,
89

 

Figure 3.4 
Role of compounds (+/-)-4a and 2a in the 

course of the reaction. 
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(iii) acid-catalyzed dehydration of the tertiary alcohol 4a to release the isolated 2-vinyl-

indole 2a.  

Conversely, the mechanism of the final ring-closing process (2→3 in figure 3.3) is still obscure.
90

 In 

the final ring-closing stage, the lower efficiency of highly electrophilic cationic phosphite-gold 

complexes with respect to carbene analogs indicates that the hypothesis of a standard Prins 

mechanism can be ruled out. Moreover, intriguing outcomes resulted from labeling experiments 

performed on [D2]-2a ([Au(IPr)(OTf)] 5 mol%, toluene, reflux). In particular, a complete proton-

deuterium exchange (H/D>25:1) was observed during the process [D2]-2a→[H]-3a (Figure 3.5), 

which accounts for a C=C gold insertion as a plausible chemical event to lead to a vinyl-gold 

complex I.
91

 

 

 

 

This result can be explained assuming that:  

(i) After formation of I, both methylene H atoms in 2a (or both D atoms in  [D2]-2a) move 

from the vinylic carbon to form a water molecule which is successively expelled;  

(ii) The hydrogen atoms Ha and Hb (in blue in Figure 3.6) must originate from the substrate 

itself. 

Within this conjectural mechanistic scheme the alkenyl-gold species I is the key nucleophile leading 

to the seven membered ring through an intramolecular condensation with the ketone group.
92

  

A schematic representation of this hypothesis is given in Figure 3.6. 

Another crucial point is to determine the role of the counterion. The nature of the counter-

ion was demonstrated to be essential in controlling both kinetics and chemoselectivity of the overall 

cascade process,
93

 electing OTf(
-
) as the optimum one. Important issues are still open: (1) how does 

the gold complex activate the substrate? (2) what is the nature of the hypothesized intermediate I? 

(3) what is the role played by the OTf- counter-ion? (4) how does the final proton transfer (leading 

to 3) take place? 

 

Figure 3.5 
Role of compounds (+/-)-4a and 2a in the 

course of the reaction. 
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We carried out a DFT computational investigation on the transformation 2 3 in order to fully 

elucidate the mechanism issue. The model-system simulates the experimental catalytic system 

affording the best yields and consists of the 2-vinyl-indole derivative and the [Au(IPr)OTf] catalyst 

in which the two isopropyl groups of the carbene ligand (Figure 3.6) have been replaced by methyl 

groups (IDM = 1,3-dimethyl-imidazol-2-ylidene) [Au(IDM)OTf].
94

 

 

 
 

 

Figure 3.6 
A mechanistic hypothesis for the final ring-closing process (2 → 3). 

Figure 3.7 
2D and 3D representations of the [Au(IDM)(OTf)] catalyst. Bond length are in Angstrom. 
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3.3 Results and discussion 

 

The computations carried out revealed a rather complex multi-step mechanism for the 

transformation 2 → 3. A schematic representation of the corresponding reaction surface is given in 

Figure 3.8. 

 

 
 

 

 

 

The initial interaction between the gold catalyst and 2-vinyl-indole
95

 leads to a long-range 

complex I1 (24.1 kcal mol
-1

 more stable than reactants) where the OTf anion is still bonded to the 

metal (Figure 3.9).  

 

 
 

Figure 3.8 
Reaction profile for the transformation 2a→3a. Free energy values ΔG are in kcal/mol.  Reactants correspond to the 

2-vinyl-indole derivative and gold complex [Au(IDM)OTf]. 

Figure 3.9 
A schematic representation of intermediate I1 and transition state TS1. Bond lengths are in Ångstroms. 
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The I2 gold complex (Figure 3.10) is obtained by overcoming a rather small barrier of TS1 

(4.1 kcal mol
-1 

Figure 3.9). C1-C2 double bond reported in I2 replaces triflate as a ligand (η2 

complex). Subsequently, the anion OTf assists the deprotonation of the methylene carbon C1. This 

is evident in TS2 (Figure 3.10) where the triflate group clasps the hydrogen H2 and accompanies its 

“travel” to oxygen O4 by overcoming a free energy barrier of 29.7 kcal mol
-1

: the hydrogen H2 is 

approximately half way between C1 and O1, the H2-C1 and H-O1 distances being 1.41 and 1.23 Å, 

respectively.   

 

 
 

 

 

The final result is the delivering of one triflic acid molecule (HOTf) and the formation of an 

alkenyl-gold intermediate I3 (the hypothesized intermediate I in Figure 3.6) characterized by a 

carbon-gold σ bond (Figure 3.10). In I3 a strong hydrogen bond involving the carbonyl group C3O4 

and H2 (O4-H2 distance = 1.58 Å) maintains HOTf in the proximity of the reacting molecule. The 

enhanced acidity of the methylene H atoms, due to the initial η2-coordination (I2) of the cationic 

gold group, certainly contributes to the formal Csp2-H activation event. 

The next transformation involves the formation of the seven-membered ring that 

characterizes the product (step I3 → TS3 → I4 figure 3.11). The intramolecular cyclization occurs 

in two steps, in which the pivotal role of the in situ formed HOTf in assisting the process and 

controlling the chemoselectivity clearly emerges. Firstly, HOTf enhances the nucleophilic character 

of C1, which condenses on the carbonyl moiety affording the ring closing (TS3, Figure 3.11). 

Furthermore, HOTf fulfills a “folding effect”
96

 on the substrate by forcing the two reactive sites (C2 

and C3) of the molecule to stay close during the ring-closing event. The “folding effect” clearly 

appears in TS3 (Figure 3.11) where, in addition to the O4…H2 hydrogen bond, HOTf is involved in 

two additional important interactions: the H1…O2 H-bond (H1…O2 distance = 2.51 Å) and the gold-

Figure 3.10 
A schematic representation of intermediates I2 and I3 and transition state TS2. Bond lengths are in Å (L=IDM). 
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oxygen interaction (Au…O3 distance = 3.41 Å). The “assistance” by HOTf certainly contributes to 

lower the activation barrier (8.6 kcal mol
-1

). In the resulting intermediate I4 (Figure 3.11) H2 is 

definitely bonded to the carbonyl oxygen O4, the C1-C3 bond is completed (1.53 Å) and the gold 

atom is again η2 coordinated to the C1-C2 double bond.  

 

 
 

 

 

 

The η
2
-complex transforms back to a σ-complex moving H1 from C1 to the hydroxyl group bonded 

to C3. The process is again assisted by the triflate (TS4, Figure 3.12) and by the gold metal (Au-H1 

= 1.91 Å). In particular, the triflate, which, acting as a proton shuttle, “accompanies” the proton 

along its path from C1 to the hydroxyl oxygen O4: H1 is approximately half way between C1 and O4 

and simultaneously interacts with the triflate oxygen O2 (H1…O2 distance = 2.63 Å). The final 

result is the formation of a “masked” water molecule (bonded to C3), where the hydrogen H2 is 

almost shared between the “water” oxygen O4 and the triflate oxygen O1 (intermediate I5 in Figure 

3.12).  

 

Figure 3.11 
A 2D and 3D representation of intermediate I4 and transition states TS3. Bond lengths are in Ångstroms (L = 

IDM). 
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Importantly, the two water hydrogens originate from carbon C1, in agreement with the proposed 

mechanistic scheme of Figure 3.6, which would explain the experimental evidence of pro-

ton/deuterium exchange. The formal positive charge is now mainly located on O4 and this certainly 

contributes to increase the energy of the system (only 1.0 kcal mol-1 below reactants). 

Two reaction paths, path a and path b (schematically represented in Figure 3.13, with a 

schematic 2D representation of the two intermediates I6a and I6b) mainly differing in the 

coordination mode of the gold atom with the substrate, originate from I5. The two paths involving 

two kinetic steps are:  

 

 
 

 

 

Figure 3.12 
A schematic representation of intermediate I5 and transition state TS4. Bond lengths are in Å (L=IDM). 

Figure 3.13 
Representation of two reaction paths originate by I5,  path a (blue) and path b (red), and their relatives  

intermediates I6a and I6b. Bond lengths are in Å (L=IDM). 
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The corresponding transition states (TS5a, TS6a, TS5b, and TS6b) are depicted in Figure 

3.14. Along the favored path a, C2 behaves as a nucleophile and gives rise to a new bond with C3 

(transition state TS5a), which leads to the C1-C2-C3 cyclopropane structure (intermediate I6a) and 

determines the definitive expulsion of the water molecule (dehydration). This process, which has an 

activation free energy of 24.9 kcal mol
-1

 (TS5a), is assisted by the gold atom and by the triflate 

group, which interacts with the leaving water through the hydrogen bond H1···O1 (H1···O1 = 1.99 Å 

in TS5a). The σ bond between the gold atom and carbon atom C1 is maintained in the 

transformation I5→I6a, which is characterized by a strong OTf(-)···C1 contact (C1···O1 = 1.68 Å) 

and is degenerate to reactants. The partial carbenic character of C1 in I6 a (the σ Au-C1 bond pair is 

mainly localized on it) allows the final structural rearrangement, in which H3 moves from C4 to C1 

by overcoming a free energy barrier of 30.2 kcalmol
-1

 (transition state TS6a).  

 

 
 

 

 

This barrier is consistent with the experimental conditions (toluene heated to reflux at 110 

8C, 4 h). Interestingly, the structure of I6a is flexible enough to allow a significant decrease of the 

C1···C4 distance (which varies from 2.80 Å in I6a to 1.87 Å in TS6a), which makes the H3 transfer 

much easier (see 3D representation in Figure 3.14).  

Figure 3.13 
Representation of two reaction paths originate by I5,  path a (blue) and path b (red), and their relatives  

intermediates I6a and I6b. Bond lengths are in Å (L=IDM). 
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This proton transfer is again assisted in the transition region by the triflate ion through a 

hydrogen bond that involves H3 and a triflate oxygen atom (O1, O1···H3 = 2.41 Å). Simultaneously, 

the opening of the cyclopropane ring allows the formation of the C2=C1 bond in the final product 3. 

Along the alternative reaction channel (path b) the gold atom is η3 coordinated, which 

prevents the formation of the cyclopropane ring. Because of the η3 coordination involving C1, C2 

and C3, C1 and C4 cannot move close enough (TS6b in Figure 3.13) to help the transfer of the H3 

proton. The large C1…C4 distance (C1…C4 = 2.62 Å in TS6b) and the absence of the triflate 

assistance determine a significant increase of the free energy barrier (46.8 kcal mol
-1

) that should be 

surmounted to form the final product. Thus, path b can be ruled out on energy grounds, TS6b being 

the highest in energy transition state (41.7 kcal mol
-1

 above reactants).  

The endoergonicity of the reaction (see the energetic profile in Figure 3.8) is undoubtedly 

underestimated by our calculations, which refer to the initiation catalytic step in which only one 

water molecule is present. It is thus plausible to think that, as the reaction proceed, and more water 

molecules are produced, they would group and form stabilizing interactions that are not taken into 

account in our calculations thus lowering the energy of the product. 

 

Figure 3.14 
3D representation of favoured transition state of the final 

proton transfer TS6a. Bond lengths are in Å (L=IDM). 

 TS6a
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Finally in Figure 3.15 we can define the favored mechanism of the last stage catalytic cycle 

revealed by our computations. 

 

3.4 Computational Details 

 

In this work the DFT computations were performed by using the Gaussian09 series of 

programs.
4
 The M06 functional proposed by Truhlar and Zhao

24,25 
was used in all computations. 

This functional can provide a reliable description of transition metals and medium-range π–π 

interactions at the same time.
97

 The DZVP basis set, which is a local spin density (LSD) optimized 

basis of double-zeta quality, was used for all atoms except the gold atom,
98

 which was described 

with the LANL2DZ basis set.
99

 The geometries of the various critical points on the potential surface 

were fully optimized with the gradient method available in Gaussian09, and harmonic vibrational 

frequencies were computed to evaluate the nature of all critical points and entropy contributions to 

free energy. The solvent effects were taken into account during optimization using the polarizable 

Figure 3.15 
Schematic representation of the complete catalytic cycle obtained for  the final ring-closing process 

examined 
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continuum model (PCM) approach.
100

 A value of 2.38 (toluene) for the dielectric constant e was 

employed. 

 

3.5 Conclusions 

 

The results that we have reported in this computational investigation shed light on the 

mechanism of the last stage (ring closing 2→3) of the gold(I)-catalyzed synthesis of azepino[1,2-

a]indoles. The catalytic cycle of this final step that we have found is depicted in Figure 3.15. In 

particular, we have demonstrated that the gold catalyst activates the substrate through the formation 

of a carbon-gold σ complex. This nucleophilic alkenyl-gold species, which corresponds to the 

hypothesized intermediate I in Figure 3.6 (I3 on the computed reaction surface), undergoes the ring-

closing process with the “assistance” of triflic acid. Thanks to this “assistance” (which consists of 

the activation of the carbonyl group C3O4 and the “folding effect” exerted on the two reactive 

carbon atoms C2 and C3), the barrier for the nucleophilic attack is rather low (only 8.6 kcal mol
-1

). 

The triflate group “assistance” is also essential in the second stage of the transformation in which a 

second proton transfer leads to the formation of a water molecule that is subsequently expelled 

(dehydration). The gold coordination mode adopted in the last stage of the process (σ-bonded gold 

atom vs. η3-coordination) differentiates the two final reaction channels. The σ-bonded gold atom of 

the favored path a allows the formation of a cyclopropane ring, which makes the C1···C4 distance 

short enough to complete the final 1,3-proton transfer easily. This final step undoubtedly shows that 

the hydrogen atom finally bonded to the diene moiety in 3 originates from the substrate itself. Once 

again the triflate moiety plays a key role as a proton shuttle, which follows the proton migration 

from C4 to C1. 
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4. Computational study of Gold(I)-Assisted α-Allylation of Enals and 

Enones with Alcohols101 

 

 

4.1 α-Oxo Gold Carbenes 

 

Some of the most versatile aspects of gold catalysis involve the generation of gold carbene 

intermediates, which occur through the approach of an electrophile to the distal end of the alkenyl 

gold moiety, and their diverse transformations thereafter. Also α-oxo metal carbene/carbenoids are 

highly useful intermediates in organic synthesis and can undergo various synthetically challenging 

yet highly valuable transformations such as C-H insertion, ylide formation, and cyclopropanation 

reactions.
102

 This family of activated [Au]-C(sp2) species is commonly accessible through initial 

gold-promoted [3,3] rearrangement of the corresponding propargylic carboxylates, followed by 

inter- as well as intramolecular electrophilic interception.
103

 Alternatively, hydrolysis of the 

oxocarbenium adducts has been postulated to deliver the corresponding α-gold(I) enals/enones 1 

during oxidative cross-coupling reactions (Figure 4.1).
104 

 

 
 

 

 

The studies of Faza and Lýpez on [Au(I)]-catalyzed oxidative cross-coupling in silico  

revealed the presence and role of α-gold(I) enone species in the [Au(I)]-based redox 

transformation.
105 

In this context, our cooperating experimental group has recently reported the 

NMR spectroscopic identification of an analogous α-gold(I) enal adduct 1’ upon treatment of the 

complex [Au(P(2,4- tBu2C6H3O)3)(tfa)] (tfa = trifluoroacetate)
106 

with the allenamide a
107

 in wet 

CDCl3 or CD2Cl2 (Figure 4.2).
108 

  

Figure 4.1 
Classical approach to the in situ generation of a-[AuI]-substituted enals and enones. 

α-oxo carbene 

1 
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On the basis of this alternative approach (Fig. 4.2) to α-[AuI] enals, and in conjunction with 

our interest in the gold(I)-catalyzed manipulation of amino derivatives, we have carried out a 

combined experimental-computational study in order to develop and rationalize the first gold(I)-

catalyzed α-allylation of unsaturated carbonyl moieties exploiting the intrinsic nucleophilic 

character of α-gold(I) enal 1’-type adducts.
101,109 

This reaction, developed by us, also has an 

important value in terms of sustainability, in addition to the already well-known advantages of Gold 

complexes in this field we selected environmentally desirable allylic alcohols
110 

as potential 

alkylating agents (Figure 4.3).  

 

 
 

 

 

The most applications in gold catalysis of allenamide are often the condensation of 

nucleophilic species with the metal-activated allenyl unit.
111

 Conversely, the proposed alternative 

approach in our case would involve the electrophilic trapping of the organogold intermediate 

derived from the hydrolysis of a gold–allenamide adduct.
112

  

Figure 4.2 
Alternative approach to α-[AuI] enals intermediate (L=P(2,4-tBu2C6H3O)3). TFA=trifluoroacetate, Ts=p-

toluenesulfonyl. 

Figure 4.3 
Working hypothesis for the gold(I)-assisted α-allylation of α,β-unsaturated carbonyl compounds. 

3 

 B 
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4.2 Experimental results 

 

The intermolecular α-allylic alkylation of enals and enones is carried out by condensing 

variously substituted allenamides with allylic alcohols. The catalysis, exerted cooperatively by 

[Au(ItBu)NTf2] and AgNTf2, allowed the synthesis of a range of densely functionalized α-allylated 

enals, enones and acylsilanes in good yields under mild reaction conditions. The model substrates 

employed (allenamide 1 and the secondary alcohol 2) are shown in figure 4.3. 

 

4.2.1 Optimization of the catalyst and reaction conditions  

 

The model substrates were initially subjected to various reaction conditions in order to get 

the best reaction performance in terms of yield and rate (Table 4.1). First attempts with [Au(P(2,4- 

tBu2C6H3O)3)(tfa)] (2.5 mol%) led to the formation of the desired product 3 (Fig. 4.3)  in modest 

yield (28%) and also to the concomitant formation of by-products in varying amounts (Table 4.1, 

entry 1). Among them, the condensation product derived from the oxazolidinone and 2 (compound 

II), was present in high enough amounts to be isolated. These early results, and the presence of II 

supports our working hypothesis of the initial electrophilic activation of the allenyl group by the 

metal. The isolation of II as the major reaction product could be attributable to the highly 

electrophilic gold species used and that more σ-donating ligands could result in a more nucleophilic 

organogold(I) intermediate, thereby, hopefully, enabling 3 to be obtained in higher extent. Carrying 

on in the analysis of experimental results, higher yields of 3 were obtained by moving from 

phosphite- to phosphine-based gold catalysts. In this context, in situ formed [Au(PPh3)(NTf2)] 

[Au(JohnPhos)(NTf2)] and pre-formed [Au(XPhos)(NTf2)] provided 3 in comparable amounts 

(entries 2-4). Then, gold-NHC (NHC = N-heterocyclic carbene) complexes [Au(IPr)(NTf2)] and 

[Au(ItBu)(NTf2)] were tested and lead to very promising results (entries 5 and 6).
113 

Intriguingly, 

when we carried out the reaction by in situ cation formation (IPrAuCl with AgNTf2) a marked 

improvement in chemical yield was observed (yield = 96%, entry 8). The higher performance might 

be due to the presence of an excess of AgNTf2 with respect to the gold source, so the impact of the 

[Au:Ag] ratio on the final reaction outcome (entries 8-11) is investigated. In particular, optimal 

chemo-selectivity was found by utilizing a 1:3 [Au:Ag] (2.5:7.5 mol%) ratio, providing 3 in nearly 

quantitative amount (97%, entry 10 and 99% entry 13). This optimization classifies the present gold 

catalysis as a “silver-assisted” transformation.
114,115 

A peculiarity distinguishing carbene-based from 
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other phosphorus-based gold species is the complete suppression of the formation of by-product III, 

which was not detected in the product mixture. 

 
 

Entry [Au]/[Ag] ([mol%]) T[°C]/t[h] Yield of 3[%] Yield of I/II/III [%] 

1 [Au(P(OtBu2Ph)3)(TFA)] /- (-) 110/4 28 -/40/50 

2 [Au(PPh3)Cl]/AgNTf2 (2.5) 110/4 60 35/-/25 

3 [Au(JohnPhos)Cl]/AgNTf2 (2.5) 110/4 61 32/-/- 

4 [Au(XPhos)(NTf2)]  /- (-) 110/4 61 30/-/18 

5 [Au(IPr)(NTf2)] /- (-) 110/4 70 53/-/- 

6 [Au(ItBu)(NTf2)] /- (-) 110/2 84 44/-/- 

7 [Au(IPr)Cl]/AgNTf2 110/4 96 36/-/- 

8 [Au(IPr)Cl]/AgNTf2 (2.5) 110/4 68 55/-/- 

9 [Au(IPr)Cl]/AgNTf2 (5) 110/4 89 41/-/- 

10 [Au(IPr)Cl]/AgNTf2 (7.5) 110/4 97 35/-/- 

11 [Au(IPr)Cl]/AgNTf2 (10) 110/4 35 40/-/- 

12 [Au(IPr)(NTf2)] /AgNTf2 (5) 110/4 96% -/-/- 

13 [Au(ItBu)Cl] /AgNTf2 (7.5) 25/24 99 34/-/- 

14 [Au(ItBu)Cl]/AgNTf2 (7.5) 110/4 94 37/-/- 

15 [Au(IAd)Cl]/AgNTf2 (7.5) 110/4 65 57/-/- 

16 [Au(IPr*)Cl]/AgNTf2 (7.5) 110/4 71 53/-/- 

17 -/AgNTf2 (2.5) 110/4 50 -/35/11 

18 -- 110/4 NR -/-/- 

 

 

 

Table 4.1 
Optimization of the reaction conditions for the α-allylic alkylation of arylaldehyde All the reactions were carried out in 

anhydrous conditions (1:2:[Au]cat = 1: 1.5:0.025). Isolated yields after flash chromatography and referred to the initial 

amount of alcohol. 
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This stresses the higher selectivity of NHC-based catalysts towards promoting the cross-

condensation with respect to “homo-coupling” processes. Notably, the use of AgNTf2 alone led to 

the formation of a complex product mixture (entry 17), and no reaction was observed in the absence 

of catalytic species (entry 18). 

 

4.2.2 Application field of the reaction 

 

Once optimized the reaction conditions and the catalyst, the scope of the process was 

examined by conducting the cross-condensation of a range of allylic alcohols 2 and allenamide 1 

(Table 4.2) using the best conditions obtained (a 1:3 [Au:Ag] (2.5:7.5 mol%) ratio with 

[Au(ItBu)Cl] /AgNTf2 catalyst, entry 13 table 4.1).  

 

 
 

Entry R (1) Ar/R’ (2) Yield [%] (3) 

 
1 

 
H (1) 

 
Ar/R’ = p-MeC6H4 (2b) 

 
95 (3ab) 

 
2 

 
H (1) 

 
Ar/R’ =o-MeC6H4 (2c) 

 
94 (3ac) 

 
3 

 
H (1) 

 
Ar/R’ =m-MeOC6H4 (2d) 

 
55 (3ad) 

 
4 

 
H (1) 

 
Ar/R’ =p-FC6H4 (2e) 

 
94 (3ae) 

 
5 

 
H (1) 

 
Ar/R’ =p-ClC6H4 (2f) 

 
94 (3af) 

 
6 

 
H (1) 

 
Ar/R’ =o-ClC6H4 (2g) 

 
86 (3ag) 

 
7 

 
H (1) 

 
Ar/R’ =p-BrC6H4 (2h) 

 
84 (3ah) 

 
8 

 
H (1) 

 
Ar/R’ =o-BrC6H4 (2i) 

 
84 (3ai) 

 
9 

 
H (1) 

(2j) 

 
88 (3aj) 

 
10 

 
H (1) 

 
Ar = Ph / R’ =p-ClC6H4 (2k) 

 
45 (3ak)  

 

 

 

Table 4.2 
Scope of the formal α-allylation of acrylaldehyde All the reactions were carried out in anhydrous conditions . Isolated 

yields after flash chromatography and referred to the initial amount of alcohol. Product 3aj was isolated as a 4:1 mixture 

of regioisomers; the major isomer featured an exocyclic C=C bond. 
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A substantial substituent tolerance at the allylic substrate was noted, as the introduction of 

both electron-withdrawing and electron-donating groups at the aryl groups (i.e. ortho-, meta- and 

para-position) provided the corresponding α-allylated acrylaldehydes in good yield (55-95%, Table 

2, entry 1-8). Differently substituted allylic alcohols, such as cyclohexen-2-ol and (E)-pent-3-en-2-

ol were also tested, but unfortunately they were found to be unreactive under the optimized 

conditions. Decomposition the allylic alcohol 2 was observed, with the
 

formation of the 

corresponding compound of type III (Table 4.1) as the main side product.  

Additionally, asymmetrically substituted allylic alcohols 2i and 2k were tested, delivering 

the desired products 3aj and 3ak in moderate to good yields (45-88%) as a mixture of regioisomers. 

These data point to a possible SN1-type mechanism involved in the C-C bond forming event. 

 

 
 

 

Entry R/R
1
 (1) Ar (2) Yield [%] (3) 

1 Bn/H (1b) C6H5 (2a) 52 (4ba) 

2 Bn/H (1b) p-MeC6H4 (2b) 57 (4bb) 

3 Bn/H (1b) p-FC6H4 (2e) 65 (4be) 

4 Bn/H (1b) p-ClC6H4 (2f) 48 (4bf) 

5 Bn/H (1b) p-BrC6H4 (2h) 50 (4bh) 

6 p-FC6H5CH2/H (1c) C6H5 (2a) 63 (4ca) 

7 p-FC6H5CH2/H (1c) p-MeC6H4 (2b) 40 (4cb) 

8 p-FC6H5CH2/H (1c) p-FC6H4 (2e) 46 (4ce) 

9 Me/H (1d) C6H5 (2a) 50 (4da) 

10 H/Me (1e) C6H5 (2a) 36 (4ea) 

11 SiMe3/H (1f) C6H5 (2a) 77 (5a) 

12 SiMe3/H (1f) p-ClC6H4 (2b) 70 (5b) 

13 SiMe3/H (1f) p-FC6H4 (2e) 57 (5e) 

 

 

 

Table 4.3 
Formal α-allylation of enones and acyl-silanes. Reactions were carried out with 0.1 mmol of 1 under nitrogen in dry 

toluene (1/2 1 :1.5). Isolated yields after flash chromatography and referred to the initial amount of alcohol. 
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The scope of the methodology was further tested by applying the best reaction conditions to 

-allylated allenamides 1b-e (Table 4.3). Simply performing chemical manipulation at the C(1)-

position of the starting allene would also allow direct access to allylation of keto-derivatives. 

Gratifyingly, a range of α-allylated enones (4, entries 1-9, Table 4.3) was isolated in moderate to 

good yields (40-65%) regardless of the nature of the α-substituent or electronic-properties of the 

allylic alcohol.  Importantly, the methodology could also be extended to the -allylation of -

unsaturated acylsilanes (entries 10-12) that represent a well-known class of highly synthetically 

flexible organic compounds. For these, isolated yields raging from 57 to 77% were isolated under 

optimum conditions. It should be emphasized that the introduction of a substituent at the α-carbon 

of the allenyl unit of 1 enhanced significantly the overall reactivity of the π-system towards the 

allylation reaction, allowing the temperature to be lowered to rt and the reaction time shortened to a 

few minutes.  

The method could also be extended to the α-allylation of α,β-unsaturated acyl silanes 5 

(Table 3, entries 11–13), which are a well-known class of synthetically versatile building blocks. 

The products of these reactions were obtained in 57–77% yield (reflux, 2 h). Additionally, the γ,γ-

disubstituted allenamide 1e (entry 10 table 4.3) was treated with 2 under the optimized conditions. 

The corresponding enal 4ea, featuring a tetra-substituted C=C double bond, was isolated in 

moderate yield (36%; Table 4.3, entry 10). 

 

4.3 Mechanistic investigation of the reaction 

 

4.3.1  Preliminarily mechanistic insights  

 

The large scope of the reaction examined requires a clarification of the mechanistic aspects. 

The transformation poses several mechanistic questions: What is the role of the excess silver? What 

is the reaction profile of the C-C bond-forming event? and What is the nature of the nucleophilic 

species? among others. Insights into the C-C bond-forming step come from the isolation of products 

3aj and 3ak as a mixture of regioisomers (entries 9,10, Table 2). Accordingly, a SN1-type 

mechanism, involving stabilized allylic carbocations could be invoked.
116

  

Experiments toward the elucidation of the role of AgNTf2 are preliminarily carried out. 

Firstly, it should be mentioned that, AgNTf2 alone (2.5 mol%) does promote the reaction but with 

moderate chemoselectivity (entry 18, Table 1). The presence of an excess of Lewis acid could both 
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promote the activation of the allylic alcohol (i.e. formation of the allylic carbocation) and/or 

converting the ether III into a chemically active alkylating form. To support this , 2 was refluxed in 

the presence of catalytic amount of AgNTf2 in toluene for 2 h. The corresponding ether III was 

isolated in high yield (88%) along with the disproportionation products 6a and 9a in a 9% 

combined yield (Figure 4.4).
117 

Moreover, when III was used as starting material in combination 

with water (1 eq. and AgNTf2) and 1 (2 eq. [Au(I
t
Bu)(NTf2)]/AgNTf2), 6a/7a and the desired 

product 3 were isolated in high conversion (90%) and 40% yield, respectively. All these evidences 

support key role the played by the silver salt in activating 2 and “recycling” III towards the 

nucleophilic trapping. In the absence of AgNTf2, only trace amounts of ether III were detected 

when 2 was heated at reflux in toluene for 4 h. The water for the hydrolysis of the immonium 

intermediate could be derived from the silver-assisted dehydrative dimerization of 2 to give III. The 

addition of activated molecular sieves seriously eroded the performance of the catalytic system. 

 

 
 

 

4.3.2  DFT computational study of the reaction profile 

 

In this study, to address the above mechanistic questions, we perform a computational DFT 

investigation for the model reaction profile of the gold(I)-assisted α-allylation of α,β-unsaturated 

carbonyl compounds described in Figure 4.3. Our work consisted of two main parts. Initially is 

directed towards the formation of the postulated organogold intermediate B-type (Figure 4.3) via 

hydrolysis of the gold activated allenyl unit (Figure 4.5). In the second part the key C-C forming 

step was investigated by condensing the diphenyl-allyl cation and the alkenyl gold species to obtain 

the final product (Figure 4.5). The first chemical event (M0M1) involves the replacement of the 

Figure 4.4 
Experiments in support of the proposed 

role of AgNTf2 in the activation of 2 and 

ether III. 
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NTf2 anion by the allenamide 1a leading to the cationic gold M1 in which the metal center is 
2
-

coordinated to the C2=C3 bond of the allenyl unit.
108

  

 

 
 

 

 

A free energy barrier of 9.1 kcal
 
mol

-1
 is overcome passing through a tri-coordinated gold TS1. This 

energy barrier accounts for the impossibility to detect the rapid formation of intermediate B-type by 

mixing [Au(I
t
Bu)(NTf2)] and 1 in wet CD2Cl2 or CDCl3. In M1,  the initial allene motif is almost 

completely preserved, although the Au-C2 σ-bond structure partly contributes to the description of 

the system (Au-C2 = 2.15 Å and Au-C3 = 2.55 Å).  

Accordingly, N1-C3 shows a slight double bond character, being 1.35 Å long. In a subsequent step, 

a water molecule performs a nucleophilic attack on C3 (transition state TS2, 11.3 kcal
 
mol

-1
 above 

M0) promoting the allenamide hydrolysis. In M2, C3 changes its hybridization to sp3 and the gold 

atom has completely switched its coordination mode, being σ-bonded to C2 (Au-C2 = 2.07 Å). 

Hence, the positive charge is now formally on H7 that although being shared with N2 (H7-N2 = 

1.51 Å), is still firmly bonded to O2 (H7-O2 = 1.07 Å). This is probably the main reason of the high 

energy of M2, which lies 8.2 kcal mol
-1

 above M0. Simultaneously, H6 is strongly interacting with 

O1 (H6-O1 = 1.85 Å). The hydrolysis is finally accomplished through a TS3 (8.4 kcal
 
mol

-1
 above 

M0) featuring an oxazolidinone-assisted intramolecular proton transfer (H6 migrates from O2 to 

O1), delivering the predicted organogold intermediate (Au-C2 = 2.08 Å) depicted in M3. 

 

Figure 4.5 
Schematic representation of our working  goals.  
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Figure 4.6 
Computational mechanistic investigation: reaction profile and structures for the formation of α-[Au]-enal species. 

Figure 4.7 
Computational mechanistic investigation: reaction profile and structures for the C-C bond-forming step.  
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Subsequently, the key C-C forming step was investigated by condensing the diphenyl-allyl 

cation and the alkenyl gold species, (Figure 4.7). M3’ shows a gold species with a gauche 

conformation (dihedral O1-C3-C2-C = 60°) with the carbonyl oxygen atom pointing towards the 

fully delocalized diphenyl carbocation (C5-C6 and C6-C7 = 1.38 Å).  

 

 
 

 

 

The bistriflimide is located in proximity of the carbocation through two unconventional 

hydrogen bonds (O2-H2 = 2.06 Å and O2-H5 = 2.22 Å). In the following step the [C1=C2-Au] 

motif approaches the benzylic carbon C5, resulting in the formation of a new C-C bond (C2-C5). 

The transition state, TS4, lies 8.9 kcal mol
-1

 higher than M3’ and it is reactant-like. Here, despite 

the evident pyramidalization of C5 atom(hybridization sp2 → sp3), the C2-C5 distance is still quite 

large (2.20 Å), whereas, as expected, the C1-C2 bond retains a double bond character (1.35 Å). 

Figure 4.8 
A comparison between the two possible reaction paths for the formation of the C-C bond: attack of C2 on C5 

(red) and attack of C1 on C5 (blue). 
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Concomitantly, the C1 methylene groups is rotating (H8-C1-C2-Au dihedral is 51° in TS4 from 2° 

in M3’) in order to expose the π-electronic density to the gold atom, as it is changing its 

coordination mode σ (M0) to η
2
 in the final product M4. This adduct features a new C2-C5 bond 

(1.52 Å) and results considerably more stable than M0 and particularly M3’ (24.5 and 28.7 kcal 

mol
-1

, respectively). 

Additionally, we investigated the attack of C1 on C5, but we found that this process is 

highly disfavoured, the free energy barrier being 13.5 kcal mol
-1

.  

The reaction profile for this alterative reaction channel is reported in Figure 4.8 (blue 

profile). Accordingly to the computational evidence, the product associated with this path has never 

been experimentally observed. 

Analogous calculations with AgNTf2 as the catalytic agent were carried out in order to 

support the experimental results on the key role of the silver salt in activating 2 and explain the 

lower chemoselectivity observed using AgNTf2 alone (7.5 mol%) (Table 1, entry 17). Accounting 

for the experimental results observed the reaction with AgNTf2 led to significantly higher energy 

barriers (Figures 4.9 and 4.10). 

 

 
 

Figure 4.9 
Computational mechanistic investigation: the formation of α-[Ag]-enal species. 
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Although the coexistence of a background reaction involving the spontaneous condensation 

of the unactivated allenamide 1 with allylic cationic species cannot be completely excluded, this 

reaction pathway seems non-competitive with the gold-assisted pathway in terms of 

chemoselectivity. Indeed, when a “naked” allylic carbocation generated in situ was directly treated 

with 1,
118 

 the corresponding enal 3 was obtained in only 40% yield along with a large amount of 

unknown by-products. 

 

4.4  Computational details 

 

DFT computations were performed by using the Gaussian09 series of programs.
4
 The M06 

functional proposed by Truhlar and Zhao
24,25

 was used in all computations. This functional can 

Figure 4.10 
Computational mechanistic investigation: the C-C bond-forming step with silver catalyst. 



74 

 

provide a reliable description of transition metals and medium-range π-π interactions at the same 

time.
97 

 The 6-31+G* basis set, included in the Gaussian package, was used for all atoms except the 

gold and silver atoms, which were described with the LANL2DZ basis set.
99

 The geometries of the 

various critical points on the potential surface were fully optimized with the gradient method 

available in Gaussian 09, and harmonic vibrational frequencies were computed to evaluate the 

nature of all critical points and entropy contributions to free energy. 

 

4.5 Conclusions 

  

We have disclosed a gold(I)/silver(I)-co-catalyzed α-allylation of unsaturated carbonyls with 

allylic alcohols providing rapid access to substituted enals, enones and acylsilanes.  The cooperative 

action of gold and silver salts was elucidated via experimental as well as computational studies. The 

synthetic flexibility of the targeted compounds was shown quite versatile and efficient. Finally, it 

should be mentioned that the present methodology represents a valuable synthetic alternative to the 

well-known Baylis-Hillman (BH) reaction
119

 for the α-functionalization of α,β-unsaturated 

carbonyls, that has found sporadic application  in allylic alkylation procedures. Studies addressing 

the enantioselective variant of the present protocol are currently under investigation. 
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5. Gold(I)-Catalyzed Dearomative [2+2]-Cycloaddition of Indoles with 

Activated Allenes: A Combined Experimental–Computational Study120 

 

5.1 Allenamides in Catalysis 

 

In the recent decades, allenes and their derivatives have progressively increased their interest 

in organic synthesis field becoming one of the most powerful and versatile synthetic building 

blocks.
121

 Among these, allenamides, are electron deficient allenamine equivalents that can 

participate in a range of cycloaddition events giving rise to novel heterocycles and diverse 

molecular architectures contained within natural products.  As we already saw in the previous 

research project the applicability of this functional group is very wide. The allenamide subunit can 

be employed, amongst other things, in radical cyclizations
122

, acid and metal catalyzed 

cyclizations
123

, palladium mediated transformations
124

, base catalyzed heterocyclizations
125

, Gold 

mediated transformations
126

 and ruthenium-catalysed aminoallylations
127

. Allenamides are 

functionally derived from allenamines,
128

 which along with structurally related systems such as 

allenol ethers
129

 and allenyl sulfides,
130

 can be classified as heteroatom-substituted allenes. The π-

donating ability of nitrogen atom makes allenamines more electron-rich than simple allenes, thereby 

predisposing them to electrophilic activations. Electronic considerations can be made through 

delocalization of the nitrogen lone pair toward the allenic moiety as demonstrated in the resonance 

form of allenamines. Accordingly, highly regioselective transformations can be achieved with 

consecutive addition of electrophiles and nucleophiles (Figure 5.1).
121b 

 

 
.  

Figure 5.1 
Allenamines Reactivity 
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The allenamines offers a wide number of other advantages over simple allenes, however, 

allenamines are also highly sensitive toward hydrolysis with a tendency to polymerize even at low 

temperatures (Figure 5.2), thereby creating serious difficulties in their preparation and experimental 

handling.
131

 

 
 

Consequently, the great potential of chemistry of nitrogen-substituted allenes could only be 

partially realized. Therefore, efforts to identify an allenamine-equivalent should be of high 

significance if it can strike the right balance between stability and reactivity. On the basis of these 

considerations allenamides should represent ideal candidates as a stable allenamine-equivalent. 

Delocalization of the nitrogen lone-pair in the carbonyl group should decrease its donating ability 

toward the allenic moiety, thereby leading to improved stability (Figure 5. 3)
121b 

 

 
 

They are becoming proven allenamine-equivalents that can be employed in a diverse array 

of stereoselective and intramolecular reactions that were not possible with traditional allenamines. 

They represent the ideal platform for pushing the limit of synthetic potential of nitrogen-substituted 

allenes. 

Figure 5.2 
Competitive side 

reaction of 

allenamines. 

Figure 5.3 
Allenamides resonances 

forms. 
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Many of the transformations that allenamides can undergo, give rise to structurally diverse 

heterocycles as well as complex molecular architectures reminiscent of natural products and 

biologically relevant substrates, all from relatively simple precursors. 

As well as any other olefin, allenamides reactivity includes the reactions of addictions, aldol 

addictions, α and γ  hydrogen substitutions, metal catalyzed or not cyclizations and cycloadditions. 

In the literature there are many examples that show the allenamides as the ideal partner for 

cycloadditions, either intramolecular or intermolecular; most of the examples exhibits a catalytic 

activation of the allenic moiety while sporadic are the reactions that proceed without metals or 

Brønsted acids.
121,123,125 

 

5.2  Indolyl-based alkaloid chemistry 

 

The indole scaffold probably represents one of the most important structural subunits for the 

design of new drug candidates. The demonstration that many alkaloids contain the indole nucleus, 

the recognition of the importance of essential amino acid tryptophan in human nutrition and the 

discovery of plant hormones served to bring about a massive search on indole chemistry. This has 

ensured the discovery of a vast number of biologically active natural and synthetic products, with a 

wide range of therapeutic targets, such as anti-inflammatories, phosphodiesterase inhibitors, 5-

hydroxytryptamine receptor agonists and antagonists. The intrinsic molecular diversity of synthetic 

and natural occurring compounds belonging to this family continues to inspire developments in 

organic synthesis. To this aim, catalysis is the ultimate forefront in this area with a large portfolio of 

reliable metal- and metal-free methodologies available.
132 

 

 
 

Figure 5.4 
Collection of natural products featuring polycyclic 

C(2),(3)-fused indoline and indolenine scaffolds. 
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Partially dearomatized C(2),C(3)-polycyclic fused indoline and indolenine motifs are widely 

diffused molecular architectures in indole alkaloids, featuring stereochemically defined all carbon 

quaternary stereocenters at the C(3)-position.
133  

A collection of titled compounds is reported in 

Figure 5.4.  

Among the numerous catalytic methodologies available, the enantioselective C(2),C(3)-

annulation of indoles by cycloaddition reactions is gaining growing credit in terms of chemical 

efficiency. Based on these methodologies, densely functionalized C(2),C(3)-fused cyclopropa-

([2+1]),
134 

cyclopenta-([3+2])
135 

and cyclohexa-indoline cores ([3+3])
136

 have been prepared in a 

stereochemically defined manner.  

C2,C3-indolincyclobutanes
137

 have found less attention in literature. As a matter of fact, 

besides the elegant intramolecular approach reported by Zhang,
138a

 the cyclobutyl-fused indole 

species was isolated only in low yields via condensation of allenamides with indoles proposed by 

Lopéz, and Mascareñas.
138b

 Additionally, Xie and co-workers very recently documented the 

dearomative [2+2]-cycloaddition between o-carboryne and N-silylated indoles under thermal 

conditions.
139

 

In this context, gold catalysis
140 

offers unique opportunities due to the peculiar attitude of 

this coinage metal in promoting cycloaddition transformations via electrophilic activation of π-

systems.
141,142

 

Recently, our cooperating experimental group documented the first enantioselective gold-

catalyzed synthesis of C(2),C(3)-indolincyclobutanes by formal [2+2]-cycloaddition reactions 

between N-protected indoles and allenamides (Figure 5.5).
143 

 

 
 

In conjunction with our research interests focused on gold(I)-assisted reactions of indole and 

allenamide derivative, will now be presented a comprehensive investigation on the dearomative 

formal [2+2]-cycloaddition reaction between 2,3-disubtituted indoles and allenamides to give 

Figure 5.5 
Preliminary results on the gold-

catalyzed asymmetric [2+2]-

cycloaddition of indoles and 

allenamides. 
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densely functionalized 2,3-cyclobutyl-indolines. In particular, the gold-catalyzed racemic and 

enantioselective condensations of allenamide/aryloxyallenes with a range of N-substituted indoles 

will be discussed. Also in this case is presented a combined experimental/computational work, the 

section that my research group dealt was a detailed DFT computational investigation to obtain a 

mechanistic insight on the the high chemo- regio- and stereoselectivity experimentally observed. 

 

 

5.3  Experimental results 

 

 

5.3.1  Optimization of the catalyst and reaction conditions 

 

With the aim of optimizing the synthesis of indolyl-2,3-cyclobutyl derivatives via 

cycloaddition reactions between electron-rich allenes and indoles, initially are screened a range of 

[Au(I)] complexes in the model reaction comprising the 2,3(Me)2-indole 1a and the allenamide 2. In 

parallel, a survey of reaction conditions elected DCM as the best reaction media (other reaction 

media furnished lower isolated yields of 4a: CH3CN=21%, THF=17%, toluene=15%, DCE (80 

C°)=22%).
 
Initial attempts afforded the partially dearomatized indolenine 5a and the nitrogen-

allylated indole 6a as main byproducts of the process.  

From the collection of results summarized on Table 5.1, clearly emerged the attitude of 

[JohnPhosAu(NCMe)]SbF6
144 

 in promoting the cycloaddition, providing the [2+2]-adduct 4a as the 

major product (entry 6, yield = 49%) under mild reaction conditions (CH2Cl2, rt, 16 h).  

Based on these results it can be assumed that the introduction of an electron-withdrawing 

group at the N-(1)-position of the indole could have significant effects on the reaction mechanism 

and its energetics by preventing the undesired N-alkylation (6a) and by increasing the electrophilic 

character of the intermediate immonium derivative.
145

  The experimentalists proved that, N-(Boc)-

2,3-(Me)2- indole 1b is a competent reaction partner providing the desired diastereomerically pure 

cyclobutyl derivative 4b in 60, 73 and 89% yield at room temperature, -20 and -40 C°, respectively 

(entries 7–9 of Table 5.1). The increase of isolated yields at lower temperatures can be rationalized 

in terms of minimization of gold-promoted self-condensation of 2 (i.e., dimerization or 

polymerization). 
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Entry [Au(I)] (5 mol%) Yield  

4 (%)  
Yield  
5a (%) 

Yield  
6a (%) 

1 JackiePhosAuNTf2 < 5 (4a) 22 33 
2 Ph3PAuNTf2 6 (4a) 18 75 
3 XPhosAuNTf2 19 (4a) -- -- 
4 JohnPhosAuTFA < 5 (4a) 77 < 5 
5 XPhosAuTFA 8 (4a) 70 < 5 
6 [JohnPhosAu(NCMe)]SbF6 49 (4a) 5 7 
7[a] [JohnPhosAu(NCMe)]SbF6 40 (4a) -- -- 
8 [JohnPhosAu(NCMe)]SbF6 60 (4b) -- -- 
9[a] [JohnPhosAu(NCMe)]SbF6 73 (4b) -- -- 
10 [JohnPhosAu(NCMe)]SbF6 89 (4b) -- -- 
 [a] T = – 20 °C, t = 5 h. [d] T = - 40 °C, t = 16 h. 

 

 

 

 

Concerning the stereochemical aspects, optimal conditions provided the cis-C(2),C(3)-fused 

tricyclic compounds in high diasteoreomeric ratio (d.r.=20:1). Furthermore, the exo-C=C double 

bond was exclusively obtained in the Z configuration. 

 

5.3.2 Application field of the reaction with allenamides 

 

Once optimized the reaction conditions and the catalyst, the scope of the process was 

examined by reacting a range of N-protected-2,3-disubstitued indoles (1c-q) under the elected 

conditions and a summary or results is depicted in the Figure 5.6.  

Interestingly, the presence of C5- and C7-membered cycles fused at the C(2)/C(3)-positions 

of the pyrrolyl ring were positively tolerated providing the corresponding tetra- and pentacyclic 

compounds 4c-k from moderate to excellent yields (41-95%). Additionally, indoles carrying acyclic 

C(2)/C(3) substituents (1l-q) performed similarly furnishing the cycloadducts 4 c-k in high yield. 

Table 5.1 
Optimization of the reaction conditions for the racemic variant of the formal [2+2]-cycloaddition reaction. All the 

reactions were carried out under nitrogen atmosphere (1:2:[Au] = 1.2:1:0.05). The Isolated yields are after flash 

chromatography. 
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This screening enabled us also to shed light on the tolerance towards substituents on the benzene 

ring. Here, while electron-donating (i.e. Me, OMe) and moderately electron-withdrawing groups 

(i.e. Br) proved competence in the process, the strong EWG NO2 group (C(5), 1m) completely 

suppressed the kinetics of the transformation. Finally, the Boc-protecting group was also 

successfully replaced by Cbz (1l) with an untouched isolated yield (95%).   

To be also mentioned that, the 2,3-disubstitution pattern at the indole core proved to be 

mandatory for the reaction course. As a matter of fact, while NBoc-indole and NBoc-3-Me-indoles 

provided dimerization products of 2 as main outcomes, NBoc-2-Me-indole furnished the desired 

[2+2]-cycloadduct only in 18% yield.  

Stereochemically, optimal conditions provided the cis-fused tricyclic compounds in high 

diasteoreomerically form (dr = 20:1). Additionally, the exo-carbon carbon double bond was formed 

exclusively in cis configuration. Both molecular skeleton and the stereochemical aspects were 

finally substantialized by obtaining the x-Ray structure of (+/-)-3i via slow evaporation from a 

solution of AcOEt.  

 

 

 
 

 

Figure 5.6 
Substrate scope of the dearomative 

[2+2]-cycloaddition between indoles 

and the allenamide 2.  

[Au(I)]: [JohnPhosAu(NCMe)]SbF6 

(5 mol%). Y = Yeld 

 

(+/-)-4 
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5.3.3 Application field of the reaction with aryloxyallene 

 

Aryloxyallenes are an important class of electron-rich allenes derivatives that found 

extensive applications in organic chemistry, with particular concern to cycloadditon reactions and 

additions of nucleophiles.
146 

Analogously to the afore-describe allenamides, the nucleophilic 

addition to the γ-carbon would lead to a formal allylation reaction with the concomitant installation 

of a synthetically versatile aryloxy moiety. 

Despite this undoubted synthetic interest, to best of our knowledge, this family of 

unsaturated compounds has never been employed in dearomative processes up to now. In order to 

assess the expandability of the methodology to aryloxyallene, a range of allenyl derivatives (3a-f) 

was synthesized via a conventional two-step procedure (propargylation of the corresponding phenol 

followed by base-assisted isomerization) and subjected to the dearomative cyclization in the 

presence of 1b ([JohnPhosAu(NCMe)]SbF6). Electron-“neutral” and electron-poor arenes were 

employed in order to guarantee synthetically acceptable stability of the corresponding allenes. 

Aryloxyallenes featuring electron-rich arenes proved to rapidly self-polymerize even at low 

temperatures and turned out to be unsuitable for the present protocol. 

 

 
Entry [Au] 

(x mol%) 
3 (Ar) Yield  

7(%) 
1 5 3a (Ph) 75 
2 1 3b (β-naphth) 83 
3 5 3c (pBrC6H5) 96 
4 5 3d (pNO2C6H5) 81 
5 5 3e (pF,oBrC6H4) 83 
6 5 3f (p,oCl2C6H4) 95 

 

 

 

The synthetic procedure turned out to be extraordinarily adaptable to a variety of 

aryloxyallenes. Accordingly, a range of racemic methylene cyclobutanes 7 (Table 5.2) was isolated 

as a single stereoisomer in good to excellent yields (75–96%) under mild reaction conditions ([Au]: 

1–5 mol%, DCM, 08C, 4 h). 

Table 5.2 
Gold catalysed dearomative [2+2]-cycloaddition between 1a and aryloxyallenes 6. All the reactions were carried out 

under nitrogen atmosphere (1:2:[Au] = 1.2:1:0.05). Isolated yields are after flash chromatography. Dr  20 :1. 

3 
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Subsequently, the substrate scope was further investigated by condensing differently 

substituted N-Boc-indoles and allenes 3b and 3d. The results reported in Figure 5.7 emphasize the 

efficiency of the above-described gold-catalyzed methodology in providing densely functionalized 

tricyclic fused indolinyl scaffolds 7.  

In particular, the reaction proved to be not significantly affected by the presence of 

substituents (including either carbon- or heteroatom-based groups) at the indole N(1), C(2), C(3) 

and C(5) positions. The isolated yields ranged between 50 and 94% and the decrease of the catalyst 

loading to 1 mol% did not at all affect the chemical outcome. The molecular architectures of 7 were 

unambiguously determined via X-ray analysis of cyclobutyl derivative 7pd. 

 

5.4 Gold-catalyzed dearomatization reaction: mechanistic study 

 

5.4.1  Preliminarily mechanistic insights  

 

The interest for the reaction mechanism originates from intriguing experimental evidences 

on the classic cycloaddition reaction among allenamide 2 and NBoc-indole 1b. Here, when the 

condensation was carried out at higher temperatures (i.e. rt or 40 °C), a second product was formed 

that became predominant in the latter case (yield = 35%). Crystallographic analysis showed that this 

product has the structure of the regioisomeric indoline-cyclobutyl ring 4b’, corresponding to a 

reverse approaching orientation (with respect to 4b) of the two reaction partners (Figure 5.8). 

Figure 5.7 
Formal [2+2]-cycloaddition between N-

Boc-indoles and aryloxyallenes 

(1/3/([JohnPhosAu(NCMe)]SbF6=1:2:0

.05, DCM, 0 8C, 16 h). *: 1 mol% 

of catalyst was used. All the 

compounds were obtained in racemic 

manner. 

7xb: Ar=2-naphth; 7xd: 

Ar=pNO2C6H4. 
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Additionally, when 4b was treated in the presence of the gold complex in hot DCM (40 °C), 4b’ 

was again isolated along with some decomposition products. 

 

 
 

This evidence seems suggesting 4b and 4b’ as the kinetic and thermodynamic products of 

the present reaction, respectively. 

Once again, as in previous research projects, the question on which we will focus is the 

mechanistic study of the reaction. In the light of the experimental results presented above even in 

this case the overall mechanistic picture still posed important and unsolved interrogatives such as: 

1) What is the coordination/activation mode of the gold catalyst with the allenamides? 2) Is the 

mechanism concerted or step-wise? 3) What is the rationale for the recorded regio- and 

stereochemistry? In particular, why does the ring closure occur without affecting the 

stereochemistry of the exocyclic double bond (Figure 5.9)? 4) Are the “kinetic” and 

“thermodynamic” adducts the results of two separate reaction channels coexisting on the reaction 

surface? 

 

5.4.2  DFT computational study of the reaction 

 

In order to answer the described questions determine a computational work based on 

computational calculations we performed. Relying on the proposed mechanism of the indole 

alkylation catalysis with allenamides promoted by [Au(I)], a mechanistic model for the 

cycloaddition reactions was proposed.  

Figure 5.8 
Regiodivergent outcome of the 

[2+2]-cycloaddition when 

performed in refluxing DCM.  

Proving the interconversion of 

4b into 4b’ in hot 

DCM. 
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We used a DFT approach and a model system formed by 1b and 2 activated by the [AuI] 

cation bonded to the JohnPhos ligand ([JohnPhosAu
+
]) to determine i) if the ring closing 

mechanism occurs without affecting the stereochemistry of the exocyclic double bond or not and ii) 

the possible reaction pathways for the production of the "kinetic" and "thermodynamic" adducts.  

First we examined how the cationic gold complex governs the electrophilic activation of 

allenamide 2.
147 

We found that the interaction of the metal with the cumulated diene involves an 

equilibrium between three different complexes M1(π), M2(σ), M3(π) showing η
2
, η

1
 and η

2
 

coordination to [Au(I)], respectively. Both η
2
 complexes (M1(π) and M3(π)) are more stable than 

M2(σ) (2.9 and 3.4 kcalmol
-1

, respectively; a 3D representation of the three complexes is given in 

Figure 5.10).  

The perturbation of the π-system caused by the interaction with the gold complex is 

evidenced by a slight increase of the C-C bond lengths in M1(π) and M3(π) and the increase of the 

corresponding positive charge density on α and γ carbons. The reaction surface for the 

cycloaddition shown in Figure 5.9 involving indole 1b and allenamide 2 complexed with [Au(I)] 

(reactants) is reported in Figure 5.11 examining the reaction pathways for the achievement of the 

“kinetic” and “thermodynamic” reaction products separately. 

 

Figure 5.9 
Hypothetical mechanisms for the ring-closing step. 



86 

 

 
 

 

 

 

In Figure 5.11 a schematic representation of the corresponding reaction patterns is also 

given. Additionally, two-dimensional representation  for each point of the structure of the various 

critical points located along the two pathways are given in Figure 5.12 (more detailed 3D 

representations in Figure 5.13).  

The approach of the two reacting species initially leads to the formation of an encounter 

complex M0 (12.9 kcalmol
-1 

more stable than reactants), where the indole ring plane and the plane 

of the metal allyl cation are facing each other, the C(3)-Cγ and C(2)-Cγ distances being 2.87 and 

3.00 Å, respectively. Interestingly, in the encounter complex the preferred coordination of the gold 

cation is η
1
 and not η

2
 as found in the isolated allenamide-[JhonPhosAu

+
] species. The higher 

stability of the σ-type complex (η
1
) can be reasonably ascribed to the stabilizing interaction between 

the electron-rich indole π-system and the positive charge localized on the a allenamide carbon (0.3 

is the net computed charge on Cα).  

 

 

Figure 5.10 
A schematic 3D representation of the allenamide-[AuI] complexes. Total energy values [kcalmol

-1
] are relative to 

M3(π). Bond lengths are given in Å. 
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Two reaction paths (both consisting of two steps) originate from M0 and lead to different 

regioisomers corresponding to opposite approaching orientations of the reacting species. These 

regioisomers should correspond to the hypothesized thermodynamic and kinetic products 4b’ and 

4b represented in Figure 5.8 (the former being 3.5 kcal mol
-1

 more stable than the latter). We denote 

the two paths leading to 4b’ and 4b as Path(T) and Path(K), respectively. Along Path(K) (kinetic 

pathway) the transition state TS1(K) (6.3 kcalmol
-1

 above M0) corresponding to the rate-

determining step of the process, describes the attack of C(3) on Cγ and leads to the formation of the 

indoleninic intermediate M1(K), 13.6 kcalmol
-1

 more stable than reactants. 

 

Figure 5.11 
The two computed reaction profiles Path(K) and Path(T). The total energy values (E, kcalmol

-1
) include ZPE 

corrections. 
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Figure 5.12 
A schematic representation of the structures of the critical points located along Path(K) and Path(T). Energies 

[kcalmol
-1

] are relative to reactants and include ZPE corrections. Bond lengths are given in Å. 
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The newly forming bond is 2.17 Å in TS1(K) and becomes 1.57Å in M1(K) where the bond 

formation is completed. Here the distance C(2)-Cβ (that identifies the second bond required to 

obtain the final product) is 2.73 Å. The σ-coordination of the gold atom as found in M0 is 

conserved in TS1(K) and M1(K). The variation of the N-C(2) bond length along the transformation 

M0→TS1(K)→M1(K) (1.41, 1.37, 1.32 Å, respectively) indicates that the formation of the new 

C(3)-Cγ  bond is brought about by the indole nitrogen lone pair through an enaminic-type electronic 

shift (see M1(K) structure in Figures 5.12 and 5.13). A rather low activation barrier (2.8 kcalmol
-1

) 

must be overcome (transition state TS2(K)) to close the ring. The structure of TS2(K) is similar to 

that of the previous intermediate M1(K): the most important difference is the decrease of the C(2)-

Cβ distance (the incipient C-C bond), which becomes 2.26 Å. Importantly, the Cα-Cβ bond length 

remains approximately constant on passing from M1(K) to TS2(K) (1.34 and 1.36 Å, respectively). 

This suggests that the formation of the C(2)-Cβ bond involves the [Au]-Cβ heterolytic bond 

breakage (path B in Figure 5.8) rather than the enamidic fragment (N-Cα-Cβ) electrons (path A in 

Figure 5.8). Thus, the ring-closing process does not affect the nature of the Cα-Cβ exocyclic double 

bond, which maintains its Z-configuration generated from the initial outer-sphere nucleophilic 

attack of the indole on the gold-activated allenamide. 

 

 

 

Figure 5.13 
Detailed 3D  representation of the structures of the critical points located along Path(K) and Path(T). Bond lengths 

are in Å. 

M0 M1(K) TS1(K) 
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Figure 5.13 (Continued) 
Detailed 3D  representation of the structures of the critical points located along Path(K) and Path(T). Bond lengths are 

in Å. 

 

M2(K) 

TS1(K) 

M1(T) 

M2(T) 

TS1(T) TS2(T) 
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The final M2(K) product complex (the 4b regioisomer) is 30.8 kcalmol
-1

 more stable than 

reactants. In this complex the gold atom gets away from Cβ (Cβ-Au distance=2.44 Å) and moves 

much closer to Cα (2.37 Å), thus reactivating a η
2
 coordination with the exocyclic double bond. 

Notably, the N-C2 distance (indole moiety) increases from 1.32 to 1.47 Å along the transformation 

M1(K) → M2(K). This points out the disappearance of the formal charge on the immonium ion 

(characterizing the indoleninic intermediate M1(K)) and the repositioning of the lone-pair on the 

nitrogen atom in M2(K). Also, it demonstrates the importance of the protecting group Boc that 

assists the cycloaddition process by displacing electron density from N-C(2).  

Along Path(T) (thermodynamic pathway) the first transition state TS1(T) describes the 

nucleophilic attack of C2 on Cγ (the new incipient C2-Cγ bond is 2.14 Å) and corresponds again to 

the rate determining step of the process. TS1(T) is 7.6 kcal mol
-1

 higher than M0 (1.3 kcalmol
-1

 

above TS1(K)) and leads to M1(T), the indoleninic dearomatizated intermediate, where the new C2-

Cγ bond formation is completed (1.57 Å). The dearomatization process occurring in the passage M0 

→ M1(T) and involving the delocalization of the benzene π-electrons on indole is evidenced by the 

gradual increase in the indole moiety of the C2-C3 (from 1.37 to 1.48 Å) and C4-C5 (from 1.41 to 

1.44 Å) distances and a simultaneous shortening of C3-C4 bond (from 1.44 to 1.38 Å). The 

transition state for the subsequent ring-closing step (transition state TS2(T), 3.3 kcal mol
-1

 above 

TS2(K)) has an intrinsic activation energy of 6.1 kcal mol
-1

. The values of the computed bond 

lengths again indicate that the ring-closing process involves the Cβ-[Au] electrons. The stability of 

the resulting product M2(T) (34.3 kcal mol
-1

 below reactants) can be reasonably ascribed to the 

restoring of the aromaticity of the indolinic ring. As observed for M2(K) the coordination mode of 

the gold cation [Au(I)] again becomes η
2
. It is reasonable to believe that the energetic gap among 

these two adducts is due to the steric hindrance between the Boc and the oxazolinonic groups. In 

M2(K) these two groups are rather close, but this steric hindrance is partially cancelled in the 

thermodynamic adduct M2(T) (compare M2(K) and M2(T) in 3D structures of Figure 5.13). 

A comparison between the two reaction profiles clearly indicates that the two transition 

states for indole dearomatization (rate determining step in both cases) are close enough (the two 

activation barriers differ by 1.3 kcalmol
-1

) to explain why, when the reaction is performed at 0C°, 

small amounts of the thermodynamic product are observed and only through a rigid kinetic control 

(- 40 C°) it is possible to avoid the formation of the regioisomer 4b’. The energy difference between 

TS1(K) and TS1(T) can be plausibly ascribed to the different indole dearomatization ability 

associated with the attack of C(3) and C(2) on the allenamidic carbon Cγ. The energy cost is higher 
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in the latter case where a loss of aromaticity of the entire system (also involving the benzene ring) 

occurs. Otherwise, when the attack proceeds from C(3) the loss of aromaticity is confined to the 

heterocyclic portion. 

 

5.5  Computational details 

 

All the reported DFT computations have been carried out using the software Gaussian 09 

series.
4
 The M063 functional proposed by Truhlar and Zhao was used in all computations. This 

functional has been demonstrated to provide a better estimate of π-π interactions and reaction 

energetics4 with respect to the mostpopular DFT Becke’s three-parameter exchange functional 

B3LYP.
24,25,97

 According to a locally dense basis set (LDBS) approach, the model system has been 

partitioned into different regions, which were assigned basis sets of different accuracy. All the 

atoms of the t-Bu groups of the gold ligand (JohnPhos) and of the BOC protecting group have been 

described by 3-21G* basis set, while the rest of system (except the metal center)
98

 has been 

described by more accurate basis set 6-31G*. Gold atom has been described by the widely used 

effective core potential (ECP)-type (with pseudopotential) LANL2DZ
99

 basis set. The geometries of 

the various critical points on the potential energy surface were fully optimized with the gradient 

method available in Gaussian 09. For each stationary point, harmonic vibrational frequencies 

computations have been performed to determine the nature of the various critical points. The 

solvent effects have been taken into account during optimization, using the Polarizable Continuum 

Model (PCM) approach.
100

 A value of 8.93 was employed for the toluene dielectric constant ε. 

 

5.6  Gold-catalyzed [2+2]-cycloaddition between indoles and electron-rich allenes: 

enantioselective version 

 

In the light of the results provided by our computational study for the reaction mechanism of 

the [2+2]-cycloaddition of indoles, an enantioselective version of the cycloaddition reactions is 

further documented as a powerful tool for a direct access to stereochemically defined dearomatized 

indolyl-based scaffolds.
148

 As a matter of fact, several metal- and metal-free stereoselective 

methodologies have been developed with the site-selective functionalization of the C(2)- and C(3)-

positions of the indole core. Interestingly, despite the enormous interest towards the development of 

efficient catalytic methodologies to polycyclic fused indolines, enantioselective protocols to access 



93 

 

C(2)/(3)-cyclobutylindoline compounds were still unreported until our recent contribution on the 

stereoselective gold catalyzed formal [2+2]-cycloaddition reaction.  In particular, the use of in situ 

formed (R)-DTBM-segphos(AuOTf)2 (2.5–5.0 mol%) enabled the enantioselective preparation of 

tricyclic indoline scaffolds in straightforward manner by condensing a range of N-Boc-indoles and 

2 (DCM, -60 C°). Excellent levels of regio-, diastereo- (d.r.>20:1) and enantioselection (ee up to 

98%) were obtained for differently substituted indoles with allenamide 2 Figure 5.14. Moreover, the 

efficiency of the stereoselective gold-catalyzed intermolecular [2+2]-cycloaddition between 

aryloxyallenes and N-Boc indoles was investigated. Among the screened chiral ligands, again (R)-

DTBM-segphos furnished the highest levels of chemical and optical yields (CH2Cl2, 0C°, cat.= 2.5 

mol%) in the model reaction (3+1 Figure 5.14) in combination with AgNTf2 as the gold-

activator.
149

 Aryloxyallenes 3 were generally found less reactive than that allenamide 2 in the 

enantioselective variant and higher reaction temperatures (i.e., 0C°/-20C°) were required in order to 

access synthetically acceptable reaction kinetics. 

 

 

 
 

 

 

5.7  Conclusions 

 

A comprehensive investigation of the gold-catalyzed dearomative cycloaddition reaction of 

indoles with electron-rich allenes is documented by means of experimental and computational tools. 

Commercially available ([JohnPhosAu(NCMe)]SbF6 showed competence in performing the 

chemo-, regio- and diastereoselective formal [2+2]-cycloaddition between a wide range of 

Figure 5.14  
Gold-catalyzed enantioselective cycloaddition between indoles and allenamide 2 (a) ariloxyallenes 3 (b) 
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substrates under mild conditions. A portfolio of densely functionalized C(2),C(3)-fused 

cyclobutylindolines (4/7) is accessible in a straightforward manner. Additionally, the use of chiral 

C(2)-symmetric DTBM-segphos enabled the control of the stereochemical profile of the 

dearomatization reaction in a convenient manner (ee up to 95% with aryloxyallenes and 99% with 

allenamide 2). Our DFT computations have clearly demonstrated that the mechanism for the formal 

gold-catalyzed cycloaddition among allenamide 2 and N-Boc-indole 1b proceeds through a polar 

non-concerted mechanism involving two kinetic steps. Two different reaction pathways (Path(K) 

and Path(T), both consisting of two steps) originate from an initial encounter complex and provide 

the two regioisomers experimentally observed, that is, 4b obtained under kinetic conditions and 4b’ 

obtained under thermodynamic conditions. In both cases the first step is rate determining and 

corresponds to a dearomatization process. The ring closure occurring in the second step involves the 

heterolytic rupture of the s [Au]-Cβ bond and not the electrons of the exocyclic Cα=Cβ double 

bond, which maintains its original Z-configuration in agreement with the experiments. The energy 

cost for the dearomatization process is higher along the thermodynamic pathway (attack from the 

C(2)-indole position) where the loss of aromaticity involves the entire system (indole and benzene 

ring). This cost decreases when the attack proceeds from C(3)- and the dearomatization is confined 

to the indole moiety. The energy difference between the two dearomatization transition states is not 

very large (about 1.3 kcalmol
-1

). This explains why at 0C° small amounts of the thermodynamic 

product 4b’ are observed and only under severe kinetic conditions (-40C°) it is possible to avoid the 

formation of this regioisomer.  
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6. Computational Investigation on Metal-Free Enantioselective 

Electrophilic Activation of Allenamides 

 

6.1  Organocatalysis 

 

In the wide field of catalysis, in these last decades, organocatalysis has played a leading role. 

Today organocatalysis is one of the most popular research topics in advanced organic chemistry. 

Until a few decades ago asymmetric catalysis involved metal-based chiral catalysts almost 

exclusively, and offered a wide range of oxidations, reductions, σ-bond insertions, π-bond 

activations and Lewis-acid-catalyzed reactions. However, some organometallic systems can be 

expensive, toxic and/or sensitive to air and moisture. Therefore organocatalysis represents a novel 

synthetic philosophy and mostly an alternative to the prevalent transition metal catalysis.  

An “organocatalyst” is a low molecular weight organic molecule, which, in 

substoichiometric amounts, catalyzes a chemical reaction. Organocatalysis has several advantages 

not only for what concerns its synthetic value but also for economic and environmental reasons. As 

a matter of fact, the major benefit in organocatalysis is the absence of metal. An organocatalyst can 

be a Lewis base, Lewis acid, Brønsted base, and Brønsted acid. In the specific context of this work, 

we have employed an asymmetric Brønsted acid catalysis, in particular chiral phosphoric Brønsted 

acid-type catalysts.  

 

6.1.1  Brønsted acid catalysts 

 

Asymmetric Brønsted acid catalysis is one of the most successful subfields of 

organocatalysis.
150 

This organocatalysts are capable of activating the widest range of functional 

groups. Compared to Lewis acids, Brønsted acids are generally easier to handle and are usually 

stable to oxygen and water.  

In 2004 independent reports by Akiyama
151 

and coworkers, and Uraguchi-Terada
152 

 

represented a new turning point in organocatalysis, by describing relatively strong BINOL‐derived 

phosphoric acids as an efficient catalysts for carbon‐carbon bond forming reactions. During the last 

five years the development of novel BINOL phosphate-catalyzed reactions has been continuously 

studied and enabled great progress in recent years.
153
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Several research groups reported the application of BINOL phosphates in numerous highly 

enantioselective transformations.
153

 In most cases, the key aspect of catalysis is the bifunctional 

character (Brønsted acid/Lewis base) of the phosphoric acid moiety. 

 

6.2  Electrophilic Activation of Allenamides 

 

The use of metal-free non-covalent interactions for the direct activation of carbon-based 

unsaturated π-systems has been rarely treated so far. As a matter of fact, the attention has been 

mainly focused on asymmetric organocatalytic reactions via hydrogen bonding activation and 

Brønsted acid activation of carbonyl compounds and imines. Recently, Toste and co-workers
154

 

reported the efficiency of chiral dithiophosphoric acids as Bronsted acids in promoting the 

enantioselective intramolecular nucleophilic addition to 1,2-/1,3-dienes. Moreover, Terada and co-

workers
155

 documented the suitability of BINOL-based phosphoric acids in delivering the 

enantioselective addition of azalactones to 3-vinylindoles.  

In this context, our cooperating research group, lately presented a chiral BINOL phosphoric 

acid catalyzed (1–10 mol%) dearomatization of indoles through electrophilic activation of 

allenamides (ee up to 94%).
156 

 To address this stereochemical manipulations of C-C π-systems by 

metal-free activation, bifunctional allenamides as valuable scaffolds to access chemical diversity 

was employed.
157

 We have already shown, in our gold(I)-catalyzed studies, how these “electron-

rich” π-systems are very important in organic synthesis in metal-assisted electrophilic activation. In 

particular, the coordination of a positively charged transition-metal chiral complex (L*MX) to the 

allenamide delivers an intermediate a that can undergo an α or γ nucleophilic condensation with 

several nucleophilic substrates (Figure 6.2a). An important example is the enantioselective 

Figure 6.1  
Akiyama and Uraguchi-Terada 

Phosphoric acid catalysts. 
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cycloaddition reactions involving allenamides with the active participation of chiral gold complexes 

as promoters.
158

 A conceptually analogous activation mode occurs when the metal is replaced by a 

proton in a chiral Brønsted acid organocatalysis. The chiral Brønsted acid can activate an achiral 

substrate by protonating it. A conjugate base remains to provide the chiral environment for the 

subsequent bond-forming step that can yield an optically active product. In most cases, the proton is 

actually ‘shared’ to a varying extent between the two species through hydrogen-bonding 

interactions. This new activation model represents a challenge for catalyst design. The principles of 

tuning the ligand chiral environment of metal centers can no longer be applied; instead, it is the 

interaction between the conjugate base and conjugate acid that is key to achieving high levels of 

enantioselectivity in the product.
153k 

 

 
 

 

 

 

 

 

In this direction, chiral Brønsted acids can be used as effective promoting agents for the 

stereochemical electrophilic activation of allenamides exploiting the isolobal analogy often 

interconnecting [Au(I)] species and the proton.
159

 As described above, the interaction between a 

Figure 6.2  
a) Conventional electrophilic activation of allenamide metal-dependent  b) “unconventional” (metal-free) 

electrophilic activation of allenamides in asymmetric synthesis. c) Intermolecular enantioselective dearomatization of 

N(H)-free indoles Brønsted acid catalysed, general reaction. 

with allenamides: the model reaction. 

b) Enantioselective Brønsted acid catalyzed dearomatization of indoles 

with allenamides: the model reaction. 
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chiral anion and the substrates (activated α,β-unsaturated iminium species BA
*-

 and a nucleophile) 

(Figure 6.2b) can result in a stereochemically-controlled process.
156

  

 

6.3 Experimental results 

 

 

To verify the feasibility of the previous hypothesis, the C3-site-selective intermolecular 

enantioselective dearomatization of  N(H)-free indoles (Figure 6.2c) is considered as the benchmark 

process.
160 

 Recently, our cooperating research group reported a work on the key role of the gold 

counterion in controlling both reactivity and regioselectivity in the condensation of  indoles with 

allenamides  that could support the present enantioselective metal-free variant.
161

  

The basic transformation, selected as the model reaction, is the condensation of 2,3-

dimethylindole (1a) and readily available N-phenyl-N-sulfonylallenamide (2a) (see scheme in 

figure 6.3). 

 

    

 
 

 

Figure 6.3  
Schematic representation of 

the model reaction and  

optimization of the catalytic 

system. 
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6.3.1  Optimization of the catalyst and reaction conditions 

 

The model substrates were initially subjected to various reaction conditions. 
 
A range of 

chiral BINOL-based phosphate catalysts (I–VII, 10 mol%) was screened at room temperature in 

anhydrous benzene as the reaction media in order to select the best performing catalyst. 

The resulting screening reported in Figure 6.3 of differently substituted chiral BINOL 

phosphoric acids suggests important conclusions about the impact of the BA* structure on the 

course of the stereochemical reaction. The ligand (S)-C8-TCyP (VII) performed exceptionally in the 

model reaction, providing the indolenine 3aa in quantitative yield and 92% ee of (S) isomer (entry 

10).
162 

 

 

6.3.2 Application field of the reaction  

 

The efficiency of the BINOL-based phosphoric acid C8-TCyP (VII) (Figure 6.3) in the 

regio- and stereoselective dearomatization of indoles offered the opportunity to extend the 

methodology to a widely range of enantiomerically enriched 3,3-disubstituted indolines.
163

 The 

application field of the catalytic methodology was investigated testing a range of 2,3-disubstituted 

indoles (1b–p) to dearomatization under the optimized catalytic conditions (VII=1–10 mol%, 

benzene, 16/72 h, rt). The chemical and stereochemical outcomes are summarized in figure 6.4.  

All the products obtained show a high degrees of stereoselectivity. Indoles carrying cyclic 

C(2,3)-fused substituents (1b–d) delivered the desired indolenines 3ba–3da in moderate to good 

yields and excellent enantiomeric excess up to 93%. Saturated aliphatic as well as benzylic organic 

residues at the C3-position of the indole (1e–h) provided high enantioselctivity (ee 87–93%). For 

C2-Et- and C2-nPr-substituted indoles (1n–p) afforded the corresponding dearomatized compounds 

in acceptable yields (69–77%) and ee (87–92%). Therefore several substituents at the indolyl 

substructure are well tolerated and the validity of the method was verified. A range of differently 

C5-substituted indoles (1i–m) was treated with allenamide 2a in the presence of VII. Synthetically 

acceptable levels of enantioselectivity were achieved with ee up to 92% in the case of 5-Fand 5-

MeO indole derivatives. 

 



100 

 

 
 

 

 

6.4 DFT investigation of Metal-Free Enantioselective Electrophilic Activation of Allenamides 

 

6.4.1 Preliminary mechanistic insights 

 

The regiochemical preference of the indole nucleophilic attack is by the C3 with respect to 

the N1 analogues on the γ position of the allenamide (see reaction model in Figure 6.3). The first 

mechanistic issue concerns what happens after the selective protonation of the allenamide 2 (Figure 

6.5a). Two mechanistic schemes are possible. In the former (Figure 6.5a), the indole attacks the 

position of the protonated α,β-unsaturated iminium intermediate and in a concentrated fashion 

transfers a proton from the nitrogen atom to the phosphoryl oxygen atom restoring the catalyst.  

Figure 6.4  
Representative collection of indolyl scaffolds 

available through the enantioselective 

dearomatization of indole procedure.  

[a] (R)-VII was used. [b] Catalyst loading 5 

mol%, time 72 h. [c] Catalyst loading 1 

mol%, time 72 h. Ts = p-toluenesulfonyl, Bs 

= benzenesulfonyl. 

Y=yield. 
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The enantio-discriminating step of the process could be “regulated” by hydrogen bond interaction 

of the basic site on the phosphoryl oxygen atom controlling the approaching trajectory of the 

heterocycle (acid/base dual function catalysis).  The latter possible pathway (Figure 6.5b) involves a 

covalent interaction between the catalyst and the -carbon of allenamide that takes place before the 

indole nucleophilic attack. Subsequently, the indole attacks the activated allenamide with a SN2’-

type mechanism 
154,164 

and, at the same time, a proton is being passed to the catalyst, which 

regenerates. Both hypothetical approaching trajectories do not affect the overall stereochemistry 

obtained in the final product. Further aspects of the catalytic mechanism are still obscure: 1) how is 

the stereochemical control carried out?; 2) what is the specific role of chiral Brønsted acids?  

 

 

6.4.2 Computational study of the reaction 

 

With the purpose of elucidating the above-mentioned mechanistic issues and the origin of 

the enantioselectivity, we carried out a detailed DFT computational investigation on this 

enantioselective dearomatization process. In particular, we determined two reaction mechanisms, 

which lead to the two possible enantiomeric products. The model-system used in the calculations 

consists of dimethyl-indole (1a) and N-phenyl-N-sulfonylallenamide 2a together with the 

commercial available chiral catalyst  (S)-C8-TCyP (figure 6.6) in which the two alkyl chains C8H17 

on BINOL structure were replaced by methyl groups. 

Figure 6.5  
Possible activation modes: 

noncovalent (a), and covalent (b) 

BA–allenamide interactions. 
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(S)-C8-TCyP 

Figure 6.6  
Model reaction  for the Metal-Free Enantioselective Electrophilic Activation of Allenamides 

 

 

Figure 6.7  
The two computed reaction profiles for the (R)(blue) and (S)(red) enatiomers. The total energy values are in  

kcal mol
-1

 

 

P3aa 
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The reaction energy profile is reported in Figure 6.7. The two reaction channels (red and 

blue) correspond to the stereoselective profiles leading to the P3aa(S) and P3aa(R) enantiomeric 

products. In both cases, our computations revealed a multistep mechanism for the transformation of 

2a→P3aa(S)/(R).  

 

 
 

The approach of the reacting species initially leads to the formation of the first catalyst–

substrates adduct P0. On the basis of how the reactant approaches the chiral catalyst a particular 

arrangement characterizes the two rigid isomers P0(S) and P0(R), which represent the starting 

complexes for the two reaction channels leading to the P3aa(S) and P3aa(R) isomers, respectively.  

 

 
 

 

 

 

A schematic representation of the starting complexes P0(S) and P0(R) is given in figure 6.9. 

In P0(S), which has been found to be 4.8 kcal·mol
-1 

more stable than P0(R), the Re-face (Figure 

6.8) of the indolic substrate is sterically shielded by the chiral catalyst while leaving free the Si-face 

available for approaching the underlying allenamide. It is interesting to note that the two substrate 

molecules interact with the catalyst, as if they were inside an enzyme active site. As a matter of fact, 

Figure 6.8  
Re and Si Faces of the indolic species. 

Figure 6.9  
Schematic representations of the P0(S) starting complex of the dearomatization process. Bond lengths are given 

in Å. 
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they enter into a pocket featuring the phosphate at end and completely surrounded by the cyclohexil 

groups in such a way that the initial above-described arrangement is retained throughout the entire 

reaction profile. In P0(R), the substrate molecules adopt the opposite arrangement: the indole Re-

face is facing the activated allenamide on which the nucleophilic attack will be performed to 

eventually yield the P3aa(R) enantiomer. 

As mentioned above, the key point for the transfer of chirality is represented by the 

formation of covalent and non-bonding interactions between the chiral catalyst and the substrates in 

the reaction environment. In this context, this enzyme-like global arrangement that forces the 

reactants to maintain rigid relative positions is certainly crucial for the high stereoselectivity of this 

chiral BINOL-based phosphate catalysts. In particular, the hydrogen bond O2-H2 (2.07 Å in P0(S) 

and 2.08 Å in P0(R)) and the strong interaction between H1 and the electron-rich allene system 

(Cβ-H1 2.27Å in P0(S) and 2.36Å in P0(R), Figure 6.9) in the starting complexes keep close 

catalyst and substrate by providing a proximity effect similar to that of an enzyme.  

 

 
 

 

 

The first step of the reaction is the activation of the allenamide through the transfer of the 

phosphate acidic catalytic proton and the asynchronous yet concerted formation of the Cα-O1 bond. 

The structures of the critical points of this step along both the (S) and (R) profiles are schematically 

represented in figure 6.11. The proton-transfer takes place beyond the transition states TS1(R)/(S) 

Figure 6.10  
Detailed three-dimensional representation of P0(S) the catalytic center hosts substrates as if they were entering the 

active site of an  enzyme 
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corresponding to the rate-determining step of the process for both (S) and (R) pathways. Along the 

(S) path, an energy barrier of 22.9 kcal·mol
-1

 (TS1(S)), must be overcome to obtain a quite stable 

covalent intermediate P1(S) (-15.9 kcal·mol
-1
) characterized by a covalent bond Cα-O1 (1.46 Å). 

As the proton is being transferred from O1 to the C of the allenamide, a positive charge starts 

appearing on the adjacent Cα (the net computed ESP charges on Cα goes from -0.04 in P0(S) to 

+0.02 in TS1(S)). This electrophilic carbon atom is attacked by the negative charge, which is 

simultaneously developing on the phosphate O1 (net computed ESP charges on O1 goes from -0.20 

in P0(S) to -0.72 in TS1(S)) a distance O1-Cα of  3.12 Å in TS1(S) was found. The result is the 

formation of a covalent intermediate (P1(S)), in which the allenamide has been protonated and thus 

activated and linked to the catalyst through a covalent bond (O1-C = 1.46 Å). An analogous 

mechanism was found along the (R) path. However,  TS1(R) lies 2 kcal·mol
-1

 above TS1(S) (22.9 

kcal·mol
-1

) and P1(R) is slightly less stable than P1(S).  

 

 
 

 Figure 6.11  
Schematic  representations of the intermediates P1(s) and P1(R) and transition states TS1(s) and TS1(R).  Bond 

lengths are given in Å. 
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The covalent intermediates P1(S)/(R), found in this first step, allow us to discard the 

hypothetical Michael-type addition supported in the 6.4.1 section (Figure 6.5a). Our computations 

have rather confirmed a SN2’-type mechanism (hypothesized in 6.4.1 section Figure 6.5b) described 

in P1(S)/(R)→TS2(S)/(R)→P2(S)/(R) step for both enantiomeric channels (Figure 6.12), in which 

the formation of the Cγ-C3 bond with the consequent dearomatization and creation of the new 

stereogenic center on C3 occurs  (Figure 6.12). It is important to note that this step determines the 

stereochemistry of the final product. As the nucleophilic site C3 on the indolic species attacks the 

electophilic Cγ carbon atom, the double bond formally passes from Cγ-Cβ to Cβ-Cα and 

consequently the Cα-O1 bond breaks. In this step, the indole loses its aromaticity, but the system 

lowers its energy as a new, strong C-C bond is being formed. 

The values of the computed intrinsic activation barriers, which are 29.7 and 25.9 kcal·mol
-1 

for TS2(R) and TS2/(S) respectively, once again indicates that the (S) path is favored. This 

difference could be ascribed to the different arrangement the indole group which results in a 

strongest hydrogen bond network in TS2(S) (O2-H2 = 1.78 Å) than in in TS2/(R) (O2-H2 = 2.95 Å 

and O2-H2 = 2.96 Å). The newly forming bond Cγ-C3 is 2.42 Å in TS2(S) and becomes 1.56 Å in 

P2(S) where the bond is completely formed. Very similar values are found in the (R) path where 

Cγ-C3 passes from 2.37 Å in TS2(R) to 1.56 Å in P2(R). During this step, the final proton-transfer, 

in which H2 moves from N1 to O2 leading to the final products and catalyst regeneration has not 

occurred yet. This means that a positive charge (counterbalanced by the negative catalyst) is 

delocalized on the indole system, which is thus found to be able to accommodate it very efficiently. 

Two similar transition states associated to very low activation barriers (0,9 kcal·mol
-1 

in the TS3(S) 

and 1.8 kcal·mol
-1 

in the TS3(R)) connect P2(S) and P2(R) with the corresponding final 

enantiomeric products P3aa(S) and P3aa(R). The stability of the final product P3aa(S) (24.9 kcal 

mol
-1

 below the starting complex) is once again favored over its (R) isomer P3aa(R) (18.9 kcal mol
-

1
 below the starting complex). It is reasonable to believe that the energetic gap between these two 

adducts is once again due to the best fit of (S) product in the chiral catalyst pocket. 

Comparison of the two reaction profiles clearly indicates the profile (S) as favored during 

the whole course of the reaction (Figure 6.9) according with the experimental result which show a 

92% ee of (S) isomer (Figure 6.3, entry 10) for the our model reaction. This is probably due to the 

rigid arrangement of the substrate molecules in the chiral catalyst pocket that results in a stronger 

hydrogen bonding network and non-bonding interactions associated to the geometric disposition 

associated to the (S) pathway. 
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Figure 6.12  
Schematic  representations of the intermediates P2(s) and P2(R), transition states TS2(s),TS2(R),TS3(s), 

TS3(R) and the two stereoisomeric products P3aa(s) and P3aa(R) related to dearomatization step and final 

proton transfer.  Bond lengths are given in Å. Energy in kcal mol
-1 
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The main conformational difference between the two reaction channels observed in the 

course of reaction, is represented by the position of the indole ring plane, which is relate to the 

enantiotopic plane that performs the nucleophilic attack onto the electrophilic activate allenamide: 

Si face or Re face that correspond to the (S) or (R) pathway respectively. The opposite face interacts 

with the C-H protons of the cyclohexyl of the chiral catalyst in both (S) and (R) path. However, in 

the case of path (S) these interactions are stronger, as the cyclohexyl is closer to the indole phenyl 

moiety. This is especially interesting in the stereochemically determining step (TS2(R)/(S)) where 

the difference between the indole and C-H of the cyclohexyl overlying interactions are substantial 

(see distances in Figure 6.13) contributing to lowering the TS2(S) energy (3.8 kcal mol
-1

 below 

TS2(R)). This conformation is retained during the whole course of the reaction and contributes to 

stabilize the intermediates and transition state on the (S) pathway.  

 

 
 

 

 

 

6.5 Computational details 

 

The DFT computations were carried out using the software Gaussian 09 series.
4
 The M06-

2X functional proposed by Truhlar and Zhao was used in all computations. According to a locally 

dense basis set (LDBS) approach, the model system has been partitioned into different regions, 

which were assigned basis sets of different accuracy. The molecules directly involved in the 

reaction (indole 1a and allenamide 2a) and the atoms of the central substructure of the BA*-H 

Figure 6.13  
Representations of the interactions between the C-H of the cyclohexyl ligand moiety of the catalyst and the 

shielded face of the indole in TS2(S) and TS2(R). Distances are in Å. 
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catalyst (phosphate and BINOL mojety Figure 6.14) were treated with 6-31G* basis set.25 The 

other region includes all remaining atoms which were described by the 3-21G* basis set.25  

 
The geometries of the various critical points on the potential energy surface were fully 

optimized with the gradient method available in Gaussian 09. For each stationary point, harmonic 

vibrational frequencies computations have been performed to determine the nature of the various 

critical points.  

 

6.6  Conclusions 

 

We have been carried out a detailed computational investigation on the organocatalytic 

enantioselective dearomatization of indoles by means of a metal-free electrophilic activation of 

allenamides. In particular, we have considered the reaction between dimethyl-indole 1a and N-

phenyl-N-sulfonylallenamide 2 catalyzed by the commercially available chiral BINOL-based 

Brønsted acid (S)-C8-TCYP. This process has experimentally proved to furnish excellent results: 

indolenine 3aa in quantitative yield and 92% ee of (S) isomer (Figure 6.3, entry 10).  

Our computations have clearly localized two enantiomeric pathways, which we called (S) 

and (R) (Figure 6.7) pathways, both consisting of three steps, originating from initial encounter 

complexes P0(S) (path(S)) and P0(R) (path(R)) and delivering the two enantiomers 3aa(S) and 

3aa(R) respectively. In both cases the first step is rate determining and corresponds to the Brønsted 

acid-based activation of the allenamide 2 by the phosphate acidic proton. The second step involves 

the stereochemically determining step with the formation of the newly stereogenic center on C3 

corresponding to the dearomatization process. Our computations suggest that this process occurs, in 

both cases again, through a SN2’-type mechanism after the formation of the covalent intermediates 

P1(S)/(R) rather then the hypothetical Michael-type addition supported in the 6.4.1 section (Figure 

Figure 6.14  
Partitioning scheme of the BA*-H catalyst regions described 

with  different accuracy basis sets. 
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6.5a). The final proton-transfer, in which H2 moves from N1 to O2 leading to the final products (R) 

and (S), occurs in a subsequent final step, characterized by two very low activation barriers (0,9 

kcal·mol
-1 

in the TS3(S) and 1.8 kcal·mol
-1 

in the TS3(R)). 

In agreement with the experimental result indicating the (S) isomer as the predominant 

stereoisomer (92% ee, Figure 6.3, entry 10) the enantiomeric profiles documented by our 

calculations clearly show that the pathway leading to the (S) isomer lies at lower energy along the 

whole reaction profile. The resulted energy gap between the enantiomeric intermediates and 

transition state depend on the structural arrangement of the chiral catalyst-substrate adduct which 

determines better non-bonding interactions in (S) channel. The main conformational difference 

between the two reaction channels is represented by the approach-mode of the indole ring plane 

with respect to a cycloexylic moiety of the chiral catalyst. On the (S) profile the interactions 

between C-H protons of the cyclohexyl and the phenyl plane ring of the indole are stronger. 

Moreover, also the hydrogen bond network in the stereochemistry-determining transition states 

(TS2(S) and TS2/(S)) favors the (S) profile. 

Improved understanding of the reaction mechanism and interactions between the chiral 

catalyst and the substrates would allow research groups to develop highly powerful methodologies. 

This study can lay the foundation to establish some mechanistic general rules towards the 

knowledge of  the  nature of enantioselectivity for this kind of systems and the design of new and 

more efficient organocatalysts. 
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Part III  

Carbo-Catalysis 
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1. Catalysis by Carbon Nanostructures 
 

 

 

1.1 Introduction 

 

 

The majority of the catalysts employed in homogeneous and heterogeneous catalysis are 

based on metals, both noble
165

 and base metals.
166 

 As discussed in previous sections, because of the 

growing need of sustainability, developing catalysts based on alternative resources has increasingly 

become essential. Economic considerations, since costs of some precious metals are considerably 

higher, could be further made to highlight the disadvantages of metal-based catalyst. For these 

reasons, there is much interest in developing metal-free catalysts; next to the most famous 

organocatalysis, seen in the previous session, catalysis by carbon nanostructures, also called 

“carbocatalysis” are among the most important examples of this tendency to reduce the 

dependency on metals. The most viable strategy for future industrial catalysis in the development of 

“metal-free” catalysts, is currently dominated by carbon-based materials. These materials include 

carbon black, activated carbon, fullerene, graphite/graphene, carbon nanotubes, and nanodiamond
167

 

(Figure 1.1).  

 

 
 

The elemental composition in carbocatalysts contains predominantly carbon that is 

performing as active component. In this sense, carbocatalysts are different from organocatalysts, 

which are constituted by organic molecules rather than carbonaceous materials. All of these carbon-

based materials have founded extensive use as supports for catalytically active transition metals and 

base-metal nanoparticle.
168

  In this type of applications the role of carbon is to fixing the metal on a  

large surface area and maybe in the best case also adsorb reactants near the metal particles. In the 

Figure 1.1 
Schematic illustration of some 

nanocarbon. 
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case of carbocatalysts the key point is to incorporate the active sites into the carbon nanostructure 

by suitable modifications, making metals unnecessary.  

The use of metal-free heterogeneous carbons as catalysts in organic reactions is old and 

dates back to at least the 1930s, with Kutzelnigg and Kolthoff which independently demonstrated 

the ability of the activated charcoals to catalyzing the aerobic oxidation of ferrocyanide to 

ferricyanide.
169

  However, in the last decades, the interest of research towards these materials has 

greatly increased also due to the discovery of countless fields of application in which can be used.  

Among the most important features they possess electrical and thermal conductivity, as well as a 

mechanical strength and lightness that conventional materials cannot match.
170 

 With the diversity 

of their structure, these characteristic values can be achieved over an extremely wide range of 

conditions. For these reasons, they are extensively studied in applications going from photonics and 

optoelectronics to biotech and nanomedicine, advanced electrodes, and polymer composites.
171

  

In this third part of dissertation will be studied some simple reactions carried out inside 

carbon nanotubes trying to rationalize the energy contributions (electrostatic, van der Waals 

interactions, polarizability effects, hydrophobic effects) that may influence the course of a reaction 

inside a CNT. 

 

 

1.2 Carbon Nanotubes as nano-reactors 

 

The confinement of guest molecules inside host containers offers an innovative way to 

control the reactivity of the guests, manipulate reaction pathways, and govern the outcome of 

chemical reactions. During the past decade the course of reactions of molecules encapsulated within 

various nanoreactors, such as crown ethers, cyclodextrins, calixarenes, cucubiturils, cavitands, 

carcerands, supramolecular/coordination cages such as metal−organic frameworks (MOF), and 

purely inorganic three-dimensional frameworks (zeolites), has been shown to be drastically altered 

by confinement.
172

 Changes in the thermodynamic properties of the reacting mixture and in the 

reaction energy surface are critically determined by the host.
173

 These modifications are ascribed to 

geometrical constraints when the host inner volume is comparable to the guest’s size and to 

selective adsorption of reacting molecules on the host surface. If we exclude the processes that 

involve formation and breaking of chemical bonds with the host, the confinement effects affecting 

the course of chemical reactions can be classified as: (i) shape-catalytic effects, i.e., the effects of 

the shape of the confining material and/or the consequent reduced host space and (ii) physical 
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effects, i.e., the influence on the potential surface of dispersion and electrostatic interactions 

between the substrate and the confining material. Carbon nanotubes (CNTs) are containers that 

easily embed molecules.
174

 These nanostructures can be visualized as rolled-up graphene sheets that 

form cylindrical tube-shaped structures. The number of graphene sheets defines the carbon 

nanostructure: single-wall (SWCNT’s), double-wall (DWCNT’s) and multi-wall (MWCNT’s) 

nanotubes can be distinguished. The CNT diameter is the most important parameter determining 

whether or not a molecule can be trapped inside a CNT. The adjustable size of the CNT cavity can 

control the alignment and orientation of the guest molecules inside the tube.
174

 As a general rule for 

successful encapsulation, the nanotube internal diameter must be at least 0.6 nm wider than that of 

the guest molecule. Once encapsulated, the behavior of the guest molecule is greatly affected by 

confinement. Importantly, the CNT is not just a passive container since, in many cases, it acts as an 

effective template to control the structural arrangement of the guests.
174

 A reasonable consequence 

of these features is to extend CNT applications one step further, beyond their simple use as 

nanocontainers and toward the idea of their exploitation as nanoscale reaction vessels or 

nanoreactors.
174c

 CNTs may represent nanocontainers and nanoreactors with several potential 

advantages over existing systems. Being formed by trivalent sp2 carbon atoms held together by 

strong covalent bonds, CNTs exhibit an extremely high thermal (up to 700 °C in air and up to 2800 

°C in vacuum) and mechanical (tensile strength of 63 GPa and elastic moduli on the order of 1 TPa) 

stability, higher than that exhibited by any other molecular or supramolecular nano-containers. 

Since the walls of CNTs have very low chemical reactivity, some aggressive chemical processes 

can be contained within CNTs.
174c

 Thanks to these properties, it is possible to carry out reactions 

inside CNTs under a wider range of conditions with respect to existing nanoreactors. Several 

theoretical studies have explored the effects of confinement in CNTs on hydrogen bond ability,
175

 

isomerization processes,
176

 proton transfer,
177

 molecular decomposition,
178

 and several other 

reactions.
179

 Recently, experimental studies confirmed that the regioselectivity and rate of metal-

catalyzed reactions are affected by confinement inside carbon nanostructures by modifying the 

redox properties of transition metals and consequently their catalytic performance.
170,180 
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2.  Cl(−) Exchange SN2 Reaction inside Carbon Nanotubes181 
 

 

 

2.1  Reactions inside CNt: choosing the level of theory 
 

 

 Computational chemistry can play a key role to understand the factors (electrostatics, van 

der Waals, polarizability effects, hydrophobic effects, ...) affecting the course of a chemical process 

inside a tube and can be used as a predictive tool to design the best host to control the rate and the 

outcome of a chemical reaction. Among the various quantum mechanical (QM) methods, DFT is 

the only one that can be satisfactorily applied to the study of reactions involving large systems such 

as nanotubes. However, even DFT methods have restrictions imposed by the system size and cannot 

be easily applied when very long and multiwall tubes are used and large endohedral reacting 

systems are involved. A solution is the use of hybrid methods, which allow us to study large 

systems by dividing them into two (or more) regions, which are described at different levels of 

theory and accuracy. Usually, a high-level calculation is performed on the small internal region 

(inner layer), while the effects of the remaining region(s) (outer layer(s)) are described at a lower 

level of theory (typically molecular mechanics (MM) or, alternatively, QM semiempirical methods). 

In the case of CNTconfined processes, the inner layer usually corresponds to the reacting 

endohedral system (the guest), and the outer layer is made up by the tube (the host). Both a careful 

choice of the computational layers
182 

 and an accurate benchmark study, to decide the level of 

theory suitable for the outer layer(s), are crucial. The requirement to decide the most appropriate 

level of theory can be its ability of reproducing the results of an accurate full QM DFT 

investigation. Since a benchmark study of this type is not available in the literature, in the present 

paper we have examined, in the light of the previous discussion, the reaction between chloride 

anion Cl(−) and chloromethane (CH3Cl), which can be considered as an archetypical model of SN2 

and chemical reactions in general. This SN2 reaction occurring in the gas phase and inside a (6,6) 

carbon nanotube was investigated by Halls and Raghavachari. In their work, they carried out DFT 

calculations with the popular B3LYP hybrid functional to determine critical point structures and 

reaction energetics.
179a

 They reported that the nanotube confinement enhances the barrier height of 

the reaction by 6.6 kcal/mol.
179a

 Very recently, Ravinder and Subramanian repeated these 

computational studies within pristine and Stone−Wales defective boron nitride nanotubes (BNNTs) 

and CNTs, using (8,0) and (9,0) tubes.
179e
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Here we investigate again both the gas-phase and CNT-confined reaction using a more accurate 

DFT functional (M06-2X). Then, using the hybrid ONIOM methodology,
41

 we examine various 

approaches where the reacting system is described with the M06-2X functional and the tube with 

different semiempirical QM methods or MM force-field methods. Furthermore, we established the 

minimum tube length needed to provide a reliable model system for the confined reaction, and we 

identified the key factors affecting structure and energetics of the reaction, examining various CNT 

model systems differing in the tube radius. 

 

2.2  Gas-Phase Cl(−) Exchange SN2 Reaction and the Effect of the CNT Confinement 

  

 

 2.2.1  Validation of the DFT benchmarck method 

 

 A preliminary DFT theoretical study using the M06-2X functional was carried out on the 

chloride exchange SN2 reaction occurring in the gas phase. The reaction profile of this reaction is 

well-known: the approaching nucleophile Cl(−) forms a preliminary complex I (more stable than 

reactants Rx) followed by a transition state TS for the configuration inversion (see Figure 2.1). The 

M06-2X functional provided an intrinsic barrier of 13.2 kcal mol
−1

 (difference between preliminary 

complex and transition state) which compares very well to the experimental value of 13.0 kcalmol
−1

 

and computational benchmark results
183

 and represents a significant improvement with respect to 

the B3LYP value of 8.7 kcal mol−1.
184

 The B3LYP functional not only systematically 

underestimates the intrinsic barrier height but also fails to locate correctly the transition state for 

Walden inversion, which is found below the energy ofthe separated reactants.
184

  

 

 
 

Figure 2.1 
Reaction profile (kcal mol−1) and structure (Å and 

degrees) for the preliminary complex I and transition 

state TS computed at the M06-2X level for the gas-

phase chloride exchange SN2 reaction. The value in 

parentheses is the intrinsic barrier computed at the 

B3LYP level. 
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On the contrary, the M06-2X computed central barrier (difference between reactants and 

transition state) is 3.4 kcal mol
−1

, in quite good agreement with experimental studies and “gold 

standard” calculations (coupled cluster CCSD and CCSD(T) methods, basis sets of up to spdfgh 

quality, extrapolations to the one-particle basis set limit, contributions of inner-shell correlation, 

scalar relativistic effects, and first-order spin−orbit coupling) which showed that the central barrier 

for the Cl(−) + CH3Cl reaction is of the order of 3 kcal mol
−1

.
183,184

 

Also, since the M06-2X functional is able to reproduce accurately C−H···π
185

 and Cl···π
186

 

interactions computed at higher levels of theory (such as CCSDT and MP2), it is well-suited to 

investigate the SN2 reaction inside the tube.  

The reaction was reinvestigated inside a (6,6) carbon nanotube, using the M06-2X functional and 

without imposing any geometry constraints on the nanotube and the endohedral reacting system. 

The length of the model CNT was 12.4 Å, identical to that used by Halls et al.
179a

 in their 

computations with the B3LYP functional. Our results are in qualitative agreement with those 

obtained by these authors: the reaction is highly disfavored when carried out within the CNT, the 

M06-2X intrinsic barrier being 17.9 kcal mol
−1

. 

 

 
 Figure 2.2 

Schematic representation of the preliminary complex I and transition state TS computed at the M06-2X level for the CNT-

confined chloride exchange SN2 reaction. In the two perspectives it is evident that the nonsymmetric arrangement of the 

endohedral reacting system is with respect to the tube axis. Geometrical parameters are given in Å and degrees. 
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An interesting aspect should be emphasized. The full geometry optimization adopted in our 

model leads to a distortion of the carbon nanotube framework caused by the interactions between 

the reacting system and the nanotube electron density.  

After formation of the preliminary complex the section of the CNT becomes an ellipse (Figure 2.2) 

whose major axis is 8.70 Å (the radius of the empty tube is 8.2 Å). This value becomes 8.63 Å in 

the transition state. Since in their computations Halls and co-workers
179a

 kept frozen the nanotube 

structure, we reinvestigated the confined reaction without geometrical constraints at the B3LYP 

level. We observed in this case only a small distortion of the nanotube, the major axis of the ellipse 

being only 8.3 Å. The intrinsic activation barrier in this case was 12.1 kcal mol
−1

. The more 

pronounced structural changes found with M06-2X can be explained by the ability of this functional 

to describe weak non-bonded interactions between the reacting system and the electron cloud of the 

surrounding nanotube. The carbons of the CNT can interact with the three C−H bonds (C−H···π 

interactions) and the two chlorine atoms (Cl···π interactions). C−H···π interactions are well-known 

stabilizing interactions featuring, for instance, T-shaped structures between aromatic rings.
187

 Cl···π 

interactions have been recognized to play a key role in determining crystal packing and 

protein−ligand complexes. High-level ab initio computations using chloro-hydrocarbon model 

systems provided an estimate of about 2.0 kcal mol
−1

 for the Cl···π interaction energy and an 

average distance between Cl and the benzene carbon atoms of about 3.6 Å.
188

 Interestingly, to 

maximize the Cl···π interactions, the best arrangement found by the reacting system inside the 

nanotube is not symmetric with respect to the tube axis: even if the substrate carbon is 

approximately on the tube axis, the reaction coordinate Cl1···C···Cl2 forms in the transition state an 

angle of about 30° with the tube axis, and the two chlorine atoms interact with opposite sides of the 

tube wall (Figure 2.2).  

Since both Cl1 and Cl2 and the three C−H bonds can simultaneously interact with the tube 

wall, the energetic effects on the reaction surface are the result of a complex interplay between 

C−H···π and Cl···π interactions. To figure out the role of the various interactions in determining the 

increase of the activation energy, we have examined the shortest distance (Figure 2.2) and the 

average distance between each of the two Cl atoms and the tube carbon atoms in the intermediate I 

and transition state TS (Cl1···C(wall) and Cl2···C(wall) parameters reported in Table 2.1). These 

values are in good agreement with the average distance of 3.6 Å available in the literature.
188 
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Entry   I TS 

1 Cl1···C(wall) shortest distance 

average distance 

3.34 

3.45 

3.32 

3.47 

2 Cl2···C(wall) shortest distance 

average distance 

3.27 

3.58 

3.27 

3.58 

3 H1···C(wall) shortest distance 

average distance 

2.48 

2.95 

3.11 

3.39 

4 H2···C(wall) shortest distance 

average distance 

3.03 

3.40 

3.03 

3.42 

5 H3···C(wall) shortest distance 

average distance 

3.08 

3.48 

3.03 

3.42 

 

 

 

Both the shortest and average values of Cl1···C(wall) and Cl2··· C(wall) remain almost 

constant from I to TS suggesting that the change of the corresponding Cl···π interactions is not 

large enough to significantly affect the activation barrier with respect to the gas phase.  

 

 
Figure 2.3 
Cl1 …C(tube) and Cl2…C(wall) distances (Ångstroms) computed (a) in the preliminary complex I and (b) in the transition state TS 

at the M06-2X level. 

Table 2.1 
Minimum and Average Values (Å) of the Distances between the Wall Carbon Atoms and the Chlorine and Hydrogen Atoms of 

the Reacting Endohedral System  
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A similar analysis carried out for the distances between the three hydrogen atoms and the 

wall shows that in one case (H1) the H1···C(wall) distance significantly increases in the transition 

state with respect to the preliminary complex, suggesting a lower stabilizing effect of the C−H···π 

interactions in the former case.  

The resulting different stabilization of the two critical points results in the increase of the activation 

barrier of the CNT-confined reaction with respect to the gas phase. A schematic representation of 

the various Cl···π interactions is given in Figure 2.3. The action mechanism of the C−H···π 

interactions can be easily understood if we compare the structure of I and TS. In both cases the 

Cl···π interactions behave like a molecular glue which fastens the two chlorine atoms to the wall. 

However, in the intermediate I Cl1 weakly interacts with the substrate carbon, which is free to move 

toward the wall to maximize the C−H···π interactions. The approaching of the C−H bonds to the 

tube wall is much more difficult in the transition state where Cl1 and Cl2 are equally bonded to the 

central carbon which has not enough freedom to move closer to the wall. 

 

 

 2.2.2  CNT confined reaction using hybrid methods 

 

The above QM DFT computations were used as a benchmark to evaluate the accuracy of 

various hybrid methods in which the reacting system was always described at the M06- 2X/6-

31+G* level, while either a semiempirical (Am1, PM3, and PM6) or MM (UFF, Dreiding, Amber) 

approach was employed for the carbon nanotube.  

The results are summarized in Table 2.2 where we have reported for I and TS the distance 

(Cl1···C) between the nucleophile (Cl(−)) and the substrate carbon, the breaking C−Cl2 bond, the 

distance between the approaching chloride and the closest carbon of the tube wall (Cl1···C(wall)), 

and the value of the intrinsic activation barrier Ea.  The length of the CNT was the same as that 

used in the previous full QM computations. The best agreement with the QM computations (entry 

1) was obtained using the UFF force field to describe the CNT (entry 5). We denoted this 

computational approach as M06- 2X/UFF. At this level we computed a barrier of 18.1 kcal mol
−1

, 

which is very close to the M06-2X value of 17.9 kcal mol
−1

. Also, the M06-2X/UFF geometrical 

parameters are in satisfactory agreement with those of the full QM computations. This result 

suggests that a hybrid method where the whole tube is described by the MM UFF potential can 

provide a reliable description of the CNT-confined reaction.  
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Entry   Cl1···C C···Cl2 Cl1···C(wall) Ea 

1 M06-2X I 

TS 

3.20 

2.31 

1.81 

2.29 

3.34 

3.31 

17.9 

2 M06-2X/AM1 I  

TS 

3.19 

2.29 

1.81 

2.29 

3.59 

4.03 

17.2 

3 M06-2X/PM3 I  

TS 

3.19 

2.30 

1.81 

2.30 

4.04 

4.08 

17.3 

4 M06-2X/PM6 I 

TS 

3.19 

2.30 

1.81 

2.30 

2.88 

2.95 

13.4 

5 M06-2X/UFF I 

TS 

3.08 

2.30 

1.82 

2.29 

3.41 

3.39 

18.1 

6 M06-2X/Dreiding 

 

I 

TS 

3.08 

2.30 

1.82 

2.30 

3.51 

3.52 

14.5 

7 M06-2X/Amber 

 

I 

TS 

3.07 

2.30 

1.82 

2.29 

3.46 

3.44 

14.3 

 

 

 

To obtain a more exhaustive description of the confinement effects, we examined at the 

M06-2X/UFF level various CNT models differing in the tube length. Longer nanotubes allow us to 

consider additional interactions (neglected in the first model) between the reacting system and the 

far away carbons of the tube wall. The values reported in Table 2.3 show that the computed 

activation barrier increases with the increase of the tube length and the associated increasing 

number of Cl···π and C−H···π interactions.  

Since, as we have previously shown, the former interactions are almost constant when we 

compare I and TS, the increase of the barrier associated with longer tubes must be due to the 

increasing number of C−H···π interactions that further stabilize the preliminary intermediate. 

However, their importance rapidly decreases when we move away from the reaction center, and 

their effect becomes negligible for tube length longer than 24.4 Å, as suggested by the trend of the 

barrier that asymptotically approaches a limit value of 19.9 kcal mol
−1

 (Figure 2.4). 

 

 

Table 2.2 
Geometrical Parameters Cl1···C, C···Cl2, and Cl1···C(wall) (Å) and Activation Barriers Ea (kcal mol−1) computed with different 

hybrid approaches. 
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Entry CNT lenght  Cl1...C C...Cl2 Ea 

1 12.4 I 

TS 

3.12 

2.30 

1.82 

2.29 

18.1 

2 17.1 I 

TS 

3.19 

2.29 

1.81 

2.29 

18.7 

3 24.4 I 

TS 

3.13 

2.32 

1.81 

2.29 

19.9 

4 39.1 I 

TS 

3.08 

2.32 

1.81 

2.29 

19.9 

 

 

 

 

Thus, these computations represent a rough estimate of the minimum length of a (6,6) CNT 

model system needed to provide a reliable description of a real CNT-confined SN2 reaction. 

 
 

 

 

From our previous discussion it is evident that Cl···π and C−H···π interactions are the key 

factor determining the structure of the reacting system inside the tube. Since it is conceivable that 

the relative importance of these interactions in I and TS can be significantly affected by a change of 

the tube radius, in principle, different CNT sizes could lead to an increase/decrease of the activation 

barrier. To elucidate the actual effect of the tube size on the reaction energetics, we examined at the 

Table 2.3 
Geometrical Parameters Cl1···C and C···Cl2 (Å) and Activation Barriers Ea (kcal mol−1) Computed for Various (6,6) CNT 

Models of Different Length (Å) at the M06-2X/UFF Level 

Figure 2.4 
Diagram showing the variation of the activation barrier as a function of the tube length. Activation Barriers Ea (kcal mol−1) 

Computed for Various (6,6) CNT Models of Different Length (Å) at the M06-2X/UFF Level 
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M06-2X/UFF level various CNT model systems with different radius: (4,4), (5,5), (7,7), (8,8), (9,9), 

(10,10), (12,12), (14,14) and, as a limit case, a graphene sheet. In all cases a tube length of 24.4 Å 

was used. The results summarized in Table 2.4 and Figure 2.5 show that the activation barrier Ea is 

very large for narrow tubes (34.4 kcal mol
−1

 in the (4,4) case), and it suddenly decreases (19.4 kcal 

mol
−1

) for a (5,5) tube and does not change significantly when the tube radius grows till the (8,8) 

case (20.1 kcal mol
−1

). A more significant growth of Ea is observed for larger tubes.  

 

Entry CNT size  Cl1···C C···Cl2 Cl1···C(wall) Ea 

1 (4,4) I 

TS 

3.03 

2.68 

1.72 

2.51 

2.90 

2.93 

34.6 

2 (5,5) I  

TS 

3.10 

2.31 

1.80 

2.30 

3.27 

3.39 

19.4 

3 (6,6) I  

TS 

3.13 

2.32 

1.81 

2.29 

3.32 

3.40 

19.9 

4 (7,7) I 

TS 

3.13 

2.31 

1.81 

2.28 

3.18 

3.35 

19.8 

5 (8,8) I 

TS 

3.33 

2.34 

1.81 

2.27 

3.25 

3.25 

20.1 

6 (9,9) 

 

I 

TS 

3.15 

2.30 

1.81 

2.65 

3.16 

3.16 

21.7 

7 (10,10) 

 

I 

TS 

3.02 

2.30 

1.82 

2.30 

3.20 

3.20 

21.8 

8 (12,12) 

 

I 

TS 

3.18 

2.36 

1.81 

2.25 

3.18 

3.22 

21.9 

7 (14,14) 

 

I 

TS 

3.19 

2.32 

1.1 

2.29 

3.20 

3.25 

21.9 

7 Graphene 

sheet 

I 

TS 

3.16 

2.33 

1.83 

2.28 

3.18 

3.30 

22.2 

 

 

 

 

Table 2.4 
Geometrical Parameters Cl1···C, C···Cl2, and Cl1···C(wall) (Å) and Activation Barriers Ea (kcal mol−1) Computed for 

Various CNT Models of Different Size at theM06-2X/UFF Level (Constant Tube Length of 24.4 Å). aCl1···C(wall) is the 

shortest distance between the approaching chlorine and the wall carbons. 
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The value computed for a (9.9) tube is 21.7 kcal mol
−1

, and this value remains almost 

constant for larger tubes: 21.9 and 22.2 kcal mol
−1

 are, respectively, the activation barriers found for 

a (14,14) tube and in the limit case of an infinite radius represented by a graphene sheet. The two 

discontinuity points in the trend of Ea are evidenced in the diagram of Figure 2.5.  

 

 
 

 

 

These results can be easily understood. The arrangement of the reacting system is strongly 

affected by the tube radius and the consequent augmented (or reduced) volume inside the tube.  

The available volume is lacking for small (4,4) tubes, as evidenced by the shorter values of the 

Cl1···C(wall) distance reported in Table 2.4. To avoid too short distances between the hydrogen 

atoms and the tube wall (which could make the non-bonded C−H···π interactions repulsive), the 

tetrahedral carbon structure of the intermediate I changes shape, and the H−C−Cl2 angles become 

significantly larger than the “ideal” value of 109.5°, as shown in Figure 2.6: the reported angles are 

127.1°, 120.1°, and 123.4°. The structural distortion becomes even stronger in TS where the central 

carbon cannot attain the usual planar structure approximately orthogonal to the reaction coordinate 

(see again Figure 2.6). This causes a strong destabilization of TS and a consequent very large 

activation barrier (34.6 kcal mol
−1

).  

The sudden decrease of the barrier observed for a (5,5) tube (19.4 kcal mol
−1

) occurs because the 

augmented volume allows an arrangement of the reacting system similar to that previously 

described in the (6,6) case. Since no significant structural changes are observed for (7,7) and (8,8) 

CNTs, where the two Cl atoms again stick to the tube wall on opposite sides with respect to the tube 

axis, the activation barrier is not significantly affected. When the volume inside the tube further 

Figure 2.5 
Diagram showing the variation of the activation barrier as a function of the tube radius. Two discontinuity points 

corresponding to the change (4,4) → (5,5) and (8,8) → (9,9) are evidenced. 
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grows ((9,9) and (10,10) tubes) various structural arrangements of the reacting system with respect 

to the tube wall become possible. The minimum energy structures of I and TS found for a (10,10) 

CNT are shown in Figure 2.7.  

 
 

 

 

 

The two chlorine atoms act again as a molecular glue and fasten the reacting system to the tube wall 

in such a way that the reaction coordinate is now orthogonal to a plane cutting the tube along the 

axis. As described in detail for the (6,6) CNT, the Cl···π interactions do not change significantly on 

passing from I to TS as suggested by the values of the shortest distances between the wall carbon 

atoms and Cl1 and Cl2 (3.35 and 3.31 Å in the complex and 3.45 and 3.35 Å in the transition state). 

Since a more significant variation features the distance between the wall and one hydrogen atom 

(3.04 and 3.23 Å in I and TS, respectively), it is reasonable to consider again the C−H···π 

interactions as the key factor that stabilizes the intermediate and determines the increase of the 

barrier (21.8 kcal mol
−1

 for a (10.10) CNT). The structural arrangement of the reacting system 

Figure 2.6 
Schematic representation of the preliminary complex I and transition state TS computed at the M06-2X/UFF level for the 

chloride exchange SN2 reaction in a (4,4) tube. The pictures highlight the strong structural distortion caused by the confinement. 

Geometrical parameters are given in Å and degrees. 
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remains approximately the same for larger tubes and for the graphene sheet in agreement with the 

almost constant value of the barrier. 

 

 
 

 

 

 

2.3  Computational details 

 

Nanotubes were built using the Nanotube Builder plugin, as implemented in VMD.
189

 All reported 

computations were carried out with the Gaussian09
4
 series of programs. In the full QM DFT 

calculations the B3LYP
19,20,21

 and M06-2X
24,25

 functionals were used. The nanotube was described 

with 3-21G* basis set,
190

 while for the reactive system the 6-31+G* basis set was used.
191

 ONIOM 

calculations
41

 were performed considering mechanical and electrostatic embedding.
41

 The inner 

layer (high-level layer) consisted of the reacting system, i.e., Cl(−) and CH3Cl. These were 

described at the DFT level using the M06-2X functional and the 6-31+G* basis set. The outer layer 

(lowlevel layer) was formed by the nanotube and was described using semiempirical (AM1,
192 

PM3,
193

 PM6
194

) or molecular mechanics (MM) (UFF,
29

 DREIDING,
30 

 AMBER
26 

) methods. In the 

MM calculations partial atomic (point) charges were used to compute the electrostatic interactions. 

Figure 2.7 
Schematic representation of the preliminary complex I and transition state TS computed at the M06-2X/UFF level for the 

chloride exchange SN2 reaction in a (10,10) tube. In the transition state the reaction coordinate is orthogonal to a plane 

cutting the tube along the main axis. Geometrical parameters are given in Å and degrees. 
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These charges were calculated using the QEq formalism.
195

 The structure of the various critical 

points (minima and saddle points) was fully optimized. Frequency calculations were carried out at 

the same level of theory to check the nature of critical points. 

 

 

2.4 Conclusions 
 

In this paper we have examined the confinement effects of various CNTs (differing in the tube 

radius) on a model reaction, i.e., the CNT-confined chloride exchange SN2 reaction for methyl 

chloride. Either full QM DFT calculations based on the M06-2X functional or hybrid methods have 

been used. This study can provide useful information that can help to define reliable computational 

approaches to investigate real processes occurring inside nanotubes. The results of our study can be 

summarized as follows: 

(i) In our benchmark we chose DFT computations based on the M06-2X functional as a QM 

reference because this functional provides for the gas-phase Cl(−) exchange reaction an intrinsic 

barrier of 13.2 kcal mol
−1

, in good agreement with the experimental value. This result is much more 

satisfactory than that obtained with the more popular B3LYP functional, which is 8.7 kcal mol
−1

. 

(ii) Investigation of the reaction inside a (6,6) CNT with the M06-2X functional provides results in 

qualitative agreement with those obtained by other authors using the popular B3LYP functional:
179a 

 

the confined reaction is disfavored, the intrinsic barrier being 17.9 kcal mol
−1

. 

(iii) The augmented barrier, with respect to the gas phase, can be ascribed to a complex interplay 

between Cl···π and C−H···π interactions (these are the interactions of the two Cl atoms and the 

C−H bonds of the substrate with the carbon atoms of the tube wall). The computed geometrical 

parameters indicate that, while the Cl···π interactions remain approximately constant in I and TS, 

the importance of the stabilizing C−H···π interactions significantly decreases from I to TS with a 

consequent increase of the barrier. We have compared the Cl···π interactions to a “molecular glue” 

fastening the two chlorine atoms to the wall in both the intermediate and transition state. However, 

in the former case, one Cl atom only weakly interacts with the substrate carbon, and this has enough 

freedom to move closer to the wall to maximize several stabilizing C−H···π interactions. This 

motion is not possible in the transition state where both chlorine atoms are equally bonded to the 

central carbon. 

(iv) A hybrid method where the endohedral reacting system (QM region) is described with the 

M06-2X functional and the nanotube with the MM UFF force field (M06-2X/UFF approach) 

satisfactorily reproduces the results of the full QM M06-2X computations. 
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(v) We used the M06-2X/UFF approach to examine in detail the confinement effects on the reaction 

potential surface. To this purpose we examined various CNT model systems differing in the tube 

length but with the same radius, i.e., (6,6) tubes. We observed that the barrier increases with the 

increase of the tube length to reach the asymptotic value of 19.9 kcal mol
−1

 for tube length larger 

than 24.4 Å. This value represents the minimum length of a (6,6) CNT model system that can 

emulate the CNT confined SN2 reaction and provides useful suggestions to build reliable model 

systems for other SN2 reactions and, in general, different chemical processes. 

(vi) To obtain an exhaustive description of the confinement effects on the SN2 reaction we 

examined various CNT model systems with different radius: (4,4), (5,5), (7,7), (8,8), (9,9), (10,10), 

(12,12), (14,14) tubes and, as a limit case, a graphene sheet. In all cases, we fixed the tube length at 

24.4 Å. We found that the activation barrier Ea is very large for small tube radii (34.4 kcal mol
−1

 in 

the (4,4) case). This large barrier is due to the reduced volume inside the tube causing a strong 

structural distortion in the transition state. Since the augmented volume inside a (5,5) tube is enough 

to avoid this distortion, the barrier suddenly decreases and remains approximately constant (about 

20 kcal mol
−1

) for tubes in the range (5,5) to (8,8).  

A growth of the activation barrier was observed for a (9,9) tube, and the value again remained 

approximately constant (about 22 kcal mol
−1

) for larger tubes all the way to the limit case of a 

graphene sheet. This finding can be explained by the new structural arrangement of the reacting 

system within the larger volume available inside the tube. The reacting system is now flattened on 

the tube wall, and the reaction coordinate is orthogonal to a plane cutting the tube along the main 

axis. Again the increased barrier can be ascribed to the C−H···π interactions, which are more 

stabilizing in the intermediate than in the transition state. 
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3.  CNT-Confinement Effects on the Menshutkin SN2 Reaction
 

 

 

3.1  Introduction 

 

 

Relying on the results just discussed above on the Cl
(−)

 exchange SN2 reaction inside CNT,  

in the present work we use the same computational approach (full QM and hybrid QM/MM) to 

investigate the prototype Menshutkin reaction H3N + H3CCl = H3NCH3
(+)

 + Cl
(-) 

and the effect of 

the CNT confinement. The Menshutkin reaction is a special kind of SN2 reaction where the 

reactants are uncharged, but the products are characterized by a net charge separation.
196

 It converts 

with good yields a tertiary amine to a quaternary ammonium salt by reaction with an alkyl halide. 

The reaction speeds up with polar aprotic solvents and higher reaction temperatures.
196,197

 The 

reaction was studied in the gas-phase and in solution using either an implicit PCM approach
198

 or 

explicit water molecules.
199

 More recently the CNT-confined Menshutkin reaction was investigated 

by Schlegel and Hall using a DFT/B3PW91 approach.
200

 They showed that the reaction is 

accelerated by CNT that behaves like a low-dielectric solvent. We chose the simplest Menshutkin 

reaction since it represents a good model-system to investigate the effects of CNTs on chemical 

processes involving the developing of charge separation along the reaction pathway and is suitable 

to carry out an accurate benchmark on the level of theory needed for an accurate description of this 

type of chemical transformations. 

 

3.2  Menshutkin SN2 Reaction in the Gas-Phase and in Solution. The Effect of the CNT 

Confinement 

 

3.2.1  Full QM study of the reaction 

The reaction profile for the gas-phase prototype Menshutkin SN2 reaction (H3N + H3CCl = 

H3NCH3
(+)

 + Cl
(-)

) computed with the M06-2X functional is an asymmetric double-well potential 

(Figure 3.1) very similar to that obtained by Schlegel and Halls using the B3PW91 hybrid density 

functional.
200 

The first minimum is a reactant dipole complex RC corresponding to the alignment of 

the dipole moments of the approaching reactant molecules and lying 2.9 kcal mol
-1

 lower than 

separated molecules. This is a rather common feature for gas-phase reactions involving dipolar 

reactants. The second minimum is an ion pair product complex (PC) which is 31.2 kcal mol
-1

 higher 
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than RC. The transition state is late along the reaction path: its structure and energy are near to that 

of PC (only 3.4 kcal mol
-1

 higher) and the corresponding activation barrier is 34.6 kcal mol
-1

, a 

value rather close to that computed by Schlegel (32.7 kcal mol
-1

).
200

  

 

 

The most important geometrical parameters are reported in Figure 3.1. In addition to gas-phase 

we computed the reaction profile in benzene and water using an implicit PCM approach.
100

 The 

corresponding reaction profiles are reported in Figure 3.2, a and b respectively. The solvent 

significantly lowers the activation barrier Ea and the reaction energy ΔE.  

 

 

 

Figure 3.1 
Reaction profile (kcal mol-1) and structure of RC, TS and PC (bond lengths in ångstroms and angles in degrees) for the gas-

phase Menshutkin SN2 reaction computed at the M06-2X level. 

Figure 3.2 
Reaction profile (kcal mol-1) and structure of RC, TS and PC (bond lengths in ångstroms and angles in degrees) for the 

Menshutkin SN2 reaction in benzene a) and water b) computed at the M06-2X level. 
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In benzene and water Ea becomes 23.7 and 15.9 kcal mol
-1

 in agreement with the increasing 

solvent polarity. The effect is even stronger on the product complex PC (characterized by a net 

charge separation) and causes remarkable changes on the reaction energy ΔE: the reaction remains 

endothermic in benzene (ΔE = 7.6 kcal mol
-1
) and becomes exothermic in water (ΔE = -18.2 kcal 

mol
-1

). 

We re-investigated the reaction inside a (6,6) carbon nanotube, using the M06-2X functional 

and without imposing any geometry constraints on the nanotube and the endohedral reacting 

system. The length of the model-CNT was 12.08 Å and its diameter 8.08 Å, close enough to the 

values that characterize the (9,0) model-CNT (7.12 and 11.37 Å) used by Schlegel and Halls in their 

B3PW91 computations.
 
The effect of the CNT on the relative energy of the three critical points RC, 

TS and PC is remarkable: PC is now 13.5 kcal mol
-1

 above the initial complex RC and the 

activation barrier decreases to 25.7 kcal mol
-1

. Thus, the reaction is significantly accelerated and 

becomes much less endothermic. The strong catalytic effect exerted by CNT, that resembles that of 

a non-polar solvent (see above), was similarly demonstrated by Schlegel computations, but in that 

case the reaction became exothermic.  

Some interesting aspects of our computations should be emphasized. The full geometry 

optimization adopted in our model leads to a distortion of the carbon nanotube framework caused 

by the interactions between the reacting system and the nanotube electron density. This distortion  

could not be observed by Schlegel who kept frozen the CNT structure during geometry 

optimization.  After formation of the preliminary complex the section of the CNT becomes an 

ellipse (see Figure 3.3) whose major axis is 8.61 Å (the diameter of the empty tube is 8.08 Å). This 

value becomes 8.40 Å in the transition state and 8.41Å in the product complex. 

Non-conventional weak interactions between C-H, N-H and Cl of the endohedral system and 

the electron cloud of the surrounding nanotube can explain the speedup of the reaction (catalytic 

effect), the reduced endothermic character of the process and the structural distortion of the tube. 

The carbons of the CNT can interact with the three C-H bonds (C-H…π interactions), the three N-H 

bonds (N-H…π interactions) and the chlorine atom (Cl…π interactions) of the endohedral system. 

All these non-covalent, weak interactions are well known: they are prevalent in large biological 

systems and play a key role in chemical and biological recognition processes.
201

 In particular, C-

H…π interactions are stabilizing interactions featuring, for instance, T-shaped structures between 

aromatic rings.
202

 N-H…π interactions, first observed in structures of haemoglobin-ligand 

complexes, have been recognized to be rather common in many protein crystal structures.
202c
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Similarly Cl…π interactions are important in determining crystal packing and protein-ligand 

complexes.
203

 

 

 

 

 

Figure 3.3 
CNT-confined Menshutkin SN2 reaction: a schematic representation of the preliminary complex RC and transition state TS 

computed at the M06-2X level. At the bottom of the figure we have hidden the tube structure and we have represented only 

the reacting system. Geometrical parameters are given in Å and degrees. 
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High-level ab-initio computations using various model-systems were carried out during the last 

decade to evaluate structural features and energetics of these non-covalent interactions.
204 

 The 

M06-2X functional used in our computations provides a reliable description of these interactions, 

similar to that obtained at higher levels of theory (such as CCSDT and MP2). 
204

 

Our computations showed that the reacting system is not symmetrically arranged along the 

tube axis. This is particularly evident in the RC complex where the angle between the ternary axis 

of ammonia (which only weakly interacts with H3CCl, the N…C distance being 3.08 Å) and the 

tube axis is 47.7°. As a result the NH3 molecule orients itself to maximize the interactions of two N-

H bonds with the tube wall. To obtain a rough estimate of these interactions we computed the 

average distances between the three nitrogen-bonded H atoms and the tube carbon atoms (for each 

hydrogen considered the five shortest H…C(tube) distances). The average distances for H1 and H2 

(the two hydrogens closest to the wall) are 2.74 and 3.06 A. The average N-H…CNT distance that 

characterizes H3 is much larger i.e. 3.46 Å. In Figure 3.3, for a better understanding of these 

contacts, we report the two shortest distances between H1 and H2 and the tube carbon atoms: 2.60 

and 2.64 Å for H1 and 2.97 and 2.78 Å for H2. In the transition state, the interaction of the NH3 

fragment with H3CCl becomes stronger (the N…C distance is 1.94 Å). This increases, in turn, the 

ammonium ion character of nitrogen and, consequently, the positive charge on the hydrogen atoms: 

the average charge of the three hydrogens varies from 0.44 in RC to 0.47 in TS. Since NH3 is now 

strongly anchored to H3CCl, the distortion of the system is restrained and the three fragments 

remain approximately aligned. Also, the augmented positive charges of the hydrogens make 

possible stronger interactions with the CNT. To optimize these interactions the entire system 

moves, as much as possible, toward the tube wall allowing a simultaneous stronger interaction of 

two N-H bonds with the π-electron cloud, as evidenced by the average N-H…CNT distances of H1 

and H2 that become 2.62 and 2.72 Å, respectively. As a consequence of the repositioning of the 

system, H3 is now, on average, more distant from the tube wall (3.99 Å). To describe more 

completely the arrangement of the reacting system inside the tube and to compare TS to RC, we 

reported in Figure 3.3 the two shortest N-H…CNT distances for H1 (2.37 and 2.37 Å) and H2 (2.47 

and 2.78 Å). On the whole the stabilizing effect of the N-H…π interactions increases from RC to 

TS. 

A different trend was found for the C-H…π interactions. In this case the average C-H…CNT 

distances of the three carbon-bonded H atoms are 3.28, 2.64 and 3.17 Å in RC, which become 2.84, 

2.59 and 3.77 Å in TS. It is evident that in the first case this interaction becomes more stabilizing, 
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in the second case its effect does not significantly change, and in the third case it becomes less 

stabilizing, suggesting that on the whole the stabilization due to C-H…π interactions is 

approximately the same in RC and TS. A similar trend was found for the Cl…π interactions, the 

average Cl…CNT distance being 3.49 Å in RC and 3.47 Å in TS, which indicates an approximately 

constant stabilizing effect: it is worth outlining that these values satisfactorily agree with those 

obtained in high level ab-initio computations carried out on chlorohydrocarbon model systems.
204 

In conclusion, the overall augmented stabilizing effect of N-H…π contacts seems to be 

responsible for the decrease of the activation barrier and the consequent catalytic effect of CNT. In 

the last decade the importance of these interaction for the recognition and binding of carbon 

nanostructures by proteins was demonstrated.
205

 

A similar analysis performed for the product complex PC shows that the NH…π interactions 

are also responsible for the reduced endothermicity of the reaction with respect to the gas phase.  

 

 
 

 

 

 

Figure 3.4 
CNT-confined Menshutkin SN2 reaction: a schematic representation of the final product complex PC computed at the M06-

2X level. At the bottom of the figure we have hidden the tube structure and we have represented only the reacting system. 

Geometrical parameters are given in Å and degrees. 
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According to the augmented ammonium character of nitrogen, the positive charges on the N-

bonded hydrogens further increase (the average charge of the three hydrogens becomes 0.50), 

causing the increase of the stabilizing NH…π interactions: this is confirmed by the average 

NH…CNT distances of the three NH bonds, that become 2.53, 3.90 and 2.60 Å (all three values are 

shorter with respect to those of TS and two of them significantly shorter with respect to RC). The 

trend observed for the CH…π and Cl…π interactions on passing from RC to PC is similar to that 

evidenced in the RC-TS comparison: the C-H…CNT distances of the three carbon-bonded H atoms 

are 2.99, 2.68 and 3.56 Å while the average Cl…CNT distance is 3.49 Å suggesting again that on 

the whole their effect does not change significantly (Figure 3.4). 

 

3.2.2  CNT confined reaction using hybrid methods 

 

Taking into account the results of our previous work where we showed that a hybrid QM/MM 

(MM = UFF force-field) is able to provide a reliable description of a prototype SN2 reaction (Cl
(-)

 + 

H3CCl = H3CCl + Cl
(-)

) occurring within a nanotube, we used the same computational approach to 

study the CNT-confined Menshukin reaction. We obtained an activation barrier Ea of 25.8 kcalmol
-

1
 and an endothermicity value ΔE of 18.1 kcal mol

-1
. While the activation barrier is in very good 

agreement with the value obtained in the full QM computation for the same model-system (25.7 

kcal mol
-1
), the endothermicity ΔE is rather overestimated (18.1 vs. 13.5 kcal mol

-1
). This result 

could be ascribed to the fact that, since the UFF force-field includes only van der Waals interactions 

(in the Lennard-Jones-type form), to take partially into account the electronic polarizability of the 

nanotube we used a charge equilibration approach (as implemented in the Gaussian09 package) 

based on the QM charges of the reacting system and the MM charges of the tube. Our results clearly 

show that this approach is unsatisfactory and probably underestimates the tube polarization: 

actually, the major discrepancy between the full QM and the QM/MM computations was found in 

the energy of the final complex PC (and the consequent endothermicity ΔE) where the polarization 

effects become more important because of the net charge separation occurring in the product. 

To correct the lack of our QM/MM approach we carried out single-point QM/MM 

computations with PCM corrections on the previously optimized QM/MM structures. Since in the 

PCM approach the system is placed inside a cavity embedded in a polarizable continuum 

characterized by a fixed dielectric constant, it is reasonable to expect that part of the stabilizing 

effect due to the polarizability of the nanotube (and that was missed because of the absence of 
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explicit π electron orbitals) can be recovered in this way. The results of these computations (using 

the benzene dielectric constant) confirm the accuracy of this model: the activation barrier changes 

slightly (from 25.8 to 24.5 kcal mol
-1

) while a more significant variation was found for reaction 

energy ΔE that becomes 13.1 kcal mol
-1

, a value in good agreement with the full QM computations 

(13.5 kcal mol
-1

). In our previous discussion we showed that a rather complex interplay of non-

bonded interactions (Cl…π, C-H…π and especially N-H…π interactions) is the key-factor 

determining the catalytic effect of the nanotube (decrease of activation barrier Ea) and reaction 

energy ΔE with respect to the gas-phase. Since it is conceivable that the relative importance of these 

interactions in RC, TS and PC can be significantly affected by a change of the tube radius, in 

principle, different CNT diameters could lead to an increase/decrease of the catalytic effect. To 

elucidate the actual effect of the tube diameter on the reaction energetics, we examined at the M06-

2X/UFF level (followed by single-point PCM computations in benzene) various CNT model-

systems with different radii: (4,4), (5,5), (6,6), (7,7), (8,8), (9,9), (10,10), (12,12), (14,14) and, as a 

limit case, a graphene sheet. Taking into account the results of our previous work
181

 on SN2 

reactions, where we demonstrated that a change in the length of the tube for values larger than 24.4 

Å does not significantly affect the activation barrier (the barrier reached an asymptotic value), we 

fixed the tube length at 24 Å. 

 

 
 

 

Figure 3.5 
Diagram showing the variation of the activation barrier Ea (kcal mol-1) as a function of the tube radius. 
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We have summarized the results for the various CNTs in Figure 3.5 and 3.6 where the trends of 

the activation barrier Ea and reaction energy ΔE are reported as a function of the tube size. In the 

two figures we show that both Ea and ΔE values are very large for narrow tubes (44.0 and 40.8 kcal 

mol
-1

 in the (4,4) case), they suddenly decrease (24.2 and 12.2 kcal mol
-1

) for a (5,5) tube and do 

not change significantly with the growing tube radius ((6,6) and (7,7)) until the (8,8) case (25.5 and 

14.9 kcal mol-1). A further increase of Ea and ΔE is observed for larger tubes. For a (9.9) tube these 

quantities become 26.5 and 15.9 kcal mol
-1

 and remain almost constant for larger tubes: 27.3 and 

16.7 kcal mol
-1

 are the values computed for a (14,14) CNT and 26.8 and 14.7 kcal mol
-1

 in the limit 

case of an infinite radius represented by a graphene sheet. The lowest activation energy (23.4 kcal 

mol
-1

) was found in the (6,6) case. This value is a little lower than that computed in the benchmark 

QM/MM computation for a tube length of 12 Å (24.5 kcal mol
-1

), suggesting that the longer tube 

provides a more complete description of non-bonded interactions. 

These results can be easily understood. The arrangement and the structure of the reacting 

endohedral system are strongly affected by the tube radius and the associated augmented (or 

reduced) volume inside the tube. Since the available volume is reduced for small (4,4) tubes, in 

order to avoid too short distances between the hydrogen atoms and the tube wall (which could make 

the non-bonded N-H…π and C-H…π interactions repulsive), the structure of the transition state 

changes dramatically: the axis of the NH3 group and that of the CH3 group are not collinear with the 

tube axis, but point in the direction of the tube wall (Figure 3.7).  

Figure 3.6 
Diagram showing the variation of the reaction energy ΔE (kcal mol-1) as a function of the tube radius. 
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As a consequence the central carbon does not attain the usual planar structure approximately 

orthogonal to the reaction coordinate N…C…Cl and the breaking C-Cl bond becomes significantly 

longer (2.51 Å) than in the reference (6,6) case. This structural distortion causes a strong 

destabilization of TS and a consequent very large activation barrier (44.0 kcal mol
-1

). A similar 

argument can be used to explain the high ΔE value (40.8 kcal mol
-1

). Because of the vicinity of the 

tube wall the ammonium species is characterized by HNC and HCN angles significantly larger 

(<HNC = 111.9°, 122.8°, 129.7° and <HCN = 116.9°, 115.9°, 134.6) than those found in the (6,6) 

tube where they are much closer to the “ideal” value of 109.5°. These “unnatural” angles are 

certainly responsible for the destabilization of the product complex. 

The sudden decrease of Ea and ΔE observed for a (5,5) tube (24.2 and 12.2 kcal mol
-1

, 

respectively) occurs because the augmented volume allows an arrangement of the reacting system 

similar to that previously described for the (6,6) case (reaction coordinate N…C…Cl collinear with 

the tube axis). Since no significant structural changes are observed in the (7,7) CNT case, where the 

reaction coordinate only slightly deviates from the direction of the tube axis, Ea and ΔE remain 

almost constant.  

Figure 3.7 
CNT-confined Menshutkin SN2 reaction: a 

schematic representation of transition state TS 

and product complex PC computed at the 

M062X/UFF level in a (4,4) tube. The pictures 

highlight the strong structural distortion 

caused by confinement. Geometrical 

parameters are given in Å and degrees. 
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When the volume inside the tube further grows ((8,8), (9,9) and (10,10) tubes) various 

structural arrangements of the reacting system with respect to the tube wall become possible. 

 

 

 

 

The minimum energy arrangements of RC, TS and PC found for a (10,10) CNT are shown in 

Figure 3.8. The Cl…π, C-H…π and N-H…π interactions fasten the reacting system to the tube wall 

in such a way that the reaction coordinate becomes approximately orthogonal to a plane cutting the 

tube along the axis. In RC the dominant interaction of the reacting system with the tube wall 

involves only one NH bond as shown in Figure 3.8 (the two shortest N-H…CNT distances are 2.07 

and 2.19 Å), while the two remaining hydrogens are significantly more distant from the tube frame. 

Also the Cl…π and C-H…π contacts are rather weak: the shortest Cl…CNT distance is 4.34 Å and 

the shortest C-H…CNT distances are 4.15 and 4.19 Å. In TS the system appears to be more strictly 

Figure 3.8 
CNT-confined Menshutkin SN2 reaction: a schematic representation of the preliminary complex I and transition state TS 

computed at the M06-2X/UFF level in a (14,14) tube. In the transition state the reaction coordinate is orthogonal to a plane 

cutting the tube along the main axis. Geometrical parameters are given in Å and degrees. 
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pasted to the CNT wall. We observed a significant increase of Cl…π and C-H…π interactions, as 

suggested by the shorter Cl…CNT and C-H…CNT distances, while the single strong N-H…π 

contact found in RC is replaced by two average N-H…π contacts (N-H…CNT = 3.07 and 3.05 Å). 

On the whole the various stabilizing interactions in TS, characterized by a developing charge 

separation, appear more important than in RC and contribute to maintain the activation barrier 

lower with respect to the gas phase. Our results suggest that the differential stabilization from RC to 

TS is lower than that found in smaller CNTs where the reduced available space forces stronger 

contacts between the reacting system and the carbon wall. In the product complex PC the position 

of the reacting system is similar to that found in TS, i.e. it adheres to the CNT wall. In this case, as 

a consequence of the net charge separation, N-H…π and Cl…π become the dominant stabilizing 

interactions. Only one of the three ammonium hydrogens significantly interacts with the carbon 

wall, the two shortest N-H…CNT distances being 2.63 and 2.77 Å. The two shortest distances 

featuring the contact between Cl and the wall are 3.49 and 3.52 Å. The structural arrangement of the 

reacting system remains approximately the same for larger tubes and for the graphene sheet in 

agreement with the almost constant value of the barrier. 

 

3.3 Computational Details 

Nanotubes were built using the Nanotube Builder plugin, as implemented in VMD.
189

 Carbon 

atoms at the two far ends of the tube were hydrogen-terminated. All the computations were carried 

out with the Gaussian09
4
 series of programs. In the full QM calculations we used the DFT M06-

2X
24,25

 functional. The 3-21G*
190

 and the 6-31+G*
191

 basis sets were chosen to describe the 

nanotube and the endohedral reactive system, respectively. ONIOM calculations
41

 were performed 

considering mechanical and electrostatic embedding. The inner layer (high-level layer) consisted of 

the reacting system, i.e. H3N + H3CCl = H3NCH3
(+)

 + Cl
(-)

. This was described at the DFT level 

using the M06-2X functional and the 6-31+G* basis set. The outer layer (low-level layer) was 

formed by the nanotube and was described at the molecular mechanics (MM) level using the UFF
29

 

force field. In the MM calculations, partial atomic (point) charges were calculated using the QEq 

formalism.
195

 The structure of the various critical points (minima and saddle points) was fully 

optimized. Frequency calculations were carried out at the same level of theory to check the nature 

of critical points. The solvent effect was evaluated with the Polarizable Continuum Model 

(PCM),
100

 as implemented in Gaussian 09. 
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3.4  Conclusions 

In this second work about chemistry inside Carbon Nanotubes we investigated the effects of 

CNT confinement on the model Menshutkin reaction H3N + H3CCl = H3NCH3
(+)

 + Cl
(-)

 using either 

a full QM approach or a hybrid QM/MM approach. This prototype reaction is representative of 

chemical processes involving developing of charge separation along the reaction pathway. Our aim 

was to carry out an accurate benchmark on the features of the hybrid QM/MM method required for 

an accurate description of this type of reactions occurring inside a nanotube. In agreement with 

previous Schlegel results,
200

 we found that the CNT speeds up the reaction with respect to the gas-

phase and this“catalytic”effect is similar to that of a non-polar solvent. The CNT causes a 

significant decrease of both activation barrier Ea (from 34.6 in gas-phase to 25.7 kcal mol
-1

) and 

endothermicity ΔE (from 31.2 in gas-phase to 13.5 kcal mol
-1

). Our analysis of the structure of the 

reactant complex RC, transition state TS and product complex PC showed that the lower barrier 

and lower endothermicity can be ascribed to a complex interplay between C-H…π, N-H…π and Cl

…π non-bonded interactions of the endohedral system with the electron cloud of the CNT wall. 

Because of the increasing charge separation occurring along the reaction coordinate RC→TS→PC, 

the N-H…π contacts play a dominant role in determining the reaction speedup and the ΔE decrease: 

they are significantly more stabilizing in TS and PC with respect to RC, while the effect of the C-H

…π and Cl…π contacts remain approximately constant along the reaction coordinate. We compared 

the results of the full QM approach (DFT using the M06-2X functional) to those obtained with a 

QM/MM approach (same DFT functional and MM=UFF force field). This was the same hybrid 

method that we previous demonstrated to provide reliable results in the case of the prototype 

chloride exchange SN2 reaction of methyl chloride. Contrary to what found in that case, for the 

Menshuktin reaction we found that, in the presence of a net charge separation such as that featuring 

the product complex PC, the simple QEq formalism (included in the MM potential) was not able to 

describe properly the effect of CNT polarization that was clearly underestimated: accordingly, a 

significant discrepancy between the two approaches was found in the computation of reaction 

energy ΔE (18.1 and 13.5 kcal mol
-1

 at the QM and QM/MM level, respectively), while the 

activation barrier was satisfactorily reproduced by the QM/MM approach (25.8 vs. 25.7 kcal mol
-1

). 

We demonstrated that a more accurate estimate of the tube polarization can be obtained with single- 

point QM/MM computations with PCM corrections (using the benzene dielectric constant) on the 
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QM/MM optimized structures. In our opinion this approach partially recovers the absence, in the 

MM treatment, of explicit π electron orbitals of the tube wall. According to our model we observed 

a small change of activation barrier (from 25.8 to 24.5 kcal mol
-1

) and a more significant variation 

of ΔE that becomes 13.1 kcal mol
-1

, in rather good agreement with the full QM computations. We 

suggest this level of theory (QM/MM with PCM correction, MM = UFF) as a more general 

approach capable of describing CNT-confined chemical processes involving significant charge 

separation. To examine the effects on reaction energetics of the change of the CNT diameter and to 

obtain a more exhaustive description of the confinement effects, we extended our computational 

approach (QM/MM followed by PCM computations) to CNTs of different radii: (4,4), (5,5), (6,6), 

(7,7), (8,8), (9,9), (10,10), (12,12), (14,14) CNTs and, as a limit case, a graphene sheet. The lack of 

space available in small tubes (4,4) causes a strong structural distortion and a consequent 

destabilization of transition state TS and product complex PC: both activation barrier and reaction 

energy strongly increase to become 40.8 kcal mol
-1

 and 44.0 kcal mol
-1

. The augmented volume 

inside the tube in the (5,5) case determines a sudden decrease of these quantities: the arrangement 

of the reacting system becomes similar to that observed for a (6,6) tube, which is characterized by 

the lowest value of Ea (23.4 kcal mol
-1

). A growth of the volume inside the tube ((8,8), (9,9) and 

(10,10)) determines a weak increase of Ea and ΔE (26.5 and 15.9 kcal mol
-1

 for a (9,9) tube). These 

values remain almost constant for larger tubes until the limiting case of graphene. This increase is 

associated with different structural arrangements of the endohedral system. A detailed analysis of 

the (10,10) case shows that the Cl…π, C-H…π and N-H…π interactions fasten the reacting system 

to the tube wall and the reaction coordinate becomes approximately orthogonal to a plane cutting 

the tube along the axis. In this case all non-bonded interactions seem to contribute to maintain the 

activation barrier lower with respect to the gas phase, even if the catalytic effect is less pronounced 

than that found in smaller CNTs. 
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4.  Regioselective control of CNT confined aromatic halogenation reactions: 206  a 

computational study 

 

4.1  Introduction 

 

The examples presented above opened a new scenario in the field of catalysis by carbon 

nanostructures. However, up to date, in the majority of examples of CNT-based catalysis reported 

in literature, the active phase was the external wall interacting with the reacting species.
207,208

 

Experimental results for important industrial processes carried out in the presence of CNTs are 

available in literature. For instance, it was shown that, thanks to the presence of surface oxygens, 

MWCNTs effectively catalyse the oxidative dehydrogenation of ethylbenzene to styrene.
207

 Other 

recent experimental data showed that defective MWCNTs are active in the benzene hydroxylation 

to phenol, thus avoiding a multistep process involving cumene and cumene hydroperoxide.
208

 A 

further interesting example of an industrially relevant reaction, where CNTs behave as metal-free 

catalysts, is the catalytic oxidation of cyclohexane to cyclohexanol and cyclohexanone.
208

 

The use of carbon nanotubes as nanocontainers now appears an alternative and admittedly 

challenging way to promote catalysis, manipulate reaction pathways and govern the outcome of 

chemical reactions.
208,209

 Various experiments demonstrated that the CNT confinement can lead to 

significant modifications on structure and distribution of encapsulated molecules which, in 

principle, can assume properties rather different from those found in the bulk.
210

 For instance, when 

water molecules are confined inside a nanotube they form layered cylindrical structures.
210a

 In the 

case of a (10,10) tube these structures consist of hydrogen-bonded heptagonal rings that are not 

found in the bulk phase. Studies on confined metal catalysts inside CNTs showed that, in addition 

to the effect of spatial restriction on the metal particles and local concentration of reactants inside 

the tube, the interaction between the encapsulated molecules and the inner tube surface modifies the 

redox properties of metal catalysts.
210c 

 Other examples of confinement of different molecules 

within nanotubes are reported in the literature suggesting in general that a nanotube is not only a 

passive nanocontainer but, since it can affect structures and properties of confined molecules, it can 

work as an effective nanoreactor.
209b,210

 Unfortunately, in spite of the large number of papers 

concerning CNTs and their catalytic role in reactions, a clear experimental evidence of catalysis 

involving the internal surface is not yet widely documented. This is partly due to the difficulties in 
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discriminating the molecules inside and outside CNTs and determining the corresponding 

concentration. Nevertheless, a few examples have already appeared in literature. 
206,211

 

 

4.2  Aromatic halogenation reactions in single-walled carbon nanoreactors  

 

Recently Khlobystov and co-workers demonstrated that single-wall CNTs can be used as 

effective nanoreactors for preparative chemical reactions. They found that the spatial confinement 

of reactant molecules inside the tube drastically affects both the regioselectivity and kinetics of 

aromatic halogenation reactions.
206

 The bromination of  N-phenylacetamide was taken as the model 

system to study the effect of the confinement on regioselectivity. The authors carried out the 

bromination reaction in the absence of nanotubes and  inside several SWNT differing in diameter at 

room temperature.  

 

 
 

 

The bromination reaction readily occured in water solution in the absence of nanotubes, 

reliably and reproducibly forming an unselective 68:32 mixture of N-(4-bromophenyl)acetamide 

(para-regioisomer) and N-(2-bromophenyl)acetamide (ortho-regioisomer) respectively (Figure 

4.1).
206 

 Subsequently, in order to prove selectivity,  the model substrates were reacted in the 

presence to various nanotube of suitable diameter which can successfully discriminate between the 

formation of para- and ortho-products. Three SWNT family groups, divided according to the 

average diameter of production, were employed (Figure 4.2). Among these SWNT produced by Arc 

Discharge (AD) (figure 4.2c) and by supported cobalt and molybdenum catalysis (CoMoCAT
®

) 

processes (figure 4.2a) have average diameters respectively wider and narrower than that produced 

by HiPco
® 

(high pressure carbon monoxide method)
212

 process (figure 4.2b). Geometric constrain 

Figure 4.1 
Schematic representation of the model bromination reaction206 
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showed single-walled carbon nanotubes produced by the HiPco
®
 process to have the most suitable 

diameters for this purpose. 
 

To be sure that the reaction can take place successfully within the CNT it is necessary that the 

substrate and the reagent are encapsulated before their use. The authors tested a cunning methods of 

reactant encapsulation by immersing the open nanotubes in molten N-phenylacetamide; the 

capillary forces provided to fill spontaneously nanotubes with the reactant. The excess of N-

phenylacetamide adsorbed on SWNT outer wall is removed prior to the reaction by means of a 

fractional distillation procedure. 
206,213 

 

 

 

 

 

In the  table 4.1 the effect of the CNTs confinement on the regioselective bromination of N-

phenylacetamide is reported. The use of HiPco SWNT (entry 2) points out a significant 

improvement in para-selectivity of the reaction compared to the reaction in solution without SWNT 

(entry 1). The use of  wider AD and narrower CoMoCAT SWNT resulted in no change toward 

para-selectivity with respect to the reaction in solution without SWNT (entry 1). The AD nanotube 

diameter is large enough to get the product with no size discrimination. CoMoCAT Van Der Waals 

diameter is insufficient to encapsulate N-phenylacetamide reactant molecules (figure 4.2).  

 

Figure 4.2 
Van der Waals diameter of three types of nanotubes. (a) CoMoCAT SWNT  too narrow to allow confinement of the 

reactant; (b) HiPCO SWNT, allowing the formation of para- but not ortho-product and (c) wider AD SWNT freely allowing 

the formation of both products.  
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   Product ratio/% 

Entry Carbon nanotube presence Halogenation agent Para Ortho 

1 None BrCl 68 32 

2 HiPCO® SWNT BrCl 97 3 

3 CoMoCAT® SWNT BrCl 70 30 

4 AD SWNT BrCl 69 31 

 

 

Strikingly the authors as well as showing a strong increase in regioselectivity, also observed 

a kinetic improvement. Indeed theoretical product ratios based on calculated SWNT capacity, for 

the confined reaction, showed that the selectivity for the para-product is higher than is expected 

(Table 4.2).
206 

 

 

 

The authors tried to rationalize the discrepancy between calculated and experimental product 

ratios assuming that it can depend by diffusion into the nanotube combined with an accelerated 

confined reaction rate compared to the bulk. However to have a detailed view is necessary to 

evaluate the mechanism and the activation barriers of the reaction. In conjunction with our research 

interests focused on CNT confined reactions, a computational study on the mechanism of this 

bromination reactions we carried out attempting to rationalize these important experimental results. 

The reported results can be useful in searching for a predictive tool to design the best host to control 

a chemical reaction inside a carbon nanotube.   

 

Table  4.1 
Effect of confinement in nanotubes on the regioselective halogenation of N-phenylacetamide 

Table  4.2 
Theoretical product ratios based on calculated SWNT capacity. 
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4.3 Results and discussion 

 

 4.3.1  Computed reaction without CNT 

 

As a basal point we had to identify the bromination reaction mechanism with no CNT 

employing a full QM approach. As brominating agent was experimentally used pyridinium 

dichlorobromate, (Figure 4.1) considered as a safe source of bromine chloride BrCl.
214

 

The reaction taken into account is a classical Aromatic Electrophilic Substitution (SEAr), 

considered the most characteristic reactions of aromatic systems. The SEAr are typically described 

by the two-stage mechanism process depicted in Figure 4.3. However is well documented in 

literature
215

 that this traditional interpretations for the SEAr mechanism is not always the most 

advantageous path. Indeed the experimental reaction conditions strongly affected the substitution 

yields often optimized by using highly polar media, Lewis acid or zeolite catalysts, strong 

electrophiles, and by the choice of substituents. 

 

 
 

 
In the light of these experimental considerations Schleyer et al.

216 
 have been demonstrated 

that the SEAr mechanisms, for bromination and chlorination reactions on different aromatic 

substrates, may also involve several different pathways. Among these a direct substitution with a 

single concerted transition state following the barrierless formation of a products π-complex seems 

to be kinetically favored.
215,216

 This is especially true in gas-phase and in non-polar solvents where 

the conventional arenium ion (ϭ-complex) intermediate is unstable due to the presence of the strong 

charge separation unsupported in a non-polar medium and obviously in gas-phase. Moreover Keefer 

et al.
217

 have experimentally established a specific catalytic role of one of the reaction product, 

hydrogen chloride, in non-polar environments. Therefore in our studies we had to take into account 

also the catalytic effect of HCl.
215

  

In order to model exhaustively the mechanism we preliminarily studied the gas-phase 

reaction with no CNT. The energies of the optimized critical structures along the Para(A) and 

Figure 4.3 
Typical mechanism for SEAr reactions via arenium ion (σ-complex) formation. 
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Ortho(B) reaction pathways, for gas phase bromination of  N-phenylacetamide, are summarized in 

Figure 4.5. Among the pathway Para is observed the direct substitution as the favored reaction 

channel associated with an activation barrier of 54.3 kcal mol
-1

. However, the non-bonding 

interaction between the N-H of the amide and the chlorine, stabilizes the intermediate I-O (NH…Cl 

1.78 Å CH…Cl 2.46 Å Figure 4.4) which is 8.9 kcal mol
-1

 above the reactant complex C1 in the 

ortho reaction pathway. Because of this, the gas phase Ortho bromination proceeds via arenium ion 

(σ-complex I-O) intermediate (two-step mechanism) and in contrast to the usual knowledge, results 

kinetically favored on the Para position (Figure 4.5).  

 
 

 

 
 

 

Figure  4.4 
Three dimensional representation of critical points for the uncatalyzed gas-phase bromination of N-phenylacetamide computed  

at the M06-2x/6-31+G(2d) level (bond lengths in Å). 

Figure  4.5 
The Para A) (concerted single step mechanism) and Ortho B) (classical two step via arenium ion intermediate mechanism) 

computed reaction profiles for the uncatalyzed gas-phase bromination of N-phenylacetamide. The total energy values are in 

kcalmol-1 
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The TS1-O, which is the rate determining step along the Ortho profile, is 7.4 kcal mol
-1

 

lower then TS1-P (54.3 kcal mol
-1

). The structures of the stationary points along the PES of the gas-

phase bromination reaction are illustrated in Figure 4.4. 

In addition the catalytic effect of HCl on the gas-phase N-phenylacetamide bromination we 

have evaluated. The Ortho and Para profiles for the HCl catalysed reactions are reported in Figure 

4.7. The effectiveness of the catalysis by HCl is revealed by the considerably lowered activation 

barriers. The N-H of the ammide plays an active role also in the ortho catalyzed process making it 

once again favored compared to the Para direct substitution (Figure 4.7). In the Figure 4.6 the three 

dimensional structure of the critical points for the HCl-catalyzed reaction are reported.
 

 
 

 

 

 

 

 
 

Figure  4.6 
Three dimensional representation of critical points for the HCl-catalyzed gas-phase bromination of N-phenylacetamide. computed  

at the M06-2x/6-31+G(2d) level (bond lengths in Å). 

 

Figure  4.7 
The Para A) (concerted single step mechanism) and Ortho B) (classical two step via arenium ion intermediate mechanism) 

computed reaction profiles for the HCl-catalyzed gas-phase bromination of N-phenylacetamide. The total energy values are in 

kcalmol-1 
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The arenium ion intermediate I-O HCl (0.9 kcal mol
-1 

above the reactant complex C1-HCl) is 

obtained overcoming the transition state TS1-O HCl  (24.7 kcal mol
-1

) which is 22.2 kcal mol
-1

 

lower than TS1-O. The Para direct substitution has an activation barrier of 32.4 kcal mol
-1

 (TS1-P 

HCl), 21,9 kcal mol
-1 

less of the uncatalysed substitution (TS1-P 54.3 kcal mol
-1

). 
 

In Table 4.3 the general framework of the gas-phase bromination process is summarized. The first 

emerging result is the marked efficacy of the HCl catalyst which is able to significantly stabilize the 

energies of the critical points.  

 

REACTION OCCURRING IN GAS-PHASE  

Entry  

 
1. Concerted 

 

Para; 

TS: 54.3 

 
2. Non-concerted path 
(Wheland intermediate) 

 

 

Ortho; 

TS1: 46.9;  TS2: 12.1 

 
 

3. HCl catalysis 

Para; (concerted) 

TS: 32.4 

Ortho; (non-concerted) 

TS1: 24.7 ;  TS2:  4.5 

 

 

According to experimental conditions used by the authors (Figure 4.1), we re-computed the Ortho 

and Para reaction profiles in water using an implicit PCM approach.
100

 Our computations revealed a 

classical two-step mechanism involving arenium ion (σ-complex) intermediate for both Ortho and 

Para substitutions (see Figure 4.9 and 4.11). This is allowed by the strong stabilization of the 

intermediate performed by the high polarity of the aqueous medium.  

In Figure 4.9 and Figure 4.11 the energetic profiles of the Para and Ortho pathways are respectively 

reported. The transition state along the Para profile TS1-Pw (9.6  kcal mol
-1

 above the reactant 

complex C1-w), corresponding to formation of the σ-complex I-Pw (6.7 kcal mol
-1

 above the 

reactant complex C1-w), is 3.4 kcal mol
-1

 lower then TS1-Ow along the Ortho path (13.0  kcal mol
-

1
 above the reactant complex C1-w). 

Table  4.3 
Energy summary table of the gas-phase reaction 
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Figure  4.8 
Three dimensional representation of critical points for the Para bromination of N-phenylacetamide computed  at the M06-

2x/6-31+G(2d) level in simulated water solvent (bond lengths in Å). 

 

Figure  4.9 
The Para computed reaction profile for bromination of N-phenylacetamide in water solvent. The total energy values are in 

kcal·mol-1 

 

Figure  4.10 
Three dimensional representation of critical points for the Ortho bromination of N-phenylacetamide. computed  at the M06-

2x/6-31+G(2d) level in simulated water solvent (bond lengths in Å). 
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The energy values of TS1-Pw and TS1-Ow (rate determining step in both cases) clearly 

indicates that in aqueous solution the Para substitution is favoured respect to the Ortho position. 

This is consistent with the experimental data of Table 4.1, in which the Para product is slightly 

favored than Ortho ones providing a product ratio% 68:32 respectively. It is interesting to note that 

the σ-complex I-Pw is less stabilized comparing with I-Ow (2.5  kcal mol
-1

 above the reactant 

complex C1-w) in which the N-H...Cl interaction (2.09 Å Figure 4.10) cause a significant decrease 

of the energy. A three dimensional representations of the structures  identified along the energy 

profiles are shown in Figure 4.8 for the Para and Figure 4.10 for the Ortho pathways. Since in 

aqueous solution the strongly acid HCl results largely dissociated the catalytic effect of the HCl on 

the bromination reaction in water solvent may be negligible, therefore, it was not considered by us.  

The Table 4.4 summarize the general framework of the bromination process in water solvent. 

A much more linear situation respect to the gas-phase is obtained. The unique favored channel for 

the bromination reaction remains the classical two-step substitution for both of the Ortho and Para 

positions.  

REACTION OCCURRING IN WATER SOLUTION 

entry H2O 

 

1. Non-concerted path 

(Wheland intermediate) 

 

Para; 

TS1:  9.6,  TS2: 7.1 

Ortho; 

TS1: 13.0, TS2: 6.2 

Figure  4.11 
The Ortho computed reaction profile for bromination of N-phenylacetamide in water solvent. The total energy values are 

in kcal·mol-1 

 

Table  4.4 
Energy summary table of reaction in water solvent 
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 4.3.2  The CNT Confined Reaction 

 

We reinvestigate the bromination of N-phenylacetamide inside selective carbon nanotubes using the 

hybrid QM/MM (MM = UFF force-field) method tested to be able to provide a reliable description 

of two prototype SN2 reaction (Cl
(-)

 + H3CCl = H3CCl + Cl
(-)

 and the Menshutkin SN2 reaction) 

occurring within a nanotube. The armchair (8,8) CNT, which has a diameter of 10.8 Å, was chosen 

as the best suitable CNT to reproduce the selective CNTs (Figure 4.2b) used in the experimental 

process (the average diameter of the CNT produced by HiPCO is about 10Å). The length of the 

model-CNT(8,8) used was 12.08 Å as in the our previous work. 

First we studied the CNT confined bromination in the gas-phase to have an initial basis of 

comparison with the previous results on the same gas-phase reaction without CNT. The computed 

Para and Ortho energetic profiles of the gas-phase bromination are grouped together in the figure 

4.12 in which are also present the reaction profiles for the Para and Ortho HCl catalysed reaction 

(Figure 4.12b). 

 

 

 Figure  4.12 
a) Para and Ortho computed reaction profiles for CNT-confined bromination of N-phenylacetamide in gas-phase.  

b) Para and Ortho computed reaction profiles for CNT-confined bromination of N-phenylacetamide in gas-phase catalysed by 

HCl. The total energy values are in kcal·mol-1 
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The reaction mechanisms remains broadly unchanged from the non-confined reaction (Figure 

4.5) for both Para and Ortho substitution. Our computations confirmed the single-step (direct 

concerted substitution) mechanism for the Para substitution and the classical two-step mechanism in 

the Ortho. The effect of the CNT on the relative energy of the critical points is evident. As regards 

the uncatalysed process (Figure 4.12a)  in the Para concerted mechanism the activation barrier 

decreases to 41.8 kcal·mol
-1

 (TS-P(8,8)), and becomes slightly lower than the Ortho rate 

determining transition state TS1-O(8,8) (42.5 kcal·mol
-1

). On the contrary the energy of the second 

Ortho transition state increases (TS2-O(8,8) 30.2 kcal·mol
-1

) and the intermediate I-O(8,8) appears 

to be strongly destabilized (17.4 kcal·mol
-1

 above the reactant π-complex C1(8,8)). 

 

 

Figure  4.13 
Three dimensional representation of the main critical points for the Para and Ortho CNT-confinetìd bromination of N-

phenylacetamide. computed  at the M06-2x(6-31+G(2d))/UFF  level (bond lengths in Å). 
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The general reduced activation barriers observed may depend by the non-conventional weak 

interactions between the endohedral system and the electron cloud of the surrounding nanotube. 

However, the geometric constraints imposed by the CNT(8,8), which has an internal Van der Waals 

diameter (about 6.9 Å) comparable with the critical van der Waals diameter of the reactant (6.9 

Å)
206

, causes structural changes in the transition states and intermediate leading to the Ortho 

product. In the figure 4.13 three dimensional representation of the critical points for the gas-phase 

confined reaction with the main geometrical parameter are reported. The available volume, inside 

the CNT, is lacking to both sides corresponding to the Ortho positions of the N-phenylacetamide, 

therefore, the transition states TS1-O(8,8) and TS2-O(8,8) and the intermediate I-O(8,8) needs to 

adapt their geometry to avoid too short distances between the halogens Cl and Br and the tube wall. 

Actually, as evidenced by the values of the Br···C(wall) in Figure 4.13 (3.60Å for TS1-O(8,8), 

3.28Å for TS2-O(8,8) and 3.69Å for I-O(8,8)), the massive bromine atom is too close to the CNT 

wall making the non-bonded Br···π interactions repulsive especially in TS2-O(8,8). In the TS1-

O(8,8) the distance NH-Cl (2.90Å) is very stretched with respect to NH-Cl of the TS1-O (2.39Å 

Figure 4.4) thus its stabilization inner phase is lower than to that observed for the transition state 

Para. 

 The same observations can be made for the HCl catalyzed reaction (Figure 4.12b). The 

concerted single step mechanism is observed for the Para substitution whereas the classical two-step 

mechanism for the Ortho.  

 

Figure  4.14 
Three dimensional representation of the transition states for the Para and Ortho CNT-confinetìd bromination of N-

phenylacetamide. computed  at the M06-2x(6-31+G(2d))/UFF  level (bond lengths in Å). 
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The difference between the Para and Ortho catalyzed profiles is more evident due to the 

presence of the HCl molecule that even more cluttered the already too lacking space around the 

Ortho positions (see figure 4.14). This leads to a structural distortion to the two Ortho transition 

states that become isoenergetic (26.2 kcal·mol
-1

 TS1-O(8,8)-HCl 26.0 kcal·mol
-1

 TS2-O(8,8)-

HCl). The Para transition state TS-P(8,8)-HCl decreases until 18.2 kcal·mol
-1

.  

The above results demonstrated a slight increase in regioselectivity towards the para-product in 

the gas-phase, confirming that confinement in SWNT can promotes the formation of the para-

product. However, only on the HCl catalyzed reaction differences in activation barriers are relevant 

to explain the selectivity towards the para-product.  

As well as considered for the unconfined reaction we re-computed the bromination reaction 

trying to simulate the same reaction conditions experimentally used. In this context some interesting 

aspects should be taken into account. In the experimental procedure SWNT filled with the reagent 

were added to the aqueous solution of pyridinium dichlorobromate. Since N-phenylacetamide is 

very slightly soluble in water at room temperature the reaction could proceed in the same N-

phenylacetamide as solvent inner phase. The reaction could start at the ends of the CNT and 

gradually proceed by diffusion into the nanotube catalyzed by the HCl in-situ produced. Therefore 

we reinvestigate the CNT confined bromination in ethylbenzene to better simulate N-

phenylacetamide as solvent ( ε (Ethylbenzene) = 2.5  ε (N-phenylacetamide) = 2.9) using an 

implicit PCM approach.
100

. The computed energetic profiles for the  uncatalyzed and catalyzed 

process in ethylbenzene are reported in figure 4.15. The same remarks for the gas-phase confined 

reaction can be made for the reaction CNT-confined in ethylbenzene, indeed, the same unchanged 

mechanisms remained for both profiles Para and Ortho. However, along the uncatalyzed pathway 

(Figure 4.15a), although the energy barrier of the Para concerted transition state (TS-P(8,8)-Et) is 

slightly lower (29.9 kcal·mol
-1

) compared to the rate determining Ortho transition state (TS1-

O(8,8)-Et) (34.2 kcal·mol
-1

) they are too close to explain the pronounced regioselectivity 

experimentally observed.  In the catalyzed process (Figure 4.15b), which remains the energetically 

favored channel of the CNT-confined reaction, the lowered activation barrier provided for the Para 

concerted substitution (10.3 kcal·mol
-1

) generates a marked difference compared to the Ortho 

transition states (TS1-O(8,8)-HCl-Et and TS2-O(8,8)-HCl-Et) that have a rather high activation 

barriers (24.6 kcal·mol
-1 

and 25.5 kcal·mol
-1

 respectively) contributing to increasing the product 

ratio in favor of the Para-product.  
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The large increase in the Ortho activation barriers in the catalysed confined reaction 

(ethylbenzene solvent) can successfully explain the regioselectivity observed by the authors in the 

experimental work (see Table 4.1). Indeed, in the water reaction without CNT (Figures 4.9 and 

4.11) the energy difference between the two rate determining step (TS1-Pw 9.6 kcal·mol
-1

 and TS1-

Ow 13.0 kcal·mol
-1

) is just 3.4 kcal·mol
-1

 contrasted with the more conspicuous 15.2 kcal·mol
-1

 

between TS-P(8,8)-HCl-Et and TS2-O(8,8)-HCl-Et along the confined reaction in ethylbenzene 

solvent (see Figure 14.b), this can easily explain the augmented Para-selectivity in the confined 

reaction reported in the experimental data (97:3 in favour of Para table 4.1). However, the closeness 

energy between TS1-Pw (9.6 kcal·mol
-1

) and TS-P(8,8)-HCl-Et (10.3 kcal·mol
-1

) does not indicate 

a clear kinetic improvement experimentally observed in the confined reaction. To rationalize this 

experimental evidence, we must consider that in the internal phase, the reactants are contained in a 

fairly small space, therefore, this amplified proximity effect increases the probability of favorable 

bumps resulting in a kinetic improvement.    

 

 

 

Figure  4.15 
a) Para and Ortho computed reaction profiles for CNT-confined bromination of N-phenylacetamide in simulated ethylbenzene 

solvent. b) Para and Ortho computed reaction profiles for CNT-confined bromination of N-phenylacetamide catalysed by HCl 

in simulated ethylbenzene solvent. The total energy values are in kcal·mol-1 
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4.4 Computational details 

 

Single-Walled Carbon Nanotubes were built using the Nanotube Builder plugin, as implemented in 

VMD.
189

 All reported computations were carried out with the Gaussian09
4
 series of programs. 

ONIOM calculations
41

 were performed considering mechanical and electrostatic embedding. The 

inner layer (high-level layer), consisted of the reacting system, N-phenylacetamide, Br-Cl and H-Cl, 

were described at DFT level using the M06-2X functional
24,25

 and the 6-31+G* basis set.
191 

 The 

outer layer (low-level layer) was formed by the nanotube and was described using molecular 

mechanics (MM) UFF,
29

 method. In the MM calculations partial atomic (point) charges were used 

to compute the electrostatic interactions. These charges were calculated using the QEq 

formalism.
195

 The structure of the various critical points (minima and saddle points) was fully 

optimized. Frequency calculations were carried out at the same level of theory to check the nature 

of critical points. The solvent effects were taken into account during optimization using the 

polarizable continuum model (PCM) approach.
100 

 

4.5 Conclusions 

 

In this work a computational study on preparative aromatic halogenation reactions in carbon 

nanotube we carried out. We used a full QM and a previously tested hybrid QM/MM (MM = UFF 

force-field) approach to rationalize the effects of CNT confinement on the kinetic and 

regioselctivity of the reaction.  

We first analyzed the reaction without CNT in the gas phase and in the bulk water solvent using a 

PCM approach. In the gas-phase the catalytic role of the hydrogen chloride (byproduct of the 

reaction) was also taken into account. We identified a single-step (direct concerted substitution) 

mechanism for the Para substitution and a classical two-step mechanism toward the Ortho position 

for both uncatalyzed and HCl-catalysed processes. The gas phase results showed a slight increase in 

regioselectivity towards the ortho-product due to the active role played by the N-H of the amide 

(next to the Ortho position) which stabilizes the Ortho intermediate and the transition states. 

Moreover we recorded a net effect of the HCl catalysis which stabilize all the critical point along 

the PES. Subsequently, according to experimental conditions used by the authors (Figure 4.1), we 

computed the Ortho and Para reaction in water solvent. Our computations revealed a classical two-

step mechanism involving arenium ion (σ-complex) intermediate for both Ortho and Para 
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substitutions (see Figure 4.9 and 4.11). The energy values for TS1-Pw (9.6  kcal mol
-1

 above the 

reactant complex C1-w) and TS1-Ow (13.0  kcal mol
-1

 above the reactant complex C1-w), rate 

determining step in both cases, clearly indicated that in aqueous solution the Para substitution is 

favoured respect to the Ortho position. This is consistent with the experimental data in which the 

Para product is slightly favored than Ortho ones providing a product ratio% 68:32 respectively.  

The CNT(8,8) as the best suitable nanocontainer to reproduce the selective nanotubes used in the 

experimental process were used to model the CNT-confined reaction. The computed gas-phase 

(Para and Ortho) energetic profiles confirmed the reaction mechanisms already seen for the not 

confined gas-phase reaction. A slight increase in regioselectivity towards the para-product is 

obtained, however, differences in activation barriers are significant only on the HCl catalyzed 

reaction to explain the experimentally observed regioselectivity. In this regard analyzing the 

experimental conditions and considering the poor solubility of the N-phenylacetamide in water we 

assumed that the reaction could gradually proceed by diffusion into the nanotube in the same N-

phenylacetamide as solvent catalyzed by the HCl in-situ produced. Therefore we reinvestigate the 

CNT confined bromination in ethylbenzene which is the best available solvent in simulating N-

phenylacetamide. Comparison of the computed energetic profiles in the bulk (water solvent) and  

inside CNT catalysed by HCl (ethylbenzene solvent) clearly indicate the strong increase in 

regioselectivity towards the para-product in the CNT-confined reaction, confirming the augmented 

selectivity observed in the experimental data (97:3 in favour of Para, table 4.1). However, these 

activation barriers (TS1-Pw 9.6  kcal mol
-1 

and TS-P(8,8)-HCl-Et 10.3  kcal mol
-1

) are too close to 

explain the kinetic improvement observed by the authors which can be rationalized by an 

augmented proximity effect due to the reduced space in which are stored the encapsulated reactants.  
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1.  A computational investigation on the catalytic mechanism of 

Tyrosylprotein Sulfotransferases218  

 

 

1.1 Introduction 

 

The sulfonation of biomolecules has been known
219

 for a long time to occur in organisms 

ranging from prokaryotes to multicellular species and the biotransformation of molecules by 

sulfonation is a basic metabolic route of primary importance.  

The sulfonation is catalyzed by a broad class of enzymes called sulfotransferases (STs): 

these enzymes are responsible for catalyzing the transfer of a sulfuryl group (SO
3-

) from an 

activated donor to a substrate compound containing hydroxyl or amino group which act as a 

nucleophile. The universal sulfate donor is 3'-phoshoadenosine-5'-phosphosulfate (PAPS). The 

process was originally indicated as sulfation, but a more appropriate definition would be sulfonation 

(or sulfurylation), because the group that is transferred is a sulfuryl (SO
3-

) and not a sulfate (SO4
2-

). 

However, the term O-sulfation is still used and refers to the transfer of SO
3-

 to a substrate (R-OH or 

R-NH2) to obtain a sulfonated product (R-OSO
3-

 or R-NH-SO
3-

).
220

 

There are two vast classes of STs: cytosolic and membrane-associated sulfotransferases. The 

first ones are involved in hormone regulation, drug metabolism and detoxification, while the 

membrane-associated sulfotransferases are responsible for the sulfonation of carbohydrates and 

proteins and play a key role in biochemical signaling pathway and molecular-recognition.  

The first studies of STs have been carried out on cytosolic proteins and in 1998
221

 the first 

cytosolic sulfotransferase crystal structure has been published. Membrane-associated 

sulfotransferases did not receive the same interest and only recently their important role in 

biological processes has been uncovered. Membrane-associated sulfotransferases include 

tyrosylprotein sulfotransferases (TPSTs), a particular group of sulfotransferases that transfer a 

sulfuryl group from the active donor 3'-phoshodenosine-5'-phosphosulfate (PAPS) to the hydroxyl 

group of a protein bound tyrosine to form a O-sulfated tyrosine and 3'-phosphoadenosine-5'-

phosfate (PAP) (Figure 1.1). 
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1.2  Tyrosylprotein Sulfotransferases  

 

Tyrosine O-sulfonation was firstly observed in 1954 by Bettelheim in bovine fibrinopeptide B4 and 

was considered to be very rare and confined to fibrogen and a few other proteins until 1982, when 

Huttner demonstrated that every tissue in rats contained proteins with tyrosine O-sulfated 

residues.
222

 Afterwards many mammalian tissues and cells were described to undergo tyrosine 

sulfonation reaction. A greater interest in tyrosine O-sulfonated peptides began in the second half of 

nineties, when Farzan reported that chemokine receptor CCR5 (a G-protein coupled receptor 

belonging to the cytokine receptor class, important in cell signaling) served as coreceptor for 

immunodeficiency viruses (HIV viruses) and was tyrosine O-sulfonated.
223 

 At the beginning of the 

XXI century, tyrosine sulfonation was shown to be involved in inflammation processes, such as 

asthma and chronic pulmonary diseases.
224

 Also, sulfonation of tyrosine residues was revealed to be 

critical in atherosclerosis progression.
225

  

A significant advance in understanding TPST operating principles was made possible by the 

molecular cloning in 1998 of two TPST isoforms (TPST-1 and TPST-2)
226

 from mouse and human. 

TPST-1 and TPST-2, which are probably coexpressed in all mammalian cells, have a similar size, 

consisting of a sequence of 370 and 377 amino acids, respectively, and sharing 64% amino acid 

sequence identity. Each TPST gene encodes a protein with a short eightresidue cytosolic region that 

Figure 1.1 
A schematic representation of the TPST catalyzed tyrosine O-sulfonation reaction. 
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contains the N-terminus of the protein, a single ∼17 residue transmembrane region (TM), a putative 

∼40 residue stem region, and a catalytic region that is located on the luminal side of the membrane.  

Since no X-ray diffraction data were available until 2013, information on TPSTs were based on 

sequence comparison with other STs of known structure. Further information were obtained from 

mass spectroscopy, sulfonation inhibition, metabolic labeling and amino acid analysis.
227

  

The prediction of the tyrosine sulfonation site has been one of the central points in the study of 

TPSTs. An interesting tool was developed under the name of “Sulfinator”, an online software which 

predicts tyrosine sulfonation sites in protein sequences with 98% of correct predictions of validated 

tyrosine sulfonation sites. Only very recently, after crystallization of the human TPST-2, the X-ray 

diffraction data become available.
228 

 

1.3  Human Tyrosylprotein Sulfotransferase-2  

 

The crystallization of the core domain of human TPST-2 (Gly43-Leu359), usually denoted 

as TPST2ΔC18, has proven that TPST-2 is a homodimer consisting of two protomers, denoted as 

protomer A and protomer B. The existence of TPST-2 as a dimer has been further supported by gel 

filtration chromatography: in that experiment TPST2ΔC18 was eluted with a mass of 77 kDa, a 

result consistent with the dimeric structure.
228

 In the present study we have decided to use the 

crystal structure under accession number 3AP1 because, among the three available structures, it is 

that with the best resolution and includes both substrates i.e. PAP and C4P5Y3. At the beginning of 

1990 complement component 4 (C4), a blood protein involved in the complement system was 

shown to bind TPST-2 and undergo specific tyrosine sulfonation reaction.
229

 Later kinetic studies, 

aimed at differentiate enzymatic characteristics and tissue-specific expression of human TPST-1 

and TPST-2, reported that a sequence of protein C4 was specific for TPST-2.
230

 The sequence 

involved in tyrosine O-sulfonation reaction is: Glu−Asp−Tyr−Glu−Asp−Tyr−Glu−Tyr−Asp−Glu, 

which has three suitable sulfonation sites.  

The peptidic sequence chosen by Teramoto for the crystallization of TPST-2 system was a 9 

peptidic sequence based on the complement C4 including only one sulfonation site. This peptide, 

named C4P5Y3, presents the sequence: Asp−Phe−Glu−Tyr
1006

−Asp−Glu−Phe−Asp−Glu where 

Tyr
1006

 is the sulfonation site. 

Even if there is no consensus yet on the mechanism of tyrosine O-sulfonation, during the 

few last years two hypotheses have been proposed. In 2010, on the basis of mass spectroscopy and 
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kinetics analysis, Danan proposed a ping-pong mechanism,
231 

 in which a histidine residue behaves 

as a sulfuryl group carrier. More recently Teramoto has suggested an alternative mechanistic 

hypothesis (SN2-like mechanism) where Arg
78

 and Glu
99

 act as a acatalytic acid and base, 

respectively. Moreover, he hypothesized that Lys
158

 and Ser
285

 residues play a key role in stabilizing 

the transition state. A schematic representation of Teramoto’s mechanism is given in Figure 1.2. 

While the recognition/binding of human TPST-2 has been recently investigated,
232

 as far as we 

know to date no studies are available to clarify its catalytic mechanism. Since the knowledge of the 

crystal structure of this enzyme makes it now possible to build reliable model-systems, in the 

present work we carried out a detailed DFT computational investigation of the mechanism of 

tyrosine O-sulfonation catalyzed by the human TPST-2 enzyme. 

 

 
 

 

 

  
Figure 1.2 
A schematic representation of Teramoto’s mechanistic hypothesis. 
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Our goal is to outline the mechanistic scheme of the TPST-2 catalyzed reaction to understand the 

role of various residues in the catalysis and the possible involvement of an histidine residue as a 

sulfuryl group carrier. 

 

1.4  Results and discussion 

 

 1.4.1 Danan mechanism 

 

In the ping-pong
231

 mechanism proposed by Danan, the His
91

 residue is assumed to act as a carrier 

for the sulfuryl group; to check the reliability of this hypothesis we evaluated the distance between 

His
91

 (τ nitrogen) and the sulfuryl group (S
212

) of PAPS in the 3AP1 structure. We found a value of 

22.7 Å, which is evidently too large to allow the histidine residue to clasp the SO3
(−) 

group. 

Moreover, to evaluate the possibility that other histidine residues in the vicinity of the active site 

could be involved as a possible carrier, we examined in various cases the distance between the 

histidine τ nitrogen and the S
212

 atom of the 5′PS moiety of PAPS. These distances are in all cases 

very large (in the range 8−22.5 Å) suggesting that none of the examined histidine residues are in a 

suitable position to behave as a sulfuryl carrier. These values are reported in Table 1.1.  

 

 
 

 

 

 1.4.2  Teramoto mechanism  

 

The mechanism of the sulfuryl group transfer in human TPST-2 involves the PAPS cofactor which 

donates the sulfuryl group to the hydroxyl group of tyrosine (Tyr
1006

) in the substrate C4P5Y3. The 

products are the O-sulforylated tyrosine and PAP. The computed energy profile indicates that the 

reaction proceeds through a concerted mechanism. The corresponding critical points are the starting 

enzyme−substrate complex (ES), the transition state (TS) and the final enzyme−product complex 

Table 1.1 
Distance between the S212 atom of the 5′PS moiety of PAPS and the τ nitrogen of various Histidine residues. Values in 

Ångstrom. 
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(EP). A schematic representation of the three critical points, including only the closest atoms around 

PAPS, is given in Figure 1.3.  

 

 

 
 

 

 

The computations carried out at the 6-31+G*/3-21G* level show that an activation barrier of 

18.5 kcal mol
−1

 must be surmounted to reach EP, which is 5.7 kcal mol
−1

 above the starting 

complex. These values do not change significantly at the TZVP level: they become 20.8 and 7.7 

kcal mol
−1

, respectively, suggesting the 6-31+G*/3-21G* basis is as a reliable level of accuracy to 

describe the model-system. It is reasonable to believe that the difference found between the two 

accuracy levels could be further reduced after geometry optimization. The hydrogen transfer 

between the Tyr
1006

 hydroxyl group to the Glu
99

 carboxylate group (H
194

 moving from O
193

 to O
89

) 

Figure 1.3 
A schematic representation (including only the closest atoms around PAPS) of the starting enzyme−substrate complex ES. The 

reported energy value (kcal mol−1) is relative to ES. Bond lengths are in Å. 
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is crucial in the reaction scheme proposed by Teramoto because it generates the nucleophilic 

oxygen (O
193

 belonging to Tyr
1006

) that attacks the sulfuryl group. Interestingly, in the ES starting 

complex H
194

 already forms a strong hydrogen bond with O
89

 (H
194

···O
89

 distance is 1.62 Å). This 

interaction anticipates the subsequent proton transfer that activates O
193

 as a nucleophile. Lys
158

 and 

Ser
285

, which are hypothesized to stabilize the transition state in the Teramoto’s reaction scheme, 

are involved in rather important interactions. In particular the three hydrogen atoms of the 

protonated Lys
158

 form strong hydrogen bonds with Glu
99

, Thr
81

, and Thr
82

: the H
106

···O
89

(Glu99), 

H
105

···O
77

(Thr
81

) and H
107

···O
63

(Thr
82

) distances are 1.66, 1.75, and 1.66 Å, respectively. Similarly, 

the hydroxyl hydrogen of Ser
285

 strongly interacts with the SO3 group bonded to PAPS (the 

H
181

(Ser
285

)···O
214

(SO3) distance is 1.70 Å).  

Additional significant interactions help to maintain atoms in the ES complex in a suitable 

position for reactions. These are (i) interaction between Arg
78

 and the sulfuryl group of PAPS 

(H
47

(Arg
78

)···O
213

 = 1.78 Å); (ii) interaction between Thr
81

 hydroxyl group and the 5′-phosphate of 

PAPS (H
78

···O
202

 = 1.75 Å); (iii) a similar interaction involving Thr
82

 and the 5′-phosphate group 

(H
64

···O
201

 = 1.83 Å). In the transition state a planar sulfuryl moiety is moving from O
200

 to O
193

. 

The SO3
(−)

 group is approximately halfway between the two oxygen atoms, the O
193

···S
212

 and 

O
200

···S
212

 distances being 2.32 and 2.44 Å, respectively.  The TS structure clearly shows that Glu
99

 

behaves as a base catalyst, as suggested by Teramoto: H
194

 is now closer to O
89

(Glu
99

) (H
194

···O
89

 

distance is 1.41 Å) with a consequent weakening of the O
193

−H
194

 bond (from 1.02 Å in ES to 1.07 

Å in TS). Thus, TS is a concerted highly asynchronous transition state where the approach of SO3 to 

tyrosine oxygen triggers the tyrosine deprotonation. This is confirmed by the shape of the transition 

vector obtained in the frequency computation. Interestingly, SO3
(−)

 remains anchored to Arg
78

 by 

means of the strong interaction with the sulfuryl oxygen O
213

 (the H
47

···O
213

 distance is 1.89 Å) 

suggesting that the arginine residue does not behave as an acid catalyst by donating a proton to 

themigrating sulfuryl group (as hypothesized in Teramoto’s scheme) but acts as a shuttle for SO3
(−)

 

following its “travel” along the reaction path. The interactions involving Lys158 and the two 

residues Thr
81

 and Thr
82

 become more important in the TS as suggested by the decrease of the two 

distances H
105

···O
77

(Thr
81

) and H
107

···O
63

(Thr
82

) (1.69 and 1.60 Å, respectively). Furthermore, a 

strong stabilizing interaction (made possible by the transfer of the SO3
(−)

 group) is established 

between the hydroxyl hydrogen of Ser
285

 and the oxygen O
200

 of PAPS, which is losing the sulfuryl 

group (H
181

(Ser
285

)···O
200

(PAPS) distance is 1.64 Å). A significant increase of the stabilizing effect 

is also observed for the interaction between the Thr
81

 hydroxyl group and the 5′- phosphate of PAPS 
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(the H
78

(Thr
81

)···O
202

(PAPS) distance varies from 1.75 Å in ES to 1.63 Å in TS). A further 

stabilization of TS is provided by the interaction of Thr
82

 with the 5′-phosphate of PAPS. In this 

case the H
64

(Thr
82

)···O
201

(PAPS) distance varies from 1.83 Å in ES to 1.59 Å in TS. Furthermore, 

we examined the possibility of an alternative mechanism where the proton transfer (from O
193

 to 

O
89

) and the attack of the tyrosine oxygen O
193

 on the SO3 group occur in two separate kinetic steps. 

In spite of an extensive search we could not locate any intermediate corresponding to deprotonated 

tyrosine, and we discarded the possibility of a two-step nonconcerted mechanism. In the final 

complex EP the sulfuryl group is definitively bonded to the tyrosine residue Tyr
1006

, and the 

hydrogen H
194

 has been completely transferred to Glu
99

 (O
89
−H

194
 distance is 1.00 Å). A strong 

hydrogen bond involving O
193

 of tyrosine persists, the O
193

···H
194

 distance being 1.70 Å. 

Furthermore, the SO3 group is still anchored to Arg
78

 (H
47

···O
213

 distance = 1.77Å), which confirms 

the role played by the arginine residue in “accompanying” the sulfuryl group (shuttle) along the 

reaction pathway. On the whole the remaining part of the structure does not significantly differ from 

that of the ES complex. The most important exception are represented by (a) the hydrogen bond 

between the serine hydroxyl hydrogen (H
181

) and O
200

 (H
181

···O
200

 distance = 1.55 Å) and (b) the 

two hydrogen bonds involving Thr
81

 (H
78

···O
202

) and Thr
82

 (H
64

···O
201

) that become stronger in EP, 

the corresponding distances being 1.53Å in both cases (1.75 and 1.83 Å in ES, respectively). These 

three hydrogen interactions certainly contribute to stabilize the product complex, which remains 

nevertheless 5.7 kcal mol
−1

 above ES. 

 

 1.4.3  The virtual mutagenesis experiment 

 

To quantify the catalytic effect of the residues playing a key role in the sulfurylexchange 

reaction (Lys
158

 and Ser
285

, as suggested by Teramoto, Arg
78

, Thr
81

, and Thr
82

), we carried out a 

virtual mutagenesis experiment by alanine scanning: thus, we replaced each of these residues with 

alanine, and we recomputed the energy barrier
233

 at the 6-31+G*/3-21G* level. In these 

computations we neglected the ZPE corrections, but we included the solvent effects. Thus, these 

barriers must be compared with the value of 18.2 kcal mol
−1

, which is the barrier obtained for the 

non-mutated enzyme without ZPE corrections. The results (collected in Table 1.2) clearly 

demonstrate the stabilizing effects exerted by the various residues. The effect on the barrier is 

significant in all cases (in the range 4.0−5.5 kcal mol
−1

) except for Lys
158

: for this residue the 

increase is only 0.6 kcal mol
−1

 and can be ascribed to the trend of the three H-bonds involving 
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Lys
158

 (H
105

···O
77

, H
106

···O
89

 and H
107

···O
63

) that do not change significantly on passing from ES 

to TS. We can conclude that Lys
158

, even if not interacting with the groups directly involved in the 

reaction, plays an important role in keeping close the residues participating to the overall H-bond 

network that stabilizes TS. In particular, the above analysis confirms that the stabilization of TS via 

strong hydrogen interactions can be ascribed to Ser
285

 (as suggested by Teramoto) and to other 

residues such as Thr
81

 and Thr
82
. These residues exert in ES a sort of “kicking effect” on the 

sulfuryl group, since they facilitate its detachment by stabilizing the incipient negative charge on 

the phosphate group of PAPS. The stabilizing effect on TS of Arg
78

 (that anchors SO3
(−)

 along the 

whole reaction path and acts as a shuttle following the sulfuryl “travel”) is due to a salt bridge, 

dominated by electrostatic interactions between the negative charge of sulfuryl and the positive 

charge of arginine. To obtain a more complete picture of the stabilizing effect of the various 

residues we have estimated the total charge of the SO3 group in the reactant complex ES and 

transition state TS for the non-mutated enzyme and each mutated forms of Table 1.2. In the non-

mutated enzyme the net SO3 charge is −0.98 in ES and −0.50 in TS: this significant decrease of the 

charge is further evidence for the stabilizing effect of the various interactions that delocalize the 

SO3 charge on passing from reactants to transition state. Interestingly, the charge variation is much 

less significant when the various residues are replaced by alanine and the corresponding 

delocalizing interactions partly disappear. 

 

 

Mutated 
residue 

Interaction Activation 
barrier Ea 

ΔEa Mulliken 
charge on 
SO3 

Arg78 H47…O213 H-bond 22.3 4.1 ES: −0.58 
TS: −0.38 

Lys158 H105…O77, H106…O89 and 
H107…O63 H-bonds 

18.8 0.6 ES: −0.47 
TS: −0.43 

Ser285 H181…O200(SO3) and 
H181…O202(PAP) H-
bonds 

22.9 4.7 ES: −0.72 
TS: −0.55 

Thr81 H78…O202(PAP) H-
bonds 

22.7 4.0 ES: −0.43 
TS: −0.36 

Thr82 H64…O201(PAP) H-
bonds 

23.7 5.5 ES: −0.51 
TS: −0.40 

 

 

 

 

 

Table 1.2 
Activation barrier Ea (kcal mol-1) computed after replacement of each residue reported on the left column with alanine. For each 

residue a short description of the main interactions is reported. ΔEa (kcal mol-1) is the variation with respect to the non-mutated 

enzyme. 
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2.1   Computational details 

 

All reported DFT computations were carried out with the Gaussian 09 series of programs
4
 

on the model-system obtained from the crystal structure. The M06-2X functional was employed.
24,25

 

The geometries of the various critical points on the potential surface were optimized with the 

gradient method available in Gaussian 09, and harmonic vibrational frequencies were computed to 

evaluate the nature of all critical points. The system was partitioned into two regions, which were 

assigned basis sets of different accuracy. The atoms of one region were those directly involved in 

the reaction (i.e., Tyr
1006

 side-chain, Glu
99

 side-chain, and 5′-phosphosulfate moiety) or in the 

formation of hydrogen bonds with the reacting core (i.e., Lys
158

 side-chain): for these atoms we 

used the 6-31+G* basis set.
191

 The other region included all remaining atoms which were described 

by the 3-21G* basis set.
191

 This basis set (denoted as 6-31+G*/3-21G*) corresponds to a total of 

1462 basis functions. ZPE corrections were taken into account. In our  experience this approach can 

provide an accurate description of enzymatic reactions at a reasonable computational cost.
234

 

However, to check the accuracy of this basis we carried out single point computations on the 

optimized geometries with the TZVP basis set
191

 (corresponding to a total of 2858 basis functions). 

Furthermore, we considered ZPE corrections obtained at the lower level of accuracy. 

To model the active site of human TPST-2 we used the X-ray crystal structure 3AP1 

(TPST2ΔC18, C4 peptide and PAP),
218

 to which we added manually the sulfuryl group SO3
(−)

. The 

hydrogen atoms were included in the 3AP1 structure at pH 7.4 using the H++ online program.
235

 

The choice of a suitable model-system is crucial in the investigation of an enzymatic reaction 

mechanism. It should include the groups that are supposed to play a key-role in the reaction within 

the active site, but the number of atoms (N) cannot be too large to make the QM calculation 

unfeasible within a reasonable computational time. Thus, to examine in detail the SN2-like 

mechanism proposed by Teramoto,
218

 starting from the X-ray crystal structure 3AP1, we built a 

model-system including Glu
99

 and Arg
78

 that are postulated to behave as a catalytic base and acid, 

respectively. Also, we added Ser
285

 and Lys
158

 that are supposed to stabilize the transition state. 

Furthermore, we considered initially all long-range interactions between TPST2ΔC18, C4P5Y3, 

and PAPS. Then, to reduce the size of the resulting model-system we cut off the residues farther 

than 8 Å from the sulfonation site, i.e., the hydroxylic oxygen (O
193

) of the Tyr
1006

 side-chain. 

Finally, to reduce further the number of atoms, we discarded those parts of PAPS and C4P5Y3 that 

were not directly involved in the reaction, i.e., the adenine ring and the 3′-phosphate of PAPS and 
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all residues of C4P5Y3 except Tyr
1006

. The cut bonds were replaced by bonds with hydrogen atoms. 

In summary, in addition to Tyr
1006

 and the cut PAPS, our model-system includes (a) the four critical 

residues Glu
99

, Arg
78

, Ser
285

, Lys
158

; (b) Pro
77

, Thr
81

, Thr
82

 that interact specifically with Tyr
1006

 and 

the 5′PS group of PAPS; (c) Val
76

, Ile
199

, Asp
159

, Phe
161

, Pro
160

, Val
197

, Gly
80

, and Asp
159

 which 

surround the reaction site. The size of all these residues was reduced by an appropriate cut of 

conveniently chosen chemical bonds (in particular, the bonds involving the α carbons). The cut 

bonds were again replaced by bonds with hydrogen atoms. The resulting model-system finally used 

in DFT computations is schematically represented in Figure 1.4. It involves 241 atoms and the total 

charge is −1. 

 
 

To emulate the partially constraining effect of the protein environment, during the geometry 

optimization process we kept “frozen” to theirn crystallographic coordinates the positions of 

appropriately chosen atoms: these were mainly the hydrogens added in place of the cut bonds and 

the atoms near the border of the model-system and not directly involved in the reaction or in 

hydrogen bond formation. This approach preserves the geometry of the active-site cavity and avoids 

the possibility that the TPST-2 active site secondary structure will run into unwanted 

conformational changes. Furthermore, the effect of the entire protein environment was evaluated 

with the polarizable continuum model (PCM),
100

 as implemented in Gaussian 09. We used a value 

of 4.24 (corresponding to diethyl ether) for the dielectric constant ε.
236

 This value is close to 4.0, 

Figure 1.4 
The full model-system used in our 

computations. Atoms kept “frozen” during 

geometry optimization are marked by contour 

lines. 
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which is the value generally chosen to describe the surrounding protein and to account for the 

simultaneous presence of hydrophilic and hydrophobic groups around the active site.
237

 

  

2.2 Conclusions 

 

In this paper we have examined the mechanism of tyrosine O-sulfonation catalyzed by 

human TPST-2. Our DFT computations have confirmed in outline Teramato’s general scheme, i.e., 

a concerted highly asynchronous SN2-like reaction (with an activation barrier of 18.5 kcal mol
−1

) 

where the tyrosine oxygen is deprotoned by Glu
99

 (that acts as a base catalyst as suggested by 

Teramoto) and simultaneously attacks as a nucleophile the sulfuryl group. Arg
78

 plays a different 

role from that proposed by Teramoto. A strong hydrogen interaction involving the sulfuryl oxygen 

and Arg
78

 allows this group to anchor SO3
(−)

 along the whole reaction path, acting as a shuttle that 

follows the sulfuryl “travel” from PAPS to threonine. After a careful analysis of the structural 

features of the reactant-complex (ES) and TS and using a QM protocol of “alanine scanning”, we 

could identify unequivocally the role of the amino acids involved in the catalysis. In addition to the 

“assistance” of Arg
78

 toward the sulfuryl group moving from PAPS to threonine, we found that (i) 

the stabilizing effect of Arg
78

 on TS is due to a salt bridge, dominated by electrostatic interactions 

between the negative charge of sulfuryl and the positive charge of arginine; (ii) Ser
285

, Thr
81

, and 

Thr
82

 stabilize TS via strong hydrogen interactions (in particular, these three residues exert a sort of 

“kicking effect” in the starting reactant complex, since they facilitate the detachment of sulfuryl 

group by stabilizing the incipient negative charge on the phosphate group of PAPS); (iii) the role of 

Lys
158

 is that of keeping close the residues participating to the overall H-bond network that 

stabilizes TS. A careful analysis of the structure of enzyme and MD simulations helped us to 

exclude the Danan’s ping-pong mechanism where the His
91

 residue is proposed to act as a carrier 

for the sulfuryl group. This group and His
91

 are too far away to make possible a mutual significant 

interaction. Similarly, too large distances have been evidenced for other histidine residues around 

SO3
(−)

 that in principle could act as a carrier. However, we cannot exclude, in principle, the 

possibility of secondary reaction channels leading to the formation of covalent intermediates 

congruent with Danan’s experimental evidence and where another residue replaces the histidine 

residue suggested by Danan. We believe that all these results can be extremely useful in the design 

of mutated forms of the enzyme and in the synthesis of possible antagonists to enhance or decrease 

the tyrosine O-sulfonation of the target substrate. 
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