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Executive Summary

In a future perspective, the need of mapping an unknown indoor environ-

ment, of localizing and retrieving information from objects with zero cost

and effort will be satisfied by the adoption of next 5G technologies. Thanks

to the mix of millimeter-wave (mmW) and massive arrays technologies, it will

be possible to achieve a higher indoor localization accuracy without relying

on a dedicated infrastructure for localization but exploiting that designed

for communication purposes. Besides users localization and navigation ob-

jectives, mapping and thus, the capability of reconstructing indoor scenarios,

will be an important field of research with the possibility of sharing environ-

mental information via crowd-sourcing mechanisms between users. Finally,

in the Internet of Things vision, it is expected that people, objects and de-

vices will be interconnected to each other with the possibility of exchanging

the acquired and estimated data including those regarding objects identifi-

cation, positioning and mapping contents. To this end, the union of radio

frequency identification (RFID), Wireless Sensor Network (WSN) and ultra-

wideband (UWB) technologies has demonstrated to be a promising solution.

Stimulated by this framework, this work describes different technological and

signal processing approaches to ameliorate the localization capabilities and

the user awareness about the environment. From one side, it has been focused

on the study of the localization and mapping capabilities of multi-antenna

systems based on 5G technologies considering different technological issues,

as for example those related to the existing available massive arrays. From

the other side, the investigation of the localization coverage of UWB-RFID

systems relying on passive communication schemes has been undertaken by

developing different techniques to improve the accuracy even in presence of
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non-line-of-sight (NLOS) conditions.

In particular, the main contributions of this dissertation are:

• Chapter 1: Millimeter-wave Massive Arrays: Technological Potentials

and Challenges

In Chapter 1 a description of massive antenna arrays working at mmW

will be presented. In particular, the technological constraints encoun-

tered when operating in these range of frequencies will be highlighted

as well as possible solutions to find a trade-off between array archi-

tecture complexity and well defined radiation characteristics. The ef-

fects of frequency selectivity and quantization beamforming weights will

be analysed either from the antenna radiation characteristic perspec-

tive and from the map reconstruction accuracy point-of-view. Finally,

a mmW measurement campaign conducted at CEA-Leti (Grenoble,

France) will be described with the objective to characterize the po-

tentialities of transmitarrays (TAs) when employed in a radar system.

Part of the materials (text, tables and illustrations) of this chapter have

been published in [J3], [C3], [C4], [C7] c© IEEE.

• Chapter 2: Personal Mobile Radars

In Chapter 2 the idea of personal radars will be presented and investi-

gated. The main novelties of the mapping algorithm will be underlined

in comparison with the traditional mapping techniques, for example

those adopted in the simultaneous localization and mapping (SLAM)

problem. Moreover, from a technological point-of-view two different

kind of massive antenna arrays will be adopted for mapping purposes.

From the results obtained in Chapter 2, an analysis on how radiation

characteristics impact the mapping process will be undertaken. Fi-

nally, real data collected during mmW measurements campaign will

be exploited as an input for the mapping algorithm, thus providing

an experimental validation of the personal radar concept. Part of the

materials (text, tables and illustrations) of this chapter have been pub-

lished or submitted for publication in [J2], [J3], [C2], [C9], [C11] c©
IEEE.
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• Chapter 3: Single-Anchor Position and Orientation Bounds

Chapter 3 is focused on the analysis of the single access point (AP)

position and orientation accuracy achievable when mmW massive an-

tenna arrays are adopted both at AP and mobile side. First a general

signal model valid for any antenna array geometry and configuration

(e.g. timed, phased, and multiple-input multiple-output (MIMO) ar-

rays) will be presented. Successively, the derivation of the Cramér-Rao

lower bound (CRLB) for position and orientation estimation error will

be undertaken considering multipath components (MPC), massive an-

tenna array structure characteristics (e.g., quantization errors) and the

synchronization error. Through a CRLB analysis, it will be shown

that the perfect signal alignment by steering the beam is favourable

for signal-to-noise ratio (SNR) enhancement towards a certain direc-

tion but it leads to a reduced diversity of available measurements that

might drastically degrade the localization performance depending on

the signal bandwidth. As a consequence, the performance depends on a

compromise between diversity, SNR enhancement due to beamforming,

and spatial filtering of multipath. Part of the materials (text, tables

and illustrations) of this chapter have been published or submitted for

publication in [J1], [C8] c© IEEE.

• Chapter 4: RFID Relaying and Energy Sprinklers Techniques

In Chapter 4, two techniques to enhance the indoor localization cov-

erage of RFID systems will be analysed. Firstly, a multistatic RFID

system employing energy sprinklers will be introduced with the purpose

of exploiting low-cost passive tags. Secondly, the idea of adopting UWB

non-regenerative relays for network localization will be described. Both

techniques are demonstrated to provide a localization performance im-

provement and coverage extension in indoor environment even when

NLOS propagation conditions are present by using extremely low-cost

devices. Part of the materials (text, tables and illustrations) of this

chapter have been published or submitted for publication in [J4], [C10],

[C13] c© IEEE.
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Introduction

Thesis motivations

In the new social era, characterized by the Internet of Things paradigm and

by the widespread use of fifth generation (5G) smartphones and tablets, it is

expected that mobile users will be able to communicate at an unprecedented

speed, localize themselves with sub-centimeter precision and map unknown

indoor environments while sharing information with other users [1].

In this future scenario, see for example Fig. 1, localization and com-

munication will be intrinsically interconnected to each other. In fact, the

possibility to adopt massive antenna array at APs will tremendously in-

crease the spectral and energy efficiency but, besides communications, the

AP could be used as a single-anchor node, i.e. node whose position is a-

priori known, in a radio-localization perspective permitting the mobile users

to be aware of their own positions even in indoor environments where the

Global Positioning System (GPS) signals could be weak or totally absent.

In Fig. 1, a mobile user (MU) is moving in an indoor environment and ex-

ploits the nearest AP for both communication and localization purposes. In

this framework, localization knowledge is an essential information to further

improve the communication capability [2]: in fact, APs, once aware of the

intended users positions, could orient their power flux towards them increas-

ing the SNR and reducing the level of interference and jammings. On the

other side, while in traditional scenarios a dedicated infrastructure consisting

of multiple anchor nodes with a single antenna is necessary for localization

purposes to allow classic triangulation/multilateration techniques, the ability
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Figure 1: Examples of smartphone-centric systems.

to centralise in a single AP communication and localization capabilities will

drastically decrease the overall system complexity and cost. In addition, not

only APs but also smartphones could be embedded with massive antenna

arrays, provided that high frequencies are considered, allowing an even more

accurate localization capability [3, 4].

Starting from these considerations, the first research questions that this thesis

aims at answering are

1) What are the fundamental limits in localization (positioning and ori-

entation) error when employing a single AP as anchor node and a large

(massive) number of antennas are adopted at both the AP and mobile?

2) Which massive array technologies can be employed for localization ap-

plications and how the massive antenna array technology constraints

impact the localization and mapping performance?

Going a step ahead, once portable devices are embedded with massive

14



arrays, beamforming/beamsteering operations could be performed not only

to strengthen the communication/localization capabilities but also to rein-

force the user awareness of the environment. To take a possible application

example, personal devices could help their owners to explore and navigate

unknown environments assuming more and more the role of personal radars.

Personal radars are based on the possibility to integrate a large number of

antennas in the user device and to exploit the beamforming operation to

scan the environment for mapping purposes [5]. In Fig. 1, personal radars

are indicated with the acronym PR. The depth information retrieved during

the scanning process can be finally fused with the embedded camera output

to have a more precise environmental knowledge and to allow secure indepen-

dent user navigation. The latter does not only mean following a specific path,

but it includes also problem solving capabilities: for instance, the ability to

select the safest route, avoid obstacles and recognize landmarks properties in

unfamiliar environments. All these features imply a cognitive ability related

to vision perception aimed at understanding the surrounding world [5, 6, 7].

The pervasive availability of personal radar capabilities on smartphones will

enables several applications as for example high-definition and zero-effort in-

door building mapping, blind people aid or the pictorial 3D environmental

mapping where the third dimension results by the integration of the an-

gle/range information collected by the personal radar with the 2D picture

coming from the conventional embedded camera.

Stimulated by this perspective, the second research questions are

3) What is a personal radar and what are the main technological require-

ments that a personal radar has to accomplish?

4) What are the main constraints to be considered when a portable device

(e.g., a smartphone or a tablet) becomes a personal radar from both a

signal processing and technological point-of-view?

5) What is the mapping reconstruction level achievable as a function of

the technology chosen?

15



Another essential requirement that we expect in future portable devices is

the capability to interact and recognize objects deployed in the surrounding

environment. In this direction, the integration of RFID, real time locating

systems (RTLS) and WSN will allow the possibility to detect, identify and

localize tagged objects and also to retrieve other type of information, as for

example those sensed by tags integrated sensors [8, 9, 10]. In Fig. 1, the

person indicated with the acronym RD (i.e. reader) uses his/her portable

device to interrogate a tagged object (TO).

Tags are required to be cheap, simple, eco-friendly and able to sense physical

quantities. To meet these specifications, passive tags, i.e. tags that are

not equipped with batteries and exploiting energy harvesting techniques to

power up themselves, are of particular interest. Nevertheless passive tags

do not present any active transmitting section and, consequently, they rely

on backscattering communication techniques to transmit their information

(position, identity or sensing information) [11, 12]. As a result of the two-hop

nature of backscatter communication, the SNR, and thus the ability to detect

and localize tags, drastically decrease. This shortcoming together with the

localization ambiguities arising when NLOS situations emerged, give rise to

the last two questions

6) In a RFID scenario, how could it be possible to extend the localization

coverage to counteract the poor link-budget experienced when passive

tags are adopted?

7) Which solutions could be envisioned to overcome the indoor harsh prop-

agation conditions, e.g. the obstacles blockage, without increasing the

number of anchor nodes in the localization network?

To deal with all these issues, new solutions at technological, signal processing

as well as network levels have to be proposed. In this direction, some of

the main topics that will be further detailed in this thesis chapters will be

introduced in the following sections.
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Figure 2: 5G enabling technologies.

Massive arrays and millimeter-wave

technology

Millimetre-wave technology, massive antenna array and heterogeneous den-

sification approaches have been identified as possible key players for next

generation (5G) mobile wireless communications [13]. Specifically, great ad-

vantages can be experienced from the mix of these technologies, see Fig. 2:

indeed, thanks to the reduced wavelength, massive antenna array could be

packed in small-size space while the available bandwidth, the realized narrow

beam and beamsteering capabilities enables a higher data rate and improved

mapping performance. A densification approach based on smaller sized cells

will also help to counteract the poor link budget and the high level of atten-

uation from oxygen absorption typical of mmW propagation.

Millimeter-wave frequencies occupy the spectrum from 30 to 300GHz and

open up a clean unlicensed bandwidth (up to 7GHz), as for example that

around 60GHz [14, 15, 16]. Another main strength is the small wavelength

that leads to very compact antenna arrays. For example, considering a cen-
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tral frequency of 60GHz, the distance between two antenna elements will

be 2.5mm that makes possible the integration of hundreds of antennas in

small areas. Besides these benefits, the main drawback of this technology is

the high path-loss due to the reduced wavelength and the high atmosphere

absorption. This is the reason why high antenna gains and small/femtocells

are needed to counteract the link budget limitation.

As already introduced, high antenna directivity and gain, narrower beams

and beamforming capabilities are characteristic elements of massive antenna

arrays. The term ‘massive array’ will be used in this thesis to indicate an

array with at least 100 antenna elements. While at microwave frequencies

the antenna array technology is quite mature, even though device dimensions

limits the maximum integrable number of antenna elements, at mmW severe

technological constraints are still present and must be taken into account

when designing positioning systems. Nevertheless, significant progresses have

been recently done. For example, efforts for integrating large arrays on smart-

phones [17], for realizing massive arrays adopting digital phase shifters and

operating at 60GHz and 10GHz [18, 19, 20] have been made, as well as pre-

liminary performance studies on their adoption in new applications [5, 21].

In the following a distinction between different types of massive arrays

will be drawn based on the feeding technique used. In particular, we will re-

fer to corporate arrays when the antenna elements are fed with transmission

lines and with TAs when a focal source illuminates the array (spatial feeding

technique). The main advantage of corporate arrays is the precise radiation

pattern control they could reach even if transmission lines introduce losses

and when operating at mmW are difficult to realize. Moreover, in the fam-

ily of corporate arrays we can distinguish between phased and timed arrays

depending on the type of beamsteering architecture used. Contrarily, the

spatial feeding technique adopted in TAs permits to illuminate a large num-

ber of antenna elements without increasing the array complexity and cost.

However, the three-dimensional structure of the resulting array implies a less

integrability in small spaces, e.g. in portable devices [22].

The benefits of all these array structures stand in the possibility of adap-

tively tuning the set of beamforming weights to realize an intended radiation

18



Figure 3: Personal radar mapping application.

pattern. More precisely, if the objective is to point the main beam towards

a desired user or to scan an environment emulating the angular definition of

a laser in personal radar applications, the beamsteering process will permit

to electronically reconfigure the array weights to realize a pencil beam to-

wards the useful direction and to change it in real-time. Finally, thanks to

the possibility to accommodate massive antenna arrays in small spaces, both

femtocells APs and user terminals could exploit the available beamforming

antenna capabilities and the potential rich set of measurements to achieve a

high localization accuracy using only 1-AP, as already introduced.

Localization and mapping applications

Motivated by this framework, one of the objective of this Ph.D. thesis is

to investigate how multi-antenna arrays, enabling higher gains and real-time

beamforming capabilities, together with the advantages of mmW technologies

can be employed in a portable device providing an improved accuracy in

mapping and positioning applications. In this context, two scenarios can be

envisioned:

• The first is related to the personal radar concept and is mapping-

oriented, see for example Fig. 3. As already mentioned, the personal

radar might be embedded in new 5G smartphones or tablets and con-

sists of a massive antenna array operating at mmW. Different new

functionalities could be enabled by this system such as a real-time 3D
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map reconstruction or assisted navigation inside buildings. Tradition-

ally, in SLAM applications, robots are equipped with a laser-based

radar that mechanically steers its beam to scan the environment. Con-

trarily, when adopting a radar working with a mmW massive array,

the steering process can be performed electronically and without any

human intervention making the device simpler and more accessible to

anyone. As the mapping algorithm is regarding, a non-coherent pro-

cessing scheme will be adopted where all the available raw energy mea-

surements coming from the massive array are exploited. From a signal

processing perspective, an analysis of the steering and ranging capa-

bilities of the proposed mmW personal radar concept as a function of

the signal bandwidth and the number of antennas composing the array

will be performed.

• The second application that will be analysed is localization-oriented.

In this framework, a femtocell AP plays the role of the reference node,

i.e. of the anchor node, whose main aim is to infer the user mobile

position and orientation. A CRLB analysis on position and orientation

estimation errors will be undertaken to better characterize the ulti-

mate localization performance when different antenna array systems

are adopted at the mobile side.

Finally, to better investigate the technological aspects related to mmW

massive arrays, part of the PhD has been spent at the Antenna and Prop-

agation Laboratory of the Department of System Integration at CEA-Leti

in Grenoble, France. During this visiting period, an analysis regarding the

most suitable antenna array technologies for personal radar application as

well as a measurement campaign at mmW frequencies have been carried on

[6, 7].

RFID systems and UWB technology

One step ahead, the ability to interact with objects present in the surround-

ing, to identify and localize them with sub-meter precision becomes more and
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more important. In this direction the adoption of the UWB technology and

RFID systems plays a crucial role. Specifically, the adoption of the two-hop

backscattering communication technique permits to employ low-cost passive

tags attached to objects from which identification and positioning informa-

tion could be retrieved. In this context, part of the Ph.D. research activ-

ities has been devoted to the enhancement of the localization coverage of

monostatic and multistatic UWB RFID systems. These activities have been

conducted in the framework of the European FP7 project SELECT and the

Italian ministerial project GRETA [23, 24].

A traditional RFID system consists of readers and tags applied to ob-

jects. The reader interrogates the tags via a wireless link to obtain the

data stored on them. Tags equipped with a complete radiofrequency (RF)

transmitter are denoted as active. The cheapest RFID tags with the largest

commercial potential are passive or semi-passive, where the energy necessary

for tag-reader communication is harvested from the reader’s signal or the

surrounding environment. As an alternative to the monostatic configuration

(i.e. that implying the co-location of the transmitter and the receiver in the

same device), the possibility to isolate the transmitting section in simple de-

vices and to keep all the complexity in few receiver nodes could provide some

benefits in terms of tags detection. Advantages of bistatic and multistatic

configurations have been recently highlighted in [25]. In Fig. 4, the different

RFID configurations just introduced are depicted.

Besides the possibility of identifying tags, future advanced RFID systems are

expected to provide high-definition tags localization combining the capability

of RTLS and WSN that today are provided by different technologies [26]. As

a consequence, accurate real-time localization at sub-meter level, high secu-

rity, large number of tags management, in addition to extremely low power

consumption, small size and low cost, will be new important requirements.

Unfortunately, most of these requirements cannot be completely fulfilled by

the current first and second generation RFID or WSN technologies such as

those based on ZigBee standard [27]. In fact, RFID systems using standard

continuous wave (CW)-oriented communication in the ultra-high frequency

(UHF) band have an insufficient range resolution to achieve accurate localiza-
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active tags (a) and with passive or semi-passive tags (b), and a multistatic
configuration with passive tags (c).

tion, are affected by multipath signal cancellation (due to the extreme narrow

bandwidth signal), are very sensitive to narrowband interference and multi-

user interference, and have an intrinsic low security [8]. A promising wireless

technique for future identification and localization systems is the UWB tech-

nology characterized, in its impulse radio-UWB (IR-UWB) implementation,

by the transmission of sub-nanosecond duration pulses [28, 12, 29, 30]. The

employment of wideband signals enables the resolution of multipath, and ex-

traordinary localization precision based on time-of-arrival (TOA) estimation

signals. In addition, UWB allows for low power consumption at the transmit-

ter side, extremely accurate ranging and positioning capability at sub-meter

level, robustness to multipath, low detection probability, efficient multiple

channel access and interference mitigation thus leading to potentially large

number of devices operating and co-existing in small areas [31].

As anticipated, passive tags solutions are of particular interest thanks to

their potential lower cost and power consumption. Different tags architec-

tures will be presented in Chapter 4 to meet the following requirements:

• localizability with sub-meter precision even in indoor scenarios or in

the presence of obstacles;

• small-size (with an area in the order of a few square centimeters) and

lightness (i.e, without cumbersome batteries);
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• energy-autonomy;

• eco-compatibility (i.e., made with recyclable materials as paper);

• easy integrability in goods, clothes and packages;

• low-cost to permit the employment of several tags in the environment;

• capability of sensing physical quantities of the environment.

To accomplish the first three points environmental energy gathering tech-

niques, together with passive transmission techniques based on backscat-

tering modulation have to been adopted. The idea of passive tags based on

UWB backscatter signaling was introduced in [12] and further investigated in

[11], where tag architectures as well as backscatter signaling schemes robust

to the presence of clutter (i.e., reflections coming from surrounding objects)

are presented. The backscatter modulator performs the signal modulation

of the electromagnetic waves generated by the transmitting section of the

reader just adopting an UWB switch alterning between two different load

conditions (open and short circuits). Nevertheless, the two-hop link charac-
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terizing passive communications drastically decrease the SNR and thus, the

reading range.

Energy sprinklers and relaying techniques

To overcome power transfer and low SNR limitations multistatic, RFID con-

figurations will be presented in Chapter 4 where several low complexity trans-

mitters, called energy sprinklers or energy showers, spread UHF/UWB sig-

nals to power up and interrogate tags around them [32]. Specifically, energy

sprinklers are simple active transmitters which operate either in UHF and

UWB bands: a UWB interrogation signal, fundamental to guarantee accurate

ranging, is emitted in parallel with a UHF signal used for energy harvesting

and for synchronizing the whole network [33]. The backscattered response is

then collected by one or more receivers located in different positions. With

the proposed configuration, it is expected that even tags placed far from the

receiver can be detected and localized with an improved localization accuracy

thanks to a reduced transmitter-tag distance. In Fig. 5, a potential RFID

scenario implying energy sprinklers is presented.

Nevertheless when operating in indoor scenarios, NLOS situations can

arise blocking the signals between readers and tags. To overcome such an

issue, the adoption of relaying techniques is presented in the final part of

Chapter 4. Relays are not new in communication-oriented scenarios but they
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could play an important role as repeaters of localization information [34]. To

keep the system cost affordable, an analysis of non-regenerative relays for

localization coverage will be undertaken. Differently from their regenerative

counterpart, non-regenerative relays repeat the received signal as it is, indeed

neither modulator nor demodulator sections are present in their structure.

Non-regenerative relays can be active, namely amplify & forward (AF), or

passive, namely just forward (JF). Figure 6 reports a RFID system exploiting

the benefits of relaying techniques to overcome NLOS situations.
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Chapter 1

Millimeter-wave Massive

Arrays: Technological

Potentials and Challenges

This chapter aims at introducing some massive arrays architectures consid-

ering the technological constraints present when operating at mmW frequen-

cies. The trade-off between the intended radiation pattern to realize and the

pursuit of simple and low-complex array architecture will be theoretically

analysed in terms of beampointing error and beamwidth spread. Moreover,

the results of a mmW measurement campaign using existing massive arrays

as an essential part of a radar system will be presented.

1.1 Massive antenna array technology

In this section some massive antenna array structures will be described.

Specifically, a distinction between massive arrays will be made based on

the feeding techniques used. As already introduced, we will discern between

corporate arrays relying on transmission lines, and spatial arrays in which

the array illumination is provided by a focal source. The solution of adopting

transmission lines will cause dissipation losses and a higher cost and com-

plexity, but it guarantees at the same time a precise control on amplitude and
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phase illumination allowing an accurate radiation pattern definition. Never-

theless when operating at mmW and when a large number of antennas are

adopted, spatial-fed arrays could be an alternative solution. The adoption

of this kind of arrays leads to a less pattern control and to spill over losses

but it allows a simpler illumination strategy for large arrays together with a

simpler structure and lower cost. In the following we will analyse timed and

phased arrays from the first family and TAs as an example of spatial arrays.

1.1.1 Timed and phased array

Timed and phased arrays are based on the idea of assigning beamforming

weights at each antenna branch to shape the radiation pattern in order to

have the main beam pointing in a specific direction in space. From a signals

point-of-view, this translates in a transmitted signal alignment performed by

compensating the phase shifts and the time delays related to the antennas

spatial distribution.

In narrowband system this beamforming/beamsteering operation could

be performed using only phase shifters and the corresponding array structure

is called phased array, see Fig. 1.1-left. Contrarily when wideband signals are

adopted, it is no longer sufficient to use only phase shifters but tapped delay

lines (TDLs) become necessary to compensate array inter-antenna delays.

In such situation the array structure takes the name of timed array, see

Fig. 1.1-center. At mmW, the fractional bandwidth, i.e. the ratio between

the bandwidth and the central frequency W/fc, is small (e.g, when W =
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1GHz and fc = 60GHz even if the bandwidth could be considered wide, the

fractional bandwidth is ≈ 0.017 ≪ 1 due to the high frequency used). As a

consequence a phased array structure could be adopted instead of its timed

counterpart reducing array cost and complexity. Nevertheless in the following

sections the frequency effect on the beam pointing error and beamwidth

spread is analysed.

Consider the scheme reported in Fig. 1.1-right, where Narray = MN an-

tenna elements are placed in a rectangular area of dimension Lx×Ly, with

Lx=Mdx and Ly = Ndy. The elements are spaced apart of dx (dy) in the x

(y) dimension. According to [35], and considering a uniform array, the AF

at frequency f is defined as1

AF(Θ, f) =
M∑

m=1

N∑

n=1

ej[(m−1)Ψx+(n−1)Ψy] (1.1)

with

Ψx = kdx sin(θ) cos(φ) + βx

Ψy = kdy sin(θ) sin(φ) + βy (1.2)

with Θ = (θ, φ) being the considered direction identified by the elevation and

the azimuthal angles, θ and φ, respectively, and k = 2πf/c the wavenumber,

with c indicating the speed of light. To steer the main lobe towards a specific

direction Θ0, parameters βx and βy have to be set to

βx = −k0dx sin(θ0) cos(φ0)

βy = −k0dy sin(θ0) sin(φ0) (1.3)

with k0 = 2πf0/c, and f0 being the reference frequency for which the steering

parameters are designed. In the steering direction, for f = f0 and in the

absence of array non-idealities, it is AF(Θ0, f0) = Narray.

The complex beam-steering weights determining the beam shape and

1For simplicity and without loss of generality, isotropic array elements are considered.
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pointing direction can be expressed as

ωmn = ejϕmn = ej[(m−1)βx+(n−1)βy] (1.4)

where ϕmn is the weight phase, and βx and βy are defined in (1.3).

1.1.2 Transmitarray

Among the current different antenna arrays technologies, TAs could be a

feasible solution to be adopted for future radar applications. A pictorial

depiction of the TA is reported in Fig. 1.2. TAs consist of a focal source

illuminating a planar array whose building blocks are the unit-cells. As

reported in Fig. 1.2, each unit-cell consists of two antennas (indicated as Ant.

1 and 2) connected by a phase shifter. By tuning the transmission phase of

the array elements, it is possible to obtain a specific phase distribution across

the TA aperture and thus, to perform real-time beamsteering or beamforming

by focusing, collimating, or shaping the incident power on the array in any

direction in the free space. The TA is able to operate both in transmission

and receive mode.
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Figure 1.3: Phase distribution in a 20× 20 TA for different bit quantization
values.

Thanks to their spatial feeding technique, TAs are extremely competi-

tive compared to traditional phased arrays in terms of cost, complexity and

power consumption. Unlike reflectarray antennas [36], TAs are free from fo-

cal source masking effects. Theoretical and experimental studies have been

conducted to characterize and fully describe TAs [18, 37, 38]. Moreover, sev-

eral electronically reconfigurable unit-cells and TAs have been proposed from

the C- to the Ka-band using varactors diodes [39], phase shifters [40], PIN

diodes [20, 41], or microelectromechanical system devices (MEMS) [42].

The TA radiation properties (i.e. radiation pattern as a function of the

steering angle and frequency) have been extracted using an ad-hoc simulator

experimentally validated in previous works at X-, Ka-, and V-band [18, 37,

31



0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
20

21

22

23

24

25

26

27

28

29

30

 

 

Narray=10× 10
Narray=15× 15
Narray=20× 20

G
ai
n
[d
B
i]

Focal Ratio F/D

Figure 1.4: Theoretical gain of Narray = 10× 10, 15× 15 and 20× 20 TA as
a function of the focal ratio at f0 = 60GHz.

20, 38]2.

An ideal TA configuration is here considered at f0 = 60GHz with lossless

and matched elements (i.e. the efficiency of the focal source ηFS and that

of the unit-cells ηIL are both equal to 100%) in order to evaluate the best

performance of such TAs for localization and mapping purposes.

The focal source has been modelled with a generic cosn(θ) radiation pat-

tern with n being the focal source order [19]. Note that the directivity varies

as a function of n: the transition from n = 1 to n = 10 results in a directivity

increase from DFS = 6 dBi to DFS = 13.4 dBi. In the following, the focal

source order is set to n = 4 representative of a standard gain horn with a

directivity of 10 dBi, that is a typical choice for TAs [18, 37, 20, 38].

The linearly polarized unit-cell is modelled as a uniform aperture as de-

scribed in [19]. Ideally, a continuous phase shift between 0◦ and 360◦ is nec-

2The possibility to use the TAs simulator and the 20 × 20 TAs for measurements is a
courtesy of CEA LETI

32



Spillover
Losses

(a) (b) (c)

Focal
Source

Spherical
Wave

Planar
Wave

F=Fopt

D

Array

F

F

F

F≫Fopt

F≪Fopt

Figure 1.5: Focal ratio F/D parameter trade-off: a) when F = Fopt the TA
is maximized, b) when F > Fopt spill-over losses increase, c) when F < Fopt

the planar array is bad illuminated.

essary to exactly compensate the phase on the array aperture at the cost of a

higher complexity and losses in the case of electronically reconfigurable TA.

A phase quantization can be introduced to avoid these drawbacks. There-

fore, in our analysis, arrays with a 1-, 2-, 3-bit phase quantization have been

considered. Figure 1.3 represent the phase values distribution as a function

of the number of bits used for quantization for a planar 15× 15 TA.

Denoting with Nx (Ny) the number of unit-cells elements in the x- (y-)

direction and considering an inter-element spacing of dx = dy = λ0/2, where

λ0 is the wavelength at f0 (i.e. λ0 = 5mm at the center frequency 60GHz),

the TA side is set to D = Nxdx = Nydy (e.g. if the number of array elements

is Narray = Nx ×Ny = 15× 15, then the side will be 37.5mm).

One of the most important parameter in the design of the TA is the

F/D ratio. The F/D ratio could be optimized by maximizing the TA gain,

or equivalently, by finding the best trade-off between spillover losses and

tapper efficiency. As graphically shown in Fig. 1.5, when F/D is higher than

the optimum value (in terms of maximum gain) and the focal source is too

distant from the receiving array, a great part of the power emitted by the

focal source is not intercepted by the array aperture (spillover loss). On the

contrary, when the focal source is close, the array surface is bad illuminated

(low tapper efficiency). In Fig. 1.4, the simulated gains considering a perfect

phase compensation and different sized TAs are reported as a function of the

F/D ratio. The optimum (F/D)opt is between 0.4 and 0.5 and it corresponds
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Figure 1.6: Radiation pattern of a 20 × 20 TA as a function of the focal
distance, phase quantization and steering angle

to different optimum focal distance values Fopt = 25mm, Fopt = 19mm,

Fopt = 13mm for Narray = 20 × 20, Narray = 15 × 15 and Narray = 10 × 10,

respectively. It is important to underline that the F/D ratio plays a key

role on the integrability of the TA in portable devices as it defines the total

volume occupied by the array. As a consequence, the effect of a reduced

focal distance will be analysed to evaluate how a gain degradation impacts

the mapping performance.

In Fig. 1.6 the gain of a 20 × 20 TA is reported as a function of the

number of bits used for phase quantization and of the focal distance value.

Note that, when considering a 20 × 20 array operating at fc = 60GHz, the

optimal focal distance is Fopt = 25mm. As we can see, reducing this value

entails an increase of the half power beam width (HPBW) and the radiation

pattern tends to coincide to the focal source one, reported in black in Fig. 1.6.

This behaviour is due to the fact that when the focal source is too close to the

array, not the entire array is illuminated but only a smaller set of unit cells
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Table 1.1: Theoretical performance of transmitarrays optimized at f0 =
60GHz for maximum gain and different phase compensation conditions. The
steering direction is θ0 = 0◦.

G [dBi] SLL [dB] HPBW [Degrees] (F/D)opt

Perfect 27.05 23.27 8 0.5
3 bits 26.88 24.62 8 0.44
2 bits 26.35 20.62 8 0.45
1 bit 23.53 20.25 9 0.49

(see also Fig. 1.5). At the same time when we consider a lower number of

bits for phase quantization, both the side lobes level and the HPBW increase

while the maximum gain decreases. In Fig. 1.6, the comparison between the

case of perfect phase compensation and that using only 1 bit is reported.

In Table I, a comparison of the performance at f0 = 60GHz of the 15×15

TA is reported as a function of the number of bits used for the phase compen-

sation process. The steering direction is here considered fixed to θ0 = 0◦. The

performances, obtained with perfect phase compensation, are also reported

as a benchmark. It can be seen that the non-ideal phase compensation im-

pacts the performance of the TA. Specifically, the maximum gain G(θ0, f0)

decreases (quantization loss on directivity) while the level of the secondary

lobes increases. The side lobe level (SLL) represents the difference (in [dB])

between the maximum gain and the peak of the main side lobe which has

been reported in the Table I. The HPBW is here computed at f0, which is

a quite good approximation, despite the considered bandwidth W = 1GHz,

because of the high f0 involved. In the following, only 2 bits for phase com-

pensation are considered (four different discrete phase values: 0◦, 90◦ , 180◦,

and 270◦) that could be a good compromise between structure complexity

and radiation efficiency for an electronically reconfigurable TA.

Due to all the aforementioned characteristics, TA antennas represent ex-

cellent candidates for localization and environmental mapping applications

at mmW. Note that the maximum steering angle θb is set to 60◦ according

to the results reported in Fig. 1.7 for a 2-bit 15× 15 TA. In Fig. 1.8 the the-

oretical gain of the 15× 15 TA has been reported for two steering angles θb,
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Figure 1.7: Gain of 2-bit 15× 15 TA as a function of the steering angle θb at
f0 = 60GHz and for (F/D)opt ratio.

namely 0◦ (continuous lines) and 60◦ (dashed lines) and for three frequencies

in the considered band (lowest, central and highest frequencies). As previ-

ously mentioned, with a large bandwidth a slight difference in the radiation

characteristic can be observed due to beamsquinting effect. However, as the

fractional bandwidth W/f0 is small, this effect is limited.

1.1.3 Sources of errors in massive antenna arrays

There are several issues that arise when massive wideband phased arrays are

adopted and both accurate beamsteering and ranging have to be guaranteed.

They are even more pronounced when working at very high frequencies due

to technological and cost constraints [43].

This section deals with the effects of phase quantization errors and large

signal bandwidth. The joint impact of such sources of error results in beam

pointing errors and beamwidth spread that must be properly characterized

when analyzing the performance of mapping schemes.
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Large signal bandwidth

A large bandwidth is in general desirable thanks to the corresponding achiev-

able high ranging resolution [30]. However, in a wideband system, the re-

ceived signal arrives at each antenna element with a delay that is not negli-

gible compared to the signal duration, and hence it cannot be compensated

by adopting only phase shifters, as typically done in narrowband systems.

Unfortunately, the adoption of a huge number of time delay circuits repre-

sents a high-cost solution, especially at millimeter frequencies, then phase

shifters remain at the moment the most viable solution [35]. Consequently,

in the absence of time delays, the accumulation of the component received

by each branch will result in a signal shape distortion. In other words, the

actual steering direction and beamwidth would depend on frequency (beam

squinting effect). For this reason the effects of signal bandwidth have to be

carefully accounted for.
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Array signal weights

Even the adoption of high resolution analog phase shifters might still not

be a feasible solution for mmW massive antenna arrays if the aim is to

keep low the system cost. Digitally controlled phase shifters implementing

a discrete set of phase shifts represent a cheaper alternative at the expense

of quantization errors [6]. Some new solutions have been investigated in [43]

to find a compromise between the number of elements and the phase shifters

accuracy.

Starting from the general model for the quantized version ω̃mn of weights

ωmn proposed in [44], it is possible to express ω̃mn = ωmne
jδmn , with δmn ∼

U(−∆/2,∆/2) uniformly distributed random variables (RVs) in the quan-

tization step ∆. Note that array weights errors affect the beam steering

accuracy (see Fig. 1.9) and, consequently, the beamwidth characteristics. In

addition, the misalignment of pulses at each array element causes temporal

spread if it is not well counteracted. These effects can reduce the angle and

ranging resolution as it will be detailed in the next section.
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1.2 Impact of errors on pointing and angle

resolution

This section investigates the impact of errors on the array characteristics.

In particular, denote with ÃF(Θ, f) the actual AF in the presence of the

aforementioned errors. Expression (1.1) becomes

ÃF(Θ, f) =

M∑

m=1

N∑

n=1

ej[(m−1)Ψx+(n−1)Ψy]ejδmn (1.5)

where δmn’s are the phase errors previously defined.

Now denote with Θ̃0 = (θ̃0, φ̃0) the actual beam pointing direction at

frequency f and in presence of arrays non idealities. The actual beam

pointing error could be related to the desired beam pointing direction as

Θ̃0 = Θ0+∆Θ̂0+ δΘ0, with ∆Θ̂0+ δΘ0 indicating the shift from the desired

pointing direction consisting of both a deterministic ∆Θ̂0 and random quan-

tity δΘ0 = (δθ0, δφ0) due to frequency selectivity and phase quantization,

respectively (Fig. 1.9). Note that Θ̂0 = (θ̂0, φ̂0) = Θ0 + ∆Θ̂0 is the actual

beam pointing direction at frequency f and in absence of quantization error,

with

θ̂0 = sin−1

(
f0
f

sin(θ0)

)
, φ̂0 = φ0 . (1.6)

For what follows it is convenient to derive the squared AF

|ÃF(Θ, f)|2 =
∑

mnpq

ej[(m−p)Ψx+(n−q)Ψy ]ej(δmn−δpq)

= |AF(Θ, f)|2 + ζerr(Θ, f) (1.7)

with

ζerr(Θ, f) =
∑

mnpq

ej[(m−p)Ψx+(n−q)Ψy ]
[
ej(δmn−δpq) − 1

]
(1.8)

and
∑

mnpq =
∑M

m

∑N
n

∑M
p

∑N
q . Equation (1.7) puts in evidence the deter-

ministic and random terms composing the squared AF.
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Considering δmn’s as independent and identically distributed (i.i.d.) RVs,

the average squared AF is

E

{
|ÃF(Θ, f)|2

}
= Narray +

(
|AF(Θ, f)|2 −Narray

)
χ2 (1.9)

where χ = E
{
ejδmn

}
= 2

∆
sin
(
∆
2

)
. In the following the two effects that

arise when phase errors and frequency selectivity are present will be de-

scribed. First, the beampointing error phenomenon is investigated. Second,

the beamwidth deviations caused by the joint influence of phase errors and

squint effect will be addressed.

Beam pointing error

This section provides the evaluation of the impact of phase errors on the

beam pointing direction. In particular the mean and the variance of the

mean beam pointing error are derived.

The mean square error (MSE) of the beam pointing error is given by

MSEθ(f, θ0)=E

[(
δθ0+∆θ̂0

)2]
=
[
∆θ̂0

]2
+ E

[
δθ20(Θ̂0, f)

]

MSEφ(f, φ0)=E

[(
δφ0+∆φ̂0

)2]
=
[
∆φ̂0

]2
+ E

[
δφ2

0(Θ̂0, f)
]

(1.10)

with

[
∆φ̂0

]2
= 0,

[
∆θ̂0

]2
=

(
sin−1

(
f0
f
sin(θ0)

)
− θ0

)2

. (1.11)

In Appendix A it is shown that E [δθ0] = E [δφ0] = 0, and in Appendix B

explicit expressions for E

[
δθ20(Θ̂0, f)

]
and E

[
δφ2

0(Θ̂0, f)
]
are derived and

expressed by (1.47).

Given the transmitted signal power spectral density (PSD) Pt(f), with

bandwidth W , the pointing root mean square error (PRMSE) could be de-
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fined as

PRMSE(Θ0) =

√∫
W
Pt(f) [MSEθ(f, θ0)+MSEφ(f, φ0)]df∫

W
Pt(f)df

. (1.12)

It will be shown in Sec. 1.2.2 that small bandwidths W are better suited for

high beam pointing accuracy. This is in contrast with the need to have large

bandwidth signals for accurate ranging and a trade-off has to be found as

will be reported in the numerical results.

Beamwidth spread

We are now interested in finding the 3 dB beamwidth spread, which varies

with the frequency even if this is not explicitly indicated for notation conve-

nience. It will be indicated as Θ̃3dB =
(
θ̃0 ± δθ, φ̃0 ± δφ

)
. In particular, the

HPBW can be evaluated by solving the following equation

|AF(Θ̃3dB, f)|2 =
1

2
|AF(Θ̃0, f)|2 . (1.13)

Consider now
(
θ̃0 + δθ, φ̃0 + δφ

)
, it follows that

∑

mnpq

ŵmnpqe
j(m−p)Ψδxej(n−q)Ψδy ej(δmn−δpq)=

1

2
|AF(Θ̃0,f)|2 (1.14)

where ŵmnpq = e
j
[
(m−p)Ψx|Θ=Θ̃0

+(n−q)Ψy |Θ=Θ̃0

]

and

Ψδx = kdx

[
cos(θ̃0) cos(φ̃0)δθ − sin(θ̃0) sin(φ̃0)δφ

]

Ψδy = kdy

[
sin(θ̃0) cos(φ̃0)δφ+ cos(θ̃0) sin(φ̃0)δθ

]
. (1.15)

In Appendix C a practical expression for the numerical evaluation of

(1.13) is derived. From (1.51) and (1.52) in Appendix C we introduce the

beam solid area (BSA)

BSA=ΩA(Θ0, f) =4E
[
δθ̃x0(Θ̃0, f)

]
E

[
δθ̃y0(Θ̃0, f)

]
sec θ̃0. (1.16)
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In addition, the effective BSA could be defined as

ΩA, eff(Θ0) =

√∫
W
Pt(f)Ω

2
A(Θ0, f)df∫

W
Pt(f)df

. (1.17)

This parameter is an indicator of the angle resolution of the scanning process

at direction Θ0.

It will be shown in Sec. 1.2.2 through simulations that a large number of

elements lets to reduce the impact of quantization errors as well as to narrow

the beamwidth.

1.2.1 Ranging and steering accuracy

The ranging and angle resolution of massive antenna arrays will be now

characterized accounting for bandwidth and sources of errors discussed in

Sec. 1.1.3.

Target distance estimate (ranging) during each step of the scanning pro-

cess is obtained through the measurement of the signal round-trip time

(RTT). The fundamental limit of ranging accuracy of a target at distance

d depends on the signal effective bandwidth Weff and the received SNR as

given by the CRLB [30]

CRLB =
c2

8π2SNRW 2
eff

(1.18)

where Weff is defined as

Weff ,

√√√√
∫ +∞
−∞ f 2Pt(f − f0) df∫ +∞
−∞ Pt(f − f0) df

≈ W . (1.19)

The mmW radar range equation related to a target at distance d, a test

steering direction Θ0, and considering a waveform with incident direction

42



Θi = (θi, φi) with respect to the target, can be expressed as

Pr(Θ0,Θi, d)=

∫

W

Pt(f)c
2G2(Θ0, f)M(Θ0,Θi, f, d)

f 2 (4π)3 d4
df (1.20)

with G(Θ0, f) ≈ π2/ΩA(Θ0, f) being the array gain [35] and M(Θ0,Θi, f, d)

the target radar cross section (RCS).

Under the narrow beamwidth hypothesis, i.e. high Narray, the illuminated

area on the target surface could be approximated with the beam area of the

incident wave generated by the massive array (footprint area). Thus, the

RCS of a target at mmW is given by [45, 46]

M(Θ0,Θi, f, d) = 4πρAfp(Θ0, f, d)ζ(Θi) (1.21)

where ρ is a parameter which depends on the type of scattering and the

target material, and ζ(Θi) is the incident/reflection coefficient of the target

in the direction Θi. The footprint area is

Afp(Θ, f, d) =
π

4
d2ΩA(Θ, d) (1.22)

with ΩA(Θ, f) given by (1.16).

Thus (1.20) results

Pr(Θ0,Θi, d) =
πc2

64

∫

W

EIRP(f) ρ ζ(Θi)

d2f 2
df (1.23)

where EIRP(f) = Pt(f)G(Θ0, f) is the effective radiated isotropic power

(EIRP) typically constrained by regulatory power emission limits. Note the

quadratic dependency of Pr(Θ0,Θi, d) on the mobile-target distance d.

The actual SNR can be improved by increasing the transmission power or

the observation time (e.g., by transmitting several pulses/symbols). However,

both parameters have some constraints on spectrum emission regulations and

the maximum tolerable scanning time, respectively. For what the latter is

regarded, suppose we have to scan half of the full solid angle or half of the full

angle, i.e. Ωo = 2π [sr] and Ωo = π [rad] in 3D and 2D scenarios, respectively.
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The number Nsteer of steering test directions to complete the scan process is

strictly related to the array beamwidth, and thus to the number of antenna

elements Narray, by the relation3

Nsteer =

⌊
Ωo

Ωmean

⌋
(1.24)

where Ωmean denotes the mean BSA HPBW averaged over all the test direc-

tions Θ0 given by

Ωmean =
1

Ωo

∫

Ωo

ΩA,eff(Θ) dΩ . (1.25)

Note that Ωmean provides an indication on the scanning average angle reso-

lution.

As a consequence, the scanning time is Tscan = TobNsteer, with Tob repre-

senting the observation time for each test direction.

Note the dependency on the BSA: a narrow beam increases the scanning

time, while the scanning angle resolution is improved. Under scanning time

constraints, the SNR is given by

SNR=
Pr(Θ0,Θi, d)Tob

N0
=
Pr(Θ0,Θi, d)Tscan

NsteerN0
(1.26)

where N0 = Narray κ · T0 · F , being κ the Boltzmann constant, T0 = 290 [K]

the receiver temperature, and F the receiver noise figure. Eq. (1.26) can be

used in (1.18) to derive the fundamental limit of ranging as a function of the

average BSA and scanning time constraint as it will be investigated in the

numerical results.

1.2.2 Simulation results

Firstly, the impact of frequency selectivity and quantization errors on an-

tenna array characteristics is evaluated in order to investigate the ranging

and steering accuracy as a function of Narray. Successively, the mmW mea-

3⌊x⌋ denotes the biggest integer smaller than x.
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Figure 1.10: RMS CRLB vs. transmitted signal bandwidth W for a mobile-
target distance of 10 m, and for Θ0 = (45◦, 45◦) (left) and RMS CRLB vs.
mobile-target distance for different values of Narray, Θ0 = (45◦, 45◦), and
W = 500MHz (right).

surement campaign and the corresponding results will be discussed.

System parameters

According to the wavelength λ0 and the object size L, there are different

scattering regimes. Coherently with [46], it is assumed here to have λ0 ≪ L

(optics regime) even if in some cases it could result in a rough approxima-

tion. This assumption is reasonable in indoor environments where most of

targets are constituted by walls that have an extension much larger than

the wavelength. The approximation of a Lambertian scattering is consid-

ered [47], adopting the laser model proposed in [45] for the monostatic laser

RCS, where ρ is defined as ρ = ρd/π, with ρd being the diffuse reflectivity

(albedo), and Θi normal to the target. In addition, it is assumed that the

targets are made of aerate concrete by approximating the albedo with the

power reflection coefficient, evaluated by setting the concrete relative permit-

tivity to ǫr = 2.26 and its loss tangent to 0.0491 [48]. The scanning time is

Tscan = 0.1ms, the noise figure F = 4dB and it is assumed the transmission

of a root raised cosine (RRC) signal compliant with the Federal Communi-

cations Commission (FCC) mask at 60GHz [49], but with an average EIRP

limited to 30 dBm to make the system suitable for battery-powered handset
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devices.

Ranging and steering accuracy trade-off

In this section, an example of trade-off between ranging and angle resolution

is given considering a planar array working at 60GHz with dx = dy = λ0/2

and M = N .

The RMS CRLB on ranging is reported in Fig. 1.10-(right), obtained for

different mobile-target distances and for different values of array elements

Narray, where the transmitted signal bandwidth is set to W = 500MHz.

When Narray increases, the SNR decreases due to the reduced BSA and the

constraint on EIRP according to (1.26).4 In fact, Narray enters into N0 and

the array gain, which is inversely proportional to ΩA(Θ, f). Thus, large

values of Narray improve the scanning angle resolution, but worsen the SNR

affecting (1.18). As an example, if the target ranging error is set to 5 cm at

5m distance, from Fig. 1.10-(right) it must be Narray ≤ 100, provided that

it is sufficiently high to satisfy our model. On the contrary, the bandwidth

improves the ranging accuracy, as shown in Fig. 1.10-(left), but it has a

detrimental effect on the PRMSE, as it can be noticed in Fig. 1.11-(left).

From the same figure it can be seen that PRMSE is quite sensitive to the

test steering elevation angle θ0 and to phase quantization errors.

Finally, Fig. 1.11-(right) reports the BSA, evaluated according to (1.51)

and (1.52), whose expectation is computed through Monte Carlo simulation.

Note the weak dependence of the BSA on the frequency, and how large

Narray results in lower BSA and lower sensitivity to quantization errors. In

any case the effect of quantization errors on BSA can be neglected with good

approximation. Moreover, if BSA ≤ 0.04 [sr], it must be Narray ≥ 64.

Thus, it is possible to notice a strong impact of Narray on the BSA, which

affects both the SNR and the ranging accuracy, and hence it needs to be

properly taken into account during the system design.

Furthermore, there is also the trade-off in the choice of the bandwidth: the

4Note that here performance is strictly related to the adopted model, which is valid
only for a high number of antenna elements, which justify the performance degradation
when Narray increases.
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vs.frequency for different values of Narray and quantization errors (right).

ranging accuracy improves with a larger bandwidth but the array pointing

error increases with W due to frequency selectivity effects. The bandwidth

and the phase errors slightly affect the effective BSA and hence the scanning

angle resolution. In our numerical example, Narray = 100 and W = 1GHz

represent a reasonable compromise.

1.3 Experimental results

This section aims at describing the mmW measurement campaign conducted

in typical office environments using real-existing massive arrays.

Measurement set-up

In order to validate the personal radar concept, a measurement campaign has

been conducted at CEA-Grenoble indoor premises. The map of the building

floor is reported in Fig. 1.12. In particular, this experimental activity takes

place in two different environments: and office room (Fig. 1.12-left) and a

corridor (Fig. 1.12-right).

In particular, the measurement set-up is represented in Fig. 1.13 and it

consists of:

• A 4-ports vector network analyzer (VNA) operating in the frequency
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Figure 1.12: Plan of the indoor office environment.
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Figure 1.13: Measurement set-up.

range 10MHz-24GHz;

• 2 mmW converters operating in the frequency range 50GHz-75GHz;

• 2 Linearly polarized TAs (size 20× 20, 1 bit, F/D = 0.5) [18];

• X-Y-Azimuth positioner.

A bistatic configuration has been considered with the TAs in order to

mitigate the antenna coupling and to separate the transmitting and receiving

channels. Specifically, as we can see in Fig. 1.12, where the plan of the office

and the corridor are reported, measurements have been collected in 10 and
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Figure 1.14: Photos of measurement campaign in corridor.

12 different positions spaced of 0.405m 5 in the frequency range between

55− 70GHz with a step of 5MHz.

For each measurement position, the X-Y-Azimuth positioner permits to

rotate the radar in the semi-plane from −90◦ to 90◦ with a step of 5◦ (in

accordance to the HPBW of the TA used) in order to emulate the beam-

forming operation. This mechanical steering is imposed by the fact that

the considered TA is non-reconfigurable. Technological solutions to perform

electronically beamsteering at V-band can be found in [50] where a multiple-

source system is proposed. Fig. 1.14 shows two photos taken during the

measurements campaign.

Transmitarray antenna used for measurements

The TAs used for measurements are fully described in [18]. In the considered

TA structure, 20× 20 unit-cells are adopted each with size of 2.5× 2.5 mm2

(i.e. the spacing between antennas is set to λ0/2 = 2.5mm where λ0 is the

wavelength at f0 = 60GHz). Each unit-cell is composed of two patch an-

tennas (receiver and transmission one) printed on two identical substrates

separated by a ground plane and connected by a metallised via hole. The

transmission phase can be controlled by rotating the patch on the transmis-

5This step has been chosen in accordance to the value of the fully automated movement
along the y-axis achievable with the positioner.
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Figure 1.15: Computed maximum gain of the TA used for measurements for
θb = 0◦ as a function of frequencies (top), phase distribution and realized
gain for fL, fH and fc (bottom) [18].

sion side. As previously introduced, this TA is non-reconfigurable because

the patches rotation is fixed once the array is realized. The considered TA

presents 1-bit of phase compensation corresponding to two possible phase

values (0◦ and 180◦). Finally, the focal source is a linearly-polarized pyrami-

dal horn antenna with a gain equal to 10.2 dBi at 60GHz and a full HPBW

of 72◦ × 57◦.

Given this array structure, in [18] simulations and measurements results

report a maximum gain of 23.3 dBi, a directivity, spill-over loss and power

efficiency equal to 26 dBi, 2.24 dB, and 53.6%, respectively.

In Fig. 1.15-(left) we report the maximum gain of the TA as a function of

the frequency range used for measurements. The dashed lines correspond to

the gain at 3 dB and intercept the continuous curve in correspondence of two

frequency values, fL = 55GHz and fH = 69GHz, which define the extremes

of the 3 dB bandwidth. In Fig. 1.15-(right) the phase distribution and the

realized gain are shown. Note that we have reported the realized gain for fL,

fH and for the frequency fc = 60GHz at which the TA has been optimized.
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Figure 1.16: Preliminary test with a metallic plate.

1.3.1 Preliminary tests using a metallic plate

Before performing the measurements campaign in the office environments

described by Fig. 1.12, some preliminary measurements tests have been con-

ducted with the main aim of

• evaluating the best TAs distance guaranteeing an acceptable coupling

level and the separation of the tx-rx channels;

• evaluating the ranging performance of the TA-radar.

Figure. 1.16-(a) illustrates the configuration in which the measurements for

testing the coupling have been performed. In particular, absorbers have been

used to isolate the system under test reducing reflections coming from the

surrounding environments and the radar support. Transmitarrays have been

placed at different distances to each other, i.e. darray = 32− 40 − 50 − 60 −
70 − 80 λ0 (16 − 20 − 25 − 30 − 35 − 40 cm), where darray = 32 λ0 was the
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Figure 1.17: Coupling results considering different transmitarray distances.

closest distance at which the TAs could be located given the support and

the converters. The result of this first test is reported in Fig. 1.17 in terms

of power delay profile (PDP) in frequency domain. A time gating operation

to isolate the array response has been operated to further reducing the level

of the unintended environmental reflections. Thanks to the high antenna

directivity, even when considering darray = 32 λ0 the coupling level is lower

then −60 dB (∼ −63 dB) and thus, it does not strongly influence the line-

of-sight (LOS) dominant direct contribution as we can notice from Fig. 1.18.

Specifically, in Fig. 1.18 the squared channel impulse response (CIR) in the

time domain has been represented as a function of the distance between the

radar-system and a metallic plate, as graphically illustrated in Fig. 1.16-

(b). As it can be seen, different TA-radar/metallic plate distances have

been tested once fixed the TAs distances to 32 λ0. In Fig. 1.18 the coupling

component is the same for the three configurations and arrives with a delay

of 0.5 ns while the useful metallic plate reflection corresponds to the three

main peaks at 110− 150− 190 cm, respectively.
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1.3.2 RMS delay spread characterization

After these preliminary tests, we have performed measurements in the envi-

ronments described in Fig. 1.12 where for each position and each TA steering

direction, the S-matrix was measured in the frequency domain from 55 to

70GHz (3 dB bandwidth) [18]. In particular, the measured S21(f) was re-

ported in time-domain through the inverse Fourier transform, and time gating

was performed in order to suppress the coupling between the two arrays.

In Fig. 1.19, 1.20 the PDP collected from different positions and for two

different steering angles θb in the corridor and in the office room are shown.

In all the reported PDPs, there are a few components which are prominent

with respect to the other extrapolating using an algorithm similar to that

proposed in [51].

For the sake of simplicity, we now assume that the angle-of-departure

(AOD) and the angle-of-arrival (AOA) are the same due to the high an-

tenna directivity. Consequently, the antennas-embedded CIR for each radar
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Figure 1.19: Example of PDP taken from p1 with θb = −90◦ and p6 with
θb = −45◦ in the corridor environment.
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Figure 1.20: Example of PDP taken from p1 with θb = −90◦ and p8 with
θb = −45◦ in the office environment.

position and steering direction can be written as

hbi (τ, θ) =

Npaths∑

k=1

aik (θ − θb) δ(τ − τk) (1.27)

with i = 1, . . . , Npos, where Npos is the number of radar positions, Npaths

is the number of paths, δ(·) is the Dirac delta function and aik (·) is a term

related to the array radiation characteristic. τk is the delay of the kth path

and θb is the steering angle. Note that all paths angular direction could be

associated to the steering direction thanks to the high antenna directivity.

The PDP for each radar position and each steering direction is defined as
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Figure 1.21: Radar map results for normalized PDP from radar position p1

and considering all the steering directions in the corridor (left) and office
(right).

PDPi(τ, θ) =

Npaths∑

k=1

|hbi (τ, θ)|2. (1.28)

Thanks to the considered system, it was possible to merge all the collected

measurements for each position. In Fig.1.21-top it is possible to observe

the corridor and room reconstruction when the TAs are positioned in p1.

Notably, in such cases the contour of the two scenarios is quite well defined.

On the contrary, Fig.1.21-bottom reports the maps for corridor in p9 and

for the room in p7. While for the corridor it is still possible to recognize

the lateral walls, for the room the image is less clear. These effects could

be ascribed to the adoption of the TAs as laser, whereas the precision is

lower especially at higher distances where the footprint area of the beam is

larger. It is expected that those errors are corrected through the adoption
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Figure 1.22: Obtained CDF.

of recursive filters, such as the one described in [5], where all measurements

performed in different positions are kept into account in order to improve the

quality of the maps. The root mean square (rms) delay spread is computed

started from (1.28) as

τ rms
i (θb)=

√√√√
∑Npaths

k=1 |hbi (τ, θ)|2 (τk − τ̄)2

∑Npaths

k=1 |hbi (τ, θ)|2
(1.29)

where τ̄ is the mean excess delay defined as

τ̄(θb) =

∑Npaths

k=1 |hbi (τ, θ)|2 τk∑Npaths

k=1 |hbi (τ, θ)|2
(1.30)

The rms delay spread averaged over the steering direction or over the posi-
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Figure 1.23: RMS delay spread averaged over steering direction as a function
of the radar position in the corridor (right) and room (left) environment.

tions can be easily found, respectively, as

τ̄ rms
i =

1

Nsteer

Nsteer∑

b=1

τ rms
i (θb)

τ̄ rms
b =

1

Npos

Npos∑

i=1

τ rms
i (θb) . (1.31)

Define now T as the set of possible rms delay spread which is possible to ex-

perience due to channel characteristics. Consequently, the CDF with respect

to τ rms
i th , with τ

rms
i th ∈ T , is given by

CDF1(τ
rms
i th ) =

1

NsteerNpos

Npos∑

i=1

Nsteer∑

b=1

1 (τ rms
i th − τ rms

i (θb))

CDF2(τ
rms
i th ) =

1

Npos

Npos∑

i=1

1 (τ rms
i th − τ̄ rms

i )

CDF3(τ
rms
i th ) =

1

Nsteer

Nsteer∑

b=1

1 (τ rms
i th − τ̄ rms

b (θb)) (1.32)

where 1 (x) = 1 if x ≥ 0, 0 otherwise. Fig.1.22 reports different distributions

of the delay spread in the two environments, according to the fact that it
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is averaged over positions, over the steering directions, or all the values are

separately considered as expressed in (1.32). As also in part suggested by the

CIR previously reported, it is important to notice that the delay spread spans

from values lower than 25 ns in both environments. We ascribe this effect to

the adoption of high directive antennas, which operate as a spatial filter, and

to the particular environment configuration especially for what the corridor

is concerned. Notably, such results are in agreement with [52], where author

observed a root delay spread of few nanoseconds, for the one-way channel,

when high gain antennas are adopted. Moreover a small difference between

the office and the corridor environment can be noticed.

1.4 Conclusions

This chapter presents an overview of massive antenna arrays operating at

mmW frequencies. Firstly we have described phased and transmitarray an-

tennas analysing the key structural parameters of the two configurations.

Specifically, we have focused our attention in the number of bits used for

phase compensation, the number of antennas composing the array and the

focal distance value. All these parameters influence the radiation character-

istics and thus, impact on the angular resolution capabilities of the arrays.

Secondly the most important sources of errors have been illustrated. The

quantization and frequency selectivity effects have been accounted for to

derive the pointing error, the beamwidth spread and the ranging accuracy

as a function of the number of antenna elements in the array. The analy-

sis has highlighted how angular resolution, scanning time, signal bandwidth

and ranging accuracy are tightly coupled and how a suitable trade-off has

to be obtained. Finally, an indoor backscattering measurement campaign at

millimeter-wave has been conducted using transmitarrays. The first step has

been the evaluation of the coupling level between arrays when a bistatic con-

figuration is adopted. Secondly, the two 1-bit 20× 20 linearly polarized TAs

have been used to scan a real office environment. The data collected have

been exploited for the delay spread characterization of different steering di-

rection, finding values lower in general of 25 ns due to the high-directivity TAs
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acting as spatial filters, and the two considered indoor scenarios. Moreover,

the measurements results database will be exploited for mapping purposes

as it will be detailed in the following chapter.
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Appendix A

To evaluate E [δΘ0], consider that in the presence of non-ideal effects, the

actual pointing direction can be derived by solving

S(Θ̃0, f)=
∂|ÃF(Θ, f)|2

∂θ

∣∣∣∣
Θ=Θ̃0

=0, F (Θ̃0, f)=
∂|ÃF(Θ, f)|2

∂φ

∣∣∣∣
Θ=Θ̃0

=0 . (1.33)

Considering the expansion with the first order of the Taylor series evaluated

in Θ̂0, it is

S(Θ̃0,f)= S(Θ̂0 + δΘ0, f) = S(Θ̂0, f)+δθ0
∂S(Θ, f)

∂θ

∣∣∣∣
Θ=Θ̂0

=0

F (Θ̃0,f)=F (Θ̂0 + δΘ0,f) =F (Θ̂0, f)+δφ0
∂F (Θ, f)

∂φ

∣∣∣∣
Θ=Θ̂0

=0 . (1.34)

Thus, considering δΘ0 = (δθ0(Θ̂0, f), δφ0(Θ̂0, f)), and the approach fol-

lowed in [44], where the derivatives are approximated with their respective

mean values, we have

δθ0(Θ̂0, f) =
−S(Θ, f)

∂S(Θ,f)
∂θ

∣∣∣∣∣
Θ=Θ̂0

≈ −S(Θ, f)
E

[
∂S(Θ,f)

∂θ

]
∣∣∣∣∣
Θ=Θ̂0

δφ0(Θ̂0, f) =
−F (Θ, f)

∂F (Θ,f)
∂φ

∣∣∣∣∣
Θ=Θ̂0

≈ −F (Θ, f)
E

[
∂F (Θ,f)

∂φ

]
∣∣∣∣∣
Θ=Θ̂0

(1.35)

which allow us to write the mean components of δΘ0 as

E

[
δθ0(Θ̂0, f)

]
=−E [S(Θ, f)]

E

[
∂S(Θ,f)

∂θ

]
∣∣∣∣∣
Θ=Θ̂0

, E
[
δφ0(Θ̂0, f)

]
=−E [F (Θ, f)]

E

[
∂F (Θ,f)

∂φ

]
∣∣∣∣∣
Θ=Θ̂0

.

(1.36)

To solve (1.36), let express S(Θ, f) as

S(Θ, f) =
∂|ÃF(Θ, f)|2

∂θ
=
∂|AF(Θ, f)|2

∂θ
+
∂ζerr(Θ, f)

∂θ
. (1.37)
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By defining αmnpq = [(m− p)Ψx + (n− q)Ψy] and
∂αmnpq

∂θ
= ψmnpq(Θ, f) it is

E

[
∂ζerr(Θ, f)

∂θ

]
=j
[
χ2 − 1

]∑

mnpq

ψmnpq(Θ, f) e
jαmnpq (1.38)

where ψmnpq = 0 when m = p, n = q. Consequently we have

E [S(Θ, f)] = jχ2
∑

mnpq

ψmnpq(Θ, f)e
jαmnpq (1.39)

from which E

[
S(Θ̂0, f)

]
= 0.

Analogously, we can make the same considerations for φ, obtaining E
[
δθ0(Θ̂0, f)

]
=

E

[
δφ0(Θ̂0, f)

]
= 0, and consequently E [δΘ0] = 0.

Appendix B

We express E
[
δθ20(Θ̂0, f)

]
and E

[
δφ2

0(Θ̂0, f)
]
as

E

[
δθ20(Θ̂0, f)

]
=

E [S2(Θ, f)]
(
E

[
∂S(Θ,f)

∂θ

])2

∣∣∣∣∣
Θ=Θ̂0

, E

[
δφ2

0(Θ̂0, f)
]
=

E [F 2(Θ, f)]
(
E

[
∂F (Θ,f)

∂φ

])2

∣∣∣∣∣
Θ=Θ̂0

.

(1.40)

For what the denominator of (1.40) is regarded, by taking the derivatives

of (1.37), we have:

∂S(Θ, f)

∂θ
=j
∑

mnpq

ejαmnpqej(δmn−δpq)

[
∂2αmnpq

∂θ2
+j

(
∂αmnpq

∂θ

)2]
(1.41)

with

∂2αmnpq

∂θ2
=−k sin(θ) [(m− p)dx cos(φ)+(n− q)dy sin(φ)] = Λmnpq(Θ, f) .

(1.42)
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Therefore it is

E

[
∂S(Θ, f)

∂θ

∣∣∣∣
Θ=Θ̂0

]
= jχ2

∑

mnpq

Ωmnpq (1.43)

where

Ωmnpq = Λmnpq(Θ̂0, f)+j ψ
2
mnpq(Θ̂0, f) . (1.44)

Regarding the numerator of (1.40) it is

S2(Θ̂0, f) =

−
∑

mnpq

∑

rstu

ψmnpq(Θ̂0, f)ψrstu(Θ̂0, f)e
j(δmn−δpq)ej(δrs−δtu) (1.45)

whose expectation is given by (1.46)

E

[
S2(Θ̂0, f)

]
=−χ4

∑

mnpq

∑

rstu

mn 6=pq 6=rs 6=tu

ψmnpq(Θ̂0, f)ψrstu(Θ̂0, f)+
(
1−υ2

)∑

mnpq

ψ2
mnpq(Θ̂0, f)

−2 υ χ2
∑

mnpq

∑

rs
mn 6=rs

ψmnpq(Θ̂0, f)ψrspq(Θ̂0, f)−2χ2
∑

mnpq

∑

rs
pq 6=rs

ψmnpq(Θ̂0, f)ψrsmn(Θ̂0, f)

(1.46)

where υ = E
[
e−j2δmn

]
= E

[
ej2δmn

]
= 1

∆
sin(∆). We finally obtain

E

[
δθ20(Θ̂0, f)

]
=

E

[
S2(Θ̂0, f)

]

−χ4
[∑

mnpq Ωmnpq

]2 , E

[
δφ2

0(Θ̂0, f)
]
=

E

[
F 2(Θ̂0, f)

]

−χ4
[∑

mnpq Ω
′

mnpq

]2

(1.47)

with

E
2

[
∂S(Θ, f)

∂φ

∣∣∣∣∣
Θ=Θ̂0

]
= −χ4

[
∑

mnpq

Ω
′

mnpq

]2
. (1.48)
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Appendix C

Equation (1.14) can be rearranged by developing the second-order series ex-

pansion of the term ej[(m−p)Ψδx+(n−q)Ψδy ] as

∑

mnpq

ŵmnpqe
jδmnpq∆2

mnpq =
∑

mnpq

ŵmnpqe
jδmnpq (1.49)

where ∆mnpq = (m − p)Ψδx + (n − q)Ψδy, and δmnpq = δmn − δpq. To derive

the BSA we adopt an approach similar to that proposed in [35] and [53]

where the beam is considered alternatively lying on the XZ- and YZ-plane.

Specifically, consider the case in which φ̃0 = 0 and δφ = 0 so that the beam

lies on the XZ-plane, with deviation ±δθ̃x0 from the beam pointing direction

in that plane. We have that ∆mnpq = (m− p)kdxδθ̃x0 cos(θ̃0) and (1.49) can

be written as

∑

mnpq

ŵmnpqe
jδmnpq (m− p)2k2d2xδθ̃

2
x0 cos

2(θ̃0)= |AF(Θ̃0, f)|2. (1.50)

It is possible to write

E

[
δθ̃x0(Θ̃0, f)

]
≈ E


±

[
|AF(Θ̃0, f)|2∑

mnpq ŵmnpqejδmnpq(m− p)2k2d2x cos
2(θ̃0)

]1/2



(1.51)

and analogously

E

[
δθ̃y0(Θ̃0, f)

]
≈ E


±

[
|AF(Θ̃0, f)|2∑

mnpq ŵmnpqejδmnpq (n− q)2k2d2y cos
2(θ̃0)

]1/2

 .

(1.52)

Solving (1.51) and (1.52) appears very complicated because the expected

value regards the ratio of dependent RVs.
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Chapter 2

Personal Mobile Radars

This chapter presents the idea of the personal radar, already briefly described

in the Introduction. First a comparison with traditional mapping solutions is

reported in Sec. 2.1. Section 2.2 introduces the main idea of adopting mmW

massive arrays for indoor map reconstruction. The details of the mapping

algorithm will be described in Sec. 2.3. Simulation and experimental results

will be finally discussed in Sec. 2.4.1 and 2.4.2.

2.1 Related works

The last progresses in the robotic field made available robots and simulta-

neous localization and mapping (SLAM) techniques for automatic creation

of indoor maps [54, 55]. Traditionally, SLAM is based on the concept that

a robot, moving in an unknown environment, recognizes the surrounding

objects being then able to reconstruct a 2D/3D map of the area. This is typ-

ically done by steering a laser beam across a dense number of test directions

and estimating the RTT of the signal reflected by the obstacles (targets) for

each test direction. In such a way, from RTT estimates, the distance of tar-

gets can be inferred and, consequently, an accurate map of the environment

can be built.

Current accurate SLAM, for automatic creation of indoor maps [54, 55,

56], requires both high-definition distance estimates (ranging) and very nar-
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row steering beams (angle resolution), traditionally accomplished by laser

technology. In addition, the exploitation of Wi-Fi (WiFi) and sensors in-

tegrated in smartphones for zero-effort automatic indoor positioning and

mapping applications relate very poorly to the actual mobile position, and

topological environment information can be hardly inferred.

Under a different perspective, the proliferation of smartphones, tablets,

and wireless connectivity, has enabled the possibility of crowd sourcing which

has proven to be an effective way to generate and maintain outdoor maps.

An example is given by the OpenStreetMap project that has focused on

creating outdoor maps, and relies on GPS traces and satellite imagery [57].

The same concept has been also proposed for zero-effort automatic indoor

mapping using various sensors already embedded in smartphones, such as

magnetometer and WiFi [58, 59, 60, 61].

The idea to adopt mmW radars to overcome the shortcomings of laser is

not new and it has been considered for outdoor applications in some previ-

ous works, such as [62, 63, 64, 65], where a dedicated very high-directional

antenna is mechanically steered. The consequent near-pencil beam returns a

precise angle and range information thus making the modeling and charac-

terization of the environment with mmW radars very similar to that based

on laser. Obviously, such systems can not be integrated into smartphones

or tablets. Stimulated by this possibility, this chapter presents the idea of

placing massive antenna arrays in smartphones or tablets thus realizing a

high-definition and low-cost personal mobile radar by means of which crowd

sourcing high-definition indoor mapping and cooperative SLAM capabilities

could be enabled [5, 21, 66]. In fact, the availability of a large number of an-

tennas on mobile devices opens the possibility of realizing narrow beams with

electronic-driven steering capabilities that are fundamental for high-accuracy

mapping as a cheap and energy efficient alternative to laser technology [6].

The pervasive availability of personal radar capabilities on smartphones will

enable high-definition, zero-effort and automatic indoor building mapping by

exploiting the possibility of crowd sourcing (crowd mapping) [59, 60, 58, 61].

In addition, other new applications are possible such as blind people aid or

the pictorial 3D environmental mapping where the third dimension results
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Figure 2.1: Personal radar idea.

by the integration of the angle/range information collected by the personal

radar with the 2D picture coming from the conventional embedded camera.

From a complementary perspective, in [67] a system of stereo cameras and

integrated sensors is used to have the depth information and to create a 3D

image of the environment. The main drawback of this solution is that cam-

eras are not able neither to automatically scan the environment as they do

not perform a beamforming operation (i.e. the user must be participatory

as he/she has to “pilot” the scan process by properly moving the camera)

nor to retrieve information about the electromagnetic properties of materi-

als. The new approach proposed outperforms these weaknesses thanks to the

adoption of mmW technology and of a multi-antenna radar system, which

can scan the environment even if the smartphone is kept in the user pocket,

i.e. without having the user participatory.

In the proposed mmW personal radar, wideband signals are employed to

assure high ranging performance [4]. Unfortunately, technology constraints

prevent the use of wideband time-delay components necessary to realize the

required signals alignment from different array elements and only simple

digitally-controlled phase shifters can be realistically adopted. Therefore,

loss in steering and ranging accuracy due to quantized phase shifters and

frequency selectivity might arise [44, 68]. In addition, even in case massive
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arrays are adopted, laser-like beams are not obtainable and each measure-

ment might be affected by contributions coming from different directions due

to the effect of an increased main lobe width and side-lobes level in the an-

tenna radiation pattern. Thus, dedicated mapping approaches are needed to

overcome these limitations and to make massive arrays an attractive candi-

date for environment mapping.

In the following, the state-of-the-art of existing mapping and SLAM tech-

niques is presented together with an overview on mmW and massive array

technologies. Secondly the steering and ranging capabilities of the proposed

mmW personal radar concept will be analysed as a function of the signal

bandwidth and the number of antennas composing the array. Specifically,

the impact of frequency selectivity and quantization phase errors on the

beam pointing error and beam width spread is jointly characterized. Succes-

sively the new mapping algorithm will be introduced. In particular, the low-

complexity personal radar transceiver employs a massive antenna array and

is based on the transmission of wideband signals with non-coherent process-

ing of the corresponding backscatter response of the environment. Finally,

the environment mapping capabilities of the personal radar are investigated

by introducing a new Bayesian state-space model which considers a grid rep-

resentation of the environment based on the electromagnetic characteristics

of each space element and incorporating the new observation model able to

properly account for the intrinsic characteristic of the massive antenna array

and scanning process. Differently from the current state-of-the-art where

a classic two-step approach is typically followed (“hard” decision) [64, 65],

a new observation model is considered where all the available raw measure-

ments (“soft” decision), and thus all the information coming from the antenna

array, are exploited.

2.2 Personal radar concept

The previous analysis has highlighted how angle resolution, scanning time,

signal bandwidth and ranging accuracy are tightly coupled. Now the map-

ping capabilities of the personal radar integrating massive arrays working
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at mmW will be investigated. A person with a mobile terminal (e.g., a

smartphone or a tablet) equipped with a mmW massive antenna array is

considered walking with constant speed along a pre-determined trajectory.

His/her position and orientation are constantly determined and updated by

sensors integrated on the terminal or by external localization technologies

[69]. The main task of personal radar is to incrementally build a consistent

2D/3D map of the surrounding environment. To this purpose, first a mmW

radar collecting a rich set of measurements from the massive antenna array

is proposed. Then a grid-based probabilistic mapping approach is adopted

to fully exploit such measurements in a static environment. Hereafter, for

simplicity of notation, the analysis is restricted to a 2D scenario even if the

3D extension is straightforward.

As it is well known from the literature, the environment mapping for mov-

ing radars needs three phases, once the initial step has been fixed: a predic-

tion phase, an observation phase, and the final update phase. In the follow-

ing, the first two phases will be characterized, with emphases the augmented

state and the observation model of a massive array integrated into smart-

phones. Details on the implementation of extended Kalman-Filter (EKF),

which is extensively described in the literature, is out of the scope of this
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Ph.D thesis work.

The purpose of the personal radar is to provide a rich set of observations

for the subsequent mapping phase starting from the analysis of the signals

backscattered by the surrounding environment.

Let θb = −π/2
(

Nsteer−1
Nsteer

)
+ (b − 1)π/Nsteer, b = 1, 2, . . . Nsteer, be the set

of Nsteer steering directions considered during the scanning process defined,

and θv the mobile orientation. Note that a large number of array elements

implies a high angular resolution, and consequently a high number of steering

directions and measurements. Consider a generic interrogation signal, for

each steering direction θb, composed of Np wideband pulses p(t)

g(t) =

Np−1∑

l=0

p(t− lTf) (2.1)

with Tf being the time frame chosen so that all signals backscattered by the

environment are received by the receiver before the transmission of the suc-

cessive pulse, thus avoiding inter-frame interference. The consequent scan-

ning time is Tscan = TobNsteer, where Tob = Np Tf .

Since each pulse is backscattered by the surrounding targets populat-

ing the environment, for the steering direction θb the received signal can be

expressed as

r(t, θb) =

Np−1∑

l=0

s(t− lTf , θb) + n(t) (2.2)

where s(t, θb) = p(t) ⊗ hC(t, θb) is the channel response to the transmitted

pulse p(t) at direction θb, with hC(t, θb) being the CIR taking the joint en-

vironment and antenna array response into account,1 and with n(t) being

the additive white Gaussian noise (AWGN) with two-sided power spectral

density N0/2.

The received signal is first passed through an ideal bandpass filter with

center frequency f0 to eliminate out-of-band noise.2 The filtered signal is

1⊗ is the convolutional operator.
2This operation is necessary since the receiver is energy-based, as it will be described
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denoted by

y(t, θb) =

Np−1∑

l=0

x(t− lTf , θb) + z(t) (2.3)

where x(t, θb) = s(t, θb)⊗ hF(t) ∼= s(t, θb) and z(t) = n(t)⊗ hF(t), with hF(t)

being the impulse response of the filter.

To conjugate the need of having a manageable number of measurements

and a low complexity receiver, a non-coherent approach based on energy

measurements in a discretized time scale is considered . This approach also

accounts for the complete uncertainty on the received waveform shape de-

riving from the a priori ignorance on environment electromagnetic charac-

teristics. Specifically, energy measurements are taken during the time frame

Tf after the transmission of each pulse by subdividing the time frame into

Nbin = ⌊Tf/TED⌋ time slots (bins) of duration TED. Energy measurements

are accumulated for each time bin over the Np frames of the interrogation

signal. The accumulated energy measurement at the sth time bin and bth

steering angle θb is

ebs=

Np−1∑

k=0

∫ s TED

(s−1) TED

y2(t+ kTf , θb) dt (2.4)

with s = 1, 2, . . . , Nbin and b = 1, 2, . . . Nsteer. Note that TED must be chosen

to accommodate most of the energy of the received pulse, i.e. TED ≈ 1/W .

According to [70], for each energy bin, the normalized energy measure-

ment output can be well approximated by

Λbs =
2

N0
ebs ≃

1

σ2

Np−1∑

k=0

sNd∑

i=(s−1)Nd

(
xi(θb) + z

(k)
i

)2
(2.5)

where Nd = 2WTED, σ
2 = N0W is the noise variance, and z

(k)
i are for odd i

(even i) the samples of the real (imaginary) part of the equivalent low-pass

of z(t+kTf ), k = 1, 2, . . . , Np, taken at Nyquist rate W in each interval TED.

later.
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Figure 2.3: Grid-based mapping performed with the personal radar inte-
grated in the smartphone.

In (2.5) the property x(t+kTf , θb) = x(t, θb) is used, with k = 1, 2, . . . , Np, so

that xi(θb) represents for odd i (even i) the samples of the real (imaginary)

part of the equivalent low-pass of x(t, θb), taken at Nyquist rate W in each

interval TED, which does not depend on k.

It turns out that Λbs is a non-central Chi-square distributed RV with

N = NpNd degrees of freedom. The non-centrality parameter is λbs = 2γbs

[70] , where γbs is given by

γbs =
Np

2σ2

sNd∑

i=(s−1)Nd

x2i (θb)≃
Np

N0

∫ s TED

(s−1)TED

x2(t, θb) dt . (2.6)

Note that (2.6) represents the accumulated SNR corresponding to the sth

time bin and the bth steering direction which increases with the number Np

of pulses at the expense of a longer observation time Tob. Furthermore, each

energy measurement ebs does not depend only on the signal backscattered in

the steering direction θb, but also on all contributions coming from different

directions according to the shape of the array radiation pattern which affects

hC(t, θb) and hence x(t, θb). During the mapping process these contributions
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could create ambiguities but, at the same time, permit to discriminate be-

tween different array configurations.

2.3 Mapping algorithm for personal radars

In the following, a state-space model for probabilistic mapping is introduced.

Differently from literature, the model proposed is able to exploit the mea-

surements from the massive array radar under a Bayesian filtering approach

[21].

In a probabilistic mapping framework, the position and orientation of the

mobile is known or partially known if resulting from an external localiza-

tion system exploiting, for example, inertial measurement unit (IMU) and

RF sensors measurements. The same mmW technology could be in princi-

ple exploited to provide extremely high accuracy positioning down to a few

centimetres when interacting with base stations [4].

Different models can be adopted to represent the map. Feature-based

models are privileged when a set of landmarks characterizes the environment

and the sensors on the mobile device are able to well-discriminate them (i.e.

using laser and video technologies). On the contrary, grid-based models for

map representation are more suitable when sensors provide imprecise mea-

surements from which it is difficult to discriminate between different features,

such as when using radar [71]. In grid-based approaches, the environment is

discretized in cells whose position is a-priori known and hence the number

of states is fixed to the number of cells. In most of works, the state is a

binary RV and represents the presence or not of any physical element in the

corresponding cell (occupancy grid) [72].

In the following a RCS-based description of cells is adopted in a map-grid

representation context. Moreover massive array radars with electronically

steering beams are considered instead of mechanically steering devices. In

particular, a 2D grid of NL = XgridYgrid cells representative of the environ-

ment is considered. Differently from previous works, a one-step procedure is

followed where a larger observation vector is introduced accounting for the

specific massive antenna array radiation pattern and whose response could
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depend, in principle, on several cells, as illustrated in Fig. 2.3. Therefore, the

mapping process works with a richer information set and no specific radar

detection scheme and associated detection threshold evaluation strategy have

to be designed, as required instead in conventional two-step approaches [64].

In the following, the adopted scheme is described, and the differences with

classic Bayesian SLAM are highlighted.

2.3.1 State vector

The state vector at time k is defined as

x(k) = m(k) = [m1(k), . . . , mi(k), . . . , mNL
(k)]T (2.7)

where mi(k) indicates the root radar cross section (RRCS) (with sign) of the

ith cell of the grid. Obviously, if the cell is empty (only air), the correspond-

ing RRCS is zero. Note that in the model herein adopted the dependency

of mi(k) from the frequency is neglected and the environment is assumed

stationary.

2.3.2 Observation model

Define e(k) the vector containing the accumulated measured energy at the

output of the receiver at time k

e(k) = [e11(k), . . . , e1Nbin
(k), . . . , ebs(k), . . . , eNsteer1(k), . . . eNsteerNbin

(k)]T

(2.8)

where ebs(k) is given by (2.4). As shown in the previous section, ebs(k)

is proportional to a non-central Chi-square distributed RV that makes the

formulation of the observation model challenging. However, for large N (typ-

ically > 50), i.e. for large Np, the non-central Chi-square distribution can be

approximated with a Gaussian distribution having mean λbs+N and variance

2(N +2λbs) [73]. We exploit this property to construct a tractable Gaussian
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observation model of the state-space model

z(k) = [z11(k), . . . , zbs(k), . . . , zNsteerNbin
(k)]T = h(x(k)) + v(k) (2.9)

where zbs(k) is the energy observation corresponding to the sth time bin and

the bth steering angle, h(·) is the observation function that relates the state

vector to the observations, and

v(k) = [v11(k), . . . , vbs(k), . . . , vNsteerNbin
(k)]T (2.10)

is the vector of uncorrelated Gaussian observation errors with zero mean and

covariance matrix R(k) = diag
(
σ2
11(k), . . . , σ

2
bs(k), . . . , σ

2
NsteerNbin

(k)
)
with

σ2
bs(k) = Var (ebs(k)). Note that the length Nm = NsteerNbin of z(k) is related

either to the number of the steering directions, depending on the antenna

array pattern G(θ, f), and to the number of time bins depending on the

signal bandwidth W through TED.

The generic element of z(k) can be written as

zbs(k) = hbs(x(k)) + vbs(k) = E [ebs(k)] + vbs(k) (2.11)

with b = 1, 2, . . . , Nsteer, s = 1, 2, . . . , Nbin.

From (2.5) and (2.6) it is E [ebs(k)] = TfPbs(k) whereas vbs(k) is the measure-

ment noise, as defined in (2.10), with variance σ2
bs(k) = N0(NpWTEDN0 +

2TfPbs(k)). Using (1.21), the term Pbs(k) depends on x(k) and represents the

average received power at the bth steering angle and the sth time bin given

by

Pbs(k) =
E [ebs(k)]

Tf
= Pw +

∑

i∈R(s)

∫

W

Pt(f) c
2m2

i (k)G
2(θi − θv − θb, f)Np

f 2 (4π)3d4i
df

(2.12)

where Pw = σ2TEDNp

Tf
is the noise power, di and θi are, respectively, the dis-

tance and angle between the mobile and the ith cell. Function R(s) returns

the set of cells indexes contributing to the sth time bin (i.e. all the cells
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located at a distance close to s · dbin with dbin = c · TED/2).
Note that in (2.12) the actual footprint area corresponds to the aggregate

area of the cells illuminated by the beam. In fact, mi(k) is evaluated using

(1.21), by setting the footprint area Afp to the area of a cell.

2.3.3 EKF-Mapping

There are several recursive approaches belonging to the Bayesian filtering

theory to evaluate the posterior distribution p(x(k)|z(1 : k)) of x(k) given the

set of measurements z(1 : k) = {z(1), z(2), . . . , z(k)} collected by the mobile

device until time instant k. Among them, here the EKF is employed which

offers a good trade-off between performance and complexity considering the

intrinsic large state vector of dimension NL resulting from the grid-based

map representation.

The mean and covariance state matrix of the predicted state are, in lin-

ear, x̂(k + 1|k) = x̂(k|k) and P(k + 1|k) = P(k|k) respectively, due to the

stationarity of the environment.3 The prediction for the observation model

is given by ẑ(k + 1|k) = h(x̂(k + 1|k)). Once the new measurement vector

e(k + 1) is available, the innovation in the model is

ν(k + 1) = e(k + 1)− ẑ(k + 1|k) . (2.13)

Consequently, the correction step performed by the EKF is described by

x̂(k + 1|k + 1) = x̂(k + 1|k) +W(k + 1)ν(k + 1)

P(k+1|k+1)=P(k+ 1|k)−W(k + 1)S(k + 1)WT(k+1)
(2.14)

where

S(k + 1) = ∇hP(k + 1|k)∇hT +R(k + 1)

W(k + 1) = P(k + 1|k)∇hTS−1(k + 1) (2.15)

with ∇h being the Jacobian of h(·) evaluated in x̂(k+1|k), which gives using

3The notation (m|n) indicates at time m given the observations until time n.
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(2.11) and (2.12)

∂hbs
∂mi

=




2mi

∫
W

Pt(f) c2 G2(θi−θv−θb,f)TfNp

f2 (4π)3d4i
df if i∈R(s)

0 otherwise.
(2.16)

In the numerical results a case study is provided implementing the state-space

model and the EKF mapping approach here introduced.

2.4 Results

Mapping capability is analysed in this section by exploiting the new state-

space model proposed in Sec. 2.3. Results obtained through simulations are

reported in Sec. 2.4.1 whereas those based on real collected radar measure-

ments in Sec. 2.4.2.

2.4.1 Simulation results

System parameters

In the following, it is assumed the same scattering regime illustrated in

Sec. 1.2.2. The scanning time is Tscan = 80µs, the noise figure NF = 4dB

and it is assumed the transmission of a RRC signal compliant with the FCC

mask at 60GHz [49], but with an average EIRP limited to 30 dBm to make

the system suitable for battery-powered handset devices.

Mapping results considering phased-radar

The previously described mapping algorithm has been implemented in MAT-

LAB in order to validate its theoretical performance.

The case study proposed refers to a typical indoor office environment of

20× 20m2, whose layout is shown in Fig. 2.4, which has been discretized in

a grid of cells having area 0.2 × 0.2m2 each, according to the high arrays

resolution, and accounting for a wall attenuation, due to its thickness, of

40 dB [48]. The mobile device with personal radar capabilities moves along a
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Figure 2.4: 2D mapping using 4×4 (top-left), 10×10 (top-right) and 15×15
(bottom) antenna arrays with a perfect knowledge of mobile position and no
quantization errors.
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Figure 2.5: 2D mapping using 10 × 10 antenna arrays with W = 500MHz
(top-left), W = 2GHz (top-right) and W = 3GHz (bottom) with no quan-
tization errors and a perfect knowledge of mobile position.

pre-determined trajectory and speed of 1m/s, and its reference orientation is

always towards the direction of movement. Radar measurements are taken

every second, and black circles refer to the true radar positions while the

green squares to the positions perceived by the mobile device.

The personal radar performance are compared in three cases, Narray =

15 × 15 , Narray = 10 × 10 and Narray = 4 × 4, respectively. In the previous

numerical results, the phased array with Narray = 10 × 10 elements resulted

as a value corresponding to a good compromise between ranging and steer-

ing accuracy. A time frame of Tf = 100 ns is considered with bandwidth

W = 1GHz and, consequently, TED = 1ns if not otherwise indicated. The

constraint on the scanning time is fixed to Tscan = 80µs while the number
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Figure 2.6: 2D mapping using 4×4 (top-left), 10×10 (top-right) and 15×15
(bottom) antenna arrays with a perfect knowledge of mobile position and
with array quantization errors.
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Figure 2.7: 2D mapping using 4×4 (top-left), 10×10 (top-right) and 15×15
(bottom) antenna arrays and with quantization and mobile position (10 cm)
and orientation errors (5◦).

of steering directions and of pulses per interrogation signal varies with the

number of antenna elements, as Nsteer increases with Narray. In fact, for

Narray = 16, Narray = 100 and Narray = 225 antenna elements, it is Np = 100,

Np = 40 and Np = 27, respectively.

In the following results, the reconstructed map is represented in terms

of RCS estimated through the EKF algorithm and it is juxtaposed to the

true map of the office environment. Obviously, only the walls resulting in

line-of-sight during the mobile movement are expected to be identified.

Performance in absence of system non-idealities Fig. 2.4 shows the

estimated maps obtained with ideal (i.e. quantization error-free) antenna
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Figure 2.8: 2D mapping using 10 × 10 antenna arrays with mobile position
errors of 0.5m (left) and 1m (right) and W = 1GHz.
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Figure 2.9: 2D mapping using 10×10 antenna arrays with mobile orientation
errors of 10◦ (left) and 20◦ (right) and W = 1GHz.

arrays of 4×4 (left), 10×10 (right) and 15×15 (bottom) elements, and with

perfect knowledge of the mobile position and orientation. The higher number

of cells that are correctly identified using the 10 × 10 array with respect to

4 × 4 and 15 × 15 array puts in evidence that an enhanced performance in

terms of map estimation accuracy can be found as a compromise between

ranging accuracy and angular resolution, in agreement with the results of

Sec. 1.2.2. In fact, for Narray = 15 × 15, the map is well defined at the prize

of a reduced SNR, and thus part of the map is not reconstructed, while for

Narray = 4 × 4 the higher number of pulses improves the SNR enabling the

full reconstruction of the map, but with a lower angle resolution.

Fig. 2.5 reports the maps estimated through the adoption of an ideal
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Figure 2.10: 2D mapping using 10 × 10 antenna arrays with position and
mobile orientation errors 0.5m+20◦ (left) and 1m+20◦ (right) and W =
1GHz.

antenna array equipped with a 10 × 10 antenna array for different signal

bandwidths. In particular, from the left to the right, the results obtained

with W = 500MHz (i.e. TED = 2ns), W = 2GHz (i.e. TED = 0.5 ns) and

W = 3GHz (i.e. TED = 0.33 ns) are shown. As expected, when increasing

the bandwidth the mapping performance improves due to the increased time

resolution at the expense of an increased number Nbin of bins, and thus of

receiver complexity.

Performance with System Non-Idealities The effect of phase quan-

tization errors is shown in Fig. 2.6 where antenna arrays with very rough

phasing capability of step ∆ = π/2 are considered. When compared to

Fig. 2.4, it can be noted that, even if quantization errors might affect the

array performance, their negative effect on map reconstruction can be signifi-

cantly mitigated if their impact on radiation pattern is properly characterized

in the measurement model (2.11) by adopting the analysis of Sec. 1.2.

In Fig. 2.7 mobile orientation and position errors caused by an imperfect

external positioning system are included. In particular, orientation estima-

tion errors with standard deviation of 5◦ are taken into account together with

position estimation errors with 0.1m standard deviation [74], both along the

x− and the y−axis. It is evident from the figure how estimated maps become

much more degraded even if the performance of 10×10 antenna array is still
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Figure 2.11: Mapping results using 20×20 (top-left), 15×15 (top-right) and
10×10 transmitarray (bottom) with 2 bits phase compensation, optimal F/D
ratio and with a perfect knowledge of TA-radar position and orientation.

acceptable.

Despite future indoor location systems are expected to guarantee a self-

localization with errors below 0.5 m, current technologies provide errors typ-

ically greater than 0.5m. Thus, in Fig. 2.8 a mobile position error of 0.5

and 1m is considered. Performance is evidently degraded, but it could be

improved, for instance, through crowd sensing mechanism where users share

their measurements in a cooperative way.

Fig. 2.9 reports the mapping results considering an augmented orientation

estimation error of 10◦ and 20◦, respectively. As we can see, the orientation

estimation accuracy has a less detrimental effect on the mapping reconstruc-

tion with respect to the position.

Finally, Fig. 2.10 shows the results obtained when high position and orien-

tation errors are present. As shown, the mapping quality is highly degraded

and a crowd-sensing mechanism becomes essential to refine the map estima-
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Figure 2.12: Mapping results using 15 × 15 TA with a perfect knowledge of
TA-radar position and orientation and with a reduced focal distance F =
10mm (top-left) and F = 5mm (top-right), and with TA-radar position and
orientation errors and F = 10mm (bottom).

tion.

Mapping results considering TA-radar

In this section the mapping results considering the radar equipped with a TA

are presented. As before the radar explores the surrounding area and collects

energy measurements by performing a scanning process over an angular range

of (−60◦, 60◦). The TA-radar moves along a determined and known path

with a speed of 1m/s and taking measurements every second. The path is

indicated in Figs. 2.11 and 2.13; the black squares refer to the true TA-radar

position while the green circles to the positions perceived by sensors. The

orientation of the radar is always in the sense of the movement.

The results compare the TA mapping capabilities in terms of array size

and focal distance degradation taking into account the quantization effect
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introduced by the discrete values of phase shifts. A 2-bit phase compensation

is here adopted as a good compromise between maximum gain and TA unit-

cells complexity.

As before, the time to complete an entire scan is fixed to Tscan = 80µs

while the number of steering directions and of pulses per interrogation signal

varies with the number of antenna elements, i.e. Np = 81, Np = 62, Np = 21

with Narray = 10× 10, Narray = 15× 15, Narray = 20× 20, respectively.

Fig. 2.11 shows the RCS map estimation results considering a personal radar

equipped with TAs of different size at (F/D)opt and without position and ori-

entation errors. As can be seen, the mapping estimation accuracy increases

with a higher number of antennas. In particular, an improved angular reso-

lution is experienced with Narray = 20×20 while the performance drastically

decreases when Narray = 10× 10. In fact, the number of cells that are badly

estimated is higher. Thus, a good trade-off between map’s definition and

TA complexity is represented by Narray = 15 × 15, which guarantees good

mapping performance while the personal radar complexity is kept affordable.

As previously discussed, another important parameter for array integrability

in smart devices is the F/D ratio. Fig. 2.13-top shows the results obtained

with Narray = 15×15 and reduced F/D ratios, i.e. F = 10mm and F = 5mm

instead of Fopt = 19mm. The reduced focal distance translates both in a

gain degradation and in a larger main beam with a consequently reduction

of the received SNR and of angular definition. Results for F = 10mm show

a slighter degradation of the mapping capability with respect to those ob-

tained for Fopt. The effect of mobile radar positioning errors are investigated

in Fig. 2.13-bottom where we have introduced orientation and position es-

timation errors with standard deviation of 5◦ and 0.1m, both along the x-

and the y- axis, respectively. It is evident from the figure how estimated

maps become much more degraded even if the performance is still accept-

able. Thus, if a key design parameter of the personal radar is represented

by its compactness, which is the case when TAs have to be embedded into

portable devices, F = 10mm represents a valid and performing alternative

to the solution with F = Fopt which is less manageable.
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Figure 2.13: Mapping results using 1-bit 20×20 transmitarrays, W = 1−2−
3GHz (top-left, top-right and bottom, respectively), Np = 100 and exploiting
real measured data.

2.4.2 Experimental results

Mapping using collected data

This section describes the mapping results obtained with the proposed model

by including both simulated and measured data. The measurement campaign

is illustrated in Sec. 1.3. The case study here described refers to the corridor

environment described in Sec. 1.3 whose layout is juxtaposed to the estimated

RCS maps in the results. As previously mentioned, a grid-based approach is

adopted where the environment is discretized in cells having area 0.1×0.1m2

each according to the TA radiation patterns. The radar is equipped with the

TA described in Sec. 1.3, exploring the surrounding area and collecting energy

measurements by performing a scanning process over an angular range of

(−90◦, 90◦) with a step of 5◦ as described in previous sections. The TA-radar

moves along a determined and known path with a spatial step of 0.405m. In
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Figure 2.14: Mapping results using 1-bit 20×20 transmitarrays, W = 1−2−
3GHz (top-left, top-right and bottom, respectively), Np = 100 and exploiting
simulated data.

this scenario the TA-radar position and orientation are known.

The TA mapping capabilities are compared in terms of the signal band-

width and by taking into account the quantization effect introduced by the

1-bit phase shift. A noise figure of NF = 4dB, T0 = 290K and a signal band-

width of W = 1− 2− 3GHz (with TED = 1/W ) are considered. RRC pulses

centered at frequency fc = 60GHz, roll-off factor α = 0.6, and pulse width

parameter tp = (1 + α)/W have been adopted. The time frame has been

set to 100 ns and the number of transmitted pulses to Np = 100. As before,

results are obtained considering an EIRP of 30 dBm in accordance to Federal

Communications Commission (FCC) mask at 60GHz [49]. In this case, the

measurement vector e(k) is given by data collected during measurements,

where the energy profiles are directly included.

In Fig. 2.13 the mapping results exploiting the accumulated energy mea-

surements are reported as a function of the signal bandwidth. Specifically,
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from the left to the right the RCS estimated map obtained with W = 1GHz

(i.e. TED = 1ns), W = 2GHz (i.e. TED = 0.5 ns) and W = 3GHz (i.e.

TED = 0.34 ns) are shown. As expected, when increasing the bandwidth the

mapping performance improves due to the increased temporal resolution.

Results obtained with W = 3GHz are quite satisfactory as there is a nice

match between the real maps and those estimated.

Then the measurements step has been simulated taking into account the

RCS scattering model described in previous sections. In this scenario, the

radar has been assumed moving with a speed of 1m/s and taking measure-

ments every 0.4 s. The radiation characteristics of the 1-bit 20×20 TAs used

for measurements have been included in the simulator. As before, in Fig. 2.14

the simulation results are reported as a function of the signal bandwidth. Dis-

crepancies between the previous results are due to different phenomena. First

of all in the simulations a simple scattering model has been assumed. As a

consequence, when considering collected measurements as an input for the

mapping simulator a mismatch between the model and the real scattering be-

haviour can cause performance degradation. Secondly, in simulations a free

space propagation condition is assumed for each interrogated cell supposing

that the multipath effects are implicitly taken into account when including

all the array pattern information in the grid-based approach. Obviously a

more realistic channel model might help to fill the gap between simulations

and measurements. Finally, in the simulation results the far-field assump-

tion has been made. Thanks to this hypothesis, it is possible to exploit the

far-field TA radiation pattern both in the prediction and the measurement

phases when evaluating the mapping performance. Contrarily, in the real

scenario where the measurements have been collected in a corridor (1.6m

width) the far-field condition is not always satisfied due to the high TA di-

rectivity with the consequence that the expected TA main beam could be not

perfectly formed. This fact could cause a mismatch between the prediction

and the measurement step of the mapping algorithm. Future works will be

addressed in improving the mapping algorithm by properly accounting for

such phenomena.
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2.5 Conclusions

This chapter presents the idea of adopting massive antenna arrays at mmW as

an effective way to embed personal radar capabilities in future smartphones.

The environment mapping capabilities of the proposed personal radar have

been investigated through the introduction of a non-coherent radar architec-

ture and a new state-space model, within a grid-based Bayesian framework,

in which each cell of the grid has been characterized by a specific RCS-based

occupancy value. The peculiarities of the antenna array have been properly

exploited by a direct integration of massive array radar measurements with

the radar and mapping processes.

As an example of existing massive array technology to be embedded in

personal radars TAs have been investigated . The performance of TAs has

been extracted using an ad-hoc simulator experimentally validated at dif-

ferent bands. Different design parameters, such as the number of antenna

elements, the focal distance, and the number of bits for phase compensa-

tion have been taken into account in the analysis. From this study, a 2-bit

TA has been adopted for the mapping application because it could repre-

sent a good balance between complexity and radiation efficiency in view of

the implementation of an electronically reconfigurable TA. The map recon-

struction accuracy has been evaluated for different sized TAs and for reduced

F/D values using a grid-based Bayesian state-space approach. Results have

demonstrated that a 15×15 TA with a reduced focal distance of F = 10mm

permits to attain a good level of map reconstruction with the benefits of an

easier integration and of a lower antenna array profile and cost.

Stimulated by these simulation results, an indoor backscattering measure-

ment campaign using TAs at millimeter-wave has been conducted. The data

collected have been exploited for map reconstruction using the grid-based

Bayesian state-space approach. Results have demonstrated the feasibility of

the mmW personal radar and that a good quality of map reconstruction can

be achieved even when a limited set of phase values, i.e. only two in our case,

are available.
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Chapter 3

Single-Anchor Position and

Orientation Bounds

Millimeter-wave massive arrays technology has been employed in Chapter 2

for mapping purposes. Another important field of application is mobile users

localization. Specifically, 5G femtocells APs could be equipped with mas-

sive arrays to empower the communication. Besides more reliable and fast

communication capabilities, APs can be exploited as reference nodes in a lo-

calization perspective. In this framework, this chapter will show the deriva-

tion of the fundamental limits in localization estimation error when massive

arrays are used at both AP and mobile end. The analysis will compare dif-

ferent array structures working at mmW frequencies taking into account the

sources of errors illustrated in Chapter 1.

3.1 Related works

The widespread use of tablets and smartphones generates new challenges

such as an exponential increasing traffic demand, big data management is-

sues, device-to-device (D2D) and devices-to-cloud interactions mechanisms.

Moreover, the capability of localizing the nearest AP or self-localizing even

in harsh propagation environments (i.e., indoor scenarios) will be an essential

requirement for future portable devices [75, 3].
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Figure 3.1: Multi-Antenna system configuration.

A possible solution to cope with the necessity to achieve an accurate po-

sitioning and navigation capability where the GPS signal is not available is

that of exploiting the femtocells APs as reference nodes for localization pur-

poses. However, localization coverage requires, in general, each location to be

covered by at least 2 or 3 APs to allow multi-lateration/triangulation algo-

rithms to work properly [76]. Indeed, in many positioning schemes, the APs

must be tightly synchronized and, consequently, infrastructure cost could be

unsustainable in typical indoor applications. Fortunately, the possibility to

accommodate mmW massive antenna arrays both in APs and in the user

terminals paves the way to high localization accuracy even with only one AP

by exploiting the available beamforming antenna capabilities, the potential

rich set of measurements and wideband signals [77].

Therefore it is of great interest to understand the fundamental limits on

localization errors with wideband massive antenna arrays using only a single

AP as reference node. Specifically, in a practical scenario both the AP and

the mobile perform a beamsteering process: the AP scans the environment to

focus the transmitted power in the direction of the mobile while the mobile

sets its weights in order to maximize the received power. This coarse search

represents itself a first step in the localization process which is followed by a
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fine search. The performance limits of the latter are given by the CRLB for

position and orientation [30].

A rich literature has been produced for the analysis of the localization

performance of wideband large antenna arrays. As we have already discussed

in Chapter 1, wideband signals are the best candidate to achieve high rang-

ing performance [78], but a strict phase control in beamforming, i.e. the

adoption of precise and costly phase shifters and delay lines, becomes neces-

sary to assure a perfect signal alignment. A cheaper and alternative solution

is to adopt digitally controlled phase shifters implementing a discrete set of

phase shifts and a reduced number of TDLs at the price of a reduced signal

alignment capability. In addition, synchronization mismatch between the

transmitter and the receiver might impact the localization accuracy. The

impact of synchronization and array calibration errors has been addressed

separately [79, 80, 81] or completely neglected in literature [82] when analyz-

ing the CRLB on localization error.

The study on localization fundamental limits presented in this chapter

has been inspired by the analysis conducted in [78, 83], and by the con-

siderations presented in [84]. Specifically in [78, 83] authors explore the

localization accuracy in terms of squared position error bound (SPEB) and

squared orientation error bound (SOEB) for a wideband wireless network.

In case the multiple anchors configuration is interpreted as a unique wide-

band antenna array, they demonstrate that the direction-of-arrival (DOA)

information does not further improve the localization accuracy beyond that

provided by the TOA alone when the entire wideband transmitted signal

can be exploited to obtain TOA information. This astonishing result is fur-

ther discussed in [84] where the narrowband assumption has been adopted to

separate the baseband signal and the carrier frequency and where the TOA

information can only be obtained from the baseband signal. Differently from

[78, 83, 84], where different APs send orthogonal waveforms, we consider

a system composed of two massive antenna arrays both at AP and mobile

ends and according to the array configuration adopted, both orthogonal and

non-orthogonal transmitted signals are accounted for.

Stimulated by these works, the derivation of the theoretical performance
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Figure 3.2: AWGN scenario.

limits on position and orientation error has been undertaken for different an-

tenna array configurations, i.e. timed, phased, random and MIMO, for dif-

ferent effective bandwidths and in presence of multipath components. Quan-

tized beamforming weights, antenna array technological constraints and syn-

chronization mismatch between the AP and the mobile are taken into account

in a unitary way.

3.2 Antenna array geometric configuration

We consider the 3D localization scenario, reported in Fig. 3.1, consisting

of a single AP acting as reference node equipped with a receiving antenna

array, with Nrx antenna elements, and a transmitting mobile terminal with

a Ntx-elements antenna array. The localization process aims at directly in-

ferring the position of the transmitter geometric center pt = [xt0, y
t
0, z

t
0]

T
=

[x, y, z]T and its orientation ϑt = [ϑt, ϕt]
T
when the receiver position pr =

[xr0, y
r
0, z

r
0]

T = [0, 0, 0]T and orientation ϑr = [ϑr, ϕr]T = [0, 0]T are known.1

In a practical scenario, the mobile equipped with a transmitting antenna ar-

ray scans the environment and orients its beam towards the receiving AP.

Thanks to its multi-antenna configuration, the AP is able to infer the position

1Without loss of generality we put the receiver at the origin of the coordinate system.
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and orientation of the transmitting mobile.

We indicate with pt
i the position of the ith transmitting antenna relative

to the transmitter geometric center, and with pr
m the position of the mth

receiving antenna relative to the receiver geometric center, whose coordinates

are, respectively,

pr
m (ϑr)=[xrm, y

r
m, z

r
m]

T

=R (ϑr) ρrm [sin(θrm) cos(φ
r
m), sin(θ

r
m) sin(φ

r
m), cos(θ

r
m)]

T (3.1)

pt
i(ϑ

t)=
[
xti, y

t
i , z

t
i

]
T

=R
(
ϑt
)
ρti
[
sin(θti) cos(φ

t
i), sin(θti) sin(φ

t
i), cos(θti)

]T
, (3.2)

where (ρrm, θ
r
m, φ

r
m) ((ρti, θ

t
i , φ

t
i)) represents the spherical coordinates of the

mth receiving (ith transmitting) antenna with respect to the receiver (trans-

mitter) center. The rotational matrix R(ϑ) is given by

R(ϑ) = Rz(ϕ)Rx(ϑ), (3.3)

where ϑ = {ϑ, ϕ} is the generic orientation angle, Rz(ϕ) and Rx(ϑ) define

the rotation around the z of ϕ and around x axis of ϑ, respectively

Rz(ϕ) =




cos(ϕ) − sin(ϕ) 0

sin(ϕ) cos(ϕ) 0

0 0 1


 , Rx(ϑ) =




1 0 0

0 cos(ϑ) sin(ϑ)

0 − sin(ϑ) cos(ϑ)


 .

(3.4)

Finally we designate with θ1 = (θ1, φ1) the incident angle at the receiving

geometric centre in AWGN conditions and with θ0 = (θ0, φ0) the intended

pointing direction in the steering process when applied.

We take L MPC into consideration as nuisance parameters in the lo-

calization process and we suppose that the first path always experiences

a LOS propagation condition. For what the MPCs parameters are con-

cerned, we follow the same notation introduced in [84]. We indicate with

θtl = (θtl , φ
t
l) = (θ1 +∆θtl , φ1+∆φt

l) and θ
r
l = (θrl , φ

r
l) = (θ1 +∆θrl , φ1+∆φr

l),

l = 1, 2, . . . , L, the angles of departure from the transmitting array and in-

93



cidence at the receiver side of the lth path respectively. The angular biases

(∆θtl ,∆φ
t
l) and (∆θrl ,∆φ

r
l) are the relative arrival-angle elevation and az-

imuth biases with respect to the direct path at the transmitter and receiver

side. Obviously, it is (∆θt1,∆φ
t
1) = (∆θr1,∆φ

r
1) = (0, 0). Let

τ1 ,
‖pr − pt‖2

c
=
d

c
, τmi1 ,

‖pr
m − pt

i‖2
c

(3.5)

be the propagation delay related to the direct path between the transmit-

ting and receiving geometric centers and between the ith and mth antenna,

respectively, where c is the speed of light and d is the distance between the

arrays centers. Considering the multipath, we define the lth propagation

delay between array centers as τl = τ1 + ∆τl where ∆τl is the non-negative

delay bias of the lth path with ∆τ1 = 0 [84].

The geometric configuration assumption implies that the diameter D of

the transmitting and receiving arrays is much smaller than the inter-array

distance d, i.e., D ≪ d. Note that this hypothesis is especially verified at

mmW where the array dimensions are very small thanks to the reduced inter-

antenna spacing. Moreover we suppose the arrays are sufficiently far from

the surrounding scatterers thus obtaining identical incident angles at each

receiver antenna, thus being valid the following approximation [82, 85, 84]

1) τmil ≈ τl + τ ti (θ
t
l ,ϑ

t)− τ rm(θ
r
l ,ϑ

r), 2) amil ≈ al (3.6)

where amil is the amplitude of the lth path between the mth receiving and

the ith transmitting antenna, and τ rm(θ
r
l ,ϑ

r) and τ ti (θ
t
l ,ϑ

t) are, respectively,

the receiving and transmitting inter-antenna time delays with respect to the

array geometric centers defined as

τ rm(θ
r
l ,ϑ

r) =
1

c
d (θrl ) p

r
m (ϑr) , τ ti (θ

t
l ,ϑ

t) =
1

c
d
(
θtl
)
pt
i

(
ϑt
)

(3.7)

with d(θ1) being the direction cosine defined as

d(θ1) = [sin(θ) cos(φ), sin(θ) sin(φ), cos(θ)] . (3.8)
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Fig. 3.2 reports a graphical explanation of the considered system. As we can

see the approximation in (3.6) lets to write the TOA as the summation be-

tween the inter-antenna delays and the delay between the array centers. The

inter-antenna delay are considered as orthogonal projections in the direction

of the wave propagation, as clearly depicted in Fig. 3.2.

3.3 Signal model

In antenna arrays, beamsteering is obtained by applying a progressive time

delay at each array element so that the emitted signals result summed up co-

herently in the intended steering direction θ0. When the signal bandwidthW

is much less than its center frequency fc (W ≪ fc), this process can be well

approximated using only phase shifters (phased arrays). On the contrary,

when W ≈ fc, phase shifts are no longer sufficient to align all frequency

components of signals. As a consequence, to avoid distortion and beamsteer-

ing performance degradation (squinting effect), timed arrays consisting of

phase shifters and TDLs must be introduced. An analysis of the beamwidth

spread can be found in 1.2.

Differently, MIMO systems take advantage of the diversity given by mul-

tiple waveforms instead of performing beamsteering [86, 87]. However, to

make the receiver able to discriminate the signal components coming from

each single transmitting antenna, orthogonal waveforms are typically adopted

[88, 89, 87, 90, 91]. As an example, in [87], a class of signals (i.e., frequency

spread signals) are demonstrated to maintain orthogonality for time delays

and frequency Doppler shifts.

3.3.1 Transmitted signal model

The complex envelope of the transmitted baseband signal at the ith trans-

mitting antenna is denoted with si(t). We consider a constraint on the to-

tal transmitted energy Etot which is uniformly allocated among antennas,

thus E = Etot/Ntx = 1
2

∫
|si(t)|2dt, i = 1, 2, . . . , Ntx, represents the nor-

malized RF energy at each antenna element. In addition we indicate with
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Figure 3.3: From the left to the right: MIMO, phased array and timed array
scheme.

Si(f) = F {si(t)}, with F {·} denoting the Fourier transform operation in

a suitable observation interval Tobs containing the signal support. Then, we

collect all the transmitted signals in a vector S(f) = [S1(f), . . . , SNtx(f)]
T .

The ideal beamforming matrix is2

B = diag (ω1, ω2, . . . , ωi, . . . ωNtx) (3.9)

where the ith beamsteering weight is ωi. Nevertheless, some technological

issue could induce errors in the beamforming vector. In the presence of such

non-perfect weights and synchronization error, a matrix containing all the

non-idealities has to be introduced as

Q(f) = e−j 2 π (f+fc)ǫs diag (ς1, ς2, . . . , ςi, . . . , ςNtx) (3.10)

where ǫs represents the synchronization error and ςi takes into account the

ith beamforming weights error.

After the transmitting beamforming process, the signal at each antenna

element can be written as Q(f)B(f, θ0)S(f). In the following we will detail

the signal model for each system configuration.

2The ideality here refers to the absence of errors in the beamforming process (e.g, no
quantization effects) and in time synchronization.
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Figure 3.4: MIMO signal magnitude spectrum for Ntx = 4 and Ntx = 9
considering a total signal bandwidth of W = 1GHz.

MIMO arrays

In MIMO arrays, each transmit antenna sends out orthogonal waveforms

si(t) =
√
2E pi(t), with

∫
|pi(t)|2dt = 1, i = 1, 2, . . . , Ntx. The orthogonality

property implies

∫

W

Pi(f)P
∗
j (f) e

−j2πf(τmil−τnjk) df =





0 i 6= j

6= 0 i = j
∀l, k, n,m.

(3.11)

with Pi(f) = F {pi(t)}. The possibility to provide orthogonal waveforms

permits to increase the diversity gain as it will be detailed in next sections.

However it translates in a greater bandwidth demand and in a more complex

transmitter structure.

In MIMO case, the matrix in (3.9) is an identity matrix B = INtx

while in presence of synchronization errors we have that (3.10) is Q(f) =

e−j 2π (f+fc)ǫs INtx. In Fig. 3.4, an example of the signals transmitted by an

array of Ntx = 4 and Ntx = 9 antennas are reported in the frequency domain.

A RRC pulse with a roll-off factor of β = 0.6, a bandwidth of 1GHz and a

central frequency of 60GHz is considered.
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Timed and phased arrays

Contrarily to MIMO, in timed and phased arrays the transmitted base-

band signal is the same for all transmitting antennas (i.e. si(t) = s(t) =√
2E p(t) ∀i = 1, . . . , Ntx, see an example in Fig. 3.5) and beamsteering

weights are applied to each branch of the array to focus the power flux in a

precise direction in space, indicated hereafter as θ0 = (θ0, φ0). Specifically,

the generic element inside (3.9) becomes ωi = ej(2π f τ ti (θ0)+ϕt
i(θ0)) with ϕt

i(θ0)

and τ ti (θ0) being the transmitting steering phase and delay related to the

ith phase shifter of the array respectively. When digitally controlled phase

shifters are adopted in place of their high-resolution analog counterparts, the

presence of quantization errors has to be accounted [5]. Consequently, the ith

entry of Q(f) is ςi = ej(2π f ∆τ ti+δti) and it takes into account the quantization

effects on the beamforming weight with δti being the phase error and ∆τ ti be-

ing the TDL error. The main difference between phased and timed array is

the way in which the beamsteering process is performed: in the former only

phase shifters are present (i.e., τ ti (θ0) = 0 and ∆τ ti = 0 ∀i = 1, . . . , Ntx)

while in the latter TDLs and phase shifters are both employed to counteract

the beamsquinting effect caused by a larger W/fc ratio (see Fig. 3.3).

Moreover, thanks to the narrow beam formed, in timed and phased arrays
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a significant multipath spatial filtering effect is present as it will be analyzed

in the numerical results.

3.3.2 Received signal model

In this section a general framework for the received signal model is illustrated.

The aim of the system is to estimate the position pt of the transmitter and

its orientation ϑt starting from the set of received waveforms R(f). The

received signals are collected in a vector R(f) = [R1(f), . . . , Rm(f), . . .

. . . , RNrx(f)]
T where Rm(f) = F {rm(t)} is evaluated in Tob and rm(t) is the

received signal at the mth receiving antenna. Specifically we can write

R(f) =
L∑

l=1

Ar(f, θrl ,ϑ
r)C(f, τl)A

t(f, θtl ,ϑ
t)Q(f)B(f, θ0)S(f) +N(f)

(3.12)

where

Ar(f, θrl ) =
[
ej 2π (f+fc)τ r1(θ

r
l
,ϑr), . . . , ej 2π (f+fc)τ rm(θr

l
,ϑr), . . . , ej 2π (f+fc)τ rNrx

(θr
l
,ϑr)
]T

(3.13)

At(f, θtl ,ϑ
t) = diag

(
e−j 2π (f+fc)τ t1(θ

t
l
,ϑt), . . . , e−j 2π (f+fc)τ ti (θ

t
l
,ϑt), . . .

. . . , e−j 2π (f+fc)τ tNtx
(θt

l
,ϑt)
)

(3.14)

are the receiving and transmitting direction matrices for the inter antennas

delays and transmitter orientation and C(f, τl) = cl 11×Ntx is the 1 × Ntx

channel vector whose generic element is cl = al e
−j 2π (f+fc) τl = αl e

−j 2π f τl .

Finally, N(f) = [N1(f), . . . , Nm(f), . . . , NNrx(f)]
T is the noise vector with

Nm(f) = F {nm(t)} and nm(t) ∼ CN (0, N0/2) is a circularly symmetric,

zero-mean, complex Gaussian noise.

When evaluating the ultimate performance of the estimator, MPCs, ar-

ray quantization effects and the synchronization error are accounted for as
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nuisance parameters. Thus, define the unknown parameters vector as

ψ = [qT , κT , ǫs]T (3.15)

where we have collected the parameters of interest in q = [pt T , ϑt T ]
T
, the

multipath parameters in

κ = [κT

1 ,κ
T

2 , . . . ,κ
T

L]
T ,κl =




[a1]

T if l = 1
[
αℜ
l , α

ℑ
l

]T
if l > 1.

(3.16)

The terms αℜ
l = ℜ{αl} and αℑ

l = ℑ{αl} indicate the real and imaginary

part of the complex channel coefficient αl, respectively [79, 92]. In particular,

the dominant LOS component related to direct path (i.e., a1) is considered

deterministic while, for l > 1, αl ∼ CN (0, σ2
l ) is a circularly symmetric

Gaussian RV.

Note that one could consider a different set of MPC parameters vector as

for example

κl =




[a1]

T if l = 1
[
αℜ
l , α

ℑ
l ∆τl, ∆θ

r
l , ∆φ

r
l

]
T

if l > 1.
(3.17)

or

κl =




[a1]

T if l = 1
[
αℜ
l , α

ℑ
l , τl, θ

r
l , φ

r
l

]T
if l > 1.

. (3.18)

The difference between (3.17) and (3.18) lies in considering the biases

of the MPC with respect to the first path or the MPC itself. It can be

demonstrated, see Appendix D, that in terms of Cramér-Rao bound (CRB)

they are equivalent.

The motivation behind the choice of the simplified MPC parameters vec-

tor expressed in (3.16) stands for the fact that the position and orientation

estimation are not affected by the information carried by [τl, θ
r
l , φ

r
l ] ∀l 6= 1.

Consequently we can discard them from κl. This is analytically verified by
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noticing that ∇q (τl) = ∇q (θl) = ∇q (φl) = 0, ∀l 6= 1.

The synchronization error is modeled as independent Gaussian zero-mean

RVs with standard deviation σ2
ǫ . Finally, we assume that the a-priori knowl-

edge of the remaining parameters distribution is not available. In the fol-

lowing we will indicate with ψr the set of parameters with available a-priori

information and with ψnr the set of deterministic parameters.

3.4 Position and orientation estimation error

bound

3.4.1 General expression

The performance of any unbiased estimator (ψ̂) can be bounded by the

Bayesian CRLB [93]

Er,ψr

{(
ψ̂ −ψ

)(
ψ̂ −ψ

)T}
� J−1

ψ (3.19)

where A � B denotes that A −B is a non-negative definite matrix and Jψ

is the Bayesian Fisher information matrix (FIM) defined as

Jψ , −Er,ψr

{
∇2
ψψ ln f (r,ψr)

}
=Jd

ψ + Jp
ψ=




Jd
qq Jd

qκ Jd
qǫs

Jd
κq Jd

κκ + Jp
κκ Jd

κǫs

Jd
ǫsq Jd

ǫsκ Jd
ǫsǫs + Jp

ǫsǫs




=

[
J
(1,1)
ψ J

(1,2)
ψ

J
(2,1)
ψ J

(2,2)
ψ

]
. (3.20)

The symbol ∇2
ψψ = ∂2/∂ψ∂ψ denotes the second partial derivatives with

respect to the elements in θ and

Jd
ψ = −Er,ψr

{
∇2
ψψ ln f (r|ψr)

}
(3.21)

Jp
ψ = −Eψr

{
∇2
ψψ ln f (ψr)

}
(3.22)
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The log-likelihood function ln f (r|ψr) can be written as

ln f (r|ψr) ∝ − 1

N0

Nrx∑

m=1

∫

W

∣∣∣Rm(f)− Um(f)
∣∣∣
2

df , (3.23)

whereas ln(f(ψr)) represents the a-priori probability density function of pa-

rameters ψr whose expression is derived in Appendix A. Finally, by using

the Schur complement we can easily derive the CRLB expression related to

the position and orientation parameters

CRB (q) =

(
J
(1,1)
ψ − J

(1,2)
ψ

(
J
(2,2)
ψ

)−1

J
(2,1)
ψ

)−1

. (3.24)

Equation (3.24) is a general bound valid for different set-up (MIMO, phased

and timed arrays) and accounting for signal weights quantization effects, syn-

chronization mismatch and multipath. Specialized expression can be derived

from (3.24) for specific cases to get insights on the key parameters affecting

the performance as will be done in the following.

3.4.2 Alternative approaches followed

Some alternative approaches could be followed for the derivation of the lo-

calization error limit. Even if they have been discarded to the more compact

and easy scheme suggested in 3.4.1, in the following we will report their

formulation. Both are based on the observation that the parameters in ψ

depend directly on signals TOAs and DOAs and thus it results convenient

to map ψ into an alternative vector η containing the measured parameters.

Approach 2 (Anchors-like approach) In the first followed approach,

the TOAs for each transmitter-receiver couple and MPC have been gathered

in the alternative estimation parameters vector indicated as

η = [τ T , αT , ǫs]T = [ηnr, ηr]
T (3.25)
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where τ = [τ T

1 , . . . , τ
T

l , . . . , τ
T

L ]
T, τl =

[
τ T

1l, . . . , τ
T

ml, . . . , τ
T

Nrxl

]T
τml = [τ1ml, . . .

. . . τiml, . . . , τNtxml]
T are the measured TOAs whereas ηr = θr = [αT

R,α
T

I , ǫ
s]T

is the random nuisance parameters vector with αR =
[
αℜ
1 , . . . , α

ℜ
l , . . . , α

ℜ
L

]

and αI =
[
αℑ
1 , . . . , α

ℑ
l , . . . , α

ℑ
L

]
. The shortcoming of this solution is that

Eq. (3.25) results in a vector of dimensions bigger and bigger as the number

of antenna elements grows and thus, this turns in FIMs of higher dimensions.

This approach has been inspired by the work in [78], where different anchors

widely dislocated in the environment are adopted but it is not very suitable

when arrays are adopted.

Approach 3 The second approach is an evolution of the first one where

we consider only the TOA and DOA between the array centers. In this case

the parameters vector will be

η = [ξT , κT , ǫs]T (3.26)

where ξ = [τ1, θ1, ϑ
t]

T
contains the TOA, DOA and orientation information.

κT consists of the multipath parameters expressed as in (3.16) and ǫs is the

synchronization error. The shortcoming of this approach is that while the po-

sition can be related to TOA-DOA measurements, the orientation needs the

measurements of the phase difference between array elements. In this sense,

mapping operation from ψ to η is useful only for the orientation-aware case.

This solution has been suggested by the work in [94].

Once the new parameters vector has been defined, the chain rule is adopted

to translates TOA measurements information into localization (i.e., position

and orientation) information. The Bayesian FIM of ψ can be found as a

function of the FIM of η as

Jψ = (∇ψ η)Jη (∇ψ η)
H =

[
J
(1,1)
ψ J

(1,2)
ψ

J
(2,1)
ψ J

(2,2)
ψ

]
(3.27)

where ∇ψ (η) = ∂η/∂ψ is a vector containing the first-order partial deriva-

tives of the elements in η with respect to those in ψ, and Jη is the FIM
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related to the new parameters vector defined as

Jη = −Er,ηr

{
∇2
ηη ln f (r,ηr)

}
= Jd

η + Jp
η, (3.28)

Jd
η = −Er,ηr

{
∇2
ηη ln f (r|ηr)

}
, (3.29)

Jp
η = −Eηr

{
∇2
ηη ln f (ηr)

}
, (3.30)

with ∇2
ηη = ∂2/∂η∂η being the vector with the second partial derivatives

with respect to the elements in η , ln f (ηr) = ln f (ψr) and ln f (r|ηr) =

ln f (r|ψr) since ηr = ψr. As before, we have indicated with Jd
η the FIM

related to the data and with Jp
η the contribution brought by the a-priori

information on the statistics of the synchronization error.

Let ∇ψ =
[
∇T

q, ∇T

κ, ∇T

ǫs

]T
and ∇T

q =
[
∇T

pt , ∇T

ϑt

]T
, we can derive the

expression of (∇ψ η) for the two different approaches as well as the FIM. All

the mathematical expressions are reported in Appendix E. Finally, through

(3.24) the expression for the localization error bound can be computed.

It is important to remark that the three approaches proposed are equiv-

alent but the one presented in Sec. 3.4.1 has been chosen for the following

reasons.

• It permits in a single-step to derive the position and orientation estima-

tion error variance without relying on an alternative vector containing

the array measurements;

• It allows to consider large antenna arrays both at AP and mobile side

without increasing the FIMs size;

• It enables the possibility to find a more compact expression for the

CRB in simplified arrays geometry case.

3.4.3 Ideal AWGN scenario

Here we provide an example on how the general expression (3.24) can be

simplified in absence of array calibration errors and MPCs. Specifically, in
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AWGN conditions, (3.20) can be reduced to

Jψ =

[
Jqq 0

0 Jκ(1)κ(1)

]
(3.31)

where the elements of Jqq and Jκ(1)κ(1) are reported in Appendix B and

where we have omitted the superscript d as in this case all the parameters to

estimate are deterministic. Specifically, the elements of Jqq are expressed in

(3.61). Starting from (3.31), it can be easily found that

CRB (q) =(Jqq)
−1 . (3.32)

For further convenience, define νt = 2Et/N0 = ν Ntx, with ν = 2E/N0. The

(total) SNR at each receiving antenna element is SNRt = NtxSNR1, where

SNR1 = (a1)
2 ν represents the SNR component at the generic transmitting

antenna element.

With reference to (3.32), in the next sections we will discuss the two

particular cases of MIMO and timed arrays.

MIMO array

According to Appendix C, we can explicit the matrix (3.32) as

Jqq = 8π2
SNR1

(
β2
i + f 2

c

) Nrx∑

m=1

Ntx∑

i=1

Gmii (3.33)

where β2
i = β2

Ntx
is the squared baseband effective bandwidth of pi(t), and

Gmii is a (5× 5) matrix depending on the array geometry. Specifically, it

provides the relationship between the TOA at each TX-RX couple with the

transmitter position and orientation. The CRB can be written as

CRB (q) =
1

8π2 SNR
(1) (β2

i + f 2
c )

(
Nrx∑

m=1

Ntx∑

i=1

Gmii

)−1

. (3.34)
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Figure 3.6: Squared arrays configuration with N elements.

When an ideal MIMO scheme is considered, the orthogonality property of the

transmitted signals allows independent TOA measurements, one for each TX-

RX antenna couple. Obviously the orthogonal property can be obtained only

at the price of a low spectral efficiency (i.e., the squared effective bandwidth

is β2
i = β2

Ntx
, contrarily to what happens if the same signal is transmitted

by all array antennas) and unaffordable complexity, especially with massive

antennas.

To improve the comprehension of (3.34) and to better clarify the role

played by the geometry, we report a particular example valid for a planar

array configuration. Specifically, we consider the transmitter (receiver) array

being a planar square array of area Atx = d2antNtx (Arx = d2antNrx), with the

antenna elements equally spaced of dant. We consider both arrays lying in

the XZ-plane and being located one in front of the other with pr=[0, 0, 0]T

and pt = [0, y, 0]T , so that d=y. Finally, we set ϑt = [0, 0]T . In Fig. 3.6 is

reported the considered simplified scenario.

For this geometric configuration, the diagonal elements in the position

and orientation CRLB matrix derived starting from (3.34), are given by

κx = κz =
12 κ0

S (Nrx − 1)
, κy =

κ0
Nrx

, κϑt = κϕt =
12 κ0 (Ntx +Nrx − 2)

Arx (Ntx − 1) (Nrx − 1)
(3.35)

where κ0 = c2/(8π2 SNRt (β
2
i + f 2

c )) is the CRLB of the ranging error one

would obtain using single antennas, and S = Arx/y
2 represents the ratio be-
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tween the receiver array area and the squared TX-RX distance. Note that

κ0 depends on the carrier frequency fc, on the shape of the pulse through

β2
i , on the received SNR, and it does not depend on the number of transmit-

ting antennas. From (3.35), it is possible to remark that the CRLB of the

y-coordinate estimation error is inversely proportional to the number of the

receiving antenna elements accounting for the number of independent mea-

surements available at the receiver. Regarding the CRLB for the other two

position coordinates, a key parameter on the accuracy is S which is related

to the ratio between the dimension of the receiver array and the distance be-

tween the arrays: as this ratio becomes smaller (i.e. as the distance between

the arrays becomes larger with respect to the array size), the positioning

accuracy degrades. From (3.35) it is also possible to notice that the accuracy

in estimating the orientation depends both on the transmitting and receiving

antenna elements. Specifically, both Ntx and Nrx must be greater than one

whereas for the position coordinates, the constraint is only on the number of

receiving elements. Moreover, non-zero off-diagonal elements remark a cor-

relation between the error on the estimation of the position and orientation

parameters. Specifically, we have

κzϑt = κϑtz = κxϕt = κϕtx =
12 κ0

S y (Nrx − 1)
. (3.36)

Contrarily, in the orientation-aware case, we have

κx = κz =
12 κ0

S (Ntx +Nrx − 2)
, κy =

κ0
Nrx

. (3.37)

Note that when passing from a condition of orientation-unawareness to that

of orientation-awareness the positioning accuracy increases, thanks to the

additional information provided.
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Timed array

Analogous considerations can be drawn for ideal timed arrays. In this case,

we have that (3.32) is

Jqq = 8π2
SNR1

(
β2 + f 2

c

) Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

Gmij (3.38)

whereGmij is the same 5×5 matrix defined for the MIMO case (see Appendix

C). Differently from MIMO here we have an additional summation done with

respect to the transmitting antennas due to the fact that in timed array the

same signal is adopted for all the antennas composing the array instead of

orthogonal waveforms. Therefore, the CRB (q) is

CRB (q) =
1

8 π2 SNR1 (β2 + f 2
c )

(
Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

Gmij

)−1

. (3.39)

As before, to improve the comprehension of (3.39), we report a particular

example valid for the planar array configuration described above. Differenly

from the MIMO case, here the equivalent FIM for position and orientation

is singular. As a consequence, we assume that the transmitter orientation

is a known parameter (orientation-aware case) and we discard it from the

estimation parameters vector. In this case the elements of the CRLB matrix

results in

κx = κz =
12 κ0
S

1

Ntx (Nrx − 1)
, κy =κ0

1

NtxNrx

(3.40)

From (3.40), it is possible to remark that the CRLB of the y-coordinate

estimation error is inversely proportional to Ntx and Nrx: in fact, the Ntx

term accounts for the SNR enhancement due to the beamsteering process

while the Nrx term accounts for the number of independent measurements

available at the receiver. Note that when Nrx = 1, the localization along

the x and z axes is not possible (only ranging in the y direction), as for the

MIMO case.
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Figure 3.7: Simulated and ideal PEB and OEB as a function of the receiving
antenna elements considering Ntx = 25, ϑt = (0◦, 0◦), and y = d = 5m.
Continuous lines refers to the simulated values derived from (3.24), while
markers those obtained from the analytical expressions in (3.35), (3.37) and
(3.40).

Preliminary Comparison Between the Obtained Formula Let define

the position and orientation error performance metrics as

PEB =
√
κx + κy + κz, OEB =

√
κϑt + κϕt . (3.41)

In Fig. 3.7, PEB and OEB performance are reported for both orientation-

aware and -unaware cases considering a transmitting array of Ntx = 25 anten-

nas and an AP equipped with a massive array (Nrx = 100). Continuous lines

refer to results evaluated in accordance to (3.24) while markers are obtained

by the analytical expressions in (3.35), (3.37) and (3.40). It can be noticed

that an accordance between simulated and analytical results is present. As

can be graphically and analytically deduced, timed arrays outperforms the

performance of MIMO for the particular steering and geometric configura-

tion conditions chosen. This is due to the benefit carried by an increased

processing gain proportional to the number of the transmitting antennas.

Nevertheless, when timed arrays are adopted orientation estimation is not

always possible as for certain receiver orientation the FIM is singular and

cannot be inverted. In the numerical results it will be shown how different
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array configurations can help in increasing the diversity without resorting to

orthogonal signals.

3.4.4 Ideal multipath scenario

In this section we aim at analysing the same array configurations in ab-

sence of array non-idealities and synchronization errors but in the presence

of multipath. The main objective is to understand how the possibility of

overlapping between MPCs could degrade the localization performance. As

previously done, we start from (3.20) and we derive their simplified version

as follows

Jψ =

[
Jqq Jκq

Jqκ Jκκ

]
, (3.42)

where Jκκ accounts for the a-priori information reported in Appendix A. The

CRB in (3.24) becomes

CRB (q) = (Jqq − POC)−1 (3.43)

with path overlap coefficient (POC) expressed as

POC = Jqκ J
−1
κκ Jκq. (3.44)

Note that differently from [78], here the POC depends both on the TOA and

AOA of the MPC. As it will be shown in the numerical results, once fixed

the temporal overlap the POC varies in accordance to the angle of incidence

at the receiving array.

Single-antenna scenario

To understand the effect of the multipath overlapping, it seems convenient

to analyse what happens when deriving the CRB on the TOA related to the

direct path. To simplify the derivation we consider the case in which the

transmitter and the receiver consist of a single antenna and only 2 MPCs are

present. In this simplified scenario considering a bandpass signal S(f), the
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Figure 3.8: CRB as a function of ∆τ2 for fc = 60GHz (left) and fc = 4GHz
(right) (orientation-aware case).

received signal model becomes

R(f) =
(
α1 e

−j 2π f τ1 + α2 e
−j 2π f τ2

)
S(f) + N(f) (3.45)

Recalling the parameters vector in (3.15) and the considerations in Appendix

D, it will be

η = [τ1, κ1, κ2]
T = [τ1, α1, α2, τ2]

T (3.46)

where we have discarded all the angular informations as for the moment we

are interested at inferring the CRLB on the TOA. After some computations,

it is possible to obtain

CRB(τ1) =
1

2 ν |α1|2

(
β2 −

(
(Rṗ(∆τ2))

2

1− (Rp(∆τ2))
2

))−1

=
1

2 ν |α1|2
(
β2 − χ2

)−1

(3.47)

where Rp(·), Rṗ(·) and Rp̈(·) are defined in Appendix B and β2 = Rp̈(0).

A graphical representation of (3.47) is reported in Fig. 3.8 for W = 1GHz,

fc = 60GHz and fc = 4GHz and dtx-rx = 5m. In Fig. 3.8-(left) the fractional

bandwidth W/fc is very small and consequently, for L = 2 the fluctuations

around the AWGN case are very fast while for fc = 4GHz are more dis-
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Figure 3.9: PEB as a function of the steering angle for timed arrays with
Nrx = 100 and different Ntx (orientation-aware case).

cernible (see Fig. 3.8-(right)). One can notice that when ∆τ2 = 0, i.e. the

second path is completely overlapped to the first path, the coefficient χ2 → 0

meaning that the MPCs sum both constructively and destructively and the

overall effect is that the PEB tends to the AWGN case. Similarly, when

the difference ∆τ2 is greater than the signal duration, the two paths do not

overlap and the localization performance only depends on the information

provided by the direct path.

3.5 Numerical results

In this section some numerical results are reported considering different array

configurations, propagation conditions and system non-idealities.

3.5.1 System configuration

We consider a scenario with a single AP equipped with a massive array of

Nrx = 100 antennas, with the center placed in pr = [0, 0, 0]T , and a transmit-

ting antenna whose array center is located in pt = [0, 5, 0]T (d = 5m). Four

AP’s structures are analysed: the timed array equipped with delay lines and

phase shifters, the phased array in which only phase shifters are adopted,

and finally the MIMO array in which orthogonal waveforms are transmitted

and neither phase shifters nor time delays are adopted. We assume, as in the
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Figure 3.10: Array geometric configurations used in simulations results.
From the top-left to the bottom-right, the AP orientation has been set to
ϑr = 0◦, 45◦, 70◦ and 90◦.

mathematical model, that the receiver has a perfect knowledge of the trans-

mitter steering direction, and we compare the results considering fc = 60GHz

in AWGN and multipath conditions. Transmitted signals are compliant with

the correspondent FCC energy mask [49]. The performance is evaluated in

terms of PEB and OEB computed from Monte Carlo simulations as

PEB =

∑Ncycle

k=1

√
tr (CRB (pt))

Ncycle
, OEB =

∑Ncycle

k=1

√
tr (CRB (ϑt))

Ncycle
(3.48)

where tr (·) indicates the matrix trace and Ncycle = 100 is the number of

Monte Carlo iterations. For each cycle, a different 3D array orientation and

multipath scenario are generated. Specifically, the receiving (transmitting)

antenna elements are spaced apart of dant = λL/2, where λL = c/fL and

fL = fc −W/2, and a planar configuration as that reported in Fig. 3.10 has
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case and with Ntx = 25. Continuous lines refer to the case averaged over
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× ), ϑr = (0◦, 70◦) (marker: �), ϑr = (0◦, 90◦) (marker: ◦).

been adopted.

A receiver noise figure of NF = 4dB and an observation time of Tf =

500 ns are considered. The signal bandwidth is set to W = 1 GHz (e.g., if

RRC pulses are adopted with a roll-off factor of β = 0.6, the signal duration

is τp = (1 + β)/W = 1.6 ns) if not otherwise indicated.

When present, the phase shifters’ quantization errors are uniformly dis-

tributed between δti ∼ U (−π/4, π/4) while the TDLs errors are ∆τ ti ∼
U (0, dant/c). The standard deviation of the synchronization error is set to

σǫ = 100 ps.

3.5.2 Results

The results of this section have been obtained as a function of the following

quantities

114



10 20 30 40 50 60 70 80 90 100
10

-4

10
-3

10
-2

10
-1

10
0

 

 

P
E
B
[m

et
er
s]

Nrx

Timed

Phased

Timed quantization

Phased quantization

MIMO

MIMO orien. unaw.

MIMO σǫs=1ns

MIMO orien. unaw. σǫs=1ns

MIMO σǫs=100 ps

MIMO orien. unaw. σǫs=100 ps

(a)

10 20 30 40 50 60 70 80 90 100

10
0

 

 

Phased

O
E
B
[d
eg
re
es
]

Nrx

MIMO averaged over (ϑt,ϑr)

ϑr = (0◦, 45◦)

ϑr = (0◦, 70◦)

MIMO σǫs = 100 ps

MIMO σǫs = 1 ns

(b)

Figure 3.12: PEB and OEB vs number of receiving elements Nrx withNtx = 25
and ϑr = (0◦, 0◦). The results are averaged over 100 possible values of ϑt.

• the transmitting antennas number;

• the steering directions;
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• the array structure (i.e. timed, phased, random, MIMO);

• the multipath temporal and angular overlapping effect.

Free space scenario

In this section the results for the AWGN case are reported for both orientation-

aware and orientation-unaware problems.

Firstly we have considered the PEB for timed arrays as a function of the

steering directions when the receiver orientation is fixed to ϑr = ϑt = (0◦, 0◦).

The results varying both steering angles (θ0, φ0) can be found in Fig. 3.9.

The number of receiving antenna elements is fixed to Nrx = 100 whereas

the performance are reported as a function of the number of transmitting

elements. As expected when operating with a fixed EIRP, the localization

performance for different Ntx coincide in the direction of the transmitter (i.e.

when θ0 = θ and φ0 = φ) as the maximum array gain increases proportional

toNtx. From the obtained results it can be noticed that when a low number of

transmitting antennas (e.g. Ntx = 4) is adopted, the PEB is more insensitive

with respect to the steering direction due to the fact that the HPBW on

both elevation and azimuth plane is larger. Contrarily, when the number of

antennas increases, the main beam becomes narrower and consequently, the

PEB changes according to the radiation pattern. This effect will play an

important role of spatial filtering when MPCs are present.

Secondly, we aim at comparing different array structures considering dif-

ferent sized receiving arrays when the constraint is on the total emitted

power. In this case we have considered different receiver orientation and

we have averaged the PEB results over 100 possible transmitter orientations.

Figure 3.11 reports the PEB results in the orientation-aware case for

different receiver orientation. As we can see, timed and phased arrays per-

formance highly depends on receiver’s orientation and some configurations

could lead to a FIM singularity problem. Contrarily, in MIMO case this im-

pact is less pronounced as different signals are transmitted for each antenna

branch. The non-perfect alignment of phased arrays permits to preserve a

good level of diversity gain and hence of PEB performance even in unlucky
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Figure 3.13: PEB with Nrx = 100 and Ntx = 9 in orientation-aware case
varying the transmitter orientation.

receiver’s orientation. Consequently, contrarily to what happened in Fig. 3.7

where ϑt = (0◦, 0◦), timed and phased arrays localization accuracy appears

degraded with respect to the MIMO array case. Figure 3.12-(a) shows the

PEB results for both orientation-aware and orientation-unaware cases as a

function of the receiver antennas number once the receiver’s orientation is

fixed to ϑr = (0◦, 0◦). Contrarily from what intuitively expected, when a

large bandwidth is adopted, the performance of phased arrays exceeds that

of timed arrays. We ascribe this effect to the fact that the perfect alignment

of the transmitted signals in timed arrays increases the processing gain but

reduces the transmitting diversity gain. On the other side, phased arrays

preserve both a good level of diversity and of steering capabilities. Finally,

when MIMO arrays are employed, a reduction in the received SNR is experi-

enced again, but the number of independent measurements becomes equal to

its maximum (i.e. NtxNrx). Following the same principle, array quantization

errors, once characterized, can be fruitfully exploited to improve the diver-

sity, and thus the localization performance. In all cases, the synchronization

error degrades the localization performance.

Figure 3.12-(b) reports the OEB results as a function of the receiving

elements. As it can be noticed, in this case only the performance of MIMO
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arrays are analysed because of the singularity problem arising in timed and

phased arrays. Synchronization error and different receiver’s orientation do

not impact the orientation accuracy.

Grid results Figure 3.13 reports the PEB results for the orientation-aware

case when the mobile can move in a grid of points spaced of 0.5m. We con-

sidered a 3D indoor scenario of 10× 10× 3m3 where we have supposed that

the mobile and the AP are at the same height. The receiver is placed at

the origin pr = [0, 0, 0]T , its orientation is assumed equal to ϑr = (0◦, 0◦)

and it is equipped with Nrx = 100. Contrarily, we set the number of the

mobile array antennas at a lower value in order to facilitate the integrability

in portable devices (i.e. Ntx = 9) and we analysed the results when the

transmitter orientation is ϑt = (0◦, 0◦). The steering weights are always set

to point towards the AP. Grid results confirm that MIMO arrays are more
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Figure 3.15: Normalized PEB and CRB w.r.t. the AWGN case considering
different signal bandwidth and transmitting antenna number.

insensitive from the transmitter orientations3 than the timed arrays. Indeed,

when comparing Fig. 3.13-(a) and Fig. 3.13-(b) we can see that if the mobile

orientation is fixed, the localization accuracy is higher in a privileged direc-

tion in space corresponding to the best geometric configuration conditions.

3This is true at the exception of particular points in space where the transmitter and
the receiver are perpendicular to each other. In fact, at the correspondence of these
particular points the FIM related to the transmitter position becomes singular even for
MIMO arrays. In Fig. 3.13-(a) the singularity points are white colored.
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Figure 3.16: CRB and PEB considering different transmitting antenna num-
ber.

Multipath scenario

In this section we consider the case of MPCs when the orientation between

the AP and the mobile is known at the receiver side. The geometrical con-

figuration is reported in Fig. 3.6, and in particular, we consider

• two squared antenna arrays lying in the XZ-plane one in front to the

other;

• the orientation between the transmitter and the receiver fixed to ϑt =

ϑr = (0◦, 0◦);

• a scatterer moving between the two arrays.

Given this geometric configuration, we analyse the multipath effect separat-

ing the temporal and angular contribution. In particular, as expressed in

Section 3.4.4, the POC in (3.44) depends on both delay and angle informa-

tion and in the following, we will separately investigate each of them.

MPC temporal overlapping effect In this paragraph we report the

results varying the value of the second path delay bias ∆τ2. Specifically,

we consider a geometric configuration with the transmitter and the receiver

spaced of 5m and the scatterers located behind the transmitter with a dis-

tance proportional to the delay bias. In this configuration, the second path
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Figure 3.17: Scatterers geometric configuration.

arrives with the same AOA of the first one but with a difference delay value.

The second path delay bias ranges from 10% tp to 150% tp, where tp is the

transmitted signal duration (note that tp ≈ 1/W ). In Fig. 3.14 the results

varying the the number of transmitting elements and the signal bandwidth

(W = 10MHz and W = 1GHz) are shown, with a fixed transmitted power

of −30 dB, a single receiving antenna, i.e., Nrx = 1. As it can be seen, when

the second path delay is greater than the transmitted signal duration the

performance in terms of CRB is the same of that obtained in AWGN condi-

tion in accordance to what has been already proved in [78]. This is due to

the fact that only the first path contributes to the localization accuracy.

By considering a greater number of receivers (Nrx = 9), we can compare

the same performance in terms of PEB. In Fig. 3.15 results in terms of CRB

on the three position coordinates and of PEB are illustrated. Continuous

lines refer to the case in which the receiver orientation is fixed to ϑr = (0◦, 0◦)

while dashed lines to the averaged case. In this latter situation, ϕr varies from

0◦ to 180◦ degrees with a step of 5◦ while ϑr = 0◦ has been fixed. As it can be
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(a) Ntx = 4 (b) Ntx = 9

(c) Ntx = 25 (d) Ntx = 100

Figure 3.18: Array factor considering different transmitting array antenna .

noticed, when the receiving array lies on the XZ plane as the transmitting

one, the CRB on the x and z coordinates are equal to that achieved in the

AWGN condition. As a consequence, also the PEB reports a slight variation

from the AWGN case as it is more influenced by the estimation accuracy of

the x and z coordinates than that of the y one. Contrarily, when we change

the receiver azimuthal rotational angle the performance on estimating the z

coordinates and thus the PEB significantly varies from the AWGN scenario.

From results in Fig. 3.14 and 3.15, it seems that the localization perfor-

mance considering a number of transmitting antenna equal to Ntx = 4 or to

Ntx = 100 is the same. However, we recall the fact that they are normalized
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Figure 3.19: Normalized CRB w.r.t. the AWGN case considering different
transmitted powers and transmitting antenna number.

to the correspondent AWGN case. To clarify this point, we report an exam-

ple in Fig. 3.16 of non-normalized results in order to better appreciate the

beneficial effect of an increased array gain.

MPC angular overlapping effect In this paragraph we analyse the spa-

tial filtering effect by considering a set of scattering points located as in

Fig. 3.17. Specifically, based on the results shown in the previous paragraph,

we impose a temporal path overlap of ∆τ2 = 5% tp (as before, the bandwidth

is set to 10MHz and the central frequency is fixed to fc = 60GHz) so that

all the scatterers are located in an ellipse whose foci are the transmitting and

receiving array geometric centres. If we had considered a greater bandwidth,

as for example W = 1GHz, the delay of the second path would be smaller
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Figure 3.20: CRB w.r.t. the AWGN case considering different transmitted
powers and transmitting antenna number.

causing all scatterers points fall in the main antenna lobe. As a result we

would not appreciate the spatial effect. For simplicity, we consider an ellipse

lying on the ZY plane and we aim at analysing the filtering capability of

the transmitting array based on its radiation characteristic. To this end, in

Fig. 3.18, we can see the 3D radiation considering different sized transmitting

arrays. Black star markers represent the intersection between the transmit-

ter array radiation pattern and scatterers positions. Figure 3.19 shows the

results related to the CRB on the direct TOA estimation error normalized

with respect to the AWGN case with Nrx = 1 and as a function of the number

of transmitting elements and of the transmitted power. Results are plotted

with respect to the second path AOD. As we can see for θt2 = 90◦, which

corresponds to the scatterers behind the transmitter and the receiver, the
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Figure 3.21: CRB considering different transmitting antenna number.

second path intercepts the radiation pattern in the main lobe causing the

maximum error in the TOA estimation. Then, by following the profile of the

radiation pattern it is possible to remark different levels of filtering effect: for

example, when a small number of antennas is considered (see Fig. 3.19-(a),

Ntx = 4) the angular overlap lasts several degrees contrarily to what happens

when a higher number of antennas is adopted (see Fig. 3.19-(d), Ntx = 100).

For what the transmitted power is concerned, again in Fig. 3.19 the CRB

is normalized to the AWGN case. In fact, as traditionally known, when in-

creasing the transmitted power as shown in Fig. 3.20, the ranging accuracy

increases.

3.6 Conclusions

In this chapter, a study on the theoretical localization performance by adopt-

ing massive arrays both at mmW in femtocells AP has been conducted.

The performance has been evaluated by deriving the position and orienta-

tion CRLB for different array configurations, when the receiver array has

the knowledge of the transmitter beamforming weights. Moreover, array

calibration and synchronization error have been considered as nuisance pa-

rameters. Results have shown that in AWGN conditions, even though a

perfect steering capability is desirable to maximize the SNR (perfect signal
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alignment), it could reduce the diversity level exploitable for positioning.

This becomes essential in orientation-unaware situations, i.e. in situations in

which the transmitter orientation knowledge is not available at receiver side

and for particular array geometric configurations. Therefore phase misalign-

ments caused by large signal bandwidth or the orthogonality properties of the

MIMO arrays can be fruitfully exploited to improve the diversity, and thus

the localization, position and orientation, performance. Nevertheless when

a more realistic propagation scenario is considered, the possibility to exploit

a well-defined radiation pattern with a main privileged beam translates in

the generation of a spatial filtering effect for MPCs and in a more accurate

localization accuracy.
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Appendix A

In this Appendix, we want to derive the elements of (3.22). As we have pre-

viously mentioned, we will support that the position and the orientation are

deterministic parameters and that a prior knowledge of the synchronization

errors is available. Moreover, the dominant LOS component related to direct

path (i.e. l = 1) is considered deterministic while, for l > 1, αl ∼ CN (0, σ2
l )

is a circularly symmetric Gaussian RV . Since we are interested in deriving

Jp
ψ, we derive ln (f(ψr)) where ψr =

[
αℜ T , αℑ T , ǫs

]
T

.

As ǫs, αℜ T and αℜ T are independent RVs we can write

ln (f(ψr)) = ln
(
f(αℜ T )

)
+ ln

(
f(αℑ T )

)
+ ln (f(ǫs)) (3.49)

where

Jp
ǫsǫs =

1

σ2
ǫ

, Jp

αℜ

k
αℜ

l

= Jp

αℑ

k
αℑ

l

=





1
σ2
l

if l = k

0 if l 6= k
. (3.50)

Appendix B

In this Appendix we want to derive the elements of (3.20). To accomplish this

task, we introduce the following quantities relative to the correlation between

signals coming from different transmitting antennas and their derivatives

Rp(τ1 − τ2) =

∫

W

e−j 2π f (τ1−τ2) Pi(f)P
∗
j (f) df (3.51)

Rp̈(τ1 − τ2) =

∫

W

f 2 e−j 2 π f (τ1−τ2) Pi(f)P
∗
j (f) df. (3.52)
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Based on (3.51), we also introduce some composite terms

χ
(1,1)
ij (2) =

∫

W

(f + fc)
2 e−j 2 π f (τim1−τjm1) Pi(f)P

∗
j (f) df (3.53)

χ
(1,1)
ij (0) =

∫

W

(f + fc) e
−j 2π f (τim1−τjm1) Pi(f)P

∗
j (f) df (3.54)

χ
(l,k)
ij (0) =

∫

W

(f + fc) e
−j 2π f (τiml−τjmk) Pi(f)P

∗
j (f) df. (3.55)

Finally, it will result useful to collect the exponential terms in the following

variables

ξ
(1,k)
ij = e−j 2π fc (τim1+τ rm(θk)−τ tj (θk)) (3.56)

ξ
(l,1)
ij = e−j 2π fc (−τjm1−τ rm(θl)+τ ti (θl)) (3.57)

ξ
(1,1)
ij = e−j 2π fc (τim1−τjm1) (3.58)

ξ
(l,l)
ij = e−j 2π fc (−τ tj (θl)+τ ti (θl)) (3.59)

(3.60)

and the steering in bij = ωi(θ0)ω
∗
j (θ0). The elements of Jd

qq are

Jd
qa qb

= 8 π2 ν a21 ℜ
{

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,1)
ij χ

(1,1)
ij (2)∇qa (τim1)∇qb (τjm1)

}

(3.61)

with ν = E/N0. The elements of Jd
qǫs and Jd

ǫsq are

Jd
qa ǫs = 8 π2 ν a21ℜ

{
Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,1)
ij χ

(1,1)
ij (2)∇q (τjm1)

}
(3.62)

Jd
ǫs qa = 8 π2 ν a21ℜ

{
Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,1)
ij χ

(1,1)
ij (2)∇q (τim1)

}
(3.63)
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The elements of Jd
κκ are

Jd
a1 a1 = 2 νℜ

{
Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,1)
ij Rp(τim1 − τjm1)

}
(3.64)

Jd
αℜ

k
αℜ

l
= Jd

α
(k)
I

α
(l)
I

= 2 νℜ
{
j

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(l,k)
ij Rp(τiml − τjmk)

}
(3.65)

Jd
a1 αℜ

l
= 2 νℜ

{
Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(l,1)
ij Rp(τiml − τjm1)

}
(3.66)

Jd
αℜ

k
a1

= 2 νℜ
{

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,k)
ij Rp(τim1 − τjmk)

}
(3.67)

Jd
a1 αℑ

l
= 2 νℜ

{
j

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(l,1)
ij Rp(τiml − τjm1)

}
(3.68)

Jd
αℑ

k
a1

= −2 νℜ
{
j

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,k)
ij Rp(τim1 − τjmk)

}
(3.69)

Jd
αℑ

k
αℜ

l
= 2 νℜ

{
−j

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(l,k)
ij Rp(τiml − τjmk)

}
(3.70)

The elements of Jd
ǫs κ are

Jd
ǫs a1

= 4 π a1 ν ℜ
{
−j

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,k)
ij χ

(1,1)
ij (0)

}
(3.71)

Jd
ǫs αℜ

l
= 4 π a1 νℜ

{
j

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(l,1)
ij χ

(l,1)
ij (0)

}
(3.72)

Jd
ǫs αℑ

l
= 4 π a1 νℜ

{
Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(l,1)
ij χ

(l,1)
ij (0)

}
(3.73)

Jd
αℜ

k
ǫs = 4 π a1 νℜ

{
−j

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,k)
ij χ

(1,k)
ij (0)

}
(3.74)

Jd
αℑ

k
ǫs = 4 π a1 νℜ

{
Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,k)
ij χ

(1,k)
ij (0)

}
(3.75)
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The elements of Jd
ǫs ǫs is

Jd
ǫs ǫs = 8 π2 ν a21ℜ

{
Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,1)
ij χ

(1,1)
ij (2) +

L∑

l=2

σ2
l ξ

(l,l)
ij Rp̈ (τmil − τjml)

}

(3.76)

The elements of Jd
qκ are

Jd
qa a1

= 4 νπ a1ℜ
{
−j

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,1)
ij χ

(1,1)
ij (0)∇qa (τim1)

}
= 0 (3.77)

Jd
qa αℜ

l
= 4 π a1 νℜ

{
j

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(l,1)
ij χ

(l,1)
ij (0)∇qa (τjm1)

}
(3.78)

Jd
αℜ

k
qa

= 4 π a1 νℜ
{
−j

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,k)
ij χ

(1,k)
ij (0)∇qa (τim1)

}
(3.79)

Jd
qa αℑ

l
= 4 π a1 νℜ

{
Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(l,1)
ij χ

(l,1)
ij (0)∇qa (τjm1)

}
(3.80)

Jd
αℑ

k
qa

= 4 π a1 νℜ
{

Nrx∑

m=1

Ntx∑

i=1

Ntx∑

j=1

bij ξ
(1,k)
ij χ

(1,k)
ij (0)∇qa (τim1)

}
(3.81)

Appendix C

In this Appendix we will report the expression of the matrix Gmij reported

in (3.33) and (3.38). We aim at deriving the following matrix implementing

the geometric relationship between TOA and positioning information

Gmijl = ∇qq(τmil, τjml). (3.82)
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The Jacobian operator ∇qq (·, ·) corresponds to

∇qq (·, ·) =




∇xx(·, ·) ∇xy(·, ·) ∇xz(·, ·) ∇xϑt (·, ·) ∇xϕt(·, ·)
∇yx(·, ·) ∇yy(·, ·) ∇yz(·, ·) ∇yϑt (·, ·) ∇yϕt(·, ·)
∇zx(·, ·) ∇zy(·, ·) ∇zz(·, ·) ∇zϑt (·, ·) ∇zϕt(·, ·)
∇ϑtx(·, ·) ∇ϑty(·, ·) ∇ϑtz(·, ·) ∇ϑtϑt (·, ·) ∇ϑtϕt(·, ·)
∇ϕtx(·, ·) ∇ϕty(·, ·) ∇ϕtz(·, ·) ∇ϕtϑt (·, ·) ∇ϕtϕt(·, ·)




(3.83)

where the generic element can be written as∇qa qb(τmil, τmjl) = ∇qa(τmil)∇qb(τmjl).

For the particular antenna configuration chosen, see Fig. 3.2, in which the

array antennas are spaced of dant, we can write (3.1) as

pt
i=R(ϑ

t)



ixdant

0

izdant


 =



ixdant cos(ϕ

t)− izdant sin(ϑ
t) sin(ϕt)

ixdant sin(ϕ
t) + izdant sin(ϑ

t) cos(ϕt)

izdant cos(ϑ
t)


 (3.84)

pr
m=R(ϑ

r)



mxdant

0

mzdant


 . (3.85)

where dant is the antenna inter-spacing, mx = mz = −
√
Nrx−1
2

,−
√
Nrx−1
2

+

1, . . . ,
√
Nrx−1
2

and ix = iz = −
√
Ntx−1
2

,−
√
Ntx−1
2

+ 1, . . . ,
√
Ntx−1
2

. Moreover,

the array centers are placed so that θ1 = (θ, φ) = (−π/2, π/2) and

pr = [0 0 0]T pt = [0 y 0]T . (3.86)

As a consequence (3.82) reduces to
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Gmij1 = Gmij =
d2ant
(c y)2

×




(mx − ix) (mx − jx)
y

dant
(mx − ix) (mx − ix)(jz −mz) y (ix −mx) jz y (ix −mx) jx

y
dant

(mx − ix)
y2

d2ant

y
dant

(jz −mz) − y2

dant
jz − y2

dant
jx

(mx − ix)(jz −mz)
y

dant
(jz −mz) (iz −mz) (jz −mz) y (mz − iz) jz y (mz − iz) jx

y (ix −mx) jz − y2

dant
jz y (mz − iz) jz y2izjz y2izjx

y (ix −mx) jx − y2

dant
jx y (mz − iz) jx y2izjx y2ixjx




(3.87)

with jx = jz = −
√
Ntx−1
2

,−
√
Ntx−1
2

+ 1, . . . ,
√
Ntx−1
2

.

Appendix D

In this Appendix we aim at demonstrating that the MPC parameters vector

in (3.17) and in (3.18) are equivalent when considering the CRB on the TOA

of the first path. To this purpose we consider a single antenna scenario, only

two paths and a simplified received signal model:

R(f) =

2∑

l=1

αl e
−j 2π f τl S(f) + N(f). (3.88)

Then, we test two different parameters vector:

η = [τ1, α1 τ2, α2]
T (3.89)

ψ = [τ1, α1 ∆τ2, α2]
T (3.90)
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and the following definitions

Rp(∆τ) =

∫

T

p(t+∆τ) p(t) dt =

∫

W

e−j 2π f ∆τ |P (f)|2 df (3.91)

Rṗ(∆τ) =

∫

T

p(t+∆τ) ṗ(t) dt =

∫

W

j 2 π f e−j 2 π f ∆τ |P (f)|2 df (3.92)

Rp̈(∆τ) =

∫

T

p(t+∆τ) p̈(t) dt =

∫

W

4 π2 f 2 e−j 2π f ∆τ |P (f)|2 df (3.93)

with Rp(0) = 1, Rṗ(0) = 0 and Rp̈(0) = β2.

After some computations, the FIMs could be computed resulting in

Jη = 2 ν




|α1|2 β2 0 0 α1 Rṗ(∆τ
(2,1))

0 1 0 Rp(∆τ
(2,1))

0 0 σ2
2 β

2 0

−α1 Rṗ(∆τ
(1,2)) Rp(∆τ

(1,2)) 0 1




=

[
Aη Bη

BH
η Cη

]
(3.94)

Jψ = 2 ν




(|α1|2 + σ2
2) β

2 0 σ2
2 β

2 −α1 Rṗ(∆τ
(2,1))

0 1 0 Rp(∆τ
(1,2))

σ2
2 β

2 0 σ2
2 β

2 0

−α1 Rṗ(∆τ
(1,2)) Rp(∆τ

(2,1)) 0 1




=

[
Aψ Bψ

BH
ψ Cψ

]
(3.95)

Note that Cη = Cψ = C and its inverse is equal to

C =




− 1

(Rp(∆τ (1,2)))
2−1

0 Rp(∆τ (1,2))

(Rp(∆τ (1,2)))
2−1

0 1
σ2
2 β2 0

Rp(∆τ (1,2))

(Rp(∆τ (1,2)))
2−1

0 − 1

(Rp(∆τ (1,2)))
2−1


 . (3.96)
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Finally, the CRB based on η can be found as

CRBη(τ1) =
1

2 ν

(
|α1|2 β2 − |α1|2Rṗ(∆τ

(2,1))

(
1

1− (Rp(∆τ (1,2)))
2

)
Rṗ(∆τ

(2,1))

)−1

=
1

2 ν |α1|2

(
β2 +

( (
Rṗ(∆τ

(2,1))
)2

(Rp(∆τ (1,2)))
2 − 1

))−1

(3.97)

and it results equal to that obtained considering ψ

CRBψ(τ1) =
1

2 ν

(
β2(|α1|2 + σ2

2)− σ2
2β

2+

−|α1|2Rṗ(∆τ
(2,1))

(
1

1− (Rp(∆τ (1,2)))
2

)
Rṗ(∆τ

(2,1))

)−1

=
1

2 ν |α1|2

(
β2 +

( (
Rṗ(∆τ

(2,1))
)2

(Rp(∆τ (1,2)))
2 − 1

))−1

. (3.98)

Appendix E

In this Appendix, we want to derive the Jacobian and the Fisher Information

matrices related to the alternative approaches described in 3.4.2. The expres-

sion of (∇ψ η) that relates the true parameters vector with the measurements

can be computed as

• 2nd approach

(∇ψ η) =




∇q(τ
T ) ∇q(α

T ) ∇q(ǫ
s)

∇κ(τ
T ) ∇κ(α

T ) ∇κ(ǫ
s)

∇ǫs(τ
T ) ∇ǫs(α

T ) ∇ǫs(ǫ
s)


 =

[
∇q(τ

T ) 0

B C

]
(3.99)

• 3rd approach

(∇ψ η) =




∇q(ξ
T ) ∇q(κ

T ) ∇q(ǫ
s)

∇κ(ξ
T ) ∇κ(κ

T ) ∇κ(ǫ
s)

∇ǫs(ξ
T ) ∇ǫs(κ

T ) ∇ǫs(ǫ
s)


 =

[
∇q(ξ

T ) 0

0 I

]
(3.100)
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where 0 is the zero matrix and I is an identity matrix. Note that the matrices

∇q(τ
T ) and ∇q(ξ

T ) are dependent on the particular array geometry chosen.

For what the FIM related to the measurements vector is concerned, (3.28)

becomes

• 2nd approach

Jη =




Jd
ττ Jd

τα Jd
τ ǫs

Jd
ατ Jd

αα + Jp
αα Jd

αǫs

Jd
ǫsτ Jd

ǫsα Jd
ǫsǫs + Jp

ǫsǫs


 =

[
J
(1,1)
η J

(1,2)
η

J
(2,1)
η J

(2,2)
η

]
(3.101)

• 3rd approach

Jη =




Jd
ξξ Jd

ξκ Jd
ξǫs

JdH

ξκ Jd
κκ + Jp

κκ Jd
κǫs

JdH

ξǫs JdH

κǫs Jd
ǫsǫs + Jp

ǫsǫs


 =

[
J
(1,1)
η J

(1,2)
η

J
(2,1)
η J

(2,2)
η

]
(3.102)

where

Jd
ηiηj

= −Er,ηr

{
∇2
ηiηj

ln f (r|ηr)
}
=
(
Jd
ηjηi

)
H

(3.103)

Jp
ηiηj

= −Er,ηr

{
∇2
ηiηj

ln f (ηr)
}
=
(
Jp
ηjηi

)H

(3.104)

with ηi and ηj being the generic elements of (3.25) or (3.26).

Now recalling the expression of Jψ in (3.27), we find that

• 2nd approach

J
(1,1)
ψ = ∇q (τ

T ) J(1,1)
η ∇T

q (τ
T ) (3.105)

J
(1,2)
ψ = ∇q (τ

T )
(
J(1,1)
η BT + J(1,2)

η CT
)

(3.106)

J
(2,2)
ψ =

(
BJ(1,1)

η + CJ(2,1)
η

)
BT +

(
BJ(1,2)

η + CJ(2,2)
η

)
CT (3.107)
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• 3rd approach

J
(1,1)
ψ = ∇q (ξT ) J(1,1)

η ∇T

q (ξT ) (3.108)

J
(1,2)
ψ = ∇q (ξT ) J(1,2)

η (3.109)

J
(2,2)
ψ = J(2,2)

η (3.110)
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Chapter 4

RFID Relaying and Energy

Sprinklers Techniques

4.1 Related works

The evolution of the Internet of Things paradigm foresees the possibility

to exploit a plurality of low-cost nodes (tags) spatially distributed in the

environments providing identification and localization information about ob-

jects and people and able to sense physical parameters [95, 96, 97]. This

trend finds applications in different fields such as logistics (tracking of goods

in the supply and distribution chains), security (localization and tracking of

authorized people or goods is some areas), energy (monitoring of environmen-

tal parameters and consumptions), and health-care (monitoring of patients,

medical or paramedical personnel, medicines, and health-care equipments)

[24]. Nowadays, the identification, localization, and sensing functionalities

are offered separately by different wireless technologies such as RFID, WSN,

and RTLS.

In this perspective, high-accuracy network localization becomes an essen-

tial requirement to be accomplished [76]. Tipically, network localization is

based on an infrastructure including tags attached to or embedded in objects

(agents), and reference nodes (anchors) placed in known positions. In the

following, we will refer to different tag architectures according to the active
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or passive nature of the tag.

Generally speaking, active tags have an internal power source meanwhile

semi-passive and passive tags must be energized and activated by an outside

source, generally the reader. As a consequence, (semi-)passive devices have

the capability to store energy for a short period, since they do not have the

necessity to feed-up an active transmitter. Another difference between active

and passive/semi-passive tags is the RF transmitting section: in fact, active

tags have a complete transmitter able to generate and modulate the signal,

while passive and semi-passive tags are generally based on backscattering

modulation reflecting and modulating the signal generated by the reader.

For these reasons and their low complexity, passive and semi-passive tags and

backscatter communications are very promising, especially in the perspective

of the adoption of efficient energy scavenging techniques to supply power to

the control logic.

To enlarge the spectrum of applications and to increase the acceptance of

RFID systems as alternative solutions to barcodes, tags should satisfy certain

requirements, the most important ones are here reported:

• low-cost and complexity: in this perspective, semi-passive or passive

tags relying on passive communications have to be preferred in com-

parison with their active counterpart;

• localizable with sub-meter precision: they could be designed to operate

with UWB signalling in order to guarantee a high level of ranging

accuracy;

• lightweight: they could work without cumbersome batteries if energy

harvesting techniques are developed;

• based on ecofriendly materials and recyclable.

To meet these needs, passive and semi-passive tags are often adopted. In

this context, the communication with anchors often relies on backscatter

modulation mechanism. This modulation technique is based on the idea of

associating the useful information to be communicated with a variation of
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tags antenna load condition. Intuitively, as the interrogation signal coming

from the readers invests the tag, a part of it, that is the structural mode, is

immediately reflected depending on the antenna’s shape and geometry while

another part, called antenna mode, is modulated by the tag load status and

re-irradiated.

Consequently, as the structural mode is fixed once the antenna is fabri-

cated, the backscattering modulation exploits different load status to commu-

nicate the informations to be retrieved by anchors (e.g., the tag identification

code).

Besides identification, reliable and high-accuracy localization of tags could

be enabled by the UWB communication thanks to the short-duration pulses

adopted. It also offers low power consumption, robustness to multipath,

low detection probability, and coexistence capability via spectrum sharing

[28, 29, 30]. Common methods to determine the tags’ position are based

on received waveform measurements such as TOA, time difference-of-arrival

(TDOA), received signal strength indicator (RSSI), and AOA. The type of

measurement significantly affects the localization accuracy [76]. The area

coverage for network localization is more demanding than that for network

communication; in fact, unambiguous localization requires more than one

anchor to be visible simultaneously by a tag in each position. Moreover

several disadvantages arise when passive systems have to be deployed; the

main important ones are:

• The poor link budget: due to the two-hop communication scheme and

the standard carrier frequency of 4GHz usually adopted for UWB

schemes in Europe, the received signal backscattered by the tag is weak.

In order to counteract this effect and ensure proper tag detection, com-

munication and ranging capabilities, the usual approach consists in

adopting packets of several pulses per bit in order to enhance the effec-

tive SNR. For typical indoor distances of some meters, as investigated

in [11], around 10,000 pulses per bit are necessary for a robust tag de-

tection, resulting in a quite long symbol time (e.g., 1ms symbol time

when a 100 ns pulse repetition period (PRP) is considered).
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• The multi-tags management issue: when adopting UWB backscatter

communication, no anti-collision protocol can be implemented due to

the extremely simple tag front-end and the absence of any receiver

and processing unit at tag side. For this reason, all the complexity

must be moved to the reader side by exploiting a code division multi-

ple access (CDMA)-based scheme for the simultaneous communication

with multiple tags [11]. Unfortunately such a scheme poses several

challenges in terms of tag code design and interference mitigation [11];

moreover, the simultaneous detection, communication and localization

of several tags require a dedicated processing unit for each tag tuned

on the specific tag code.

• The energy-related aspects: although UWB backscattering is an extremely-

low power consumption technique since only a UWB switch is re-

quired to perform signal modulation, the circuitry at tag side (UWB

switch, control logic and sensors) must be properly powered so energy-

harvesting techniques have to be considered. Due to the impossibility

of extracting significant energy from the UWB link because of regu-

latory issues, a possibility is to exploit the UHF band to transfer the

required energy to the tag as done in Gen.2 RFID.

Considering these issues, the first part of this chapter presents different

type of tag architecture that can be designed for each of which their pros and

cons are highlighted. For the most promising ones, the reader-tag commu-

nication scheme is also reported. Moreover, the idea of a multitastic RFID

configuration,1 will be presented to limit the poor link budget experienced

when passive devices are adopted. To this purpose, several low complex-

ity transmitters, called energy sprinklers, could be disseminated in a large

number in the environment thanks to their simplicity and they could be ex-

ploited to spread signals to power up and interrogate tags around them. The

backscattered response is then collected by one or more receivers located

in different positions. With the proposed configuration, it is expected that

1Benefits of bistatic and multistatic RFID configurations have been recently highlighted
in [98, 25].
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even tags placed far from the receiver can be detected and localized with an

improved localization accuracy thanks to a reduced transmitter-tag distance.

Therefore, NLOS conditions generated by the presence of obstacles in

real environments may drastically limit the area covered by the localiza-

tion system even if a multistatic configuration is adopted. In such severe

propagation conditions, a typical approach to improve the performance and

coverage of localization systems consists in increasing the number of receiv-

ing nodes at the expense of higher infrastructure and deployment costs.2

Another approach consists in exploiting prior knowledge of the environment

and spatio-temporal cooperation among tags [78, 99, 100]. Unfortunately,

cooperation can be exploited only by active tags with transceivers and high

computational capability, which is often in contrast with cost and complex-

ity requirements. This calls for flexible and low cost solutions to improve

localization accuracy and coverage in RFID for both active and passive tags.

To this end, the second part of the chapter will present relaying techniques

to be adopted for localization coverage enhancement in severe propagation

situations. Relays should represent simpler entities with respect to receiv-

ing nodes capable of repeating the signals between anchors and tags beyond

obstacles.

4.2 UHF-UWB multistatic RFID using en-

ergy sprinklers nodes

4.2.1 Reader-tag architecture solutions

If the UHF and UWB technologies are jointly adopted, tag design should

face different issues to guarantee both UHF and UWB operation capabilities.

For what the UWB section is concerned, UWB signalling represents the most

natural candidate for accurate ranging through round-trip time measurement

of the backscattered signal (in case of passive tags) or through precise TDOA

measurement of the UWB pulse generated by the tag it self (in case of active

2Note also that anchors have to be tightly time synchronized if time-based positioning
approaches are adopted.
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Figure 4.1: Active Tag.

tag). As a consequence, tags’ codes generators have to be kept synchronized

at pulse level for identification and ranging purposes.

To accomplish this feature, a possible solution is to exploit the UHF sig-

nal, used for energy harvesting, for synchronization at chip level (around

1µs accuracy). This solution does not need an oscillator and it results in a

less energy consuming tag. Thus, the joint adoption of these two technolo-

gies seems a viable solution to overcome the limitations of UHF and UWB

when are separately adopted. Moreover, it would be appreciated to have a

backward compatibility with previous RFID technologies to open the way at

numerous market-oriented applications.

4.2.2 Tag architectures investigated

We now describe the possible reader-tag solutions that might be adopted

to meet the requirement enumerated in Sec. 4.1. For each solution, the

advantages and the disadvantages are analysed.

Active Tags The first tag architecture we want to analyse is the active

one. As previously stated, the term active refers to the tag capability to

generate an UWB signal thanks to a waveform generator included in the tag

itself (refer to Fig. 4.1 where the active part is denoted by the UWB Pulse

Generator).
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Figure 4.2: Stand-alone UWB-UHF passive tag.

If from one side, this choice translates into an improved coverage, as we have

only 1-hop path in the tag-reader communication (from the active tag to the

receiver), on the other side the transmitting section makes the tag particu-

larly energy consuming and neither eco-compatible nor recyclable. In addi-

tion, another limitation of such architecture is the need of a TDOA scheme

with tight synchronized readers to cope with the lack of synchronization in

the UWB pulses generation process.

To resume, the advantages and disadvantages of this solution are:

⌣̈ improved coverage;

⌢̈ energy-consuming tag;

⌢̈ non-green tag;

⌢̈ synchronization among readers required for TDOA estimation.

As depicted in Fig. 4.1, the tag is composed of an UWB pulse generator,

that modulates the signal with the coded sequence produced by the spreading

unit to uniquely identify the tag, connected to an UWB antenna (in the

diagram the coded sequence is described by the {cn} code-block and the

data to be transmitted with the payload-block). On the other side, the UHF
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Figure 4.3: UWB as add-on of standard Gen.2 UHF passive tag.

part takes advantages of the UHF showers signalling to activate the energy

harvester and to extract the synchronism.

Stand-alone UWB-UHF passive tag We now analyse the possibility to

adopt a stand-alone UWB-UHF passive tag (see Fig. 4.2). The main idea

is to exploit the UWB signalling for both tags identification and data trans-

mission, performing a precise ranging as well, while UHF energy showers are

adopted for energy harvesting and system synchronization only. Addition-

ally, the clock signal to the tag code generator can be extracted from the

UHF impinging wave, guaranteeing a good synchronism.

This type of architecture has not a backward compatibility with Second

Generation RFID systems but it is totally new, cheap and easy to optimize.

Tags are passive and modulate the reflected signal via backscatter modula-

tion: several tags can be interrogated simultaneously as each of them can be

characterized by a different spreading code. With this configuration, the tag

architecture is simple and potentially green. In fact, the backscatter modu-

lator performs the signal modulation of the electromagnetic waves generated

by the reader (or by the ”energy shower”’s oscillators) without the need of

integrating the pulse generator (as done in active solutions) but just adopt-

ing an UWB switch alternating between two different load conditions [12].
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As the modulator reduces to a switch, the complexity of the architecture

drastically decreases.

However, to detect several tags at the same time, the reader should have

multiple de-spreading units (one for each tag’s coded sequences) increasing

its complexity and cost at infrastructure level.

The tag’s UHF section consists of an energy harvester to activate the tag

itself and it provides the clock (thus avoiding the local oscillator in the tag and

clock drift problems). In principle, more than one reader could interrogate

the same tag simultaneously (using different coded signals), however the

inter-reader interference could be detrimental.

Another limitation of this solution is the poor link budget due to the two-

hop communication link between readers and tags. Even if several solutions

might be adopted to counteract such issue, this effect can dramatically reduce

the overall system performance.

As already mentioned this approach does not guarantee backward com-

patibility, since UHF is only used for energy harvesting (EH) and to provide

the clock synchronism but it is non standard-compliant.

To sum up, the positive and negative aspects of this architecture are here

listed:
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⌣̈ low complexity and green tag architecture;

⌣̈ good synchronism via UHF signalling;

⌢̈ no backward compatibility;

⌢̈ poor link budget;

⌢̈ high complexity and cost of readers architecture.

UWB as add-on of standard Gen.2 UHF passive tag The solution

proposed in Fig. 4.3 aims to integrate UWB tag as add on of a standard

Gen.2 UHF tag: backward compatibility opens a wider range of potential

applications in current industrial markets. The UWB link is used only for

high-accuracy ranging, while the standard Gen.2 protocol is adopted to read

and write data from/to the tag. One of the problems to be faced while

adopting this approach is an easy integration of the UWB and sensor part

with the standard UHF chip.

Among the possible benefits of such a solution, it is important to remark

that multiple access is solved by the Gen. 2 UHF protocol: since only one

tag per time is allowed to communicate with the reader, there is not multi

user interference problem in the UWB link. In addition, the communication

is faster as no data are transmitted in the slow UWB communication link,

and only 1-2 UWB symbols and 1 unique spreading code are necessary for

ranging (1-2 ms interrogation duration). As a consequence, a simple reader

is required to perform tag detection and localization, guaranteeing also high

refresh rate (the standard guarantees about 200 reads/s).

The benefits and the drawbacks of this solution are:

⌣̈ low complexity and ”green” tag architecture;

⌣̈ low complexity of reader architecture;

⌣̈ backward compatibility with current UHF RFID, which is appealing

for industrial applications;

⌣̈ high refresh rate;
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⌣̈⌢̈ market-oriented;

⌣̈⌢̈ feasibility of an easy integration of the UWB and sensor part with the

standard UHF chip to be investigated.

Tags as Active Reflectors The last solution we propose is the adoption

of the tag as an active reflector (see Fig. 4.4). It is a modification of the

stand-alone joint UWB-UHF solution in which an UWB power amplifier is

added in the architecture to strengthen the backscatter signal and improve

the link budget. The coexistence of the received and transmitted signals

could be managed by a circulator.

As before, the UHF signal transmitted by the shower is exploited by

both readers and tags to perform synchronization, and it is also used as

clock signal at tag side and for energy harvesting as well. Such a solution

implies an improved coverage and a precise UWB synchronization, but the

amount of energy to be stored to power up the UWB amplifier and how to

harvest it is still a point under investigation. Again, the main drawback of

this solution is a less green solution leading this approach far from the project

objectives.

Some benefits and drawbacks are here reported:

⌣̈ improved coverage;

⌣̈ precise synchronism;

⌢̈ no backward compatibility;

⌢̈ reduced greenness of tag architecture;

⌢̈ high complexity and cost of readers architecture.

Reader-tag architectures

Considering all the features of the proposed solutions, the two main candi-

dates for providing a green architecture are the adoption of UWB as an add-

on of standard UHF RFID and the stand-alone UWB solution. In Fig. 4.5

and 4.6 we report the reader’s and tag’s structure for each solution.
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Figure 4.6: Stand-Alone UWB-UHF reader-tag - Block Diagram.

The main difference between the two architectures is the backward com-

patibility with the standard Gen.2 RFID technology and reader complexity.

In fact, consider the UHF section: the joint UWB-UHF stand-alone solu-

tion is mainly composed of an amplitude shift keying (ASK) modulator (see

Fig. 4.6), while in Fig. 4.5, the UHF section reduces to a Gen.2 RFID reader

guaranteeing the backward compatibility with the UHF standard. With ref-

erence to the block scheme, the UWB transmitter section is composed of a

UWB pulse generator and of a spreading sequence (reader’s code) genera-

tor that produces an antipodal binary sequence {dn} of length Nc symbols

(chips).

The compatible Gen.2 UWB-UHF reader of Fig. 4.5 interacts with a tag

whose control logic and memory functions are accomplished by the UHF
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Figure 4.7: Equivalent scheme for the backscatter link.

standard while the UWB section drastically simplifies, as it is exploited only

for ranging. As a consequence, it becomes an appealing solution for current

industrial applications: the state of the art of UHF RFID systems can be

simply equipped with a UWB section (mainly composed of a UWB switch for

backscatter modulation, and a sensor) that performs high ranging capabilities

while maintaining the compatibility with UHF RFID standard.

Consider now the joint UWB-UHF stand-alone system of Fig. 4.6. It

requires a more complex reader and tag’s UWB section but with a lower

power consumption and a newer structure with respect to the traditional

UHF tag, as it is completely based on UWB backscatter communication.

Figure 4.7 reports an equivalent scheme of the UWB reader-tag backscat-

ter communication: pulses radiated by the reader according to the sequence

{dn}, are received by the tag and multiplied by the code {cn} and the

data. Successively they are backscattered and received by the reader. A de-

spreading stage realizes the product of the received signal and the composite

sequence given by the reader and tag code, and a decision stage demodulates

the data bit sent by the tag [26, 12, 101], where it is evident how the tag

modulates the reflected signal according to the information data bn and the

reader’s and tag’s code.

4.2.3 Reader-tag communication scheme

Stand-alone UWB-UHF tag communication scheme

In Fig. 4.8 the communication between a reader and a stand alone UWB tag

is shown, where the UHF link is exploited for energy harvesting and system

synchronization, while the UWB link is adopted for tags identification, data
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transmission and ranging. Note that in this case, the scenario is monostatic,

as the reader plays both the transmitting and receiving role.

Reader UWB tag

UHF: EH + synch.

UWB interrogation

UWB backscatter: ranging+data (sensor)

UHF antenna

UWB antenna

UHF antenna

UWB antenna

Figure 4.8: Reader and stand-alone UWB tag

A multistatic alternative, depicted in Fig. 4.9, considers the adoption of

distributed energy showers consisting of different transmitters. In this alter-

native version, the UHF and UWB interrogation signals could be generated

by energy showers deployed in the environment to facilitate the coverage and

the energy harvesting procedure, while the tags’ backscattered signals are

collected by the UWB readers. The main issue of this architecture could be

how to synchronize multiple showers, which is far from being trivial, and the

real advantages of adopting a multistatic scenario, which are analysed in the

following.

Energy Shower

Reader UWB tag

UHF: EH + synch.

UWB interrogation

UWB backscatter: ranging+data (sensor)

UWB antenna

UHF antenna

UWB antenna

Figure 4.9: Reader and stand-alone UWB tag with energy shower

For the stand alone architecture the interrogation cycle is shown in Fig. 4.10.

Reader-tag communication takes place during an interrogation of duration

cycle Tcycle involving different steps: first of all, the reader interacts with the

tag via a UHF wake-up signal in order to power up the tag and activate

the UWB switching control responsible of antenna load variations (wake-up

period of duration Twake-up). Once the tag has been powered up and the
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synchronization process has ended (after a fixed time Tsynch), a sequence of

UWB pulses (of duration Tint) is transmitted by the reader to interrogate the

tag and obtain the data stored on them.

time

timeUHF channel

UWB channel

CW wake-up signalCW wake-up signal ASK synch. signal (period Tc)

Tcycle

Tint

Twake-up Tsynch

Tc

Tp

Figure 4.10: Interrogation cycle relative to the UWB stand-alone tag.

The mth reader modulates the UWB transmitted sequence using an an-

tipodal binary code of period Ts and length Nc given by
{
d
(m)
n

}
∈ {−1,+1},

which allows to uniquely identify the reader (reader’s code).

Each transmitted pulse is backscattered by all tags as well as by all the

surrounding scatterers present in the environment determining, at reader

side, the clutter component. In particular, at each chip time Tc, the k th tag

changes its load conditions (short or open circuit) in order to modulate the

backscattered signal, according to an antipodal tag’s code
{
c
(k)
n

}
∈ {−1,+1}

of period Nc. The backscattered signal associated with this tag is so mod-

ulated by
{
d
(m)
n c

(k)
n

}
. On the other hand, all the signals coming from other

interfering tags are modulated by different tags’ codes
{
d
(m)
n c

(i)
n

}
with i 6= k.

Differently, the environmental reflected signals (i.e., the clutter component,

which includes the structural antenna mode) exhibits modulation by the

reader’s code
{
d
(m)
n

}
only. Then, to discriminate the useful component (i.e.

that reflected back by the kth tag) it is sufficient at reader side to perform a

de-spread of the received signal using the
{
d
(m)
n c

(k)
n

}
coded sequence.

The tag UWB interface is adopted also for data transmission, then the

tag information symbol
{
b
(k)
n

}
is associated to each burst of Ns pulses with

symbol time Ts = TpNs, and it affects the entire sequence of pulse polarity

at each symbol time. In general we consider only one active reader at each

time according to a reader time division multiple access (TDMA) protocol
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Figure 4.11: Reader and backward Gen2 UHF-UWB tag

to minimize the inter-reader interference.

UWB as add-on of standard Gen.2 UHF tag communication scheme

Consider now the UWB section as an add-on for the standard Gen2 UHF

RFID. Figure 4.11 shows the communication scheme reader-tag, where

time

timeUHF channel

UWB channel

Gen2 UHF interrogation protocol Gen2 UHF interr.

Tcycle

Tint

Tc

Tp

Figure 4.12: Interrogation cycle backward Gen.2 UWB-UWB tag.

the UWB part is exploited only for ranging purposes, while with the UHF

link, data are read from the tag. As shown in Fig. 4.12, the reader-tag

communication takes place during a period Tcycle as before: the UHF channel

is dedicated to synchronization and data communication while relegating the

UWB channel for ranging transmission. The UWB transmitted sequence is

identical to the previous case with the only exception that is not modulated

according to the sensor’s data but only by the spreading code for localization

purposes. Therefore only a limited number of symbols is sufficient for ranging

purposes.

4.2.4 Energy sprinklers

Considering the multistatic configuration in Fig. 4.9, in this section the idea

of extending the localization coverage using energy sprinklers is put forth.
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Figure 4.13: System architecture with energy sprinklers.

4.2.5 Signaling with energy sprinklers

Let T be the set of tags in the environment, E the set of energy sprinklers

and R the set of receivers. We consider |E| = Nt energy sprinklers located

in known positions pTj = (xTj, yTj, zTj), with j = 1, 2, . . . , Nt, |R| = Nr

receivers in pRi = (xRi, yRi, zRi), with i = 1, 2, . . . , Nr and |T | = Ntag tags in

unknown positions pk = (xk, yk, zk), with k = 1, 2, . . . , Ntag . As previously

remarked, while in traditional RFID systems the reader is composed of both

a transmitting and a receiving section (co-located in the same node), here

transmitters and receivers are separated, as the transmitting section is dele-

gated to the energy sprinklers. In this way, receivers complexity is reduced

due to the absence of the transmitting part.

Note that the herein described reference nodes are not synchronous. Sec-

tion 4.2.6 will discuss how the lack of initial synchronism impacts the local-

ization process.

We now provide some details about the sprinkler-tag-receiver commu-

nication. Figure 4.13 reports a schematic example of the communication

protocol. First, a UHF tone is sent by the transmitter (energy sprinkler) to

energize the tags in proximity; all tags retrieving enough energy wake up and

start varying the switch condition according to their own code (backscatter

modulation). In the meantime, the transmitter sends a UWB interrogation
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Figure 4.14: UHF-UWB RFID tags.

signal which is backscattered by tags and post-processed by the receiver.

The jth energy sprinkler sends an UWB interrogation signal composed of

repeated symbols of duration Ts, each given by

sTj(t) =

Np−1∑

m=0

sj(t−mTs) (4.1)

where each symbol is a sequence of UWB waveforms modulated according

to an antipodal binary spreading code
{
d
(j)
n

}
of time period Ts specific of

that energy sprinkler. Each energy sprinkler adopts a different code
{
d
(j)
n

}
.

The symbol is defined as

sj(t) =
Nc−1∑

n=0

d(j)n g(t− nTc) (4.2)

where

g(t) =

Npc−1∑

i=0

p(t− iTp) (4.3)

where
{
d
(j)
n

}
is the jth energy sprinkler’s code, Nc is the number of chips

(code length), Tc the chip time, Npc the number of pulses per chip and p(t)
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the transmitted UWB pulse, repeated with PRP Tp.

Backscatter modulation

We consider UWB-UHF passive tags exploiting UWB backscatter modula-

tion without active transmitting capabilities.

As previously highlighted, backscatter modulation consists in a variation,

between short and open circuit, of the load connected to the tag’s antenna [8].

Note that the modulator reduces to a UWB switch lessening the complexity

of the tag.

In particular, each tag is designed to alternate its status at each chip time

Tc, according to an antipodal binary tag’s code
{
c
(k)
n

}
, for n = 0, 1, . . . , Nc−

1. This ensures the creation of a unique backscattered signal signature al-

lowing the discrimination of the tag among other tags (interference) and

clutter.

Considering Np transmitted symbols, the backscatter modulator signal

commanding the switch of the kth tag is

m(k)(t) =

Np−1∑

m=0

Nc−1∑

n=0

c(k)n · Π
(

1

Tc
[t−mTs − nTc]

)
(4.4)

with Π(t) denoting the rectangular function of unitary duration for t ∈
[0, 1]. In this way, the polarity of the backscattered signal changes at each

chip time Tc according to the kth tag’s code value c
(k)
n , with k ∈ T .

Received signal

Each interrogation signal is backscattered by the tags as well as by the sur-

rounding scatterers of the environment. Specifically, the signal at the ith

receiver, response of the interrogation signal from the jth energy sprinkler,

can be written as

r̆i,j(t) = rTi,j(t) + rSi,j(t) + n(t) (4.5)
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where rTi,j(t) denotes the tags contribution3 while rSi,j(t) accounts for the

static contribution4 (comprehensive of multipath) between energy sprinkler

and receiver. Finally, n(t) models the AWGN with one-sided power spectral

density N0.

The tags’ contribution is given by5

rTi,j(t)=
∑

k∈T

[(
sTj(t)⊗h(j,k)down(t)

)
·m(k)(t)

]
⊗h(k,i)up (t) (4.6)

where h
(j,k)
down(t) is the downlink CIR, de-embedded of the propagation

time, related to the link jth transmitter - kth tag, h
(k,i)
up (t) is the uplink CIR

related to the link kth tag - ith receiver. It is possible to rearrange (4.6) as

rTi,j(t)=
∑

k∈T

Np−1∑

m=0

Nc−1∑

n=0

d(j)n c(k)n wT
i,j,k(t−mTs − nTc − τi,j,k) (4.7)

where τi,j,k is the signal TOA, considered with respect to the transmitter’s

clock, and wT
i,j,k(t) = g(t)⊗h

(j,k)
down(t)⊗h

(k,i)
up (t) is the channel response to g(t)

of the kth tag. Specifically, we have τi,j,k = (dTj + dRi)/c, where dTj is the

distance between the jth energy sprinkler and the tag, dRi is the distance

between the tag and the ith receiver,6 and c denotes the speed of light.

For what concerns the static contribution rSi,j(t) in (4.5), we have

rSi,j(t) = sTj(t)⊗ h(j,i)c (t) (4.8)

having indicated with h
(j,i)
c (t) the CIR of the link between the jth energy

sprinkler and the ith receiver, which is independent of tags’ backscattering.

As before, (4.8) can be reformulated as

rSi,j(t)=

Np−1∑

m=0

Nc−1∑

n=0

d(j)n wS
i,j(t−mTs − nTc − τi,j) (4.9)

3Here only the tag’s antenna mode component is included [26].
4We neglect the presence of fast moving objects and tags in the environment, as well

as the effects of diffuse clutter [25].
5Operator ⊗ denotes the convolution.
6Both dTj and dRi are function of the tag index k, however this dependence has been

omitted for notation convenience.
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Figure 4.15: Receiver structure.

where τi,j is the signal TOA, considered with respect to the transmitter’s

clock, and wS
i,j(t) = g(t)⊗h(i,j)c (t) is the channel response to g(t) for the direct

link. Specifically we have τi,j = di,j/c, where di,j is the distance between the

jth energy sprinkler and the ith receiver.

Discrimination between the useful contribution backscattered from the

kth tag and those reflected by other tags and the direct sprinkler-to-receiver

signal is ensured by a de-spreading procedure at the receiver (see Fig. 4.15).

Specifically, the separation is enabled by the adoption of different spreading

codes, since the tags signals are modulated according to the composed code{
d
(j)
n · c(k)n

}
, while the direct contribution independent of tags’ backscattering

results modulated according to the sprinkler code
{
d
(j)
n

}
only [25].

4.2.6 Network localization with energy sprinklers

The proposed configuration is classical in radar networks, where transmit-

ters and receivers are often not co-located [102]. In this case the localization

can be performed by intersection of ellipses (ellipsoids in 3D space) with foci

corresponding to the positions of the transmitter and receiver composing a
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Figure 4.16: Multistatic tag localization.

specific bistatic pair, whose axes are related to the sum dTj+dRi. In order to

exploit this localization technique, the estimation of the distance dTj + dRi is

necessary. This sum can be obtained starting from the measurements of the

propagation time τi,j,k resulting from TOA estimation at receiver side. How-

ever, since energy sprinklers and receivers are supposed to be asynchronous

to avoid a complex network synchronization infrastructure, the receiver must

implement a procedure to synchronize with the intended sprinkler’s clock.

This initial synchronization process is enabled by two facts: (i) energy

sprinklers are placed in known positions; (ii) de-spreading operation is con-

ducted exploiting the energy sprinkler code
{
d
(j)
n

}
only, resulting in the iso-

lation of the contribution rSi,j(t) at receiver side. Specifically, by performing

TOA estimation on the signal rSi,j(t), the ith receiver estimates τ̂ ′i,j = τ̂i,j+Ti,j,

where Ti,j is the unknown clock offset between the jth sprinkler and the ith

receiver. Since energy sprinklers’ and receivers’ positions are known, the true

distance di,j between the transmitter and the receiver composing the bistatic
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pair can be exploited to determine Ti,j and synchronize the receiver with

the sprinkler. After this first synchronization step, a second de-spreading

conducted with the composed code
{
d
(j)
n · c(k)n

}
allows isolating the kth tag

component rTi,j(t). Now, TOA estimation of such a signal gives τ̂i,j,k, and

consequently d̂i,j,k = c τ̂i,j,k, which corresponds to the estimation of the sum

dTj + dRi. The term d̂i,j,k can be exploited to define the ellipse related to the

bistatic pair of interest, with the foci located in the considered energy sprin-

kler and receiver. With the intersection of several ellipses the tag’s position

is then determined [103].

Obviously the first TOA estimation operated on the direct sprinkler-

receiver link can produce errors which affect tags’ localization. Although

a deep analysis of the impact of such errors is out of the scope of this pa-

per, the actual effect can be neglected due to the higher SNR deriving from

the one-hop of the direct sprinkler-receiver link against to the two-hop prop-

agation link concerning the tag. As example, consider a sprinkler-receiver

distance of 10m and a tag placed at 5m from both the reference nodes.

The difference in SNR, between the direct and the backscattered signals is

around 50 dB.7 Considering, the classical CRB describing TOA localization

accuracy [30], this results is about two orders of magnitude of difference in

the estimation error.

4.2.7 Results

In this section we introduce the performance metrics and the results adopted

to assess the performance of the proposed energy sprinklers solution in terms

of detection and localization accuracy. The characterization of energy har-

vesting properties is out of the scope of the thesis.

First of all, the theoretical localization performance enhancement will be

analyzed by exploiting the PEB derived for the proposed multistatic RFID

configuration in [25]. PEB is obtained under the assumption of adopting

omnidirectional antennas at tag and reader side, and in the case of a 2D

scenario. It includes the effects of system parameters (e.g., the signal format),

7The result has been obtained by considering the parameters indicated in Sec. 4.2.7.
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distance between energy sprinklers, tags and receivers, and network topology

with the related geometric dilution of precision (GDOP) effects. We remand

to [25] for further details on PEB derivation.

For such an analysis, we consider the coherent accumulation, during the

de-spreading, of Ns received pulses at receiver side, giving a SNR

SNR =
PR(dTj, dRi) TpNs

N0
(4.10)

where PR(dTj, dRi) is the received power. The noise PSD can be obtained

from the receiver characteristics with N0 = κNF T0, being T0 = 290K the

reference temperature, κ the Boltzmann constant and NF the receiver noise

figure.

As second performance metric, a 3D detection coverage analysis is re-

ported. Differently from the PEB characterization conducted in ideal condi-

tions, here we consider the feasibility of the proposed system architecture in

a more realistic scenario taking into account different tag orientations and re-

alistic radiation patterns. In general, the received power PR(dTj, dRi), related

to the kth tag, can be expressed as [101]

PR(dTj , dRi) =

∫ fc+
W
2

fc−W
2

St(f)Ges(f,Θ)Gti(f,Θ)Gtr(f,Θ)Gr(f,Θ)c4

Lt(f)(4π)4f 4dαTjd
α
Ri

df

(4.11)

where we considered a transmitted signal with central frequency fc, band-

width W and PSD St(f), which is generally imposed by emission masks.

Lt(f) accounts for losses in the tag (e.g., caused by the backscatter modu-

lator) and we indicated with Ges(f,Θ), Gti(f,Θ), Gtr(f,Θ) and Gr(f,Θ),

the antenna gains of energy sprinklers, tags (for the incident and reflected

signals), and receivers, respectively, with Θ being the angles defined by the

sprinkler-tag-receiver geometry.

Given a tag test position, we simulated Mc random tag 3D orientations

and, for each orientation, we compared the received SNR with the minimum

SNRth required at receiver side to detect the tag presence with high reliability

[104]. Fixed the nth tag position, the rate at which a tag is detected is given
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by

Cn(SNRth) =
1

Mc

Mc∑

m=1

1(SNRm,n − SNRth) (4.12)

where we have defined the unit step function 1(x) = 1 if x ≥ 0 and 0 oth-

erwise, and SNRm,n is the SNR at the mth Monte Carlo iteration, evaluated

using (4.10) and (4.11). Cn returns the detection coverage rate of the nth

position. Similarly, the coverage outage is defined as

O(SNRth) =
1

McNpos

Npos∑

n=1

Mc∑

m=1

1(SNRth − SNRm,n) (4.13)

where Npos is the number of tested tag positions.

Simulation results

A UWB-RFID system adopting RRC pulses with W = 500MHz bandwidth

centered at fc = 4GHz is simulated. We consider a PRP Tp=128 ns and a

receiver with noise figure F =4dB. Implementation losses of 3 dB have been

included to account for tags’ losses and non-idealities at receiver side.

To assess the theoretical maximum localization performance gain, we con-

sider the 2D simulated environment is a square room of 10×10m2 with one or

two receivers placed, respectively, in the points with coordinates pR1 = [0, 5]

and pR2 = [10, 5]. Energy sprinklers are supposed scattered in the environ-

ment in random (but known) positions, Ns = 8192 coherently accumulated

pulses per symbol are considered and Monte Carlo simulations with 100 cycles

are conducted to evaluate the average PEB. All the antennas are supposed

omni-directional with gain of 2 dBi.

For the coverage analysis, we consider a 3D indoor scenario of 10 ×
10 × 4m3 and we set the number of accumulated pulses to a higher value

(Ns = 65536) to counteract the poorer link budget caused by the 3D room

dimensions. Energy sprinklers’ and receivers’ antennas are assumed with a

constant gain of 2 dBi and 6 dBi respectively, in the semi-space where anten-

nas are directed to. A simulated dipole antenna has been chosen for the tag.

Results are obtained by taking into consideration the antenna characteris-
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Figure 4.17: Transmitters positions. Blue (�): single sprinkler. Yellow (×):
4 sprinklers. All the non-circle points (�, ×, ⋄): 9 sprinklers. Green (◦): 16
sprinklers.

tics, and a random tag orientation in the 3D space for each of the Mc=1000

Monte Carlo cycles. Energy sprinklers are supposed placed on the ceiling,

downward oriented. Their positions are reported on the grid of Fig. 4.17.

Tags can move on a discretized grid of points 0.25mt spaced in the az-

imuthal plane while their height is uniformly distributed between 1 and 3m

and changes at each Monte-Carlo iteration together with the antenna radia-

tion pattern. Two receivers are considered placed in positions pR1 = [0, 5, 2]

and pR2 = [10, 5, 2].

Figure 4.18 reports the localization error outage (LEO) [25] obtained

from the PEB as a function of the localization error ǫth for different number

of energy sprinklers, considering one or two receivers. From the figure it is

evident that, in the presence of a single receiver, the adoption of 3 or more

energy sprinklers is fundamental to guarantee a localization error below 1m

in the 90% of the tag positions (LEO=0.1). The performance can be further

improved by increasing the number of energy sprinklers. Differently, when

two receivers are considered, a significant gain is present when moving from a

single energy sprinkler to 2 or 3 sprinklers: on the contrary, a less pronounced
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Figure 4.18: Localization error outage. Dashed lines (- -) refer to a single
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incremental gain is obtained through the deployment of additional sprinklers

(e.g., moving from 4 to 9). From Fig. 4.18 it is also evident that the adoption

of 2 receivers instead of 1 increases significantly the performance. It is im-

portant to underline that, in general, at least 3 observations (corresponding

to 3 bistatic pairs) are necessary to have an unambiguous localization (e.g. 2

energy sprinklers and 2 receivers). If a configuration with less than 3 bistatic

pairs is considered, proper sprinklers/receivers placement must be adopted

to avoid ambiguities.

Figure 4.19 shows the coverage Cn(SNRth) obtained using (4.10) for SNRth =

15 dB,and when a monostatic configuration, or 1, 4, 9 and 16 sprinklers are

adopted, respectively. Coverage has been averaged considering multiple tags

random locations on the z axis. In particular, the monostatic configuration

guarantees high performance when the tags are near the readers, while de-

tection becomes poorer and poorer when the distance from them grows. On

the contrary, multistatic configurations help to overcome this limitation, im-

proving the detection coverage for positions not close to the receivers, thus
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Figure 4.19: Detection coverage maps obtained for SNRth = 15 dB. Top:
monostatic configuration. Middle: Nes = 1 (left) and Nes = 4 (right). Bot-
tom: Nes = 9 (left) and Nes = 16 (right).

allowing a more equalized performance in the space. The importance of the

adoption of energy sprinklers is well evidenced in Fig. 4.20, where the cov-

erage outage is reported for different SNR thresholds. Note that if we fix

a detection coverage target to 80% (i.e., O(SNRth) = 0.2), we can observe
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Figure 4.20: Detection coverage outage.

an improvement on the required SNRth of about 15 dB when moving from a

monostatic configuration to Nes = 16.

4.3 Relaying techniques for localization

The second part of this chapter deals with the idea of deploying relays in the

environment to increase the localization coverage in presence of obstructions

between anchors and tags. The idea of using relaying techniques to extend

radio coverage is not new. In particular, regenerative relays, for example em-

ploying detect & forward (DF) techniques [105] have been widely investigated

for communication systems, but not for localization systems. The adoption

of regenerative relays for localization was presented in [106] with the purpose

of reducing the overhead and scaling inefficiencies of conventional two-way

ranging methods. A similar approach based on secondary anchors performing

ranging was described in [107], while in [108] regenerative relays are consid-

ered in ad-hoc networks composed of master and secondary active nodes for

localization without prior nodes’ synchronization. The enhancement of lo-
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calization coverage was also addressed in [109, 110] for locating and tracking

passive point scatterers using regenerative relays and UWB signals.

Previous solutions using regenerative relays have similar complexity of

anchors because TOA estimation and data communication capabilities are

required at the relay side. Moreover, the design of regenerative relays de-

pends on the specific signal format adopted by the localization system, thus

preventing generality and reconfiguration of the localization infrastructure.

To overcome the above-mentioned limitations we advocate the use of

non-regenerative relays, where neither modulator nor demodulator sections

are present in the relay and the received signal is directly repeated. Non-

regenerative relays can be active, namely AF, or passive, namely JF. JF

relays (also referred to as cold repeaters) are composed of a couple of in-

terconnected directive antennas and take advantage of antenna directivity

gain to mitigate the additional path-loss caused by the two-hop link. Non-

regenerative relaying approach is known in communication networks; for ex-

ample JF relays are adopted as gap fillers in broadcasting and Wi-Fi systems

to cover shadowed areas, especially for indoor environments [111]. Non-

regenerative relay-based systems present in the literature are communication-

oriented, not localization-oriented.

The goal of this section is to introduce non-regenerative relaying for net-

work localization and to facilitate a deep understanding of its benefits in real

environments. Specifically, the basis for the design and analysis of localiza-

tion systems with UWB non-regenerative relaying is proposed. Both AF and

JF relays are considered for localization performance improvement and cov-

erage extension in indoor environment with NLOS propagation conditions.

Non-regenerative relays

We consider a localization system composed of Na anchors, in known posi-

tions p
(A)
m , with m = 1, 2, . . . , Na, a set of Nr non-regenerative unidirectional

relays, in known positions p
(R)
l , with l = 1, 2, . . . , Nr, and a tag in unknown

position p to be inferred (see Fig. 6). Anchors are part of a network con-

trolled by the central processing unit and with a common time scale (i.e.,

166



antenna A antenna B

cable

(a) JF relay

antenna_ A antenna_ B

amplifier

G

(b) AF relay

Figure 4.21: Non-regenerative relays.

anchors are synchronized). We now describe non-regenerative relaying and

the signaling. Relays repeat the signal exchanged between tags and anchors.

In particular, non-regenerative relays can be passive (JF) or active (AF).

Figure 4.21a shows the JF relay, which is composed of a weak directional

antenna (antenna A), an electrical cable, and a high gain directional antenna

(antenna B). The JF relay exploits the partial compensation of the additional

path-loss caused by the two-hops link (tag-relay-anchor) by the directional

gain of the antennas.

Relays can be implemented in different ways: unidirectional relays are

used in case of one-way ranging protocols (e.g., for TDOA), while bidirec-

tional relays are used in case of two-way ranging protocols. In the following

we focus on unidirectional relays because of their intrinsic lower complex-

ity. Figure 4.21b shows an example of one-way AF relay with an amplifier

between antenna A and antenna B to reinforce the signal. The presence of

an amplifier suffers from mutual coupling between antennas, which must be

controlled through proper isolation and device deployment to avoid unstable

loops that could arise due positive feedback.8 A more complex architecture

that adopts echo cancelers can be used to increase the robustness against

feedback [112]. Other known solutions require an external synchronization

signal [113].

Non-regenerative relays add thermal noise into the system. Specifically, if

8This effect limits the maximum signal amplification level.
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Ta=290K is the antenna temperature and G the gain of the relay (G<1 for

JF relays), then the equivalent single-side noise PSD results in k FR Ta, where

k is the Boltzmann’s constant and FR is the relay noise figure (FR=1/G for

JF relays).

As a general guideline, the relays are deployed so that antenna B is in LOS

condition with one preferred anchor, and antenna A is in LOS condition to

all the possible tag positions covered by the relay. Note that the considered

non-regenerative relays do not require synchronization schemes.

4.3.1 Signaling with non-regenerative relays

Each tag emits a signal s(t) with energy ET which is received by one or more

anchors through a direct path (when in LOS condition), reflections from

walls and obstacles, or non-regenerative relays.9 The impulse-radio UWB

ranging packet s(t),10 is composed of a sequence of Ns band-pass pulses p(t)

of bandwidth W repeated with PRP Tf . For simplicity of notation in the

following derivation we assume Ns = 1, even if the coherent accumulation of

Ns > 1 pulses will be accounted for in the numerical results to increase the

SNR.

Tags are in general asynchronous, and t0 is the difference between the

tag’s clock and the readers’ network clock. The initial uncertainty on t0 can

be significantly reduced by partially synchronizing tags through a dedicated

control channel (e.g., a narrow band signal in the UHF band) [34].11

The received signal at the mth anchor is given by

rm(t) = sm(t) + nm(t) (4.14)

where sm(t) is the useful term and nm(t) =
∑NR

l=0 nl,m(t) accounts for all noise

components generated by the receiver and the relays. In particular, nl,m(t),

for l = 1, . . . , Nr, is the thermal noise at the mth anchor, with PSD Nl,m,

9Multiple tags can coexist in the same environment by a suitable medium access control
(MAC) procedure [114, 115].

10Or any generic low duty-cycle signal.
11Another approach to reduce uncertainty on t0 consists in adopting TDOA-based lo-

calization schemes accounting for the presence of relays.
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due to the lth relay and n0,m(t) is the thermal noise generated at the anchor

with PSD N0,m = N0. In (4.14), the useful term sm(t) can be expressed as

sm(t) =
Nr∑

l=0

al,m gl,m(t− τl,m) (4.15)

where the terms for l > 0 account for relayed signals, whereas the term for

l = 0 accounts for the direct link between the tag and the anchor (even

through environmental multipath). The signal gl,m(t), for l = 1, 2, . . .Nr,

is the normalized channel response (NCR) to the signal s(t) of the link tag

– lth relay – mth anchor, while g0,m(t) is the NCR of the link tag – mth

anchor. The normalization is done with respect to the time-of-flight (TOF)

τl,m and the average energy, that is E
{∫

Tf
g2l,m(t) dt

}
= 1. Note that signals

gl,m(t) account for multipath propagation effects and for distortion caused by

antennas and circuits frequency selectivity. In the following we will refer to

the complete set of L=Nr+1 signals at anchor m with the name replicas.12

We denote with T
(l,m)
p the duration of the lth replica of the received signal

at the mth anchor. Specifically, in (4.15) we defined the quantities

al,m=





√
ET w(p,p

(A)
m ) , l = 0 ,

√
ET w(p,p

(R)
l )

√
Gl w(p

(R)
l ,p

(A)
m ) , l = 1, 2, . . . , Nr

(4.16)

τl,m=




τ(p,p

(A)
m ) + t0 , l = 0 ,

τ(p,p
(R)
l )+δl+τ(p

(R)
l ,p

(A)
m ) + t0, l = 1, 2, . . . , Nr

(4.17)

where τ(p1,p2) , ‖p1 − p2‖/c is the TOF of the signal to reach position

p2 from p1, c is the speed of light, Gl and δl are the gain and the delay

introduced by the lth relay, respectively. The coefficient w(p1,p2) accounts

for the antenna gains and path-loss for a link between p1 and p2; in the

absence of such a link w(p1,p2) = 0.13

12In this formulation multiple hop paths between relays are considered strongly miti-
gated by directive antenna radiation patterns. Each NCR gl,m(t) is obviously dependent
on the particular link.

13The information about radio visibility can be derived from the environmental knowl-
edge [100].
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Figure 4.22: Example of signal structure in a scenario adopting active tags
with δl = 0, where s1(t) and s2(t) are the (noise-free) signals received by
anchors 1 and 2, respectively.

Figure 4.22 shows an example of signal received by anchors 1 and 2 in

the scenario of Fig. 6 in the presence of Nr = 3 relays and Na = 2 anchors.

For the sake of illustration, we have considered the tag in severe NLOS

condition with respect to anchor 1 (i.e., w
(
p,p

(A)
1

)
=0), and w

(
p
(A)
1 ,p

(R)
3

)
=

w
(
p
(R)
1 ,p

(A)
2

)
= w

(
p
(R)
2 ,p

(A)
2

)
= 0. Here δl = 0, ∀l is assumed. As can be

seen, the impulse emitted by the tag at time t= t0 is received by relay 1 after

τ
(
p,p

(R)
1

)
seconds and then relayed. The relayed signal arrives at anchor

1 after τ
(
p,p

(R)
1

)
+ τ
(
p
(R)
1 ,p

(A)
1

)
seconds. It has to be remarked that the

delay τ
(
p
(R)
1 ,p

(A)
1

)
is known from the prior knowledge of anchors and relays

positions.

4.3.2 Network localization with non-regenerative re-

lays

In most localization systems, tag’s position estimation is obtained in two

steps: measurement of position/distance/angle dependent quantities (e.g.,

TOA,TDOA, RSSI), followed by a localization algorithm (e.g., multi-lateration,

least-square, maximum likelihood (ML), etc.) [76]. Single-step (direct) esti-
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mators, which infer the position directly from signals, offer in general better

performance at the expense of higher complexity. We now derive direct ML

position estimators accounting for non-regenerative relaying. Note that the

proposed architecture based on non-regenerative relays is not limited to di-

rect ML position estimators [93, 116].14 Here the ML estimator has been

chosen because of its asymptotic efficiency and wide range of applications.

In the following, lower complexity ML estimators are also derived based on

different levels of channel state information (CSI) availability.

ML estimators

Perfect CSI Here the ML estimator of tag’s position is determined for the

case of perfect CSI, that is, perfect knowledge of NCRs gl,m(t) and of channel

gain coefficients w(·, ·). Such estimator serves as performance benchmark for

other practical estimators, that will be derived in the following sections.15

The ML tag’s position estimate p̂ and the estimate of t̂0 are given by

(p̂, t̂0) = argmax
(p,t0)∈(P,T )

ℓ(p, t0) (4.18)

where P is the set of admissible locations (e.g. obtained from a priori envi-

ronment knowledge), T is the initial uncertainty on t0, and the log-likelihood

function is given by

ℓ(p, t0) =
Na∑

m=1

{
2

Nm

[
Nr∑

l=0

al,m χl,m (τl,m)

]
− Em

Nm

}
(4.19)

with the correlation term

χl,m(ξ) ,

∫

Tob

rm(t) gl,m(t− ξ) dt (4.20)

14Other state-of-the-art schemes for TOA and position estimation techniques, for exam-
ple based on popular two-step approaches, could be considered with proper adaptation to
include the presence of relays.

15In the scenario with relays obtaining CSI is a more challenging task with respect to
conventional communication systems due to the presence of relayed components in the
received signal.
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and the energy term Em ,
∫
Tob

s2m(t) dt. To simplify the notation we do

not explicit the dependence of the involved quantities on position p and

transmission time t0. We have indicated with Tob the observation interval

chosen to include all the useful signal replicas, and with Nm =
∑Nr

l=0Nl,m the

overall noise PSD at anchor m.

The ML estimator consists in filtering the received signal at each anchor

by a bank of filters matched to gl,m(t) and observing their weighted outputs

in time instants depending on the tag’s position p. The ML estimator im-

plementation can be drastically simplified by adopting filters matched to a

template waveform proportional, for example, to the transmitted signal s(t),

instead of replicas gl,m(t) that are in general unknown. This case will be

considered in the numerical results in Sec. 4.3.3. Note that, in (4.19), the

correlators outputs are weighted by the noise PSD Nm at each anchor to

account for different noise levels due to the particular anchor-relay distances.

Partial CSI We now consider practical estimators with different levels

of CSI availabilities at the receiver. First we derive the ML estimator in

case of unknown amplitudes of the received signal replicas; in this case the

localization capability relies only on the delay-distance dependence on the

signal’s TOA. Then, we analyze the position estimator without knowledge

of the NCRs gl,m(t), in the presence only of information on RSSI and TOA of

the received signal. Finally, a blind position estimator that does not require

any knowledge of the NCRs and exploits only the information on signal TOA

is derived.

The discrete signals representation obtained by sampling the original sig-

nals with sampling time δt = 1/2W provides:16

rm(t); t ∈ (0, Tob) → r(m) ∈ R
N ; r(m)

n = rm(nδt)

nm(t); t ∈ (0, Tob) → n(m) ∈ R
N ; n(m)

n = nm(nδt)

sm(t); t ∈ (0, Tob) → s(m) ∈ R
N ; s(m)

n = sm(nδt)

gl,m(t); t ∈ (0, T (l,m)
p ) → g

(m)
l ∈ R

M (l,m)

; g
(m)
l,n =gl,m(nδt) (4.21)

16This provides a good approximation when WTob ≫ 1 [70], as it is in our case.
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χ̆m = WT
m r(m) =

[
w(m)T

τ̆0,mr
(m),w(m)T

τ̆1,mr
(m), . . . ,w(m)T

τ̆Nr,m
r(m)

]
∈ R

L

(4.27)

where l = 0, 1, . . .Nr; n = 1, 2, . . . , N ; N = ⌈Tob/δt⌉; andM (l,m) = ⌈T (l,m)
p /δt⌉.17

We now derive the position estimator when the channel amplitudes

a(m) =
[
a0,m, a1,m, . . . , aNr,m

]T ∈ R
L (4.22)

in (4.19) are unknown. From (4.21), it is possible to rewrite (4.14) in vector

form as

r(m) = s(m) + n(m) = Wm a(m) + n(m) (4.23)

where Wm is18

Wm =
[
w

(m)
τ̆0,m

,w
(m)
τ̆1,m

, . . . ,w
(m)
τ̆Nr,m

]
∈ R

N×L (4.24)

with

w
(m)
τ̆l,m

=
[
0τ̆l,m , g

(m)
l , 0N−M (l,m)−τ̆l,m

]T
∈ R

N (4.25)

having indicated with τ̆l,m,⌈τl,m/δt⌉ the discretized version of delay τl,m .

By considering the vector a(m) unknown deterministic, the position esti-

mation can be obtained from (4.18) and (4.19) by substituting a(m) with its

ML estimate â(m), which can be obtained in closed form for each anchor as

(p̂, t̂0) = argmax
(p,t0)∈(P,T )

ℓ
(
p, t0; {a(m)} = {â(m)}

)

= argmax
(p,t0)∈(P,T )

{
−

Na∑

m=1

1

2σ2
m

∥∥r(m)−Wm â(m)
∥∥2
}

(4.26)

where σ2
m = NmW is the noise power at anchor m. In [34], this estimator is

17Notation ⌈x⌉ denotes the smallest integer greater than or equal to x.
18Wm is a function of p and t0. However, this dependence will be omitted in the rest

of the paper for notation simplicity.
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R̆m = WT
mWm =




w(m)T

τ̆0,m
w

(m)
τ̆0,m

w(m)T

τ̆0,m
w

(m)
τ̆1,m

· · · w(m)T

τ̆0,m
w

(m)
τ̆Nr,m

w(m)T

τ̆1,m
w

(m)
τ̆0,m

w(m)T

τ̆1,m
w

(m)
τ̆1,m

· · · w(m)T

τ̆1,m
w

(m)
τ̆Nr,m

...
...

. . .
...

w(m)T

τ̆Nr,m
w

(m)
τ̆0,m

w(m)T

τ̆Nr,m
w

(m)
τ̆1,m

· · · w(m)T

τ̆Nr,m
w

(m)
τ̆Nr,m




∈ R
L×L

(4.28)

derived as given by

(p̂, t̂0) = argmax
(p,t0)∈(P,T )

{
Na∑

m=1

1

2σ2
m

χ̆T
m R̆−1

m χ̆m

}
(4.29)

where the vector χ̆m and the matrix R̆m, both dependent on tag’s position

p, are defined respectively in (4.27) and (4.28). Even in realistic propagation

conditions where overlapped signal replicas might be present, numerical re-

sults show the effectiveness of the estimator derived under this assumption.

In this case, the ML estimator (4.29) reduces to the continuous-time

(p̂, t̂0)= argmax
(p,t0)∈(P,T )

{
Na∑

m=1

1

Nm

Nr∑

l=0

1

El,m

χ2
l,m(τl,m)

}
(4.30)

with El,m = Ĕl,mδt. The position estimator (4.30) relies only on the TOA of

signal replicas (not on the unknown signal amplitudes al,m). Note also that

(4.30) requires the sum of the correlation terms related to all the L replicas

at each anchor while, as explained in Sec. 4.3.1, only a subset of the relays

and anchors is, in general, in visibility of a tag. This is accounted by the fact

that coefficients w(·, ·) are zero in the absence of radio visibility. Therefore,

prior information on blocked signal replicas19 can be exploited by setting to

zero the corresponding coefficients in (4.22). In such a case, the estimator

19Such information can be obtained, for example, from the knowledge of the environ-
ment.
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(4.30) becomes

(p̂, t̂0) = argmax
(p,t0)∈(P,T )

{
Na∑

m=1

1

Nm

∑

l∈Am

1

El,m
χ2
l,m (τl,m)

}
(4.31)

where Am = {u : au,m 6= 0}.
It is important to remark that both estimators (4.18)-(4.19) and (4.31)

require, in general, the knowledge of the complete NCRs gl,m(t).
20 In the

numerical results we will also consider a simplified and practical solution

that makes use of the known transmitted signal s(t) as a template in the

correlations instead of the actual NCR, with a substantial reduction of the

complexity. We now derive a position estimator that does not require the

evaluation of the correlation terms in (4.20), and hence can operate at sub-

Nyquist rate. Such estimator combines RSSI and TOA information without

prior knowledge of the NCRs.

First, consider all replicas gl,m(t) having the same shape g(t) with support

Tp. Note that this is not true in general as each replica is characterized by

different multipath components. However, as shown afterwards and in the

numerical results, this leads to a simple but well-performing estimator even

in realistic propagation conditions. By denoting the energy of the NCR

Eg =
∫ Tp

0
g2(t) dt and defining the vector g ∈ R

M , with M = ⌈Tp/δt⌉, whose
elements are samples of g(t), we have ‖g‖2 = Ĕg, where Ĕg = Eg/δt [70]. It

is possible to rewrite (4.23) in the form

r(m) = Hm g + n(m) (4.32)

where the matrix Hm accounts for signal delays and channel gains.21 In

particular,

Hm =
Nr∑

l=0

al,m(ΠN)
τ̆l,mG ∈ R

N×M (4.33)

where ΠN is the N -order basic circulant permutation matrix [117, p. 26],

20This is analogue of considering, at each anchor, an ideal all-rake receiver.
21Also Hm is dependent on p and t0.
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and G is

G =

[
IM

0N−M,M

]
∈ R

N×M (4.34)

with IM the M-order identity matrix and 0N−M,M the (N−M) × M null

matrix. To derive a non-coherent position estimator that does not require

the knowledge of the NCRs (i.e., the shape of g(t)), we substitute g with its

ML estimate ĝ, resulting in

(p̂, t̂0) = argmax
(p,t0)∈(P,T )

ℓ (p, t0; {g} = {ĝ})

= argmax
(p,t0)∈(P,T )

{
−

Na∑

m=1

1

2σ2
m

∥∥r(m) −Hm ĝ
∥∥2
}
. (4.35)

In [34], the ML estimator (4.35) is derived as given by

(p̂, t̂0) = argmax
(p,t0)∈(P,T )





Na∑

m=1

1

2σ2
m

√
Ĕg

‖H+
m r(m)‖E

(m)


2−

√
Ĕg

‖H+
m r(m)‖





 (4.36)

where

E (m) = r(m)THmH
+
mr

(m) . (4.37)

Note that, although the estimator (4.36) is in closed form, it can have high

complexity due to sampling at Nyquist rate and matrix inversion. Therefore

we consider signal replicas being not overlapped at the anchors. Again, even

in realistic propagation conditions, numerical results show the effectiveness

of the following resulting continuous-time estimator derived in [34] as given

by

(p̂, t̂0)= argmax
(p,t0)∈(P,T )

{
Na∑

m=1

2Em

Nm

(√
1

Em

∫

D(m)

r2m(t) dt−
1

2

)}
(4.38)
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where the set D(m), function of p, is the union of intervals

D(m) =
⋃

l∈Am

{
(τl,m, τl,m + Tp)

}
(4.39)

and Em = Eg

∑Nr

l=0 a
2
l,m is the overall received energy including the collected

L replicas at the anchor m. Note that the ML estimator (4.38) leads to a

very simple implementation as it only requires energy measurements within

particular time intervals where signal replicas are expected for each test po-

sition.

When the signal is completely unknown it is not possible to exploit the

amplitude-distance dependence. Therefore, localization can only rely on the

expected TOA information obtained by geometrical considerations.

Here, s(m) in (4.23) is treated as an unknown vector and the ML position

estimator is derived as

(p̂, t̂0) = argmax
(p,t0)∈(P,T )

ℓ
(
p, t0; {s(m)} = {ŝ(m)}

)

= argmax
(p,t0)∈(P,T )

{
−

Na∑

m=1

1

2σ2
m

∥∥r(m) − ŝ(m)
∥∥2
}

(4.40)

where s(m) is substituted by its ML estimate ŝ(m) with elements ŝ
(m)
n , for

n = 1, 2, . . . , N . Specifically, according to the available prior information

on the expected TOA only, the ML estimates ŝ(m) are those exploiting the

knowledge about the replica arrival time, that is,

ŝ(m)
n = r(m)

n for n ∈ D̆(m) , 0 otherwise (4.41)

where D̆(m) is the set of discrete time indexes n for which we expect to receive

signal contributions in a test position. By substituting (4.41) in (4.40), and

neglecting the terms independent of p and t0, we obtain the continuous-time

estimator

(p̂, t̂0) = argmax
(p,t0)∈(P,T )

{
Na∑

m=1

1

Nm

∫

D(m)

r2m(t) dt

}
. (4.42)
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Figure 4.23: Anechoic Chamber Measurement set-up.

The structure of the ML estimator (4.42) is simple and consists in collecting

the energy in those time intervals in which, according to p and t0, the presence

of signal replicas is expected.

4.3.3 Results

We now present a case study for the proposed network localization based on

non-regenerative relaying, quantifying the performance of position estimators

derived in Sec. 4.3.2.

UWB antenna characterization

The main aim of this section is to highlight the importance of antenna mea-

surements in underlining some antennas parameters (such as radiation pat-

tern) and to stress out how these features could drive the choice of adopting

an antenna instead of another in a localization context. First of all, it is

necessary to define the equipment used in antenna measurements system. In

order to simplify the description we could refer to Fig. 4.23.
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As we can see, the measurement process involves two kind of antennas:

the antenna under-test is the antenna we want to measure and it is connected

with a positioning system that controls its orientation while the reference

antenna presents known figures of merit. Our goal is to measure the radiation

pattern and gain of the antenna under test and to associate at each UWB

measured antenna a role in a localization contest based on the analysis of

measurements results. The measurement takes place in an anechoic chamber

which stops reflections thanks to the radiation absorbent materials of which

it is made up. As we have anticipated before, the purpose of this work is to

understand what is the best role that each measured antenna could play in a

localization system and to integrate the results with the simulator previously

developed: the antennas which present a quasi omni-directional radiation

pattern could, therefore, be a good candidate to perform the functionality of

tags, while more directional antennas can be adopted for the development of

relay nodes.

Measurements results Figure 4.24 reports the radiation patterns consid-

ering the two orthogonal linear vertical and horizontal polarization separately

and then the total gain in polar coordinates obtained as the linear sum of

the two partial gains for three types of realistic UWB measured antennas.

Antennas were characterized in the azimuth plane, corresponding to the 2D

plane of the case study for a frequency range between 2.5 and 10.5 GHz by

steps of 5 degrees. Figure 4.24a presents the results for a UWB Vivaldi

antenna with a peak gain GA = 5dBi at f = 4GHz and a HPBW of 101◦

degrees. Given this radiation properties, this type of antenna is suitable to

be adopted for anchors and relay’s antenna A (tag-relay links). Differently,

Figure 4.24b considers a four-patch array antenna with peak gain GR=12 dBi

and HPBW of 45 degrees at f = 4GHz. These features best fit for the relay’s

antenna B (relay-anchor links).

It is important to remark how from these results we can conclude that

certain types of antenna, such as an omnidirectional antenna (Figure 4.24c),

fit with the typical features required for tag nodes while others such as the

4 patches antenna presents a more directive radiation diagram and conse-
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Figure 4.24: UWB Antennas measurements results.

quently could be used as relay node.

In the following, frequency selectivity will be neglected, and only the

radiation patterns evaluated at f = 4GHz will be included in simulations.

Simulation scenario

Anchors are placed at the 4 corners of the square cell and 4 non-regenerative

relays are present in the environment, placed at the corners of the blocking
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Figure 4.25: The considered scenario. Blue circles refer to anchors, red points
refer to relays. Antennas’ radiation patterns and orientation are reported.
Obstacles are depicted in grey.

obstacles (i.e., at the corners of the area partially shadowed). Each relay

points its directional antenna (antenna B) towards the closest anchor and

its weak directional antenna (antenna A) towards the shadowed area. In

Fig. 4.25, the antenna radiation patterns and orientations of anchors and

relays are also depicted.22

An IEEE 802.15.4a [118] compliant UWB transmitted signal s(t) is con-

sidered, with RRC pulses centered at frequency f0 = 4GHz, roll-off factor

η = 0.6, and pulse width parameter τ = 1ns. The ranging packet is com-

posed of Ns=512 UWB pulses with PRP Tf=120 ns.

Each tag is equipped with an omnidirectional antenna (gain GT=0dBi), and

22The case study is performed in the 2D space for simplicity of discussion. Moreover
only the antenna main polarization is considered and no polarization distribution within
the channel is included.
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transmits a power compliant with the emission limit of −41.3 dBm/MHz in

the 3.2÷4.7GHz band.

Relays have the same gain (i.e., Gl = G ∀l). Anchors have a noise figure

F =4 dB. Additive noise at relays should in principle be taken into account,

which scales with GFR−1. However, when received by an anchor, this power

is attenuated by the path-loss between the anchor and the relay and in most

practical cases the relay noise power received by an anchor is well below the

anchor additive noise. Consequently, it is Nl,m ≪ N0 for l 6= 0, and thus

they are not considered in the results.

The performance is obtained in different propagation conditions. In par-

ticular, three multipath propagation models are considered for the tag-anchor

and tag-relay links. The first is a classical TDL channel model with an ex-

ponential PDP and a rms channel delay spread of 5 ns [119, 120, 121]. The

paths are separated of 1.5 ns apart with a probability b=0.7 of path presence.

Each path is subjected to Nakagami fading (severity factor m=3) except for

the direct path that is deterministic according to the free-space path-loss

model.23 The second and third channel models are the IEEE 802.15.4a CM7

and CM3 for indoor industrial environments and for indoor office environ-

ments, respectively [118].

The coefficients w(p1,p2) in (4.16) are modeled as

w(p1,p2) =

√
1

L(p1,p2)
(4.43)

where

L(p1,p2) = L0 ‖p1 − p2‖βΨ(p1,p2) (4.44)

is the channel path-loss, β is the path-loss exponent, and L0 is the path-

loss at 1 meter. The term Ψ(p1,p2) accounts comprehensively for antennas’

radiation patterns. We consider β = 2 for the TDL channel model, while

we consider the parameters reported in [118] for the 802.15.4a channels. An

23This seems an optimistic assumption since also the direct path is in general subject
to fading. However, it has been shown that the direct path experiences a small variance
with respect to an ideal propagation condition [122].

182



AWGN channel for relay-anchor links is assumed because of the high direc-

tivity of the relay antenna oriented to the anchor direction.

Performance metrics

Two different sets have been investigated: the first one considers the tag

placed on a discrete grid (Np = 1600 with 50 cm step), while the second

considers the tag uniformly distributed within the monitored area (Np =

1000 random tag’s positions). To keep the simulation time affordable, the

likelihood function maximization for position estimation is always performed

in test positions located on the grid (discrete search) [123]. The first positions

set allows the performance assessment by decoupling the results from the

effect of the discrete search on the grid,24 while the second set provides a

more realistic simulation set up with tags not constrained in a fixed grid.

The localization performance is given in terms of estimated CDFs of the

localization error, where the error accounts for both the random tag locations

and the Monte Carlo iterations over channel realizations. Specifically, Mc =

100 iterations are performed on each potential tag’s position.

Results are provided considering a target error eth=50 cm.

Localization performance is given in terms of LEO, defined as the rate

at which the localization root mean square error (RMSE) is greater than a

given target error eth [124, 100] (i.e., the fraction of spatial test locations that

do not fulfill a target error requirement), that is

CDF(eth) =
1

NpMc

Np∑

n=1

Mc∑

m=1

1R−(en,m − eth) (4.45)

where we have defined the indicator function 1A(x) = 1 if x ∈ A and 0

otherwise, and en,m is the output error in the nth test position for the mth

Monte-Carlo iteration, that is en,m = ‖p̂n,m − pn‖ with p̂n,m the estimated

24Obviously, an improvement in the performance can be obtained considering a finer
grid at the expense of higher simulation time [123].
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Figure 4.26: Estimated CDF using the TDL channel model for AF relays
with G = 10 dB.

location output of each simulation.

CDF(eth) =
1

NpMc

Np∑

n=1

Mc∑

m=1

1(eth − en,m) (4.46)

where we have defined the unit step function 1(x)=1 if x ≥ 0 and 0 otherwise,

and en,m is the output error in the nth potential tag’s position for the mth

Monte-Carlo iteration, that is en,m = ‖p̂n,m − pn‖ with p̂n,m the estimated

location output of each simulation.

The RMSE in the two-dimensional (2D) environment is also reported for

selected configurations to show the spatial distribution of the error in the

scenario. Localization RMSE eRMS (pn) in the nth potential tag’s position is

given by

eRMS (pn) =

√√√√ 1

Mc

Mc∑

m=1

‖p̂n,m − pn‖2 . (4.47)
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Simulation results

Figure 4.26 shows the estimated CDF of the localization error as function

of a target error eth for the TDL channel model with tags placed on the

grid. Dashed lines refer to the absence of relays while continuous lines refer

to the presence of AF relays with G= 10 dB. A performance benchmark in

terms of area coverage is given by the estimator A, with perfect CSI. It can

be seen that, in the absence of relays, 100% of coverage is not achievable

because about 25% of the potential tag’s positions are not in visibility of any

anchor. Differently, by adopting relays the full localization coverage can be

guarantee for any target position. In realistic cases where perfect CSI is not

available, it is interesting to observe the performance of the same estimator

A implemented according to a sub-optimal and more practical scheme which

considers the template waveform at the receiver (indicated with “template”)

equal to the transmitted signal s(t).25 It can also be seen the performance of

estimator B1 in (4.31) (for both perfect knowledge of the multipath structure

25This is equivalent to assume a filter matched to the first-path only, without taking
advantage of the multipath energy.
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and assuming only a template pulse for correlation), estimator B2 in (4.38),

and estimator B3 in (4.42). Non-coherent estimators B2 and B3, based on

energy detection, have been implemented considering Tp=1.6 ns, that is, the

time window corresponding, approximately, to the main lobe of the pulse

envelope. For comparison, the estimated CDF of the localization error in the

absence of relays (i.e., Nr = 0) is reported for estimator B3. As expected,

the ML coherent estimator A offers the best performance, while estimator

B3 (non-coherent TOA-based) is less powerful. In any case the use of relays

allows a significant performance improvement with respect to the absence of

relays.

In the following, we focus on estimator B3 more appealing for practical

and low-complexity positioning solutions. Tags are uniformly distributed in

the environment and the IEEE 802.15.4a channel models are considered. To

collect some energy from the multipath components and to avoid ambiguities

in the case the first path is not the strongest one, a wider integration time

is considered. In general, Tp should be optimized based on the channel

response and the SNR [125].26 However this would drastically increase the

receiver complexity since channel-dependent parameters and the SNR have

to be estimated for each location. Therefore, we choose for Tp a value suitable

for typical UWB channels, that is, close to the channel decay constant [118].

Figure 4.27 shows the CDF of the localization error considering estimator

B3 in the IEEE 802.15.4a CM7 (industrial environment) with Tp = 8ns,

for JF and AF relays with different gains G. It can be observed that the

error decreases as G increases, thanks to the additional information carried

out by the relayed signal replicas. It can also be observed that JF relays

lead to a performance improvement with respect to the absence of relays.

However, these results are not completely satisfactory in terms of localization

accuracy. This is mainly due to the strong ambiguities (several peaks with

close amplitude) that arise in the likelihood function and produce outliers in

case of severe propagation conditions. In the following, we adopt an outliers

reduction algorithm detailed in [34].

Figure 4.28 compares the results obtained for AF relaying with G=20 dB

26Weighting techniques have been proposed in [126].

186



0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 

 

eth [m]

C
D
F
(e

th
)

Without relays

AF relays

AF relays, with outliers reduction

without relays

AF relays

AF relays, outliers reduction
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and CM3 (dashed lines) for AF relays with G = 20 dB.

and for the IEEE 802.15.4a CM7 and CM3 channel models. The estima-

tor B3 in (4.42), is considered with a fixed integration time Tp = 15 ns for

the CM3 and Tp = 8ns for the CM7, also in conjunction with the outliers

reduction algorithm based on the TOA estimation of the first path. It can

be observed that the outliers reduction algorithm significantly improves the

performance; a localization error lower than 0.5m in about 90% of the cases

is obtained, which makes the relaying approach very appealing even when

using simple non-coherent estimators. This improvement highlights how the

outlier ambiguity effect in the likelihood function maximum search repre-

sents the main source of performance degradation that can be successfully

overcome using the algorithm proposed.

Figures 4.29a and 4.29b plot the contour map of the spatial distribution

of the localization RMSE in the 2D scenario, in the absence and presence

of JF relays, respectively, considering the estimator B3 (energy-based) and

the channel model IEEE 802.15.4a CM7. Note that, in the absence of relays,

localization capability in the central area, shadowed by obstacles, results

significantly degraded due to the lack of anchors visibility, with corresponding
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Figure 4.29: RMSE contour map in the 2D environment for the IEEE
802.15.4a CM7.

errors of several meters. By exploiting non-regenerative JF relays, the system

coverage in the shadowed areas is considerably extended, and the localization

performance improved.

4.4 Conclusions

This chapter presents two different techniques that can be adopted in UWB

RFID systems to enhance the localization coverage. Firstly the use of energy

sprinklers for tags’ detection and localization has been illustrated. Energy

sprinklers offer the double functionality of being active transmitters and en-

ergy sources. This permits to shorten the two-hop link of traditional RFID

configuration and enables the adoption of less expensive and green passive

tags. Moreover, thanks to their low-cost and low-complexity, a large number

of sprinklers can be disseminated in the environment improving the overall

coverage. We have analysed the benefits of this system in terms of localiza-

tion performance and coverage metrics: in particular, we have derived the

theoretical localization bound and we have conducted a 3D coverage analysis

adopting simulated radiation pattern for tags. Results show that the multi-

static deployment of sprinklers lead to a significant localization performance
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enhancement and tag detection coverage extension with respect to classic

monostatic configuration.

Secondly, to overcome the indoor propagation constraints the concept of

non-regenerative relaying for network localization has been introduced as a

low complexity approach to increase the service coverage in localization sys-

tems when the reduction of the number of anchors is desirable to simplify

the network infrastructure. The adoption of UWB JF or AF relays, act-

ing as virtual anchors, increases the number of received signal components

that, thanks to a prior knowledge of relays’ position, contribute in improv-

ing the localization capability in shadowed areas. Results have shown the

effectiveness of the relaying technique for network localization, even using

simple passive JF relays and low-complexity energy-based position estima-

tors. Localization coverage enhancement through UWB non-regenerative re-

lays is particularly attractive thanks to relays transparency to signals format,

which allows the coexistence of different localization systems, and to the use

of extremely low cost devices that do not require neither a communication

infrastructure nor a power supply (in case of JF relays). This opens the way

to a new design methodology for localization systems in severe propagation

conditions, a methodology that facilitates the deployment and reduces cost

and complexity of the network infrastructure.
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Conclusions

The main topic investigated in this thesis is related to the enhancement of

the mobile users knowledge of the indoor environment using radiolocalization

and mapping techniques relying on different technologies. Given this broad

objective, different applications have been analysed in order to have a com-

plete overview of the problem. Among all, three of them have been a matter

of study: the personal radar application where a mmW massive array maps

the environment; a localization system using a single-AP equipped with a

large number of antennas; and a UWB-RFID scenario using passive tags.

In this direction, Chapter 1 dealt with the main strengths and weaknesses

of massive arrays operating at mmW frequencies. This study aimed at un-

derlying which are the most important parameters to be considered in the

array design. Specifically, with the perspective of adopting arrays for map-

ping and localization purposes, accurate beamforming/beamsteering, high

ranging performance and angular resolution become essential requirements.

However, a trade-off must be found between the possibility to realize mmW

technologies that meet all these specifications and an acceptable array cost

and structural complexity. In this chapter, the main sources of errors arising

when a low-profile massive array is employed have been analysed in terms of

beampointing error and beamwidth spread. The results of Chapter 1 have

shown that when employing only phase shifters, the adoption of a high signal

bandwidth has a detrimental effect on the pointing error but it increases the

ranging accuracy. At the same time, quantization errors coming from the

adoption of digital phase shifters slightly affect the scanning angle resolution

and the pointing precision. As an example of real-existing massive arrays,

TAs have been taken as a case of study and they have been employed in a
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mmW backscattering measurements campaign as a part of a bistatic radar

system. This experimental part aimed at assessing the radar capability in

indoor office environment using massive arrays with only 1-bit of phase com-

pensation.

Chapter 2 has been dedicated to the personal radar concept. In particular,

a personal radar is based on the idea of adopting a massive array operating

at mmW frequencies in a smartphone or a tablet to enable mapping capa-

bilities. To this aim, a new mapping algorithm has been proposed based on

a non-coherent receiver scheme taking into account the antenna radiation

characteristic and all the raw energy measurements collected. Differently

from SLAM technologies where laser-based radars are often used, electron-

ically beamsteering permits to scan the environment and to gather energy

measurements from which RCS information could be retrieved. Results ob-

tained for different indoor environments have demonstrated the feasibility of

the idea and that a good level of map reconstruction can be achieved even

when a reduced number of bits for phase compensation are adopted provided

that a large number of antennas is employed. Stimulated by the simulation

results obtained, the output of the mmW measurements campaign has been

used to derive energy profiles to be processed by the mapping simulator.

Considering only 1-bit for phase compensation, the results have shown that

for different signal bandwidths the mapping performance are quite accurate.

Future investigations will be focus on the refinement of the mapping algo-

rithm considering different scattering regimes and a more realistic observation

model.

Chapter 3 presented the idea of equipping not only portable devices but

also APs with massive arrays for localization coverage enhancement. More

precisely, we considered the possibility to retrieve mobile user position and

orientation using a single AP acting as reference node. Different array struc-

tures were considered in the analysis: MIMO arrays exploiting signals or-

thogonality to increase the diversity gain and timed/phased arrays perform-

ing beamsteering operation to increase the array gain. The performance of

such technologies has been evaluated through a Fisher information analysis

by considering quantization errors, synchronization mismatch between the
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transmitter and the receiver and multipath propagation conditions. Specifi-

cally, the results of this chapter have shown that in orientation-aware scenar-

ios, timed and phased arrays outperform the localization accuracy of MIMO

arrays thanks the the SNR enhancement provided by the beamforming op-

eration. Nevertheless, when planar array configuration is adopted timed and

phased arrays are more sensitive to the orientation angle between the trans-

mitter and the receiver. Moreover when operating at mmW frequencies, the

localization performance of timed and phased arrays tend to coincide. Con-

trarily, in orientation-unaware situations, only the MIMO array results in a

non-singular FIM matrix. This work could be extended in order to assess

the ultimate performance of personal radars. To this end, different receiver

schemes and backscattering communications will be accounted for.

Finally, Chapter 4 focused on the possibility to interact with tagged

objects disseminated in the environment retrieving useful information from

them. A UWB-RFID system has been considered to accomplish this task:

different tags architectures have been shown to find the best compromise

between the high ranging accuracy provided by the UWB signalling; the

compatibility with previous tags generation technology; and energy auton-

omy. Passive communications are often adopted to lessen the complexity

of tags design and their costs but they suffer from a poor link budget lim-

itation that becomes more and more severe when considering UWB power

emission constraints. To counteract this drawback, a multistatic RFID sce-

nario has been investigated where transmitters and receivers are no more

collocated in a monostatic configuration, but only 1 receiver and multiple

simple transmitting entities are spread in the environment to localize and

energize passive tags. Thanks to their simplicity, they could be deployed

in a huge number in the environment augmenting the tags localization cov-

erage while reducing the overall system cost. The results have proven the

superior performance of this configuration in terms of LEO and detection

coverage with respect to the monostatic case. Going a step ahead, in indoor

scenarios, harsh propagation conditions could attenuate or completely block

the signals exchange between readers and tags. To deal with this situation,

non-regenerative relaying techniques were proposed to extend the tags lo-

193



Art exhibition

Ground Floor 3 mt 

WiFi

Figure 4.30: Envisioned future scenario: a user, with its own personal device,
can interact with tagged objects placed in the surrounding environment.

calization coverage without relying on an increased number of reader nodes.

An experimental study has been conducted to assign the best antenna ra-

diation characteristics to each network nodes. The different UWB antenna

radiation patterns evaluated through anechoic chamber measurements have

been adopted in the localization simulator. The results have shown that

the possibility to adopt non-regenerative relays could be a feasible solution

to enhance the tags localization coverage even with simple receiver schemes

working without any statistical channel prior knowledge available. Finally,

future works will investigate cooperation techniques among tags as well as

new RFID scenarios operating at mmW and adopting multi-antenna systems

at reader side.

Future Perspectives

One of the key technology for future context-aware systems could be repre-

sented by mmW and, more in perspective, by the THz band. The incoming

5G smartphones will integrate mmW interfaces to boost the communica-

tion data rate beyond 1Gbps. A part from the extremely large bandwidth

available at such frequencies, which is beneficial for accurate positioning,

mmW technologies offer also some other interesting opportunities. Thanks

to the extremely narrow beam formed, the possibility to focus the power flux
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towards the tag and transfer the energy at several meters will become possi-

ble with much higher efficiency than that achievable with today technology.

Therefore there will be the possibility to energize, detect and localize tagged

items using smartphones at several meters of distance enabling augmented

reality applications (Fig. 4.30).

Moreover, no dedicated infrastructure would be required as large antenna

arrays already used for communication could be employed as reference nodes

with the advantage of permitting both accurate TOA and AOA estimations.

Another possible scenario is that in which access points deployed for in-

door communications and equipped with mmW antenna arrays localize the

tags present in the surrounding environment, and transfer the energy allowing

the tag to accumulate the energy (e.g., during the night) so that they will be

operative whenever a mobile device interrogates them, as shown in Fig. 4.31.

Efficient and smart energy transfer together with high-performance energy

accumulation (e.g., using supercap [127]) could open the possibility to exploit
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more efficient active communications (active tags) in place of backscatter

communication.

In addition, as previously stated, tags will have to be eco-compatible and

energy autonomous. In such context, the use of paper for the implementation

of microwave components and systems is receiving an increasing attention,

because paper is a cheap, renewable and biocompatible material. Among

the available technologies for manufacturing and integration of microwave

components, the substrate integrated waveguide (SIW) technique appears as

a very promising candidate to satisfy the requirements of the future Internet

of Things systems [128].

In conclusion the technological shift towards next-generation localization

systems will require a significant research effort and synergy between different

but tightly intertwined fields such as low-power electronics, antenna design,

communication theory and signal processing.
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