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Abstract

Performance and energy consumption in modern computing platforms is

largely dominated by the memory hierarchy. The increasing computational

power in the multiprocessors and accelerators, and the emergence of the

data-intensive workloads (e.g. large-scale graph traversal and scientific al-

gorithms) requiring fast transfer of large volumes of data, are two main

trends which intensify this problem by putting even higher pressure on the

memory hierarchy. This increasing gap between computation speed and

data transfer speed is commonly referred as the “memory wall” problem.

With the emergence of heterogeneous Three Dimensional (3D) Integration

based on through-silicon-vias (TSV), this situation has started to recover

in the past years. On one hand, it is now possible to improve memory

access bandwidth and/or latency by either stacking memories directly on

top of processors or through abstracted memory interfaces such as Micron’s

Hybrid Memory Cube (HMC). On the other hand, near memory computa-

tion has become worthy of revisiting due to the cost-effective integration of

logic and memory in 3D stacks. These two directions bring about several

interesting opportunities including performance improvement, energy and

cost reduction, product miniaturization, and modular design for improved

time to market.

In this research, we study the effectiveness of the 3D integration technol-

ogy and the optimization opportunities which it can provide in the different

layers of the memory hierarchy in cluster-based many-core platforms rang-

ing from intra-cluster L1 to inter-cluster L2 scratchpad memories (SPMs),

as well as the main memory. We will demonstrate that with the current

TSV technologies, moving towards the third dimension inside the processing
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clusters can only be beneficial in terms of modularity, flexibility, and man-

ufacturing cost. While, to achieve significant performance improvements,

lower levels of the memory hierarchy should be explored.

In addition, by moving a part of the computation to where data resides,

in the 3D-stacked memory context, we demonstrate further energy and

performance improvement opportunities. Our obtained results are backed

up by the physical implementation of cycle-accurate models (down to post

place-and-route layouts) using industrial technology libraries, as well as,

calibrated full-system simulation environments. We have used different

industrial and academic platforms in synergy with each other to achieve

accurate and realistic conclusions.

[1][2][3][4][5][6], [7]
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Chapter 1

Introduction

The memory hierarchy in the modern computer systems plays a crucial role and highly

impacts their performance and energy consumption. With the advancements in the

processor technology, computational capabilities and transistor count of the processors

are increasing rapidly. This has been coupled with a steady growth in the memory

density illustrated in Figure 1.1. For these reasons, the amount of bandwidth theoret-

ically available to each transistor has been decreasing exponentially (See Figure 1.2).

Also, the emergence of data-intensive workloads such as graph traversal [14] and scien-

tific applications [15], requiring fast transfer of large volumes of data, has put an even

higher pressure on the memory system. As a result, an increasing portion of time and

energy in computing systems is spent on data movement, especially in off-chip mem-

ory accesses [16]. This increasing gap between computation speed and data transfer is

known as the “memory wall” problem.

Design of the memory hierarchy has always been challenging due to the incompat-

ibility of the DRAM and the logic process technologies [17]. Recently, the integration

of DRAM in logic processes has achieved some partial success, but it has always been

plagued by high cost and low memory density issues [18]. Under these circumstances,

logic and DRAM are placed on separate dies, and the communication between them

has been provided by the high latency and power hungry IO pins. On the other hand,

SRAM-based caches and memories can be accommodated in the logic dies, neverthe-

less, their size is extremely limited and highly impacts the manufacturing yield and

cost of the logic process [19].

With the emergence of heterogeneous Three Dimensional (3D) Integration based

on through-silicon-vias (TSV), this situation has started to recover in the past years.

Because, it is now possible to improve memory access bandwidth and/or latency by
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Figure 1.1: Steady growth in the memory density over the years

(Source:[8])

Figure 1.2: Off-chip Bandwidth per Million Transistors at Peak The-

oretical Clock Rate (Source:[8])

either stacking memories directly on top of processors as in the WIOMING Wide-

IO DRAM shown in Figure 1.3.a, or through abstracted memory interfaces such as

Micron’s Hybrid Memory Cube (HMC) shown in Figure 1.3.b.

The Three-dimensional (3D) Integration Technology has been explored in academia

and industry for over a decade now, and a wide variety of technologies, materials, and

processes have been used for research and demonstrations. Several vertical interconnect

technologies have been explored, including wire bonding, microbump, contactless (ca-

pacitive or inductive), and through-silicon-via (TSV) vertical interconnect [20]. Among

them, the TSV approach has gained popularity, due to the high interconnection density.

From the TSV technologies, MITLL [20] and Tezzaron TSV [21] offer high density (over

2



Figure 1.3: Cross-section of the WIOMING Wide-IO DRAM (Source:

[9]) (a) and the HMC’s die photograph (Source: [10]) (b).

15000 via/mm2) and low resistance (<0.5 Ohm) and capacitance (<2 fF), however,

their number of stacked layers is limited to 3 and 2 respectively, and they are used in

technologies larger than 90 nm and in low-volume production. The current state of the

art [22][23][24] in high-volume production-ready TSV technology uses more conserva-

tive spacing (< 10000 via/mm2) and physical and electrical interfaces (�30 fF). TSV

technology was brought to commercial maturity by memory manufacturers (DRAM

and Flash) to build “memory-cubes” made of vertically stacked thinned memory dies

which achieve higher capacity in packages with smaller footprint and power compared

to traditional multi-chip modules. In fact, one of the biggest drivers for high-volume

adoption of the 3D-Integration technology has been 3D memory stacking with three

main classes of: 3D DRAM main memories, 3D caches, and 3D Scratchpad Memories

(SPM) [25].

3D stacked DRAM memories offer larger capacity and higher bandwidth in com-

parison with traditional DDR devices. The most outstanding examples of 3D stacked

DRAMs are the Hybrid Memory Cube [13], the High Bandwidth Memory (HBM) [26],

and the Exascale Memory [27]. 3D stacking of caches, which is an approach still at ad-

vanced R&D stage, has been intensively investigated, as well. 3D stacked caches with

wide I/O interfaces [28][29] and 3D stacked non-uniform cache architectures (NUCA)

[30][25][31] are just a few samples in this context. In contrast with caches, SPMs are

visible in the System-on-Chip (SoC) memory map, and are suitable for data-structures

which are not well-managed through caches. L1 SPMs offer very low latency access to

a cluster of tightly-coupled processors. L2 scratchpad memories exhibit lower sensitiv-

ity to memory access latency and its variations. This makes them another interesting

3
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Figure 1.4: An overview of a typical memory hierarchy in the cluster-

based many-core platforms.

candidate for going towards the third dimension. In addition, SPMs can coexist with

the caches and most application processors and almost all mobile SoCs feature on-

chip scratchpad memories shared by multiple processing elements. Snapdragon 800

Processors by Qualcomm [32], Exynos 5 by Samsung [33], and Keystone II by Texas

Instruments, with private/shared caches and scratchpad memories are great examples

in this context. We should clarify that by L1 we mean an in-cluster memory which

should be accessed without stalling the pipeline of the processors. L2 is an out-of-

cluster memory with a typical latency of on-chip inter-cluster access, i.e. a few tens of

cycles. And lastly, main (L3) memory is typically off chip, and characterized with a

latency of hundreds of cycles (See Figure 1.4)

It has been predicted that 3D TSV chip market will grow more than 10 times faster

than the global semiconductor industry [34]. Also, wafer foundries such as Samsung

and TSMC have been developing vertical integration offerings to meet with the de-

mand from leading fab-less companies such as Qualcomm, Broadcom, Marvell, nVidia

and Apple, along with fab-lite IC companies such as TI, STMicroelectronics (STM)

and NEC/Renesas [34]. Nevertheless, the time for adoption of 3D Integration for mass

production keeps shifting out into the future. Several technical challenges and infras-

tructure issues are delaying high volume manufacturing of TSV technology for 3D ICs.

Until these issues can be resolved, alternative packages will continue to be used [35].
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On the other hand, advanced packaging technologies provide new opportunities

for heterogeneous integration, power delivery, cost optimization, and thermal manage-

ment. Stacked Chip Scale Packaging (SCSP) of Amkor Technology [36] is one such

example which provides several different 2.5D/3D options for integration of heteroge-

neous dies in a package. Among other packaging technologies, Dual DRAM Package

(DDP), Dual Face Down (DFD), and Quad Face Down (QFD) [37][38] with the main

target of DRAMs provide complex forms of wire-bonding which may be adopted even

for other levels in the memory hierarchy. Technologies such as TSV Silicon Interposer

(TSI) [39][40] and wafer reconstitution [41] provide even more flexibility in hybrid

2.5D/3D stacking. TSIs enable stacking of different dies on both sides to achieve a

better utilization of space and to facilitate heat transfer of high power chips. Wafer

reconstitution provides electrical connections from the chip pads to the interconnects

by means of an artificial wafer. Redistributed Chip Packaging (RCP) [41] developed

by Freescale Semiconductor offers scalable chip-scale packaging and multi-die hetero-

geneous integration. In addition, Package on Package (PoP) stacking is supported in

RCP by means of Through-Package Vias.

Another active trend in the computing domain has been parallel processing where

a large number of simple cores are integrated on the same die. The ever increasing

focus on the energy-efficient architectures (as shown in Figure 1.5) and slowdown in the

improvement in the clock frequency (See Figure 1.6) have been the two main drivers

for moving from single processing cores to multi-core and multi-cluster platforms. GP-

GPUs such as NVIDIA Fermi [42], HyperCore [43], and ST-Microelectronics Platform

2012/STHORM [44] are the most visible examples in this trend. All of these archi-

tectures follow cluster-based many-core designs with a limited number of processors

(up to 32) in each cluster. Several levels of scratchpad-memories and caches along

multi-channel DRAM memories form their memory hierarchy and serve for different

range of requirements from the processing clusters. An overview of the typical memory

hierarchy in such platforms is illustrated in Figure 1.4, and the die photograph of the

NVIDIA Fermi GP-GPU is shown in Figure 1.7.

Researchers in the early nineties, tried to tackle the “memory wall problem” in a

completely different way [45], by looking into the possibility to migrate some part of

computation closer to the memory systems. Computational RAM [45] using SRAMs or

DRAMs coupled with processing elements close to the sense amplifiers, and Intelligent-

RAM (IRAM) [46] to fill the gap between DRAM and processors, are just two exam-

ples of the efforts in this area. It was shown by Patterson et. al. [46] that in memory
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Figure 1.5: A comparison of the computing efficiency among the bi-

ological brains and different computation technologies (Source:[11]).

Figure 1.6: Historical Clock-rates (Source:[8]).

processing can lead to a memory bandwidth and energy efficiency improvement of

50X∼100X and 2X respectively, along with a latency reduction of about 2X. Unfor-

tunately, the “processing-in-memory” research efforts in the late nineties and the first

decade of the new millennium (See [45][46][17] for samples) did not lead to successful
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Figure 1.7: Die photograph of the NVIDIA Fermi GU-GPU (Source:

[12]).

industrial platforms and products. The main reason for this lack of success was that

all these works were assuming that significant amount of logic resources, needed for

having processing elements close to the memory arrays, could be integrated on DRAM

dies (or vice versa). This could not be achieved economically given the restrictions of

DRAM processes (e.g., limited number of metal levels, slow transistors).

With the appearance of the heterogeneous 3D integration of logic and memory

dies based on through-silicon-vias (TSV), this situation has started to change, and the

interest in near-memory computation has been renewed [47]. Loh et. al. [48] study a

fixed function Processor-in-Memory (PIM) in a 3D-stacked context as a starting point.

Farmahini et. al. [49] demonstrate a Coarse Grain Reconfigurable Accelerator (CGRA)

located on a separate die and connected to the DRAM dies through Through Silicon

Vias (TSVs). Islam et. al. [15] present how to form a PIM cluster with 64 Cortex-A5

processors and two levels of caches. Active Memory Cube (AMC) [50] extends the

logic layer of the HMC with clusters of vector processors without caches. In [51] PIM

is comprised of CPUs and GPUs. [52] augments the logic die with a cluster of 16 light-

weight general purpose cores with 2 levels of caches. Tesseract [53] features a network

of memory cubes each accommodating a cluster of in-order cores with L1 caches.
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Near memory computation can now exploit two main opportunities provided by

3D integration: (1) vicinity to the main storage resulting in reduced memory access

latency and energy, (2) higher bandwidth provided by Through Silicon Vias (TSVs) in

comparison with the interface to the host, limited to the pins. The last missing piece

came in place when an industrial consortium backed by several major semiconductor

companies introduced HMC. [13] In the HMC, a memory cube is stacked on top of a

logic die (See Figure 1.8). The logic die at the bottom of the hybrid stack provides

an advanced communication interface between the memory cube on top and the rest

of the computing system on the board. Fast serial IO transceivers for off-chip com-

munication, and on-chip controllers and interconnects for multiplexing the vertically

stacked memory partitions (called “vaults”), are all implemented in it. The communi-

cation mechanism follows a packet-based protocol implementing different networking

layers (physical, link, and transaction layers). It also supports advanced flow-control

and congestion control mechanisms [13]. This form of abstraction hides the details of

the DRAM control from the host and provides a flexible and standard communication

infrastructure to be used by different host platforms. Also, apart from the performance

and energy benefits [54], this mechanism allows for supporting higher-level commands

(e.g. atomic operations [13]), in addition to the conventional read and write commands.

Because of this flexibility and abstraction, we believe that HMC is the best target for

hosting processor in memories.

To summarize, in the past years, the focus on high-performance computing along

with energy efficient architectures have lead to an ever increasing interesting in parallel

computing systems, increasing the pressure on the memory hierarchy. 3D integration

has created two optimization opportunities to hopefully solve this “memory wall” prob-

lem:

• Improving memory access bandwidth and/or latency by either stacking memories

directly on top of processors, or through abstracted memory interfaces such as

Micron’s Hybrid Memory Cube (HMC).

• Revisiting near memory computation due to the cost-effective integration of logic

and memory in 3D stacks, by placing logic and memory close to each other, but in

their own optimized processes, and provide high bandwidth connection between

them by means of TSVs.

In this research, we exploit these two opportunities and study the effectiveness of

the 3D integration technology in the different layers of the memory hierarchy in cluster-

8



Figure 1.8: Block diagram of the Hybrid Memory Cube (HMC)

(Source:[13])

based many-core platforms ranging from intra-cluster L1 to inter-cluster L2 scratchpad

memories (SPMs), as well as the main memory. We investigate the provided optimiza-

tion opportunities in terms of performance, power consumption, and silicon area. In

addition, by moving a part of the computation to where data resides we demonstrate

further optimization opportunities. Apart from improvements in performance, energy,

and area, we also keep an eye on scalability, modularity, and manufacturability issues,

and try to propose flexible solutions reducing time-to-market and manufacturing cost

and effort. We demonstrate that with the current TSV technologies, moving towards

the third dimension inside the processing clusters can only be beneficial in terms of

modularity, flexibility, and manufacturing cost. While, to achieve significant perfor-

mance improvements the next levels of the memory hierarchy should be explored.

Our proposed solutions range from circuit-level optimizations to minimize high-

current glitches in the 3D stacked interfaces to avoid degradation of the chip’s life and

performance; to system level clock gating and power reduction strategies; and soft-

ware level coordination of computation for the sake of energy and performance. Our

obtained results are backed up by physical implementation of cycle-accurate models

using industrial technology libraries, as well as, calibrated full-system simulation envi-

9
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Figure 1.9: An overview of our contributions throughout this disser-

tation.

ronments. We have used different industrial and academic platforms in synergy with

each other to achieve accurate and realistic conclusions. Here we present the outline

of this dissertation.

1.1 Organization of Dissertation

This dissertation is structured as follows: In chapter 2 we investigate the benefits

of moving towards the third dimension in a processor-to-L1-memory context (See Fig-

ure 1.9). We focus on a single processing cluster sharing a tightly coupled multi-banked

L1 scratchpad memory, and propose two 3D network architectures: Centralized Log-

arithmic Interconnect (C-LIN) and Distributed Logarithmic Interconnect (D-LIN) to

provide low-latency L1 memory access through 3D interfaces. We propose a modular

stacking strategy which allows stacking of multiple identical memory dies. Our de-

signs have been implemented using two bonding techniques with consideration of the

electrostatic discharge (ESD) protection circuits. In subsection 2.6.2, we point out the

obstacles which have prevented 3D integration in the L1 context (L1 caches, L1 SPMs,

and processors) from being successful in the industry, despite the general belief that

TSVs can greatly reduce wire length and improve clock frequency.
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In chapter 3, we extend our studies to the L2 memory context and focus on L2

scratchpad memories located outside the processing clusters (Figure 1.9) because of

their requirement for large sizes and lower sensitivity to memory access latency and

variations. Also, because most application processors and almost all mobile SoCs

feature a large on-chip L2 memory which is shared by multiple cores. We will present

3D-NUMA, a 3D L2 memory IP, which can be attached to a cluster based multi-core

platform through its NoC Interfaces, and offer high-bandwidth memory access with low

average latency. Our proposed IP allows modular stacking of multiple memory dies with

identical layouts using a single mask set, supports multiple in-flight transactions, and

achieves high clock frequency thanks to its highly pipelined nature. Several experiments

are performed to evaluate 3D-NUMA in terms of performance, power consumption,

thermal behavior, and manufacturing yield and cost.

In chapter 4 and chapter 5, we will move towards the last level in the memory

hierarchy, and study the benefits provided by 3D integration, there (Figure 1.9). We

choose the Hybrid Memory Cube (HMC) as the most outstanding industrial example,

and introduce the concept of the “Smart Memory Cube (SMC)”: a fully backward

compatible and modular extension to it, supporting near memory computation. In

chapter 4 we focus on the architectural implications and the required infrastructure

inside HMC to support this feature. We propose a high performance and extensible

AXI-4.0 based Logic-Base (LoB) interconnect, carefully designed to provide high band-

width to the external serial links, as well as plenty of extra bandwidth to any generic

and AXI-compliant PIM device attached to its extension ports. We also implement

a novel address scrambling mechanism for reducing vault/bank conflicts and robust

operation in presence of pathological traffic patterns. Cycle accurate (CA) models for

the SMC interconnect and its interfaces are developed, and their parameters are tuned

based on the available data from the literature on HMC.

Lastly, in chapter 5 we explore the design of a PIM architecture for the SMC

introduced in chapter 4. A full-system simulation environment called SMCSim has been

developed and verified against the Cycle-Accurate (CA) model described in chapter 4.

SMCSim models the complete hardware and software stack ranging from high-level

user application to low-level firmware and hardware layers. It takes into account the

offloading and dynamic overheads caused by the operating system, cache coherence, and

memory management, as well. We propose an optimized memory virtualization scheme

for zero-copy data sharing between host and PIM; enhance the PIM architecture’s

capabilities by the aid from atomic in-memory operations; and improve its memory
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access by means of a flexible Direct Memory Access (DMA) engine.

The main contributions of this dissertation can be summarized as follows:

• Design and physical implementation of two 3D network architectures

for modular and flexible stacking of L1 scratchpad memories

Our proposed designs offer modularity and better scalability in comparison with

their 2D counterparts. However, in terms of delay, they are so competitive yet.

We observed that since the current TSV technologies are not yet so competitive

with on-chip wires, for small sized L1 memories 3D integration does not seem to

be beneficial in terms of performance.

• Design and physical implementation of a 3D L2 SPM IP called 3D-

NUMA offering high-bandwidth memory access with low average la-

tency

We demonstrate that addition of 3D-NUMA to a multi-cluster system can lead

to an average performance boost of 34%. Moreover, through several experiments

we show that 3D-NUMA is energy and power efficient, temperature friendly, and

has unique features suitable for low cost manufacturing.

• Introduction of the Smart Memory Cube (SMC), a fully backward

compatible extension to HMC, supporting near memory computation

on the LoB die, and Design of a high performance AXI-compatible

LoB interconnect for it

Our designed interconnect easily meet the demands of current and future pro-

jections of HMC (Up to 205GB/s READ bandwidth with 4 serial links and 32

memory vaults). The interference between the PIM traffic and the main links is

found to be negligible when PIM has up to 2 ports requesting up to 64GB/s. It

is further shown that low-interleaved addressing is not reliable enough for an ab-

stracted memory such as HMC. Fat data structures with power-of-two node sizes

are particularly identified as unfavorable patterns for low-interleaving. A more ro-

bust address scrambling mechanism is proposed to effectively reduce bank/vault

conflicts. Logic synthesis confirms that our proposed models are implementable

and effective in terms of power, area, timing (power consumption less than 5mW

up to 1GHz and area less than 0.4mm2).

• Design of a processor in memory architecture for SMC featuring an

optimized memory virtualization scheme for zero-copy data sharing

12



between host and PIM

It is shown that even in a case where the only benefit of using PIM is latency

reduction, up to 2X performance improvement in comparison with the host SoC,

and around 1.5X against a similar host-side accelerator is still achievable. By scal-

ing down the voltage and frequency of the proposed PIM it is possible to reduce

energy by about 70% and 55% in comparison with the host and the accelerator,

respectively.

A summary of the obtained results and conclusions is given at the end of each

chapter, while chapter 6 gives a general conclusion to the dissertation. References

[1, 2, 3, 4, 5, 6, 7] have been published throughout the work on this thesis.
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Chapter 2

3D Stacking of L1 Scratchpad

Memories

In this chapter we focus on shared tightly coupled data memories (TCDMs), as they

are the key architectural elements for building multi-core clusters in programmable

accelerators and embedded systems, and they provide a convenient shared memory ab-

straction while avoiding cache coherence overheads. We use 3D integration to increase

modularity and scalability of the L1 TCDMs, and study the effects of going vertical on

their performance and silicon area. We propose two 3D network architectures: C-LIN

and D-LIN, which allow modular stacking of multiple L1 memory dies over a multi-core

cluster with a limited number of processing elements.

2.1 Motivations and Challenges

The increasing focus on energy-efficient architectures coupled with a slowdown in clock

speed improvement has created a growing interest in parallel computing where a large

number of simple cores are integrated onto the same die. GP-GPUs such as NVIDIA

Fermi [42], HyperCore [43], and ST-Microelectronics Platform 2012/STHORM [44]

are the most visible examples in this trend. All of these architectures follow cluster-

based many-core designs with a limited number of processors (up to 32) in each cluster

sharing tightly-coupled L1 data memories (TCDM), a.k.a scratchpad memories (SPM).

TCDMs are useful for the data-structures which are not well-managed through the

caches. Together with Direct Memory Access (DMA) engines they can lead to more

efficient implementations with more predictable behaviors [55].

Network-on-chips (NoC) designs have been advocated as an alternative to bus-based
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architectures; thanks to their scalability which makes them suitable for inter-cluster

communication and in L2 and upper levels of the memory hierarchy. However, their

high average latency and latency variability, as well as increased design complexity to

guarantee correctness and fairness (e.g., avoiding deadlock, livelock, starvation) [56]

brings their usefulness in processor-to-L1-memory context under question.

On the other hand, crossbar-based interconnects, like the one in IBM BlueGene/Q

[57], can provide a uniform and ultra-low memory access latency within a cluster,

which is not achievable in multi-stage NoC systems. The design of crossbar networks

for high-performance usually relies on custom circuit design techniques such as pass

transistors and low-swing drivers (e.g. [58]). Full-custom approaches are not suitable

for architectures featuring soft cores and third-party Intellectual Property (IP) blocks,

and their reusability is limited across technology nodes. Therefore, processor-to-L1-

memory interconnects provided as a parametric synthesizable IP are highly desirable

in this context.

In this chapter, we take advantage of the 3D integration technology to increase

the shared L1 memory size in a processing cluster in a modular fashion, i.e. stacking

memory dies on top of a logic die, without the need to re-spin silicon (as it would

be needed for traditional 2D technology). We focus on a single cluster with a typi-

cal size (16 processing elements) sharing a tightly coupled multi-banked L1 memory

(See Figure 2.1.b), and propose two 3D network architectures, C-LIN and D-LIN (de-

signed in synthesizable RTL) which can be configured based on user specifications and

technology constraints to provide low-latency memory access. Our modular stacking

strategy allows system integrators to stack multiple memory dies and create arbitrary

L1 memory sizes through different height stacks with identical dies, without the need

for different masks for dies at different levels in the stack. The designs have been im-

plemented in STMicroelectronics (STM) CMOS-28nm Low Power technology library,

using two bonding techniques with consideration of the electrostatic discharge (ESD)

protection circuits.

Related research efforts are presented in section 2.2. 2D-LIN and its 3D extensions

are described in section 2.3 and section 2.4. Issues related to the 3D Integration are

discussed in section 2.5, and finally, experimental results and a summary of conclusions

are presented in sections section 2.6 and section 2.7.
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Figure 2.1: Abstract view of the Logarithmic Interconnect (a), and

its usage inside a cluster based many-core platform (b).

2.2 Related Works

Performance limitations of the interconnection networks have led to a renewed interest

in interconnect research and a transition from traditional bus-based systems to more

sophisticated topologies, including mesh network-on-chips [59], hierarchical bus models

[60], flattened butterfly on-chip networks [61], and crossbars [62], [19], and [63]. The

ability of crossbars to provide uniform access latency makes them an appealing option

in processor-to-L1 memory interface for limited-cardinality clusters (16 PEs, typically)

illustrated in Figure 2.1.b. Because predictable access latencies allow for quality-of-

service guarantees and ease of programming. Custom designed crossbar-switches can

provide very high bandwidths (e.g., 1Tbit/s in [58]), however, lack of configurability and

their incompatibility with standard technology libraries provided by silicon foundries

make them unsuitable to SoC Design. Crossbar networks for tightly coupled shared

memories have been used in the HyperCore Architecture [43], which contains a shared

on-chip memory accessed through a series of combinational switches; and in [19] and

[62] using Mesh of Trees (MoT) and Swizzle Switch Networks (SSN), respectively.

3D stacking of scratchpad memories to replace fast on-chip SRAMs has been studied

in [64] and [65]. In [64], the authors proposed a configurable memory layer that consists

of many uniform memory elements connected directly to processors. In [65], a prototype

of 3D stacked TCDM has been published, which is a two-layer 3D IC, with logic die

consisting of 64 general-purpose processor cores running at 277MHz and connected

through a mesh NoC, and the memory die with 256KB of SRAM. While these works
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have simply focused on the use of private memory banks, our work proposes a solution

for sharing L1 memory, and shows that NoC solutions are not suitable in this context.

Finally, 3D extension of low-latency crossbars for shared L1 clusters has been inves-

tigated in [63] and [62], while [66] uses time-division multiplexing buses for this purpose.

The key difference between our proposed approach and these works is modularity, which

allows stacking of several memory dies on a logic die without the need for new masks

for each stacked die. Moreover, our solutions offer better scalability compared to [63]

(More in depth discussion is performed in section 2.5 and section 2.6). Also, physical

synthesis on realistic 3D floorplans make our obtained results more accurate.

2.3 2D Logarithmic Interconnect

The basic 2D Logarithmic Interconnect (2D-LIN) is a low-latency and flexible crossbar

that connects multiple processing elements (PEs) to multiple SRAM memory modules

(MMs) (See Figure 2.1.a). The IP is optimized to provide fast arbitration and single

cycle access to TCDM banks, as well as, synchronization mechanisms for inter-process

communication. It is built following the Mesh Of Trees approach, where the network

is created combining binary trees [63]. Each tree provides a unique combinational path

between the PEs and one memory module, and vice versa. Therefore, the request and

the response paths are decoupled in 2D-LIN to maintain non-blocking communication

(See Figure 2.2).

The key property of this soft IP is the reconfigurability. User has control on the

following parameters: number of PE channels (p), number of direct-memory-access

(DMA) channels (d), number of memory modules (m), size of each memory module in

kilobytes (s), and width of data bus (w). Furthermore, bank/word level inter-leaving

are both supported, and arbitration can be performed using either Pseudo-LRG or

Pseudo-Round-Robin methods, which are modified versions of Least-recently-granted

(LRG) and round-robin (RR) to become suitable for implementation inside binary

trees. The fraction m/p is defined as BankingFactor. When this parameter is less than

or equal to one, there will be a high number of collisions between PEs while accessing

memory banks, and performance drops severely. Simulation results with different traffic

patterns show that a banking factor of 2 offers over 94% of the performance of the ideal

case where no collision exists.

17



Data MUX TreeD

Address 
Decoder Req

Response Block

Data MUX TreeD

Address 
Decoder Req

Response Block

Test 
& 

Set

Address Decoder Resp

DMA

PE

Arbitration Tree

Arbitration Tree

Request BlockR Bl k

Flow 
Control

Test 
& 

Set

Address Decoder Resp

DMA

PE

Arbitration Tree

Arbitration Tree

Request Blockl k

Flow 
Control

W
I
R
I
N
G

PE1

PEp

MM1

MMm

Bank1

Bankm

Figure 2.2: Block diagrams of the 2D Logarithmic Interconnect (2D-

LIN)

2.3.1 Network Protocol

Each clock cycle, all the requests made from masters (PEs and DMAs) are propagated

through the request blocks. Collisions due to multiple requests directed to the same

memory bank are avoided by the arbitration performed in each node. PEs losing the

arbitration are stalled, and the winners conclude the transfer in a single clock cycle in

case of a store, while, in case of a load, the read data is returned the next clock cycle.

This architecture implements atomic test-and-set operation as well. It should be noted

that, apart from the topology, also the flow control mechanism presented in this work

differs from [19] in the way that it operates only at one edge of clock, therefore the

clock period can be reduced further, and even though in this method read operations

takes two cycles to complete, pipelining of reads allows an average performance of one

read per cycle.
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Table 2.1: Comparison of different arbitration methods (p=16)

Arbitration Complexity LRG-Wait AMAT Bias

LRG - 0 9.85 1.6

RR - p− 1 10.13 2.1

PRR log(p) p− 1 9.8 10.3

PLRG p log(p) 9.63 1.9

SS p2 0 9.85 1.6

2.3.2 Request Block

Request block is in charge of collecting all the PEs’ requests directed to a specific mem-

ory module (see Figure 2.2). This block is built out of a single binary tree with each

node being an arbitration primitive. Combining several binary trees, the network can

support both generic number of ports and different priorities. Therefore, high priority

channels for processors and low priority channel for eventual peripherals are imple-

mented. Arbitration between requests can be implemented using different algorithms.

Round-Robin (RR) and Least-Recently-Granted (LRG) are two widely used fair ar-

bitration algorithms; yet, they are not suitable for implementation in a binary-tree.

We modified them as Pseudo-Round-Robin (PRR) and Pseudo-LRG (PLRG) to be

used inside the logarithmic interconnect. Table 2.1 compares the modified algorithms

with RR, LRG, and a good approximation of LRG called Swizzle-Switch Arbitration

(SS) [62] which keeps and updates a table of priorities. Results have been gathered

from a high-level simulator under different traffic traces (explained in subsection 2.6.1).

In this table AMAT stands for normalized Average Memory Access Time in Cycles;

LRG-Wait represents the longest time in cycles which a request may wait in the LRG

position before being granted; and Bias shows the amount of unfairness between input

requests in every one thousand simulation cycles, calculated as in (2.1).

Bias =
1000

Cycles
×

p∑
i=0

|grants[i]− 1/p

p∑
j=0

grants[j]| (2.1)

Simulation results show that, on average, all presented algorithms perform similarly

and even their unfairness is negligible with respect to the Ideal LRG. Nevertheless, the

RR and PRR suffer from the fact that they disregard the request in LRG position and

in the worst case that request may have to wait for (p−1) cycles. While, this worst-case

latency is improved to only log(p) cycles in the PLRG algorithm. Moreover, PLRG

can be implemented with o(p) gates and memory elements, whereas Ideal LRG needs a
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Figure 2.3: Implementation of arbitration methods: (a) PRR, (b)

PLRG

stack and SS needs o(p2) registers and logic. Figure 2.3 depicts the implementation of

RR and PLRG inside the logarithmic interconnect. As can be seen, in PRR a simple

counter changes the priority of channels every time every time a request is granted.

While, in PLRG, each binary arbiter contains a toggle flip-flop, which switches to the

unacknowledged input every time a grant is received.

2.3.3 Response Block

Response block is in charge of collecting all the responses from memory modules which

are directed to a specific PE (see Figure 2.2). It can be considered as a specular

version of the request block. However, since the response network is only used for read

operations and the read latency is deterministic (1 cycle), no response collisions are

possible, and the response path can be simplified by replacing the arbiters with simpler

multiplexers.

2.4 3D Logarithmic Interconnect

Centralized 3D-Logarithmic-Interconnect (C-LIN) and Distributed 3D-Logarithmic-

Interconnect (D-LIN) are two extensions of the 2D-LIN to be integrated in a 3D-stacked

Chip multiprocessor. These topologies provide more flexibility in comparison to 2D-

LIN by automatically splitting the design into one logic layer and several memory

layers and stacking them over each other. Both networks have been designed based

on the assumption that memory layers with identical layouts will be stacked over
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each other, forming vertical memory cones with all their parameters automatically

configured during the boot procedure. This allows for reduction in the chip cost and

design effort, and adds design flexibility. To allow stacking of identical memory dies,

all components on different memory layers share the input data and control signals

from the logic die, and tri-state data buses for their responses, as well. Lastly, both C-

LIN and D-LIN support configurable parameters of 2D-LIN, plus a parameter l which

represents the maximum number of stackable memory layers, though the number of

stacked memories can be chosen freely after the 3D chip assembly step. It should be

noted that, in the 3D network presented in [63], interconnects are replicated completely

in each memory layer, and a copy of the arbitration circuits for each layer is placed on

the logic layer. As a result, addition of new memory layers, increases BankingFactor,

and therefore the size of the logic-die grows. Whereas, in our designs, addition of

new memory layers does not affect BankingFactor and only adds to the capacity of

the existing banks. This makes our solutions more scalable (The comparison between

obtained results is performed in section 2.6).

2.4.1 Centralized 3D Logarithmic Interconnect

C-LIN is the simplest extension to 2D-LIN. As illustrated in Figure 2.1.a, the 2D design

is cut at the memory interface, therefore, PEs and the interconnection network are

placed on the logic layer, while memory modules along with small layer decoding logics

are placed on memory layers (See Figure 2.4). One benefit of this architecture is that

logic and memory elements are completely separated, therefore, different technologies

and optimizations may be utilized for design of the logic and memory dies. In addition,

memory layers in C-LIN can be designed as simple, small, and inexpensive as possible

(please refer to subsection 2.6.2 and Figure 2.9 for the physical implementation results).

The network operation of C-LIN is similar to 2D-LIN with the difference that after the

arbitration in the logic layer, the winner request will be sent to memory layers through

the TSVs and request address will be matched with LayerID (a number which uniquely

identifies each memory layer) in the layer decoding logics of each layer. Therefore, the

address space is divided among the memory dies, and for each memory bank only

one die will be active at a time. This helps maintain the combinational nature of the

logarithmic interconnect and avoids insertion of buffers and FIFOs between layers.
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2.4.2 Distributed 3D Logarithmic Interconnect

In the other alternative, D-LIN, 2D design is cut at the PE interface (See Figure 2.1.a),

therefore, interconnect is distributed among the layers as illustrated in Figure 2.5.

Similar to C-LIN, flow-control is performed in the logic layer, whereas, after arbitration

in the logic layer, filtered requests will be propagated to memory layers and in the

target memory layer knowing that all the collisions have been already resolved, simple

multiplexer trees send data into MMs. Response networks also act similar to C-LIN,

with the difference that they are located in memory layers. In both C-LIN and D-LIN,

outputs from different memory layers are resolved using tri-state logic.

The main benefit of D-LIN is reduction in number of TSVs. Since the number

of TSVs in D-LIN is proportional to the number of masters (p + d), and because

BankingFactor is usually greater than one, the number of master channels will be less

than the slave channels (m), hence, the reduction in the number of TSVs.

2.5 Dealing with 3D Integration Issues

This section presents architectural solutions to the issues related to 3D Integration of

TCDMs using C-LIN and D-LIN.
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2.5.1 ESD Protection

The inter-die signal interfaces in a 3D-IC are vulnerable to electrical stress induced

during stacking or testing steps. Approximately 60% of silicon IC failures are a result

of electrical overstress or electrostatic discharge (EOS/ESD) [67]. To cope with these

issues, IOs passing through the TSVs will be protected by input and output protection

circuitry. As illustrate in Figure 2.4 and Figure 2.5, four types of IO Drivers are

designed for this purpose: O and T are simple and tri-state output buffers respectively

with reverse diodes for protection at their outputs, and I and C are input buffer and

clamp circuits with protection diodes at their input stages. The O and C cells require

level-shifters as well, since they may operate between two different voltage domains.

All these cells have been adopted from conventional IO Pad Drivers and are tuned to

drive much less capacitance of stacked TSVs of at most 8 layers. To avoid a long chain

of buffers, the I and T cells are placed out of the chain at the inputs and outputs of

each memory module (See Figure 2.6.a). This way, the signals do not need to travel

through multiple buffers to reach a memory module.

2.5.2 Boot-time Configuration

In order for the memory layers to have identical layouts, boot-time configuration cir-

cuits are required to assign unique LayerID values to each memory die. For this
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Figure 2.6: Structure of 3D stacking and boot-time configuration cir-

cuitry (a), delay elements to remove the high-current glitches (b).

purpose, assuming via-first technology [22], LayerID is incremented in each layer and

sent to the next memory layer (See Figure 2.6.a). And in order to provide the total

stacked memory size to the operating system, the last layer is identified by means of

pull-down resistors, and its LayerID is returned to the logic layer as the number of

memory layers.

2.5.3 Process/Voltage/Temperature Variations

The importance of process, voltage, and temperature variations intensifies in 3D cir-

cuits, since the dies from different process corners may be stacked over each other, and

timing critical circuits such as the clock distribution network have to operate correctly

under these conditions. One problem with such issues is the appearance of high cur-

rent glitches on the outputs of tri-state drivers. As Figure 2.6.b illustrates, only one

of the drivers should be active at a time, however, because of variations, one layer

may start driving the bus before another has stopped, therefore, high current glitches

will appear on the output bus which may degrade the chip’s life and performance. In

order to solve this issue, the driver in each layer should guarantee that it will return to

inactive state before any other starts to drive. The simple delay elements illustrated in

Figure 2.6.b can serve for this purpose, and by adjusting the delay between activation
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and deactivation the glitches can be completely eliminated.

Another issue is the clock skew among memory layers which has been analysed

thoroughly in [68], [69]. Moreover, synchronizers can be utilized between layers to

correctly transfer data between clock domains [70]. Clock trees with tunable delays

and phase detectors can also automatically remove the clock skews [71]. In order to

maintain the combinational nature of the interconnection network, we utilize only the

simplest method which is increasing clock margins during the Clock Tree Synthesis

(CTS) phase.

2.6 Experimental Results

In this section, we discuss the experimental results for the low-latency networks in terms

of timing performance and silicon area. Our baseline 2D-LIN platform is a multi-core
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system composed by 16 (STxP701) PEs that share the on-chip TCDM with 32 memory

banks (BankingFactor=2) each having a size ranging from 8 KB to 64 KB. While in

C-LIN and D-LIN, bank size is fixed (8 KB), and memory size increases modularly

by changing the number of stacked layers from 1 to 8. For physical implementation

we followed the hierarchical design flow illustrated in Figure 2.7. After a preliminary

synthesis and timing budgeting of the whole design; topographical synthesis and place

and route (P&R) are performed separately for logic and one memory layer. Then, the

layers are assembled together and a capacitive load of 30 fF is used to model each TSV

[22] (The capacitance of the micro-bumps is negligible compared to the TSV itself (less

than 2 fF) [72]). Finally for the sign-off step, post place&route net-list along with

the parasitic are fed into Primetime and a multi-corner static timing analysis (STA) is

performed. If the obtained results are not suitable, the flow should iterate once more

with possible changes in constraints.

We explored different configurations in terms of memory size embedded in the

design, with metrics derived from the state-of-the-art technology and tools. Our design

flow is based on the STM CMOS-28nm Low Power technology library, with a Multi

VTH synthesis flow with Synopsys Design Compiler Graphical (2011.09), and Place and

Route with Cadence Encounter Digital Implementation (10.1), and the sign-off tasks

in Primetime (2011.09). We assumed that memory dies in the 3D designs are stacked

on top of the logic die, which provides power supply, clock, and data/control signals

to them. The logic die has been designed using 10 metal layers, while this number

has been reduced to 7 in memory dies because of lower routing complexity2. Memories

and PEs have been implemented using pre-designed hard macros. As can be seen in

Figure 2.6.a, the first memory layer is stacked over the logic layer using the face-to-face

technology, as the others use face-to-back stacking. This eliminates the need for TSVs

between the first two layers. In addition, the operating voltage of the memory layers has

been increased slightly over the logic layer. This allows for removal of the level-shifter

inside the C cell, and a reduction in its layout size and delay (Considering the fact

that for 32 memory banks about 1000 C cells are required). Lastly, we implemented

our solutions with two different bonding techniques: Micro-bumps and Cu-Cu Direct

Bonding [74].

In this section, first we try to present the benefits of the logarithmic interconnect

1STxP70 is a cost effective 32-bit ASIP RISC core implemented using a 7-stage pipeline for reaching

600 MHz, which can execute up to two instructions per clock cycle (dual issue) [44].
2This reduction would lead to a significantly reduced mask and production cost, which is an example

of how 3D integration enables cost optimization [73].
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different working set sizes.

in comparison with existing interconnect solutions, then we explore the design alter-

natives. Finally, we discuss the obtained results.

2.6.1 Comparison with Other Topologies

First, we compare LIN with an extremely high-performance NoC to show the supe-

riority of low-latency interconnects in processor-to-L1-memory context. We modeled

our baseline LIN(16 × 32) and a Mesh-NoC(4 × 4) presented in [75] in a home made

cycle accurate trace simulator, fed with memory traces from MPARM [76] running

a 16 PE configuration. For LIN, we assumed a clock frequency of 400MHz, Pseudo

Round-Robin arbitration, and single cycle access to memory banks. While for the NoC

we assumed a clock frequency of 5GHz (this is very optimistic for a low-power process

such as STM CMOS-28nm) and a flit size of 32bits. We use pipelined 6-port switches

[75] (N, S, E, W, P, M) with fall through latency of 5 clock cycles, and we assume

the link latency to be 1 cycle. X-Y routing is assumed, as well. In our comparison

we use memory banks of 8KB from the STM 28nm CMOS technology, with an access

time of 1ns. We have attached two of these banks to each NoC switch aggregating a

total of 32 banks. In the first experiment, each PE sends uniform traffic to the address

range of [HomeBank ± WorkingSetSize/2], for 10000 transactions. As Figure 2.8

illustrates, when WorkingSetSize is small, every PE accesses its home bank only and

NoC performs slightly better than LIN. However, as PEs start to access remote banks,

NoC’s execution time increases rapidly. While on the other hand, LIN’s execution time

recovers after an increase, because of load distribution among multiple banks.
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Table 2.2: Performance comparison between LIN, NoC, and Bus ex-

ecuting different benchmarks.
Benchmarks FAST CT SIFT 

LIN Execution Time (ms) 5.59 79.89 4464.07 
AMAT (ns) 6.54 6.47 6.46 

NoC Execution Time (ms) 8.21 106.92 4943.43 
AMAT (ns) 7.53 7.09 6.57 

Bus Execution Time (ms) 46.40 730.51 30799.99 
AMAT (ns) 81.30 82.40 81.90 

For the second experiment, three embedded parallel image processing benchmarks

[77] have been executed, and a time-division multiplexing bus has been modeled in our

simulator, as well. Table 2.2 presents the results, where FAST is a corner detection

algorithm, SIFT is an scale invariant feature transform, and CT is a color tracking

algorithm. In all cases LIN performs better than NoC, and bus results are an upper

bound to the execution time since all accesses result in contention. The reason for this

advantage is that even though mechanisms such as speculative and look-ahead routing

allow for a bandwidth of about 1 flit/cycle in NoCs, yet they are not beneficial in

processor-to-L1-memory context. Because traffics do not have a bursty nature, and

small packets can not benefit from the huge bandwidth provided by NoC switches. In

addition, memory access latency is critical in this context since it can lead to stalling

the pipeline of the processors. Also it should be noted that there is an opportunity

to further optimize the speed of LIN using custom circuit techniques such as [62].

However, this will result in incompatibility with standard technology libraries provided

by silicon foundries and remove the configurability features of LIN.

Next, table 2.3 compares the post-layout area between LIN (16×32) and three other

NoCs. All results have been scaled to 28 nm technology, and NoC switches have been

scaled to flit size of F = 32b by a factor of (F2/F1)
1.8 (extracted from Orion 2.0 [78]).

As can be seen, NoCs require much larger areas than LIN, which is due to the large

number of memory elements used in them. This is while LIN is purely combinational

with no pipelining or buffering elements.

2.6.2 Design Alternatives

This subsection presents the results of timing performance and silicon area for our

three designs: 2D-LIN, C-LIN, and D-LIN; implemented using two different bonding
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Table 2.3: Comparison of post-layout area between LIN and NoCs.

Interconnect Cardinality Area (mm2)

LIN (p=16,m=32) 0.09

NoC-3.6GHz [79] 4x4 0.29

MIRA (3DM) [80] 4x4 0.40

MIRA (3DM-E) [80] 4x4 0.98

NoC-5.1GHz [75] 4x4 1.02

techniques. The area for PE hard macros (STxP70) is about 0.25mm2 and for each

8KB memory bank about 0.02mm2. Also for the Micro-bumps a minimum pitch of

40μm × 50μm, and for the direct bonding a more dense pitch of 10μm × 10μm have

been used [74]. In addition, as a corner case, the ESD protection circuitry has been

removed from the direct bonding technique. The resulting layouts after full placement

and routing for 2D-LIN and D-LIN (Cu-Cu direct bonding) are depicted in Figure 2.9.

Figure 2.10.a illustrates the silicon area (mm2) for 2D and 3D implementations.

As can be seen, the 2D die size increases with the embedded on-chip SRAM, except

for the first two configuration, where PE obstructions and design geometry dominate

the total design area (See also Figure 2.9.a). As the number of memory banks in-

creases, total area grows, and large channels should be allocated for wires to reduce

the routing congestion. Relative distances increase, and a massive number of buffers

are inserted by the synthesis tool. In the 3D configurations, memory dies are equipped

with a large number of TSVs, therefore a large portion of the die is allocated for TSV

placement (routing obstruction and keep-out region for placement). This is illustrated

in Figure 2.9.d. It should be noted that in this experiment, C-LIN contains 2688

TSVs, while, in D-LIN this number is reduced by 47% to 1424. The effect of TSVs is

intensified when Micro-Bumps are used because of the large pitch.

Timing results are depicted in Figure 2.10.b where 8 memory layers have been

stacked for 3D configurations. It can be seen that, C-LIN and D-LIN improve the

performance over 2D-LIN with the same memory size by small factors of 6.7% and

3.7% respectively, while it is usually believed that TSVs can greatly reduce wire length

and improve clock frequency. In order to explain this, consider the 2D planar design

with 2MB of memory, for which we obtained a maximum frequency of 324MHz. While,

for the C-LIN design with Cu-Cu direct bonding, we obtained a maximum frequency

of 348MHz. If we assume that TSVs are ideal with zero capacitance, we can obtain

a maximum frequency of 433MHz for the 3D design (which is comparable with the
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Figure 2.9: Physical implementation of the designs: 2-LIN with 2MB

SRAM (a), Details of the landing pads on redistribution layer (RDL)

in D-LIN (b), Logic Die of D-LIN with Cu-Cu Direct bonding (c),

Memory die of D-LIN with details of the TSV Matrix (d), 3D Stacking

with 4 stacked memory dies (e).

frequency of a 2D design with 256KB of memory). Comparing this clock frequency

with 348MHz for C-LIN gives that 0.56ns of the critical path is devoted only to driving

the TSVs, or in other words, TSVs and their drivers drop the performance over the

ideal case by a factor of 24% (See Figure 2.11). This situation can be further explained

considering the 30fF capacitive load of TSVs, resulting in a total load of 240fF in a stack

of 8 TSVs, which is roughly equal to 4mm ofMetal8 wire having a coupling capacitance
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Figure 2.11: Effect of TSVs and their drivers on the critical path of

the 3D designs.

of 66fF/mm. This explains that current TSVs are not yet scaled enough to provide a

major performance boost over 2D planar designs. Moreover, from comparison of results

between micro-bumps and direct copper bonding without protection circuits, it can be

estimated that micro-bumps and protection circuits further drop the performance by

a factor of about 9%, consuming 0.21ns of the critical path.

One last point to mention is that, System Latency in [63] is calculated as (Network

Latency + Memory Access Time), and by maintaining a fixed BankingFactor (reduc-

tion in number of banks per layers by addition of new layers), it has been shown that

both system and network latency decrease significantly. While, in our experiments we

showed that a major contributor to the performance drop is the latency of the TSVs

and their drivers, and in order to support our argument we performed timing charac-

terization of the whole 3D stack considering the TSV loads and their driver circuits,

and derived maximum achievable frequency directly from the post-layout results of the

physical synthesis tool.
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2.6.3 Discussion

As our results demonstrated, the area and speed of the TSVs including their protection

circuitry in current 3D technologies are not yet much better that the on-chip wires.

However, 3D TSV technology can help reduce the overall cost of the die stack signif-

icantly, by implementation of the memory dies at lower costs: Using reduced number

of masks or different technology options (e.g. different thresholds or different oxide

thickness for the memory transistors to minimize leakage) to have better memories

compared to the ones that could be implemented on the same die as the logic [73].

Furthermore, long critical paths in our single cycle design may suggest that current

TSVs can be more beneficial in higher levels of the memory hierarchy where latency

is not critical and pipelining can break the critical paths (e.g. [55]). Lastly, it should

be noted that, as the network gets larger, the P&R effects such as long wiring buffers

and routing congestion become increasingly important, and we believe that delays will

increase even more in larger designs. Also, it should be noted that in a real design

back-end, multi-corner and possibly multi-mode analysis should be performed which

will make convergence even more difficult. Therefore, we suggest to build processing

clusters with tightly coupled memories using proposed LIN alternatives, and use NoC

as another level of hierarchy for inter-cluster communication, to benefit from both low

latency of LIN and scalability of NoC.

2.7 Summary

In this chapter we presented two synthesizable network architectures, C-LIN and D-

LIN derived from the Logarithmic Interconnect (LIN), which can be integrated with

3D Stacking technology to provide access to tightly coupled shared memory banks

stacked over multi-core clusters. Architectural simulation results demonstrated that in

processor-to-L1-memory context, LIN outperforms both traditional NoCs and simple

time-division multiplexing buses. We devised a modular design strategy which allows

users to stack multiple memory dies and create different height stacks with identical

dies, without the need for different masks for dies at different levels in the stack. The

designs have been explored in terms of area and latency, and full layout results show

that for large 2D designs the main problems are routing congestion, signal integrity,

and the mask cost. Therefore, our proposed 3D designs offer better scalability, however,

in terms of delay they are not so competitive with their 2D planar counterpart. This

is mainly due to the fact that the pipelines of the processors are extremely sensitive
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to the access latency of L1 memories, and current TSV technologies are not yet so

competitive with on-chip wires. For this reason, small sized L1 memories are not

beneficial in terms of performance to be moved towards the third dimension. This

motivates us study the effectiveness of 3D integration in the L2 memories shared by

multiple clusters in chapter 3.
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Chapter 3

3D Stacking of L2 Scratchpad

Memories

In chapter 2, we observed that 3D-integration in the processor-to-L1-memory context,

with current technologies, can only provide higher flexibility, modularity, and possi-

ble cost reduction opportunities. But from performance point of view, it can be even

harmful due to relatively small sizes of the L1 memories and high sensitivity of the

processor’s pipeline to their memory access latency. In this chapter, we focus on out of

the cluster L2 scratchpad memories, instead. We believe that they are more suitable

candidates for 3D integration because of their large required size and higher tolerance

to latency and its variations. We present a synthesizable 3D-stackable L2 memory IP

component (called 3D-NUMA), which can be attached to a cluster-based multi-core

platform through its Network-on-chip Interfaces (NIs), and provide high-bandwidth

memory access with low average latency. 3D-NUMA is a scalable non-uniform mem-

ory access (NUMA) architecture which allows stacking of multiple identical memory

dies, supports multiple outstanding transactions, and achieves high clock frequencies

due to its highly pipelined nature. We implemented our design with STMicroelec-

tronics CMOS-28nm Low Power Technology, and several experiments are performed to

evaluate it from different aspects.

3.1 Motivations and Challenges

3D Integration has been explored in academia and industry for over a decade now, and

a wide variety of technologies, materials, and processes have been used for research

and demonstrations. Several vertical interconnect technologies have been explored,
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including wire bonding, microbump, contactless (capacitive or inductive), and through-

silicon-via (TSV) vertical interconnect [20]. Among them, the TSV approach has

gained popularity, due to the high interconnection density.

Complex System in Package (SiP) solutions offered by companies such as TESSERA

[38], STATSChipPAC [40], Amkor Technology [36], and INVENSAS [37], address a po-

tentially large need in the market and are being recognized as the next industry thrust.

Heterogeneous integration, system miniaturization and flexibility, and block level testa-

bility are some of the several features offered by SiP solutions. In addition, they provide

a path to integration of planar IC with 3D-IC technology [41]. TSV Silicon Interposer

(TSI) is a good example of how heterogeneous dies with mixed technologies can be in-

tegrated at higher levels and greatly reduce die complexity and cost [39]. This type of

“technology disaggregation” offers the opportunity to optimize the silicon technology

for each individual IP, increases the capabilities of the products offered to the users,

provides more memory options and storage per ASIC, and more importantly, reduces

yield loss due to large dies [40]. On the other hand, with the miniaturization of pack-

ages and integration of different dies, some issues such as heat dissipation and power

delivery have raised a lot of concerns. As stated in [81], 3D stacking has a higher im-

pact on IR-drop than original 2D designs, since it inherently increases the resistance of

the power delivery network (PDN) which directly impacts IR-drop. Moreover, stacking

of dies over each other results in much higher power densities, and exacerbates heat

dissipation issues [82].

In this chapter, we focus on L2 scratchpad memories for three-dimensional integra-

tion, because of their relatively lower sensitivity to access latency and its variations.

Also because, most application processors and almost all mobile SoCs feature a large

on-chip L2 memory which is shared by multiple cores. Snapdragon 800 Processors by

Qualcomm with 2MB of L2 Cache [32], Exynos 5 by Samsung with 1MB of L2 Cache

[33], and Keystone II by Texas Instruments with 4MB of Shared L2 memory plus 4MB

of private L2 space configurable as cache or SPM [83], are great examples in this con-

text. We present 3D-NUMA, an L2 memory IP designed for integration as a 3D stacked

module, which can be attached to a cluster based multi-core platform through its NoC

Interfaces (NIs) (See Figure 3.1), offering high-bandwidth memory access with low av-

erage latency. Our proposed IP is a synthesizable and scalable non-uniform memory

access (NUMA) architecture which allows modular stacking of multiple memory dies

with identical layouts using a single mask set, supports multiple in-flight transactions,

and achieves high clock frequency, thanks to its highly pipelined nature.
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Figure 3.1: Overview of the target architecture and memory map for

3D-NUMA memory IP

This chapter is organized as follows: Related research efforts are discussed in sec-

tion 3.2. An overview of 3D-NUMA is presented in section 3.3. Post-layout synthesis

results are presented in section 3.5. Performance, power, and temperature analysis are

performed in section 3.6 and section 3.7. Issues related to packaging and manufactur-

ing are discussed in section 3.8 and section 3.9, and lastly, a summary of the obtained

results is presented in section 3.10.

3.2 Related Works

Advanced packaging technologies provide new opportunities for heterogeneous inte-

gration, power delivery, cost optimization, and thermal management. Stacked Chip

Scale Packaging (SCSP) of Amkor Technology [36] is one such example which provides

several different 2.5D/3D options for integration of heterogeneous dies in a package.

Among other packaging technologies, Dual DRAM Package (DDP), Dual Face Down

(DFD), and Quad Face Down (QFD) [37][38] with the main target of DRAMs provide

complex forms of wire-bonding which may be adopted even for other levels in the mem-

ory hierarchy. Technologies such as TSV Silicon Interposer (TSI) [39][40] and wafer

reconstitution [41] provide even more flexibility in hybrid 2.5D/3D stacking. TSIs en-

able stacking of different dies on both sides to achieve a better utilization of space and

to facilitate heat transfer of high power chips. Wafer reconstitution provides electrical

connections from the chip pads to the interconnects by means of an artificial wafer.

Redistributed Chip Packaging (RCP) [41] developed by Freescale Semiconductor of-

fers scalable chip-scale packaging and multi-die heterogeneous integration. In addition,
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Package on Package (PoP) stacking is supported in RCP by means of Through-Package

Vias.

3D stacking of DRAM memories as the last level in the memory hierarchy is orthog-

onal and complementary to the focus of this chapter, and will be studied in chapter 4.

However, 3D stacking of SRAM memories can provide more flexibility, opportunities

for process optimization, and simplified supply chain. Since dies are homogeneous from

a technology viewpoint, i.e. they can be manufactured in the same fab as logic dies.

Needless to say, given their low density and high cost, SRAM based memories are ob-

viously not a viable DRAM replacement for main memory, and they should be used

in lower levels of the memory hierarchy. We should add here that, embedding DRAM

memories in the lower levels of memory hierarchy is also another design alternative.

Tri-gate CMOS Embedded DRAM (eDRAM) designed in 22nm technology by Intel

[18], and the 45nm SOI eDRAM by IBM [84] are two examples which can offer better

area utilization, performance, and even power consumption compared to the SRAM

cells in the same technology nodes [85][86]. However, these technologies require special

process options and they are expensive compared to the state-of-the-art memories. In

our design we use industrialized SRAMs, nevertheless, our proposed architecture for

L2 memory can be easily adapted to use embedded DRAM, as well.

3D stacked caches with wide I/O interfaces [28][29], and 3D stacked non-uniform

cache architectures (NUCA) [30][25][31] are alternative solutions for moving towards

the third dimension. In [28], the authors have demonstrated that implementing the

memory bus between a L2 cache and an on-chip main memory as wide as a cache line,

which operates at core’s clock frequency, can provide the maximum bandwidth that

the L2 cache can consume and, thus, contribute to a large gain in system performance.

In [29] a 3D stacked SRAM cache with wide vertical I/O interconnections has been fab-

ricated at 0.18μm. However, in spite of all advantages in 3D stacked caches with wide

I/O interfaces, a centralized shared memory still lacks scalability [87]. On the other

hand, NoC based 3D stacked NUCA brings a scalable and modular communication

infrastructure. In 3D stacked NUCA, the stacked cache is divided into multiple banks

with different access latencies according to their locations to cores [30]. Connecting

each processing core to the 3D stacked NUCA cache separately through its own TSVs

enables high bandwidth and parallel communications between cores and stacked cache

banks. In [25], some advancements in trying to solve the DRAM issues are presented

with real chip results for WIOMING Multiprocessor SoC. An innovative distributed

caching mechanism is proposed to reduce memory access latency and external memory
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bandwidth requirements. Lastly, [31] uses SRAM row cache to improve both perfor-

mance and energy in a 3D stacked DRAM. While 3D stacking of caches is also an

alternative solution, in this work we focus only on design of large on-chip memories

which are mapped in the address space to accommodate data structures which must

remain on-chip for sake of energy efficiency, and that are not well managed through

caches.

3D stacked scratchpad memories (SPM) have been studied in [64][65][55]. In [64],

the authors proposed a configurable memory die that consists of many uniform memory

elements, which are connected to each other with a switch-based 3D mesh intercon-

nection network. In [88], customizable redistribution layer (RDL) routing for a con-

figurable 3D stacked memory has been proposed. The RDL enables connecting each

core and memory cell without any switch connection. In [65] a prototype of 3D stacked

SPM has been published. It is a two-layer 3D IC, where the logic die consists of 64

general-purpose processor cores running at 277 MHz, and the memory die contains 256

KB SRAM. Each processor core is directly connected to each 4 KB of SRAM scratch-

pad data memory. All these works focus on 3D stacking of private memory banks.

While, in [55], a logarithmic interconnect provides low latency access to a stack of

shared L2 SPM dies. The main difference between this work and the presented works

is that we propose a high performance and scalable 3D non-uniform memory access

(NUMA) architecture for L2 SPMs, which allows modular stacking of multiple memory

dies with identical dies with a single mask set. Moreover, we have implemented our

proposed solution using the state-of-the-art technology libraries and performed several

experiments on power, performance, temperature, etc.

Focusing on die stack ordering strategies, several different configurations are pos-

sible to be used for a 3D stack consisting of memories, logic, and processing elements

(PEs). 3D stacked memories initially had their memory dies placed over the PE die.

For example, in [64] one layer of scratchpad memory is stacked over the PE die. In [89]

multiple levels of DRAM dies are stacked over a PE die composed by processors and

caches. In [90] DRAM dies are stacked over an interposer, while the logic die is placed

under it. And even in the initial proposal of Hybrid Memory Cube (HMC) by micron

multiple DRAM dies have been stacked over a logic die [91]. One drawback with these

solutions is the difficulty in heat dissipation of the PE or the logic dies. Most recently,

3D configurations with PE dies stacked over the memory dies have been proposed. In

[71] two face-to-face core and cache dies are stacked back-to-back and then placed over

multiple DRAM dies. In [82] similarly, PE die is stacked over a cache die and then

38



placed on top of multiple memory dies. A first-order thermal analysis shows improved

heat transfer in this configuration. In [92], an unthinned PE die is stacked over mul-

tiple thinned DRAM dies, with a heat-sink placed over them. For power delivery to

the PE die, Through-DRAM TSVs are utilized. Despite heat improvement in all these

solutions, they aggravate the very important problem of power delivery to the high-

power dies (i.e. PE and logic dies) stacked on the top levels. Power TSVs consume a

large percentage of die area, and more importantly, IR-drop and voltage droops in the

power distribution networks increase to a great extent [81].

One promising solution which can solve the drawbacks of the two mentioned con-

figurations, is through introduction of a double sided silicon interposer to the stack

[93] (see Figure 3.18). This way, high power dies can be stacked on its top, while low

power dies such as memories are placed on bottom. RDL metal layers on both sides

of the interposer along with TSVs passing through it provide connections between the

two sides. In [94] one such solution is proposed with a logic controller stacked on top

of a substrate. While the whole DRAM stack along with its controller are placed on

the bottom of the substrate. Similarly in [95] packaging requirements for such DRAM

stack design is investigated, and even a back-side heat slug is utilized for heat dissi-

pation of the low-power dies on the bottom side. To our knowledge, our work is the

first one with physical implementation of a 3D stacked L2 scratchpad memory and an

extensive evaluation of several different parameters.

3.3 3D-NUMA Memory IP

3D-NUMA is a 3D L2 scratchpad memory designed to be attached to cluster based

multi-core platforms with a global NoC connecting all the clusters, and each clus-

ter composed by multiple tightly coupled processors (illustrated in Figure 3.1). This

memory IP is well-suited for serving L1 cache refill/write-back commands, since it has

been designed to serve load and store packets of different sizes (up to 64 Bytes). It

should be noted that 3D-NUMA is mapped in the main address space and it supports

caching similar to the main memory, nevertheless, actual caching mechanisms (e.g.

directory/snooping mechanisms) are not implemented in this work, and pre-recorded

traces are used for performance analysis (See section 3.6). The word-level-interleaved

organization utilized in this memory system allows for breaking a Load64Bytes com-

mand into Load8Bytes commands and dispatching them to 8 parallel memory cones

(See Figure 3.2.a). This way, 3D-NUMA can offer much higher bandwidth than simple

39



N
oC

 In
te

rf
ac

e 
1 Req.

Engine

Read Buffer

N
oC

 In
te

rf
ac

e 
N Req. 

Engine

Read Buffer

Resp.
Eng.

Resp.
Eng.

Arbitration 
Tree

Fork

Join

Memory 
Array

Fork

Join

Memory 
Array

Fork

Join

Memory 
Array

Fork

Join

Memory 
Array

PC PC

PC PC

M
em

or
y 

Co
ne

 0
M

em
or

y 
Co

ne
 C

L

C

N

C

MOT

Arbitration 
Tree

a)

b)

JF1

JF2

Logic Die (LD) Mem Die 0 Mem Die L

V11

V1C

VN1

VNC

W11

W1C

WN1

WNC

V11

W
I
R
I
N
G

VN1

V1C

VNC

W1

WC

W1

WC

Resp. 
Valid

W1C

WNC

W1

WC

Resp. 
Valid

W1C

WNC

V1

VC

Pipeline Registers
3D Partitioning

Response Path
Request Path

Clock

Patient Clock

FIFO

Legends
PC

Parameter Symbol Values

Number of NoC Interfaces N 1, 2, 4, …, 16

Number of Memory Cones C 1, 2, 4, …, 16

Maximum Outstanding Transactions MOT 1, 2, 4, …, 16

Number of Stacked Memory Dies (Layers) L 1, 2, 4, 8

Size of Each Memory Array S Any (32 KB)

Width of Data Bus W Any (64 bits)

Width of Address Bus A Any (32 bits)

Figure 3.2: Block diagram of the 3D-NUMA memory IP (a) and its

configurable parameters (b).

bank-level-interleaved memories directly attached to the NoC interfaces (See section 3.6

for detailed results).

An overview of the 3D-NUMA L2 memory IP is illustrated in Figure 3.2.a. When

request packets of different sizes arrive at the NoC Interfaces (NIs) (Load/Store{1, 2,
4,..., 64}Bytes), the Request Engines (REs) break the input packet into smaller units

called chunks and issues them in parallel to the Arbitration Trees (ATs), where a pseudo

round-robin arbitration is performed among the requests arriving from different NIs

(Vij and Wij in Figure 3.2.a show the wirings for requests and responses, respectively).

Winners enter the memory pipeline, while the losers wait for another cycle behind
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the arbitration trees. Each request travels through the memory pipeline, and in each

memory die a partial address check is performed in Fork to identify whether the request

belongs to that particular memory die. If matched, memory access is performed and a

response is returned in the response path through the Join modules. Response paths

are shared among the Read Buffers, and simple return-address decoders issue valid

signals (resp. valid component) to the destination. Since the response chunks arriving

from different memory cones may arrive out of order and at different times, a data

structure called Read Buffer (RB) is utilized to merge them, build response packets to

original requests, and serialize them through the NI. It should be noted that the access

time of the memory dies increases with their indices (Non-Uniform Memory Access

[NUMA] behaviour), since the memory dies are separated by pipeline registers and

packets flow through these registers in each cycle. This feature allows for scalability,

facilitates stacking of new memory dies with a single mask set, and modularly increases

the memory size without affecting the clock frequency (Effect of the number of stacked

dies on memory access time is studied in section IV). One should note that, such change

in a flat die would require a complete silicon re-spin.

The key property of this soft IP is configurability through several parameters illus-

trated in Figure 3.2.b. N is the number of independent NoC interfaces which are used

to attach 3D-NUMA to a NoC (the design of which follows AXI bus standard [96]). C

is the number of parallel memory cones. This parameter defines the maximum possi-

ble number of words which can be fetched in parallel during a load operation. MOT

defines the maximum allowed in-flight transactions inside the memory system. This

parameter directly affects the depth and complexity of the read buffers (described in

the next subsection) while it has no effect on the memory pipeline and the other com-

ponents. L is the number of the stacked dies. S defines the size of each memory array,

and finally, W and A define the widths of the data bus and address bus, respectively.

One last point to mention is that this memory organization does not maintain the

order of the input packets, and may reorder them due to its NUMA nature. Therefore,

existence of reorder-buffers at the refill ports of L1 caches or the DMA engines in the

clusters is mandatory. This is not an unrealistic requirement, since most advanced

cache interfaces and DMAs handle Out Of Order (OOO) NoC responses [96].
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3.4 Network Operation

When a request packet arrives at one of the NoC Interfaces illustrated in Figure 3.2.a,

it is forwarded to the Request Engine through a small queue. The request engine tries

to allocate a location for this packet inside the Read Buffer, and if succeeds, it will

the grant the original request, otherwise stalls it. After successful allocation of the

request in the Read Buffer, it will be broken into chunks (word-level-interleaved based

on its lower address bits), and each chunk is sent to a separate memory cone and

waits there for the arbitration tree in that cone to compete with requests from other

NoC Interfaces. The winner chunk is allowed to enter the memory pipeline and move

forward through the pipeline registers in each clock cycle. In the memory pipeline, Fork

and Join components are responsible for flow control and routing of the request to the

intended memory layer, and returning back the response to the NoC Interfaces. Read

Buffer component is described in the next subsection and other components follow it

afterwards.
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3.4.1 Role of the Read Buffer

Read Buffer is one of the most important components in 3D-NUMA, as it serves for

different purposes: First, it allows for supporting multiple outstanding transactions and

decouples request and response paths completely, by accepting up to MOT requests

and granting them while their responses are not ready yet. This helps utilize the

bandwidth of the memory pipeline more efficiently. In addition, since response chunks

from different memory cones may return at different times, RB stores them temporarily

until they all become available. Finally, all the header and control bits of the input

packet are stored in the RB to avoid propagating them through the whole memory

pipeline. When response data returns from the memory pipeline, response packet is

built using this stored information.

The schematic view of the Read Buffer is illustrated in Figure 3.3. When a request

arrives at one of the Request Engines, it is allocated in the associated Read Buffer by

assigning a new Tag to it from the Tag FIFO (If the Tag FIFO becomes empty, the

request will be stalled). Next, all the header and control bits of the input packet are

stored in the Control Buffer to avoid propagating them through the whole memory

pipeline. Finally, the location associated with this Tag inside the Ready Buffer will be

cleared. All these operations are performed in parallel in the step shown in Figure 3.3

as Allocate Response (AR). A couple of cycles after issuing the request, the response

chunks return from different memory cones. Read Buffer accommodates them based on

their tag and partial address bits, and sets the ready bit for each one of them inside the

Ready Buffer. This step is shown as Write Response (WR). A response becomes ready

when all of its chunks have arrived from the memory pipeline. Then, a First-comes-

first-served (FCFS) arbitration is performed among all the ready responses inside the

Response Selector module, and winner is sent to the Response Engine along with its

header and control bits which are necessary to route back the response. Finally, its

location is marked as empty for accommodation of new requests (Read Response (RR)

step).

3.4.2 Flow Control Components

Flow control in the logic die of 3D-NUMA is based on request-grant handshaking and

supports full bandwidth operation of 1 transaction per cycle, whereas, the memory

pipeline has been designed in a grant-less and straightforward fashion. In fact, when-

ever a requests chunk enters the memory pipeline, a location for its response is already
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reserved in RB, therefore, there is no possibility that this request or its response get

stalled. This is another benefit of RB which helps remove the grant signal from the

memory pipeline, and greatly simplifies its hardware by replacing complex request-

grant FIFOs with simple pipelining flip-flops (illustrated in red color in Figure 3.2.a).

Fork is a combinational module which simply compares the address of the request

chunk with LayerID (index of current memory die/layer) and if matches, it sends the

chunk to the memory cut on this layer, otherwise forwards it to the next layer. While,

Join receives response chunks from this layer and the upper memory layer through

small FIFOs designed for this purpose, and chooses between them in a round-robin

fashion, and forwards the winner to lower layers. A schematic view of the Fork and Join

components, as well as, the request-grant FIFOs is illustrated in Figure 3.4. Request

Engine is responsible for decoding request packets and issuing them to the memory

pipeline. Load packets from the NoC Interface fit in a single flit, since they do not

have any payload. Therefore, Request Engine receives the whole packet in a single cycle

and then issues it to parallel memory cones (Only aligned access is supported). While,

Store packets have several flits, therefore, Request Engine issues requests to associated

memory cones serially, as it receives each flit. Lastly, Response Engine receives response

packets which are ready from Read Buffer, and serializes them into multiple flits to the
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Figure 3.5: Experimental setup for design and exploration of 3D-

NUMA

NoC Interface. In case of Load commands, a multi-flit packet is returned, while for

Store, only a single flit acknowledge packet is returned. It should be noted that, three

different arbiters are advocated in design of 3D-NUMA to resolve events happening

in the same cycle. Arbitration Tree (See Figure 3.2.a) is a modified version of the

Logarithmic Interconnect presented in the previous chapter which performs Pseudo-

round-robin arbitration over the input requests, and is modified to support grant-

based handshaking. Join module uses a simple Round-robin arbiter implemented as a

toggle flip-flop. And a FIFO based implementation of First-come, first-served (FCFS)

has been implemented inside the Response Selector (See Figure 3.3). All mentioned

arbitration algorithms have been chosen carefully to be fair, otherwise they can result

in starvation.

3.5 Design Implementation

An overview of the experimental setup for design and exploration of the 3D-NUMA

memory IP is illustrated in Figure 3.5. The individual steps will be described in

this section and the followings. Physical design of 3D-NUMA has been performed
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Figure 3.6: Schematic view of the 3D-NUMA design to implement

based on the STM Bulk CMOS-28nm Low Power technology library, with a Multi VTH

synthesis flow with Synopsys Design Compiler Graphical, and P&R in Cadence SoC

Encounter Digital Implementation. The baseline 3D-NUMA memory IP consists of one

Logic Die (LD) with 16 NoC Interfaces (N ) and 8 (L) identical Memory Dies (MD)

stacked over it. The number of parallel memory cones is 16 (C ), maximum supported

address width is 32 bits (A), width of the data bus is 64 bits (D), and the maximum

number of outstanding transactions is equal to 8 (MOT ) for each NoC interface. The

schematic view of the design to be implemented is shown in Figure 3.6. For the memory

arrays, high density industrial hard macros (S=32KB, W=64bits), provided by the

STMicroelectronics company in the same technology, have been utilized. This is to

provide an access granularity of 64-bits, while the burst-length can flexibly range from

8Bytes to 64Bytes. The access time of these memories is 0.786ns with a cycle time

of 1.04ns. Up to a total of 4 MB of stacked L2 SPM can be provided by this IP. NoC

Interfaces have been implemented using pre-designed hard macros, as well, and for the

memory elements inside the Read Buffers small hard macros of 16 × 64 bits are utilized.

All other components have been synthesized as Soft IPs. The logic die is designed

using 10 metal layers, while this number is reduced to 8 in memory dies because of

lower routing complexity. This configuration has been used for all experiments, unless

otherwise stated.

3D clock distribution and delivery have been analysed thoroughly in [68][97], and
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clock skew among layers can be dealt with synchronizers [70] or clock trees with tunable

delays and phase detectors [71]; In this design we have assumed a synchronous 2.0ns

clock with ample margins propagating through dedicated TSVs to all stacked memory

dies. Clock skew has been handled through design margins similarly to the 2D case.

For the TSVs we used via-first technology with Cu-Cu Direct Bonding technique and

a pitch of 10μm× 10μm [22] (as the state-of-the-art for high volume production-ready

TSVs). A capacitive load of 30fF [22] has been used to model them, and an extra

margin of 140 ps has been added to the output signals which are captured by flip-flops

(FFs) in the adjacent memory dies (setup time of the FFs), during the timing analysis

phase.

TSV fabrication yield is a crucial parameter in manufacturing yield and cost of the

final stack. For this reason, use of failure detection and repair mechanisms is highly

beneficial when the TSV process technology is not mature enough. In this design,

we have utilized a low overhead TSV repair mechanism capable of providing up to

95% recovery rate with an overhead of 1 TSV per each block of 25 [98]. The effect of

these TSVs on manufacturing yield and cost is studied in section 3.9. Moreover, area

overhead of the redundant TSVs along with their detection and recovery circuits are

considered in all other experiments. Due to the highly pipelined nature and enough

margins on the 3D clock networks, 3D-NUMA can easily tolerate the extra latency

introduced by the TSV repair mechanism.

Figure 3.7 illustrates a snapshot of the post place&route layouts. As can be seen,

an area of 0.31 mm2 is devoted to the TSV matrix (between LD and MD0) composed

by 3088 TSVs with a pitch of 10μm× 10μm, and for connection of LD to PE die (PD)

16 groups of 228 TSVs with areas of 0.02 mm2 are utilized. Placement and routing

under the TSVs have been avoided to prevent thermal stress during fabrication [99].

We should remind that the dies have been designed as generic as possible to be used

with different stacking configurations, therefore, in some of the configurations TSVs

can be eliminated because of face-to-face stacking (e.g. TSVs between LD and PD in

the MPI configuration in Figure 3.17.a). Each 32 KB memory array consumes about

0.062 mm2 of silicon, and the logic elements and routing channels on the memory die

add an extra overhead of 9% (apart from the area occupied by TSVs and power rings

around the memory hard macros). We would like to mention here that our 3D design is

capable of reducing die footprint by over 75% compared to its 2D counterpart. This can

provide the opportunity to improve power delivery, IR-Drops, and manufacturing yield

and cost. Of course this can happen only with enough maturity of the TSV technology
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Figure 3.7: Physical implementation of 3D NUMA in STMicroelec-

tronics CMOS-28nm Low Power Technology.

and the automated 3D CAD Tools. Lastly, post P&R timing results demonstrate that

our baseline design can operate at 500 MHz in the slow process corner (SS) with an

operating voltage of 0.9V, and a temperature of 0◦ C. This is limited by the access

time of the memory arrays, while the logic components can operate up to 1 GHz.

3.6 Performance Evaluation

This section presents the performance evaluation and design space exploration results

of the 3D-NUMA memory IP under different configurations and loads. Detailed cycle-

accurate simulation has been performed in Mentor Graphics’ ModelSim. gem5 [100]

simulation environment has been used to record memory access traces, which are then

fed to ModelSim for trace-based simulation. gem5 runs a full-system simulation of

Alpha CPUs with Linux 2.6.27 kernel executing PARSEC V2.1 benchmark suite [101]

on medium sized inputs, and a fixed number of traces are gathered only for the parallel
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Figure 3.8: Average Memory Access Time (AMAT ) in cycles and its

variation (std. dev.) for PARSEC benchmarks, plotted for different

number of stacked memory dies (L). Total L2 memory sizes changes

from 512 KB to 4 MB proportional to L.

part of the benchmarks when they enter their Region of Interest (ROI).

3.6.1 Network Parameters of 3D-NUMA

For the first experiment, traces of PARSEC benchmark have been applied to the NoC

Interfaces (NIs) of the baseline system (bypassing the processing clusters and their L1

caches illustrated in Figure 3.1), and Memory Access Time (MAT) has been measured

for different number of stacked dies. Figure 3.8 plots Average Memory Access Time

(AMAT) in cycles along with variation in access time measured as the standard devi-

ation of the access time distribution. It can be seen that for the stack of 8 memory

dies, average memory access takes 22.03 cycles with a variation of 8.72 cycles. Also

an average bandwidth of 23 GB/sec. is delivered to the benchmarks, which is not

illustrated in this figure.

Next, to measure the sensitivity of Memory Access Time to requested bandwidth,

uniform random traffic with random command types (Load/Store of 1, 2, ..., 64 Bytes)

is injected to the baseline network, and packet inter-arrival time is changed based

on Random[0, T ] where T is plotted on the X-axis in Figure 3.9. When T=0, full-

bandwidth is requested at the NoC Interfaces, and as T increases, requested bandwidth

decreases. Figure 3.9.a plots AMAT for different number of stacked memory dies, and

Figure 3.9.b plots delivered bandwidth of the network normalized to its upper bound

calculated as N ×W × F = 64GB/sec., where N is the number of NIs, W is width of
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the data bus in bytes, and F is the operating frequency. As can be seen, when full-

bandwidth is requested, the network is able to deliver 88.2% of the bandwidth upper

bound with an AMAT of 37.2 cycles, for a stack of 8 memory dies.

Equation (3.1), shows different contributors to Memory Access Time (MAT) of a

Load command in cycles. tNST represents network stall time; tQF , tRF , and tSF are

wait times in request, response, and response selector FIFOs (inside RB), respectively;

tRE is the wait time for Read Buffer to have an empty location; tARB is the number

of cycles to wait before winning the arbitration; tJF1 and tJF2 represent the wait time

in FIFOs inside the Join module (See Figure 3.2.a); and lastly, NL is the index of the

target memory die for this command.

MAT = tNST + {tQF + tRF + tSF}+ {tRE + tARB}+
NL × {2 + tJF2}+ {tJF1 − tJF2}+ 3 (3.1)

If we assume that there are no other in-flight packets, for a Load8Bytes command

targeted to the first memory die, we can obtain a lower bound of 10 Cycles for Equa-

tion (3.1). As the packet inter-arrival time grows to infinity in Figure 3.9, AMAT

for L=1 approaches this number. Moreover, for an evenly distributed traffic among

all 8 memory dies, AMAT can be estimated from the formula as 20.5Cycles. Simi-

larly, AMAT for L=8 in Figure 3.9 approaches this number for large values of inter-

arrival time. Referring back to the experiments with typical application workload

(Figure 3.8), we note that the network delivers the requested bandwidth with less than
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10% increase in latency with respect to an ideal banking conflict-free condition. These

experiments confirm that 3D-NUMA delivers consistent performance results suitable

for an L2 scratchpad memory. Next, we compare it with the state-of-the-art bank-level

interleaved memories and show its benefits.

3.6.2 3D-NUMA vs Memory Banks Attached to NoC

One question which needs to be answered is that, if we remove the relatively complex

wirings and arbitration trees of 3D-NUMA and attach the memory pipeline directly

to the NoC through the NIs, do we gain any benefit? In fact, we have to justify that

3D-NUMA performs better than a traditional bank-level-interleaved memory directly

attached to the NoC through its multiple ports [89][82]. For this purpose, we have

modeled a high performance NoC based on [79] using high-level constructs in Sys-

temVerilog. The linear array NoCs shown in Figure 3.10a,b have a clock frequency of

3.6 GHz, with enough flit size to fit a Load8Bytes command, and with operation rate

of 1 Flit/Cycle. NoC Link latency is considered to be 1Cycle. To maintain deadlock

free communication, multiple virtual channels are implemented, and the buffer size per

each virtual channel inside each NoC switch has been considered to be 32 flits. On the

other hand, 3D-NUMA memory system operates at the frequency of 500 MHz.

Two scenarios are compared in this experiment: the first one consists of the com-

plete 3D-NUMA IP connected to 16 traffic generators (TG) using one layer of the men-

tioned NoC switches (Figure 3.10.a). While in the second scenario (Figure 3.10.b), the

arbitration trees have been removed and memories are treated as bank-level-interleaved

(Memory pipeline operates at the same frequency of 500 MHz). Therefore, accesses

to remote banks are routed through the NoC, and the switches should handle more

pressure. Also multi-word accesses to one bank are serialized in the memory system.

All other parameters are common between the two scenarios. Figure 3.10.c compares

the total execution time for serving all memory accesses of a fixed number of traces

from the ROI region of PARSEC 2.1 benchmarks between the two scenarios. In this ex-

periment 3D-NUMA reduces total execution time by an average of 34%. This is firstly

because the word-level interleaved organization allows for parallel access to memory

banks (see next subsection for comparison with bank-level interleaving), and secondly,

the arbitration trees forming a cross-bar switch reduce the traffic and congestion in the

NoC switches.
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Figure 3.10: Comparison of the execution time (MCycles) between

Scenario 1: 3D-NUMA (a), and Scenario 2: memory banks directly

attached to NIs (b), for different PARSEC benchmarks (c).

3.6.3 Effect of Memory Interleaving

Next, we study the effect of memory interleaving on different network parameters

in 3D-NUMA. Bank Level Interleaving (BLI) is the most commonly used method in

memory systems [89][82][102], while 3D-NUMA has been designed in a Word Level

Interleaved (WLI) fashion. Two scenarios are created for this purpose. WLI: the base-

line 3D-NUMA with word-level-interleaving across memory cones (Figure 3.11.a), and

BLI: a modified version of 3D-NUMA which is bank-level interleaved (Figure 3.11.b),

therefore, multi-word requests are serialized in it. Figure 3.11.c compares the two sce-

narios for four parameters (under PARSEC benchmark traces): total execution time,

Average Memory Access Time (AMAT), variation in memory access time (measured

as standard deviation), and finally, Total Network Stall Time (TNST) which shows

that amount of time that the request packets should wait before being granted into the

memory pipeline. As can be seen, in all parameters, Word-Level-Interleaving (WLI)

performs better than Bank Level Interleaving (BLI). Another experiment is performed

to show this difference more clearly. Uniform random traffic is injected into both sce-

narios and the relative values of WLI to BLI for all four parameters are plotted in

Figure 3.12. The value T on the X-axis is used to change the packet inter-arrival time

52



0

0.2

0.4

0.6

0.8

1

Execution Time AMAT Variation TNST

dedup
swaptions
blackscholes
fluidanimate
streamcluster
vips
rtview
ferret
canneal
freqmine
bodytrack
x264
facesim

-25% 

-71% 
-60% 

-70% 

Normalized (WLI/BLI) 
c) 

Scenario2:
BLI

Scenario1:
 WLI

&

TG

&

TG

&

TG

...
...

... W
iri

ng
 &

 A
rb

itr
at

io
n 

Tr
ee

s &

TG

&

TG

&

TG

...
...

...

... = Request Engine,
 Response Engine,
 Read Buffer

= NoC Switch===&

= Traffic Generator===TG

W
0

W
C

W
1

W
0

W
1

W
L

W0 W1 W2 W3

Load32Bytes (4 Words)

Legends

a) b)

W
iri

ng
 &

 A
rb

itr
at

io
n 

Tr
ee

s
Figure 3.11: Comparison of two scenarios for 3D-NUMA: Word-level-

interleaving [WLI] (a) and Bank-level-interleaving [BLI] (b); using

PARSEC benchmarks (c) (Values of WLI are normalized to BLI)

0

0.2

0.4

0.6

0.8

1

100 90 80 70 60 50 40 30 20 15 10 8 6 5 4 3 2 1 0

Variation TNST AMAT Ex. Time

T 

Normalized (WLI/BLI) 

Figure 3.12: Comparison of two scenarios for 3D-NUMA under uni-

form random traffic with packet inter-arrival time of Random[0, T ]

(Values of WLI are normalized to BLI).

in cycles (Random[0, T ]). It can be seen from this figure that in all cases, execution

time of WLI is at least 12.5% lower than BLI. Moreover, as inter-arrival time between

packets increases, contentions in WLI reduce, therefore the benefit of using WLI im-

proves, until at some point AMAT, TNST, and Variation stop improving any further.

While, relative execution time of WLI to BLI increases afterwards because it will be

dominated by the empty spaces between the request packets.
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Figure 3.13: Effect of Maximum Outstanding Transactions (MOT)

on execution time (KCycles) (a), Average Memory Access Time

(AMAT ), and access time variation, in cycles (b). Effect of MOT

on the distribution of Memory Access Time (MAT) in cycles (c), full-

bandwidth uniform random traffic is applied.

In addition to performance improvement, WLI offers better scalability and allows

parallel serving of multi-word requests. While in BLI designs, such operation would

require a change in the width of the data bus (W ) and incurs a lot of complexity to

support parallel serving of requests with different sizes.

3.6.4 Effect of Maximum Outstanding Transactions

As we explained before, modular design of 3D-NUMA and its highly pipelined nature

result in non-uniform memory access times. In order to compensate for this behaviour,

multiple outstanding transactions (up toMOT ) are supported in 3D-NUMA. In this ex-

periment, we study the effect of this critical parameter on total execution time, Average

Memory Access Time (AMAT), and variation in the access time (std. dev.), for dif-

ferent number of stacked memory dies in 3D-NUMA. Full bandwidth uniform-random

traffic with random command types is injected at the NIs. Figure 3.13 illustrates the

results. It can be seen that increasing MOT reduces the total execution time of an

8-Layer memory stack down to a 1-Layer memory stack. Also, AMAT and Variation

decrease when the network supports more number of in flight transactions. This is
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Figure 3.14: Total executed cycles and execution time (μS) for differ-

ent configurations leading to the same total memory size (S×L×C =

2MB), where uniform random traffic is applied

because increasing MOT allows more in-flight requests, rather than waiting for previ-

ously issued ones to complete. Therefore, bandwidth is utilized more efficiently and

memory access time is amortized. Similar techniques are usually utilized in advanced

DMA engines and DDR memories to hide access latency. The NUMA behaviour and

the effect of MOT on it can be further shown by plotting the distribution of the mem-

ory access time for 8 stacked memory dies in Figure 3.13.c, where the same random

traffic is applied. As can be seen, increasing MOT up to 8 improves the access time

mean and variance while MOT=16 makes only a slight improvement.

3.6.5 Different Configurations with Equal Memory Size

To have a better insight about different design alternatives, under random traffic exe-

cution time (μS) and total number of execution cycles of 3D-NUMA have been plotted

in Figure 3.14 for several different configurations that lead to the same total memory

size (i.e. S × L × C = 2 MB). Clock period has been scaled based on the synthesis

results. As Figure 3.14 illustrates, the main factor which affects the clock period is the

size of the memory banks (S ), while increasing the number of memory cones (C ) leads

only to a slight increase in it. The best configuration in terms of total execution time is

with (S, L, C ) equal to (32, 2, 32). This is because the clock period is already limited

by memory access time, and changing C up to 32 does not affect it any further. How-
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ever, in terms of area, this configuration has the highest overhead, because the size of

the Read Buffers and the number of Arbitration Trees grow with C. The configuration

(32, 8, 8) offers reasonable execution time, low area overhead, and more importantly

better scalability and modularity, while execution cycles in this configuration is more

than the others, and this may translate into higher dynamic power consumption (see

the next section for detailed power consumption results and the techniques to reduce

it).

One last point to mention is that 3D-NUMA features similar pre-P&R latency and

clock frequency in comparison with its 2D version. This is due to the highly pipelined

nature of the proposed architecture, which in fact is also well suited for L2 implemen-

tation and provides several opportunities such as scalability, ease of timing closure and

clock distribution. However, by going vertical, wire length, routing complexity, and

synthesis effort are reduced, while in the flat design several buffers will be inserted by

the synthesis tool in the long wires, and larger channels should be allocated to avoid

routing congestion. This problem intensifies in the 2D planar designs as the size of the

memory increases.

3.7 Power and Temperature Analysis

This section presents results related to power consumption and temperature, and pro-

poses solutions to address related issues.

3.7.1 Power Analysis

Power consumption has been analysed with Synopsys Primetime in the typical cor-

ner case (TT) at 25◦C, with the switching activity recorded from ModelSim in Value

Change Dump (VCD) format. For the first experiment, full-bandwidth random traffic

with a packet inter-arrival time of Random[0, T ] (Cycles) is applied to the post-layout

model of 3D-NUMA. Also, automatic clock gating has been enabled during the syn-

thesis (see the next experiment for a comparison of the clock gating schemes).

Figure 3.15.a,b illustrate the power consumption in the logic die and memory die

MD0, broken into memory macros, registers, combinational logic, and clock network.

The largest contributors to the power consumption in LD are the memory macros uti-

lized in the read buffers. Moreover, the power consumption in MD0 does not decrease

down to zero as packet inter-arrival time increases, and a residue of about 20mW
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(d). In all experiments, uniform random traffic has been applied with

a packet inter-arrival time of Random[0,T]).

remains even without existence of any useful transactions. This power is mostly con-

sumed in the clock tree and clock gating elements, and there is no easy way to remove

it automatically.

In order to further reduce this power consumption in the memory stack, we propose

Patient Clock (PC), an architectural clock gating mechanism which clocks the memory

dies only if there is a pending or in-flight request. This is done in two simple ways:

Patient Clock in Logic die (PCL) and Patient Clock in Memory dies (PCM). In PCL,

the logic die gates the input clock to the memory stack, so all memory arrays which

form a cone receive the same gated clock and are enabled together. While in PCM,

the clock to each individual memory array is gated based on requests from lower dies

and the responses from upper dies (See PC in Figure 3.2.a). To implement patient

clock, a very simple up/down counter is utilized which counts up on every request

and down on every response. As long as this counter is equal to zero, clock is gated.

Otherwise, clock is activated to serve the in-flight requests and responses. It should be

noted that patient clock is completely transparent to the 3D interface, and the gated
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clock generated in each memory die is sent to the next memory die as its main clock.

Figure 3.15.c compares the post-layout power consumption among the four different

clocking strategies: No Clock-Gating (NCG), Automatic Clock-Gating (ACG) during

the synthesis phase, Patient Clock in Logic die (PCL), and Patient Clock in Memory

dies (PCM) (described previously). Uniform random traffic with a packet inter-arrival

time of Random[0, T ] (Cycles) has been applied to the NoC interfaces. It can be

seen that the original design with no clock gating (NCG) performs poorly in all cases

(about 3.7× more power consumption than ACG), therefore, in all other experiments

(including temperature analysis) ACG mechanism is utilized. In addition, power con-

sumption in all cases drops rapidly after T exceeds almost 30 cycles. Therefore, the

clock gating methods are suitable only when long pauses exist among the packets. This

seems achievable in L2 memory, since L1 caches filter out the requests from PEs and

turn them into large packets of refill/write-back (see Figure 3.16 for real benchmark-

ing results). Furthermore, the pipelined nature of 3D-NUMA results in lower signal

activity in the upper memory dies. This way the benefit of the gated clocks increases

in the upper memory dies. Next, Figure 3.15.d compares energy/transaction among

the clock gating methods in the previous experiment. It can be seen that PCM is the

most energy efficient method among the three, and its energy consumption is almost

independent from the inter-arrival time among the packets.

In order to see how these methods perform under realistic loads, experiments are

repeated with PARSEC benchmarks. Figure 3.16.a illustrates the percentage of reduc-

tion in switching activity in the stack of 8 memory dies for each benchmark after PCL

is utilized. Figure 3.16.b illustrates this reduction in each memory die with PCM. The

benchmarks react differently to different clock gating methods, nevertheless, an average

reduction of 21% for PCL and 44% for PCM are observable. Total power consumption

in the stack of 8 memory dies with different clock gating methods is compared in Fig-

ure 3.16.c. Here, a power reduction of 18.3% for the PCL method and 38.6% for PCM

is observable (the area increase in the memory dies due to addition of PCM was less

than 1%).

One last point to mention is that, even though IR-drops and voltage droops are

the main limiting factors in power delivery to a 3D stack [81][103], and different al-

gorithms for estimation of the optimal place/size/count of TSVs and thermal diodes

have been proposed already [81][104], in the PIMD configuration utilized in our ex-

periments (illustrated in Figure 3.18 and described in the next section), they are not

much of a concern. This is because in this configuration the TSV interposer is placed
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between the PE die and the memory dies, and is responsible for power delivery to

them, independently. Moreover, the power consumption in the memory stack is quite

low (1200mW in the whole stack of 8 memory dies and one logic die, under worst

case load), therefore resistive drop in the power distribution network of 3D-NUMA is

expected to be small. In addition, in comparison with the 2D counterpart, 3D-NUMA

does not necessarily improve or worsen power consumption. Because on one hand more

power is consumed in the 3D interfaces, while on the other hand, clock trees and rout-

ing channels, which are important contributors to power consumption, are simplified

compared to the planar version.

3.7.2 Thermal Analysis

For thermal simulation, 3D-ICE (version 2.2.5) [105] has been utilized. Floorplan is

extracted from Cadence SoC Encounter and fed into 3D-ICE using automated scripts.

For generation of the power traces, Primetime is executed in small epochs of 1ms, and

again, resulting log files are analysed automatically to generate power traces for 3D-
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ICE. Four configurations have been compared from thermal point of view: MPI, MIP,

PIMD, and PIMU (see Figure 3.17.a,b,c,d). In MPI the whole 3D-NUMA memory

stack is placed over a PE die (PD) on the top of an interposer. The PE die (PD) and

the logic die (LD) are stacked face-to-face, while the memory dies (MD) use face-to-

back stacking. In the other three configurations however, the interposer separates the

PE die and the memory stack. In MIP, the PE die is placed under the interposer while

the memory stack is placed on its top. PIMD can be seen as a specular version of

MIP, and PIMU is similar to the latter configuration except that its PE die is directed

up towards the heat-sink. PE die (PD) consists of 16 STxP70 processing elements

[44] connected to a mesh NoC with 16 switches. 3D-NUMA is attached to this NoC

through its NIs.

For thermal analysis, ambient temperature is assumed to be 300◦K. A copper heat-

sink (2mm × 16mm2) with a heat transfer coefficient (HTC) of 10−7Watt/(μm2.K),

and a ceramic heat spreader (1mm × 5mm2) with a thermal conductivity of 39 ×
10−6W/(μm.K) are used on the top of the stack. On the bottom side, a PCB layer

is used with a thickness of 1mm, thermal conductivity of 2.25× 10−6W/(μm.K), and

volumetric heat capacity of 2.17 × 10−12J/(m3.K). All other sides of the stack are

considered as “adiabatic walls” in the 3D-ICE simulator. Thickness of the silicon and

BEOL materials are adopted from STM Bulk CMOS-28nm technology. Thickness of

the interposer is set to 100μm and the stacked dies are thinned down to 25μm. Heat

transfer through the TSVs has been modeled by modifying the thermal conductivity of

each layer in the stack based on the number of the TSVs passing through it, material

of the TSVs, and their pitch. For this purpose pinfins in 3D-ICE have been exploited

to model Copper TSVs with a diameter of 5μm, then for different TSV pitch values,

thermal conductivity has been plotted for each material. Finally, the obtained values

have been scaled based on the relative area occupied by the TSVs in each individual

layer in the 3D stack. This approximation method has been adopted from [9], and it has

been necessary since 3D-ICE does not support modeling TSVs. More accurate models

and analysis of the analysis of the effect of copper-filled TSVs on heat transfer has been

performed in [106] and [107]. Utilization of thermal vias [108], liquid micro-channel

cooling [109] and thermal isolation technologies [110] can improve thermal results in

hot stacks. Nevertheless, here we utilize a passive heat-sink exposed to the ambient

temperature, and to be conservative, we utilize ACG as our clocking scheme.

For the first experiment, the four configurations in Figure 3.17 are cooled down

from an initial temperature of 400◦K. As can be seen in Figure 3.19.a, PIMD cools
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down faster than the three other configurations, with an average cool-down rate of

395◦K/Seconds in the first 100ms, while MIP has a rate of 317◦K/Seconds. This

can be important when dynamic temperature management techniques are utilized to

manage hotspots. In the second experiment, the processing elements on the PE die

consume a constant power of 250mW , while the NoC switches consume 100mW each.

Figure 3.19.b depicts the transient temperature change in the center of the PE die

in the four configurations along with its steady-state temperature. Here a significant

temperature difference of 42◦ is observable between the MIP and PIMD configurations.

Next, the average power consumption in the whole PE die each is changed linearly from

500mW to 5W . Figure 3.19.c plots the maximum temperature in this die in the four 3D

configurations. Moreover an estimated power consumption of four PE configurations

along with the NoC switches utilized in our experiments have been plotted in this

figure to better illustrate 3D-NUMA’s thermal performance. 16 STxP70 PEs running
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at 500MHz, 6 ARM Cortex A7 cores at 1.5GHz, One ARM big.LITTLE with its

cores running at 1.5GHz and 2GHz, and lastly, 2 Cortex A9 cores running at 2GHz

(All configurations fit in the same area provided by the PE die) [111]. As power

consumption increases it can be seen that, temperature increases more rapidly in MIP

and MPI compared to the two other cases. Lastly, the number of stacked memory dies

is changed from 1 to 8 while each PE consumes 250mW , and the switches consume

100mW each. The maximum temperature in the PE die is plotted in Figure 3.19.d.

Also in this experiment, an estimated floorplan of the 2D counterpart of 3D-NUMA is

simulated in 3D-ICE consuming similar power profiles, and the maximum temperature

of the 2D die is plotted using a dotted line. As this figure illustrates, PIMD and

PIMU scale well with the number of stacked dies, and the temperature of the PE die

is almost independent from the number of the stacked dies in them. While in MPI

and MIP, temperatures increase linearly with the number of the stacked memory dies.

Furthermore, it can be seen that PIMD and PIMU show similar thermal results in

comparison with the 2D version.

These experiments demonstrated that placing dies over a high-power die such as PD

is not an optimal solution for 3D-stacking from the thermal point of view, especially

when the number of stacked dies on its top is high. Moreover, PIMD seems to be a

better configuration than PIMU, even though in PIMU the PE die is directed towards

the heat-sink. The reason for this phenomenon is that the thermal conductivity of

silicon (149×10−6W/μm.K) is higher than the BEOL materials (2.2×10−6W/μm.K).

Therefore, heat transfer towards the heat-sink is facilitated when the upper die is

faced down. For the same reason, the thermal performance of the PIMD configuration

is slightly better than the 2D design, while TSVs also contribute to this fact (See

Figure 3.19.d). It should be reminded that the materials utilized in the stack also have

a significant effect on the temperature. For example, with open-air as heat sink [Heat

Transfer Coefficient (HTC) of about 1e-10 Watt/(μm2.K)], all temperatures increase

to over 3000◦K, and there will be no significant difference among them, while proper

heat-sinks can increase HTC to about 1e-7 Watt/(μm2.K) and significantly improve

the heat transfer.

In the final experiment, full-bandwidth random traffic is applied to 3D-NUMA, and

gathered power traces are fed into the stack in 3D-ICE. For PEs, same as before, a

constant power consumption of 250mW is assumed (the effect of PARSEC benchmarks

on power consumption of the PEs has not been modeled), and for each NoC switch

100mW is assumed. Figure 3.20.a,b,c,d compares the temperature map in the four con-
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figurations in the end of a long simulation. Again, a maximum temperature difference

of over 40◦K in the PE die is observable between MIP and PIMD. Figure 3.20.e,f,g,h il-

lustrate this situation better, by showing their cross-sections. In all of the experiments

(including all PARSEC benchmarks) the increase in temperature due to the activity in

the memory system was less than 5◦. This result is not surprising because 3D-NUMA

is composed of SRAM-based memories and a small percentage of logic. Therefore, it

consumes much less power than the PEs.

3.8 Packaging and Power Delivery

For power delivery to 3D-NUMA several factors should be considered and different

analyses such as IR-Drop, and voltage droops in 3D power distribution networks should

be performed [81][103]. However an estimation of the number of power TSVS required

can be performed as follows: The maximum power consumption in the Logic Die (LD)

and the stack of 8 Memory Dies (MDs) are 700mW and 500mW , respectively. These

values have been obtained from Primetime with ACG clocking scheme. Moreover,

assuming 16 STxP70 PEs and 16 NoC switches, PE Die (PD) consumes a maximum

power of 5.6W . Considering an operating voltage of 1V, and that each TSV can

deliver a maximum current of 20mA [112], the number of TSVs required to deliver
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Table 3.1: Number of power TSVs required for each die, and the total

count for manufacturing one instance of each

Configuration 
Power TSVs in each die Power 

TSVs MD LD PD INT 

MPI 25 25 340 340 730 

MIP 25 25 0 60 110 

PIMD 25 25 0 280 330 

PIMU 25 25 280 280 610 

power to the PD, LD, and MD are 280, 35, and 25, respectively. Now having in

mind that, each die is responsible for power delivery to the dies stacked over it, and

that face-to-face interfaces do not require TSVs (see Figure 3.18), we can obtain the

number of power TSVs in each die and the total number of power TSVs required for

manufacturing one instance of each in Table 3.1. It can be seen that, MIP and PIMD

have the lowest number of TSVs among all, while because of PIMD’s pleasant thermal

results we choose it as our target configuration. It should be noted that, if we use

one ground TSV per each power TSV, the numbers in Table 3.1 will double. Also, to

improve signal integrity more power and ground TSVs may be required. Lastly, by

use of new bonding techniques such as multi-tier wire-bonding [36], we may be able to

improve power delivery and reduce the number of TSVs, as well. Since a 1mm copper

wire-bond with a typical diameter of 15μm can deliver a maximum current of 600mA

[113]. We should remind that wire-bonding to the PE die is not possible in the PIMD

configuration and other configurations should be adopted for this purpose.

3.9 Manufacturing Yield and Cost

3D-NUMA can provide a good possibility for manufacturing yield improvement in com-

parison with its 2D counterpart. Equation 3.2 provides an estimation of the yield of the

3D stack (assuming that the sources of die defects and TSV failures are independent),

when Known Good Die (KGD) testing mechanisms [114] are utilized and failed dies

are discarded beforehand. Die yield (Ydie) can be estimated using Equation 3.3 with a

negative binomial model, based on wafer yield (Ywafer), die area (Adie), and the defect

density of the wafer (D0) [115]. Moreover, since a good chip stack requires all TSVs

to be successfully bonded, the bonding yield (YTSV ) can be estimated from Equation

3.4, where F stands for TSV failure rate, and NTSV is the total number of TSVs in
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the stack [98]. Now obtaining TSV failure rate from the state-of-the-art technologies

[22][116][117], and assuming that the CMOS-28nm process technology is in the fourth

learning cycle of its yield curve (D0 � 1.5cm−2[118]), we can plot the 3D manufac-

turing yield of the PIMD configuration for different TSV failure rates in Figure 3.21.

The TSV repair mechanism utilized in 3D-NUMA is able to fix up to 5 TSVs with a

probability of 95% [98], and the probability that exactly n TSVs fail can be obtained

from Equation 3.5 [98]. Now if the method is able to fix n TSVs, for failures less than

this number the stack is usable, therefore the bonding yield can be updated to Y ∗
TSV

as in Equation 3.6.

Ystack = Ydie × YTSV (3.2)

Ydie = Ywafer × [1 +D0 × Adie/α]
−α (3.3)

YTSV = (1− F )NTSV (3.4)

Pfailed=n = C(NTSV , n)× F n × (1− F )NTSV −n (3.5)

Y ∗
TSV =

∑n

i=0
Pfailed=i (3.6)

Figure 3.21 plots the manufacturing yield for 3D-NUMA without TSV redundancy

along with the repair scheme up to 5 TSV fixes. The 2D yield has been estimated

similarly using Equation 3.3. As can be seen, for a more mature TSV technology

by Honda Research Institute (HRI), even without any repair mechanism, 22% yield

improvement can be obtained in 3D-NUMA for stacking of 4MB of scratchpad memory

as 8 dies, compared to the 2D flat counterpart.

Another point to mention is that, 3D-NUMA memory IP has certain features which

benefit from the cost optimization opportunities provided by 3D-Integration. The fact

that logic and memory elements have been separated into different dies, allows for

different technological optimizations for logic and memories as well as reduction in

the number of metal layers in the memory dies (because of lower routing complexity

and more regular patterns). In addition, certain boot-time configuration circuits allow

memory dies to have completely identical layouts (see Figure 3.18). Therefore, system

integrators are allowed to stack multiple memory dies and create arbitrary L2 memory

sizes through different height stacks with identical dies, without the need for new masks

for dies at different levels in the stack.

We developed a generic cost model for the CMOS 28nm technology based on the

public information about the cost of masks and lithography. The cost model of masks

and lithography is described in [119] for the 90nm technology node. Later, it has been
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Figure 3.22: Overall manufacturing cost of one PIMD stack compared

its 2D counterpart

extended to more recent technology nodes in [120]. The manufacturing yield model

is described in [115], and the TSV yield has been modeled as described previously.

Packaging costs and special treatments for 3D integration have not been modeled.

This is because this technology has not been industrialized yet and the supply chain

for low-cost and high-volume production of 3D-ICs still does not exist. Figure 3.22

compares the overall manufacturing cost of one stack (with 4MB of memory stacked

as 8 dies) with its 2D counterpart, for a volume production of 500,000.

It can be seen that, 3D integration has more cost reduction potentials compared to

2D as the TSV technologies become more mature. However, the cost reduction plotted

in this figure is not so high because of the small area of the memory dies in 3D-NUMA.

While, with increase in the size of the stacked memories cost reduction opportunities
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will increase, as well. This result is based on the assumption that the memory dies

have identical layouts, therefore their non recurring costs will overlap (e.g. mask cost).

Whereas, if we use memory dies with non-identical layouts, this cost will increase by

a factor of 2.3 to 30.2$ (even with ideal TSVs). This is a significant cost reduction

offered by 3D-NUMA over the designs with non-identical memory dies. Moreover, it is

possible to use a less advanced process technology or reduced number of metal layers

for the memory dies to reduce the costs even further. While this is out of the scope

of this work, in the design of the memory dies we have reduced the number of metal

layers from 10 to 8 to save four masks.

3.10 Summary

In this chapter, we presented a synthesizable 3D-stackable L2 memory IP component

(3D-NUMA), which could be attached to a cluster-based multi-core platform through

its NIs, offering high-bandwidth memory access with low average latency. 3D-NUMA

allows stacking of multiple identical memory dies, supports multiple outstanding trans-

actions, and achieves high clock frequencies due to its highly pipelined nature. We im-

plemented 3D-NUMA with STMicroelectronics CMOS-28nm Low Power Technology

and obtained a clock frequency of 500 MHz, limited by the access time of the memory

arrays while its logic components could operate up to 1 GHz (up to 4 MB in 8 stacked

dies with a memory density loss of 9%). Benchmark simulation results demonstrate

that addition of 3D-NUMA to a multi-cluster system can lead to an average perfor-

mance boost of 34%. Further experiments and estimations confirmed that 3D-NUMA

is energy and power efficient, temperature friendly, and has unique features suitable

for low cost manufacturing: PCM architectural clock gating mechanism was proposed

to reduce power consumption by 38%. PIMD configuration was able to reduce maxi-

mum temperature by over 40◦ C in comparison with the conventional memory on top

configurations. Lastly, 2.3× cost reduction was reported because of identical memory

die layouts along with a 22% yield improvement compared to the 2D counterpart, with

the state-of-the-art TSV manufacturing technologies.

In the next two chapters (chapter 4 and chapter 5), we move towards the last level

in the memory hierarchy, and study the benefits provided by 3D integration, there.

Since, there is already industrial evidence for 3D stacked DRAMs, we take one step

further and focus on another important impact of heterogeneous 3D integration, i.e.

possibility of near memory computation.
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Chapter 4

Near Memory Computation in the

L3 Memory Context

In chapter 2 and chapter 3 we studied the applicability of 3D integration in lower levels

of the memory hierarchy. In this chapter, we investigate its benefits in the last level of

the memory hierarchy (i.e. the main DRAM memory). There is no need to justify the

effectiveness of 3D integration in this context, as several academic and industrial ex-

ample exist, with Hybrid Memory Cube (HMC) being their most famous one. HMC is

backed by several major semiconductor companies and has promised to improve band-

width, power consumption, and density for the next-generation main memory systems.

Meanwhile, heterogeneous 3-D integration provides another opportunity for revisiting

near memory computation to fill the gap between the processors and memories. We

take advantage of this opportunity and propose the “Smart Memory Cube (SMC)”, a

fully backward compatible and modular extension to the standard HMC, supporting

near memory computation on its Logic Base (LoB). In this chapter we focus on the

architectural implications and the required infrastructure inside HMC to support this

feature. We propose a high bandwidth, low latency, and AXI-4.0 compatible inter-

connect for LoB to serve the huge bandwidth demand by HMC’s serial links, and to

provide extra bandwidth to a processor-in-memory (PIM) embedded in LoB. We also

implement a novel address scrambling mechanism which allows for reducing vault/bank

conflicts and robust operation in presence of pathological traffic patterns.
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4.1 Motivations and Challenges

The “memory wall problem”, or the speed and bandwidth disparity between processors

and memory, has been a concern for the last thirty years [16]. Many researchers, since

the early nineties [45], have looked into the possibility to migrate some part of com-

putation closer to the memory systems. Unfortunately, the “processing-in-memory”

research efforts in the late nineties and the first decade of the new millennium (See

[45][46][17] for samples) did not lead to successful industrial platforms and products.

The main reason for this lack of success was that all these works were assuming that

significant amount of logic resources, needed for having processing elements close to

the memory arrays, could be integrated on DRAM dies (or vice versa). This could

not be achieved economically given the restrictions of DRAM processes (e.g., limited

number of metal levels, slow transistors). On the other hand, integration of DRAM in

logic processes has achieved some partial success, but it has always been plagued by

high cost and low memory density issues [18].

Starting from 2011, this situation started to change with the appearance of het-

erogeneous 3D integration of logic dies and memory dies based on through-silicon-vias

(TSV). TSV technology was brought to commercial maturity by memory manufactur-

ers (DRAM and Flash) to build “memory-cubes” made of vertically stacked thinned

memory dies which achieve higher capacity in packages with smaller footprint and

power compared to traditional multi-chip modules. The last missing piece came in

place when an industrial consortium backed by several major semiconductor compa-

nies introduced the Hybrid Memory Cube (HMC). [13] In the HMC, a memory cube

is stacked on top of a logic die. The logic die at the bottom of the hybrid stack pro-

vides advanced interface functions between the memory cube on top and the rest of the

computing system on the board. The main driver for the HMC has been bandwidth:

the high-speed logic die is used to build fast serial IO transceivers for off-chip commu-

nication, on-chip controllers and interconnects for multiplexing the vertically stacked

memory partitions (called “vaults”).

In this chapter, we leverage the recent technology breakthrough represented by

the HMC to revisit the possibility of near memory processing inside the cube, taking

advantage of the heterogeneous 3D stacking technology. We mainly focus on the ar-

chitectural implications and the required infrastructure inside HMC to support this

feature. Therefore, exploiting the high internal bandwidth provided by TSVs we pro-

pose a modular and scalable solution, called the “Smart Memory Cube (SMC)”. SMC
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is built upon the most recent revision of the HMC specifications, and is compatible with

its interface, with no changes made to the memory dies, and no new die introduced

in the stack. In other words, SMC is fully backward compatible with the HMC IO

interface specification, and features a high performance and extensible AXI-4.0 based

interconnect on its Logic Base (LoB), carefully designed to provide high bandwidth

to the external serial links, as well as plenty of extra bandwidth to any generic and

AXI-compliant PIM device attached to its extension ports. Its also features a novel

address scrambling mechanism for reducing vault/bank conflicts and robust operation

in presence of pathological traffic patterns. Cycle accurate (CA) models for the SMC

interconnect and its interfaces have been developed, and their parameters are tuned

based on the available data from the literature on HMC.

Related works are discussed in section 4.2. In section 4.3 SMC and its CA model

are introduced. In section 4.4 calibration of the model based on the available data

on HMC is described. Experimental results are presented in section 4.5, and lastly a

summary of the obtained results is given in section 4.6.

4.2 Related Works

While the advancement of processor technology has rapidly increased computational

capabilities in logic processes, improvements in bandwidth and latency to off-chip mem-

ory have not kept up, and in fact DRAM process is drifting further away from the logic

process. As a result, an increasing portion of time and power in computing systems

is spent on data movement, especially in off-chip memory accesses [16]. A possible

solution to the memory wall problem is in-memory processing. Research in this area

started more than two decades ago. Computational RAM [45] using SRAMs or DRAMs

coupled with processing elements close to the sense amplifiers, and Intelligent-RAM

(IRAM) [46] to fill the gap between DRAM and processors, are just two examples of

the efforts in this area. It was shown in [46] that in memory processing can lead to a

memory bandwidth and energy efficiency improvement of 50X∼100X and 2X respec-

tively, along with a latency reduction of about 2X (for the SPEC benchmarks suite).

Nevertheless, the effort for PIM dried out soon after 2000’s without major commercial

adopters, due to several performance, cost, and business model obstacles [17], arising

from the incompatibility of DRAM process with logic.

With the recent advancements in process technology and emergence of 3D integra-

tion, the interest in near-memory computation has been renewed [47]. 3D memory
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stacking has been the biggest driver for high-volume adoption of the 3D Integration

technology, providing this new context for PIM research. The most outstanding exam-

ples of 3D memory stacking as substitutes for traditional DDR devices are the Hybrid

Memory Cube [91], the High Bandwidth Memory (HBM) [26], and the Exascale Mem-

ory [27]. Among these, HMC offers higher flexibility by abstracting away the details of

DRAM control, and providing a high-level communication mechanism over serial links.

Therefore we believe that HMC is the best target for near memory computation.

Focusing on the location of the PIM device in HMC, it can be either integrated with

the existing logic [16][121][53][122] or DRAM dies [123], or it can be added as a new die

in the stack [124][49]. Introduction of a new layer to the stack would require redesign

and a complete reanalysis of the 3D stack structure and the power distribution networks

[106], affecting manufacturing yield of the stack, as well. Also, placing the PIM devices

on the memory dies still suffers from the incompatibility of logic and DRAM processes

[17] and the functionality and visibility of the PIM device to the address space will

become extremely limited. On the other hand, placing the PIM device on the logic die,

specifically behind the main interconnect in the HMC (See Figure 4.1), could lead to

a modular and scalable solution, with a global visibility of the whole memory space,

exploiting the large bandwidth provided by TSVs, and without any concerns about the

DRAM devices. Besides, this solution is the least intrusive one to the standard HMC

architecture, as it does not make any change to the 3D stack or the DRAM dies.

Address interleaving and remapping has been studied in the literature for different

purposes. [125] shows enhanced address mapping strategies for improving reliability in

3D NAND Flash Memories. Also, in [126] a randomized addressing scheme has been

proposed to improve the endurance of the phase-change-memories (PCM). [127] and

[128] propose tuning the addressing scheme to specific applications for the sake of ac-

cess conflict reduction. [127] presents the mathematical models for address interleavers

to reduce memory collision in turbo decoders and [128] proposes a conflict-free memory

addressing scheme for parallel Fast Fourier Transform (FFT) processors. Permutation-

based address interleaving for reduction in the row-buffer conflicts has been studied in

[129]. In [130], also, different addressing scheme to mitigate the performance impact of

row buffer conflicts and to improve the locality are explored. The main difference be-

tween our proposal and the state-of-the-art is that, firstly, instead of tuning the address

mapping mechanism to specific applications we present a general address scrambling

mechanism to reduce the bank and vault conflicts in the standard HMC regardless of

the address patterns of the input traffic. Moreover, as section 4.4 will describe, since
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Figure 4.1: Overview of the Smart Memory Cube (SMC)

the HMC has been designed with a closed-page policy and for random traffic patterns

with with very low locality, improving the row-buffer’s hit rate is not relevant in it any-

more. Plus, as we will describe in subsection 4.3.2, HMC’s addressing scheme is limited

to a small number of permutations among different portions of the input address. We

will show in subsection 4.5.2 that this makes it vulnerable to specific traffic patterns

of some real applications. These traffic patterns are studied in subsection 4.5.2 and

it will be shown that our proposal is able to operate robustly even in their presence.

Lastly, since the overhead of dynamically changing the addressing scheme is very high

requiring an invalidation of all dirty pages in the main memory, we propose a simple

region-based mechanism, to turn On/Off the scrambling feature for different regions.

One last point to mention is that, in the standard published by HMC consortium

[13], the external interface is specified in complete details, while, the implementation

details of the Logic Base (LoB), the DRAM dies, and specially the main interconnect

inside the LoB have been left open. Our main contribution in this chapter is to design

a high performance and low latency interconnect based on the AXI-4.0 standard to

serve as the main interconnect in HMC, while providing additional bandwidth to a

generic PIM device attached to it, minimizing vault and bank conflicts and ensuring

that interference on the main traffic is minimum. Next section describes our proposal

called the smart memory cube.
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4.3 The Smart Memory Cube (SMC)

Smart Memory Cube (SMC) is an extension to HMC [13] providing the possibility of

moving part of the computation into the cube. Figure 4.1 illustrates an overview of the

proposed underlying architecture for Smart Memory Cube. As shown in this figure, the

standard interface and the 3D structure of the HMC has been left untouched, while a

generic processor-in-memory (PIM) cluster has been added to the Logic Base (LoB) be-

hind the global interconnect. It is important to guarantee that the interference caused

by PIM’s traffic on the traffic injected from the main links is bounded and negligible.

For this purpose we propose an ultra-low latency logarithmic interconnect designed

following AXI-4.0 standard and present an analysis on the role of this interconnect in

SMC. Next, our CA model for the baseline HMC system and its SMC extension are

presented. As shown in Figure 4.1, the main interconnect and the vault controllers are

two key components in design of the smart memory cube. In this section, we present

the design and calibration methodology for these two key components.

4.3.1 The Main Interconnect on LoB

We have designed our interconnect based on the ultra low-latency “logarithmic in-

terconnect” (originally designed for L1/L2 contexts in chapter 2 and chapter 3), and

modified it to support high bandwidth communication. Also, AMBA AXI 4.0 standard

[96] has been chosen, which is the most widely used standard for on-chip communi-

cation in system-on-chips. This standard divides traffic streams into 5 categories and

dedicates independent channels to each of them (AR: Address Read, R: Read Data,

AW: Address Write, W: Write Data, B: Write Response).

Figure 4.2 illustrates a high-level schematic view of our interconnect design. When

a transaction arrives at the AXI master ports, first the “Issue Logic” decides whether

it should be allowed to enter the memory system. The Issue Logic limits the maxi-

mum outstanding transactions of each master port to a certain number called MoT,

and assigns unique tags to the ones allowed into the interconnect. It will be shown in

section 4.5 that MoT has an important effect on performance and avoiding the system

from going into saturation. Next, address remapping/scrambling is performed on the

transactions based on the intended addressing scheme. WRITE and READ transac-

tions arrive through independent AXI channels. AW and W channels deliver address

and data for the WRITE transactions, and after address decoding and identifying the

destination port (inside the “Master Blocks”), WRITE address will be sent to an arbi-
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Figure 4.2: Proposed AXI 4.0 based logarithmic interconnect for SMC

tration tree. Among the master ports and separately on the PIM ports fair round-robin

arbitration is performed. However, in the last stage of the network a fixed-priority ar-

bitration scheme ensures higher priority for the main ports (hierarchical arbitration).

This way only residual bandwidth is delivered to the PIM. The winner request will

have its data delivered through multiplexers in the “Slave Block” to the FIFOs on the

slave ports. Since AW and W channels do not have to be synchronized in AXI-4.0

standard, a transaction FIFO inside the “Slave Block” associates pending addresses

to data bursts. A similar procedure takes place for READ transactions, except that

READ requests do not have any data associated with them, and they are 1 flit long. On

the other side of the network (slave side), B and R channels deliver back the response

data, and acknowledgement of the WRITE transaction, respectively. The responses
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will arrive at the intended “Master Block” after a simple decoding, and there, they

will wait for arbitration with other responses destined to the same master. Finally, the

responses arrive at the intended master port via R and B channels. All arbitrations

performed inside this network are single-cycle, and the whole interconnect has been

developed as a synthesizable and parametric RTL model.

4.3.2 Address Remapping and Scrambling

As the memory space of an HMC device is split across multiple independent vaults, an

address mapping scheme is required that determines which address is mapped to which

vault. HMC supports different types of address mapping through its Address Mapping

Mode Register. The default address mapping in HMC is low-interleaved [13]. In

our model, address interleaving scheme can be modified through “Address Remapper”

modules illustrated in Figure 4.2. It is also possible to scramble the incoming addresses.

The baseline address mapping of HMC is [RC.BA.VA.OF] (VA: vault address, BA:

bank address inside the vault, RC: row and column addresses, and OF: offset bits of

the address). Assuming that transaction splitting is not possible in the HMC [13], a full

transaction is always directed to one bank, therefore, OF bits are always in the least

significant position. This results in 6 possible permutations for conventional address

mapping.

As the internal organization of an HMC can be hidden to its users, address mapping

schemes need not be limited to the conventional schemes. The choice of the address

mapping scheme matters because the parallelism offered by the HMC can only be fully

exploited if the memory requests are evenly spread across the vaults. Unfavorable

memory access patterns may lead to performance limitations. The primary goal of an

address mapping scheme is thus to avoid vault/bank conflicts. For sequential memory

accesses, interleaving performs very well because it spreads the requests evenly across

the vaults and therefore maximizes parallelism. But for other memory access patterns,

interleaving may not optimal because it may fail to distribute the requests evenly

across the vaults. While it is possible to come up with address mapping schemes that

are tuned to specific memory access patterns [131][128], address scrambling follows

a different idea: it tries to turn most memory access patterns into random-looking

access patterns [132]. This is motivated by the observation that while memory access

patterns may vary over time, it is difficult to change the address mapping scheme of

an HMC at runtime. Before actual implementation and cycle accurate simulation, we

evaluate our proposed address scrambling mechanism in terms of randomness. Then in
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subsection 4.5.2 we use cycle-accurate simulation for performance analysis and discuss

about unfavorable patterns which cause troubles to the default address mapping of

HMC.

Construction Principle

We use discrete Fourier transform (DFT) as a heuristic for construction of our address

scramblers. This is motivated by three reasons: First, the DFT can be computed

efficiently, for example by the FFTW library [133]. Second, it is an invertible transform,

which means that it does not lose any information. Third, the DFT of a random vector

is expected to be flat except possibly for the DC component. In fact, calculation of

DFT is one of Spectral Density Estimation (SDE) methods for the stochastic signals

[134]. If we define the DFT of a sequence of N numbers as

Xk =
1√
N

N−1∑
n=0

xne
− 2πikn

N (4.1)

and let the xn be independent and identically distributed. Then, the expected

squared magnitude of Xk does not depend on k as long as k is nonzero:

E
[|Xk|2

]
=E

[
XkXk

]
(4.2)

=E

[
1

N

N−1∑
n=0

N−1∑
n′=0

xnxn′e−
2πik(n−n′)

N

]
(4.3)

=
1

N

N−1∑
n=0

N−1∑
n′=0

E[xnxn′ ] e−
2πik(n−n′)

N (4.4)

=
1

N

N−1∑
n=0

N−1∑
n′=0

(Cov(xn, xn′) + E[xn]E[xn′ ]) e−
2πik(n−n′)

N (4.5)

=
1

N

N−1∑
n=0

Var(xn) +
1

N

N−1∑
n=0

N−1∑
n′=0

E[xn]E[xn′ ]e−
2πik(n−n′)

N (4.6)

=σ2 +
μ2

N

N−1∑
n=0

N−1∑
n′=0

e−
2πik(n−n′)

N (4.7)

=

⎧⎨
⎩σ2 +Nμ2 if k = 0,

σ2 if k �= 0.
(4.8)

Here, (4.4) follows from the linearity of the expectation, (4.5) follows from a prop-

erty of the covariance, (4.6) follows because the xn are independent, (4.7) follows
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because the xn are identically distributed with mean μ and variance σ2, and (4.8) fol-

lows from a simple calculation. The address scramblers are assessed in the following

way: Let xn be the sequence of all scrambled addresses, i.e., let xn = φ(n) for all

n ∈ {0, . . . , N − 1} where φ denotes the address scrambler and where n is interpreted

as an address. Address scramblers with a smaller peak magnitude

max
k∈{1,...,N−1}

|Xk| (4.9)

are considered to be better (the DC component X0 is intentionally left out). This is

motivated by the observation that the DFT tends to be flat if (4.9) is small. Note that

the flatness criterion itself is only a heuristic because although (4.8) makes a statement

about every single Xk, it does not say anything about their joint distribution, also the

statistical independence of the input samples assumed in (4.6) is not always true.

Construction Methodology

An address scrambling function is a permutation on the set of all addresses. One way

to obtain it is to use a substitution-permutation network as depicted in Figure 4.3.

Substitution-permutation networks are widely used in the design of cryptographic block

ciphers [135]. They are inherently parallel and can achieve good diffusion properties.

The substitution-permutation networks in our design use the 4-bit S-box from the

present cipher [136], which is optimized for hardware efficiency. Since the crypto-

graphic properties are not required and because the block size of present is larger

than the number of address bits, custom substitution-permutation networks are used.

The custom substitution-permutation networks are constructed layer by layer as

follows: Initially, the network is empty and a set of candidate permutations on the

address bits is generated at random. For every candidate permutation, a candidate

network is built consisting of the existing network, the candidate permutation, and a

layer of S-boxes. An S-box is an invertible mapping between a 4-bit input and a 4-bit

output [136]. The candidate networks are assessed according to the criterion based

on the discrete Fourier transform which was described earlier. The candidate network

with the smallest peak magnitude is selected, and the procedure is repeated until the

network has the desired number of layers. Finally, the address bits that are mapped to

the vault bits are determined: all combinations are evaluated and the combination with

the smallest peak magnitude is selected. This process is used to construct an initial

address scrambler for 22 address bits and 5 vault bits. For different number of layers,
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the DFT peak magnitude for the address-to-vault mapping is shown in Figure 4.4. For

the performance evaluation, the 5-layer network depicted in Figure 4.3 is selected.

To improve the sequential read performance, the network is modified as follows.

The vault bits do not take part directly in the address scrambling. Instead, they are

left out and XORed together with some bits from the output of the address scrambler as

illustrated in Figure 4.5. The substitution-permutation network is constructed similar

to previous case. This construction guarantees that the data of an 8KB block is evenly
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Figure 4.5: Modified 4-layer address scrambler for 22 address bits

(S.17.5.04)

distributed across the vaults.

Further improvements are possible. The construction depicted in Figure 4.6 is a

valid address scrambler because it implements a bijective function. It has the same

address-to-vault mapping as the address scrambler shown in Figure 4.5. Since the

performance is expected to be dominated by the vault conflict behavior and because

both address scramblers have the same address-to-vault mapping, they should have

roughly the same performance (See subsection 4.5.2 for results). The construction

from Figure 4.6 has the advantage of not modifying the MSBs of an address. Address

scrambling can therefore be enabled or disabled independently for every 8KB block,

which is illustrated in the figure. It is for example possible to have an additional bit

in the incoming transactions that specifies whether scrambling is enabled or not for it.

Operating system or hardware must ensure that all users of an 8KB memory block

agree whether scrambling is enabled or not.

We would like to mention here that, a mathematical proof for bijectiveness of the

proposed scrambling schemes is out of the scope of this thesis, nevertheless, we have

verified the bijectiveness of all proposed scrambling schemes exhaustively and all map-

pings were found to be one-to-one. In this chapter, we evaluate 6 address scrambling
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Figure 4.6: Address scrambler for improving sequential read with

additional signal to enable or disable scrambling (S.17.5.04.T)

alternatives: S22.5.05 is the original design shown in Figure 4.3, with 22 scrambling

bits, 5 vault bits, and 5 layers. S.17.5.04 is illustrated in Figure 4.5, and S.17.5.04.T

is shown in Figure 4.6, both having 4 scrambling layers. We have created three alter-

native schemes, as well. S.14.8.04 uses 14 bits (RC) for scrambling and XORs 8 bits

with them (BA + VA bits) (Figure 4.7.a). The idea is to improve bank-level paral-

lelism in presence of linear traffic patterns. S.14.8.04.T is designed based on S.14.8.04

with the RC bits bypassed (See Figure 4.7.b). This allows for enabling/disabling the

scrambler for every 64KB block, while its performance is the same as S14.8.04. Finally

S.14.8.00 has zero scrambling layers. It only XORs random RC bits with BA and VA

bits (Figure 4.7.c). The obtained results are presented in section 4.5.

4.3.3 Vault Controllers

Design of the Vault Controllers follows a bank-parallel DRAM Channel Controller,

again with a standard AXI 4.0 interface to connect seamlessly to the main interconnect

(See Figure 4.8). The first stage in this channel controller is a round-robin arbitration

among the AXI AW and AR channels to issue one of them to the Command Queue

(CMDQ) in every cycle. In case of WRITE, the burst data is stored in the WData

FIFO. A set of Finite State Machines (FSMs) control power up/down, auto-refresh,

and configuration of the DRAM devices; and for each memory bank a Read-Write FSM

keeps track of the bank state and timings such as tRAS, tRCD, tRP , tWR using a set
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Figure 4.7: Three additional scrambling alternatives: S.14.8.04 (a),

S.14.8.04.T (b), S.14.8.00 (c).

of counters. Bank level parallelism is implemented by the aid of these independent

FSMs and transaction queues. Finally, one Master FSM controls the main DRAM

bus and all other mentioned FSMs. Design of the vault controllers and the signalling

at the DRAM bus follows the JESD79F JEDEC standard for DDR SDRAMs [137],

in a generic and configurable way. Moreover, different techniques of pipelining and

latency hiding have been implemented to reach the highest throughput; and unlike

the standard vault controllers in HMC, this model supports both open and closed

page policies. AXI Interface returns the READ response and WRITE acknowledge

through R and B channels respectively. B channel simply acknowledges receive of full

WRITE burst. And for READ transactions, after receiving a complete response from

the DRAM device, converts it to AXI Burst in the and returned through the AXI R

channel. Since data widths and burst sizes of the AXI interconnect and the DRAM

devices do not necessarily match, this module performs burst size conversion, as well.

In addition, the clock domains of the AXI interconnect and the vault controllers have

been designed independently, therefore, Command Queues (CMDQ) and RData FIFOs

are asynchronous dual-clock FIFOs [138] to ensure data integrity.
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Figure 4.8: Schematic view of a Vault Controller

The DRAM device models have been adopted from [139] and extended in terms of

number of banks, burst size, data width, etc. Detailed design of the serial-link con-

trollers is extensively studied in [140]. In this chapter, we focus on traffic management

inside the memory cube, therefore we won’t model the serial links. However, in chap-

ter 5, a higher level serial link model will be developed and utilized. One final point

is that, standard and flexible design of our main interconnect allows for connecting

any AXI-compatible device including parallel processor-in-memory clusters. There-

fore, PIM can be easily integrated in this model by simply increasing the number of

low-priority master ports of the main interconnect and attaching the PIM device to

them (See Figure 4.1).

4.4 Calibrating The CA Model

In the latest specifications [13] for a prototype of HMC, 4 to 8 Memory dies and 1 Logic

Base (LoB) have been reported, with 32 independent memory vaults each consisting of 2

DRAM banks per memory die. With a bank size of 4MB a total memory of 1GB/2GB

is provided in this configuration. Each vault is expected to deliver a bandwidth of

10GB/s to the lower LoB. This aggregates in total to a maximum of 320GB/s. On

the other side, four serial links consisting of 16+16 differential lanes for READ and
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WRITE are provisioned [140]. With a lane bit-rate ranging from 12.5Gbps to 30Gbps

an aggregate off-chip bandwidth ranging from 200GBytes/sec to 480GBytes/sec. can

be delivered. Furthermore, in the HMC Specifications [13] it is implied that the flit

size of the link layer is equal to 16 Bytes. Given that the largest packet serialized on

an HMC link contains 16 data flits and 1 control flit (8 Bytes header + 8 Bytes tail),

the packetization overhead over the serial links can be estimated as 6.2%. We should

mention that HMC links advocate a data scrambling mechanism to avoid a run of many

consecutive zeros (or ones) for sake of clock recovery at the destination. If the scrambled

data on any lane exceeds 85 similar digits, the transaction is corrupted intentionally

and a link retry is requested. The probability of such event is approximated by 2−80.

Given these details, and that maximum down bandwidth from the vaults is 320GB/s,

HMC serial links should deliver up to 300GB/s of useful data (read+write). It is worth

mentioning here that the flits are transferred over the serial lanes in a bit-interleaved

fashion [13]. Therefore in each Unit Interval (UI) of data transfer, 16 bits of the same

flit are transferred to the destination and a whole flit would require 8UIs. This can

provide a flexibility for size conversion before the interconnect, which will be studied

in section 4.5.

In the first paper on HMC [91] 32 data TSVs were reported per each vault with

a double data rate (DDR) data transfer mechanism, this requires a clock frequency

of 1.25GHz to deliver 10GB/s [54]. Also, unlike existing DDR memories, HMC uti-

lizes Closed-Page policy and its DRAM devices have been redesigned to have shorter

rows (256 Bytes matching the maximum burst size of serial links, rather than 8-16KB

in a typical DDR3 device) [91]. This is because HMC has been mainly designed for

High Performance Computing (HPC) and server workloads which typically exhibit lit-

tle or no locality, either due to the underlying algorithm (e.g., pointer chasing or sparse

floating point computations) or the execution model (e.g., highly threaded server work-

loads). The reduced row length helps save power by alleviating the over-fetch problem,

however, reduces the row buffer hit probability, which makes open page mode imprac-

tical. In addition, open page policy exhibits additional overheads for little locality

workloads, due to delaying the precharge between accesses to different rows [54][121]

(See subsection 4.5.1 for experiments). Open page row buffer models also impose a logic

cost as the scheduling hardware is typically more complex [54]. As a result, with the

large number of banks in HMC, it is more efficient to utilize memory-level parallelism

to achieve high performance rather than relying on locality which may or may not be

present in a given memory access stream. This also motivates our address scrambling
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proposal to increase the randomness of the incoming address patterns.

The specifications of the DRAM devices utilized in HMC are proprietary. How-

ever, to the best of our knowledge [141] contains the most comprehensive set of pa-

rameters that currently published for HMC: {tRP=13.75ns, ttCCD=5ns, tRCD=13.75ns,

tCL=13.75ns, tWR=15ns, tRAS=27.5ns}. Moreover, we assume that the DRAM devices

have the same clock frequency (tCK = 0.8ns) as the TSVs, while the interconnect and

the rest of the cube work in different clock domains. Besides, we assume the internal

Data Width of the DRAM devices to be 32 bits, matching the TSV count. These as-

sumptions simplify the 3D interface allowing for direct connection between TSVs and

the DRAM devices. Similar approach has been taken in [54].

The main interconnect in HMC should connect 4 serial links to 32 memory vaults.

This asymmetry makes the cardinality of this interconnect non-trivial. For example

with a typical clock frequency of 1GHz and a flit size of 128-bits, a total of 128GB/s

bandwidth can be delivered with a cardinality of 4x32 (which is below the intended

limit). To cope with this problem, we increase in the number of master ports in

the main interconnect from 4 to 8, connecting each Link Controller to two of them.

Moreover, we increase the flit-size of the main interconnect from 128 to 256 bits. This

way can achieve a theoretical aggregate bandwidth of 512GB/s at the master side

(which is beyond the requirements of current and future HMC systems). Therefore,

each serial link breaks the incoming transactions into two chunks and forwards them

via 2 AXI Master ports. Size conversion from 128-bit to 256-bits flits is also done

easily in the Link Controllers where serial data is being converted to parallel. The

only issues which should be considered are the clock frequency of the interconnect

and the increase in its area due to increased flit-size. Throughout this chapter the

interconnect has a cardinality of 8x32 with a flit-size of 256, unless otherwise stated.

With this assumption, the maximum burst size inside the interconnect will be reduced

to 8. Next section presents the experimental results.

4.5 Experimental Results

Our baseline HMC model has been described using SystemVerilog HDL in a cycle-

accurate and fully synthesizable style. ModelSim has been utilized for simulation, and

logic synthesis has been performed using Synopsys Design Compiler using STMicroelec-

tronics Bulk CMOS-28nm Low Power technology library. Area of each vault controller

was found to be 0.62mm2, and the AXI interconnect less than 0.4mm2. Summing to
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a total of about 20.3mm2 which is even less than the DRAM area reported for HMC

(68mm2) [91] for 16 vaults. For 32 vault, DRAM area will be even larger, so there will

be even more space for near memory computation. Power consumed in the interconnect

was found to be less than 5mW up with a clock frequency up to 1GHz.

Three groups of memory access traces are used to characterize the designed system:

Synthetic traffic generated in ModelSim (random, linear, localized to banks/vaults),

Sparse Graph Traversal computation kernels (Average Teenage Follower, Bellman-Ford

Shortest Path, and Page-Rank [122]), and PARSEC V2.1 benchmark suite [101]. Dense

matrix addition is utilized as well, for its high bandwidth demand and low memory

access time sensitivity. The non-synthetic traces are gathered in gem5 [100] running a

full-system simulation of eight x86 CPUs with Linux 2.6.22.9 kernel, at the last level

cache (LLC) port. As previously observed in [54], we noticed that current benchmarks

cannot easily utilize the full bandwidth provided by HMC. To increase the bandwidth

demand of the traces, we used trace time compression. This is representative of future

systems with much more bandwidth requirements (a common trend).

4.5.1 HMC Exploration

First we adjusted the size of all buffers along with the MoT parameters to achieve the

maximum bandwidth requirement of HMC with a reasonable access latency, measured

as Average Memory Access Time (AMAT). Through several experiments we realized

that only the size of the CMDQ FIFOs in the vault controllers (Figure 4.8) and MoT

(Figure 4.2) affect the delivered bandwidth and latency significantly, while the size of

the other FIFOs can be minimized. We found that with CMDQ Size=32 elements,

and MoT=44 up to 205GB/s (READ) can be achieved for maximum pressure uniform

random traffic and up to 255GB/s for synthetic linear traffic. With these numbers,

Figure 4.9.a,b illustrate delivered bandwidth and AMAT versus requested bandwidth,

in one vault and in the baseline HMC model, respectively. Uniform random read

transactions have been applied to the ports, and AMAT has been measured at the

response master ports of the interconnect. As this figure shows, when the network is

not saturated, delivered bandwidth is over 99% of the requested bandwidth (199GB/s),

beyond HMC’s intended read bandwidth (160GB/s). While AMAT is bounded and

less than 300 ns, which is about 4X of the zero load read latency (76ns) illustrated

in Figure 4.9.c. Note that 83% of the zero load latency is related to internal DRAM

timings, also since a write transaction is immediately acknowledged without waiting for

completion, zero-load latency of a write transaction does not include DRAM timings
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To study the effect of page policy on delivered bandwidth, different traffic pat-

terns have been applied to the baseline model changing only the page policy, with

results plotted in Figure 4.10.a. synth rand is a uniform random read traffic with

only read transactions of maximum burst size. synth linear is a synthetic linear read

traffic pattern with steps of 256Bytes. synth lb, synth ch, and synth lb ch are spe-

cial read random traffic patterns with address bits set to zero except for bank bits,

vault bits, and bank+vault bits, respectively. These traffics are designed to exercise

banks/vaults/banks+vaults respectively. It can be seen that synth linear can achieve a

read bandwidth of 255GB/s regardless of the page policy. This is the maximum band-

width which can be extracted from the system, and as explained later, it is limited by

the row-cycle time of the DRAM devices. Interestingly, when synth rand traffic is ap-

plied, closed-page policy operates better than open-page, with a delivered bandwidth

beyond requirement of HMC (i.e. 205GB/s for READ). And even in PARSEC bench-

marks which have a lot of locality, still open page does not provide superior benefits

to cover for its implementation cost.

Next, synthetic random traffic has been injected and read to write ratio has been

changed to study the effect of mixing reads and writes. Results are shown in Fig-

ure 4.11. In this plot, DRAM timings have been scaled down artificially from 1X down

to 1/32X. This is to show how much performance is lost due to the internal timings

of the DRAM devices. For 1/32 scale value DRAM latencies become negligible. It

can be seen that injecting mixed read and write traffics does not improve the deliv-

ered bandwidth, in comparison to “All Read” and “All Write” traffics. This is due

to the serialization bottleneck of the read and write transactions in the DRAM Bus
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Figure 4.12: Effect of AXI data width (a) and DRAM bus width (b)

on delivered bandwidth from SMC

and FSMs. Also, looking at two corners of the plot reveals that “All Read” traffic

achieves a slightly higher bandwidth than “All Write” (when DRAM timings are not

scaled down). This is because the minimum distance between two subsequent read

transactions is limited by the row-cycle-time which is (tRAS + tRP ), while for write

transactions write-recovery time (tWR) should be satisfied, as well.

Next, we analyze the effect of different architectural parameters on the delivered

bandwidth. This is to find the minimum parameters meeting the performance re-

quirements of current and future HMC releases. Figure 4.12.a illustrates delivered

bandwidth when the flit size of the AXI interconnect is changed from 128 to 512. We

can see that, 128-bit flits are not enough (specially for the random traffics), while,

512-bits is not necessary for closed-page policy. Moving from 256 to 512 flits results in

7% average performance improvement for PARSEC and less 1% for the graph bench-

marks. Note that graph benchmarks exhibit almost random traffic patterns with a

very low locality. Figure 4.12.b illustrates the effect of DRAM Bus Width (i.e. number

of TSVs per each vault). For closed-policy, changing the TSVs from 32 to 64 results

in an average performance improvement of 23% for PARSEC and 31% for the graph

benchmarks. This suggests that designing smaller TSVs to have wider links between

DRAM dies is an interesting direction in evolution of 3D integration, and can result in

further performance improvements.

Next, the clock period of the DRAM devices (tCK) and the AXI interconnect have

been swept and Figure 4.13.a,b illustrate their effect on delivered bandwidth. The

goal is to find their optimal clock frequency. Increasing DRAM clock frequency from
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Figure 4.13: Effect of DRAM tCK (a) and AXI Clk period (b) on

bandwidth delivered by SMC

830MHz to 1.6GHz can improve delivered bandwidth by over 40% for PARSEC, 50%

for graph benchmarks, and 30% for synthetic random traffic, while the clock period of

AXI Interconnect does not have much effect (less than 2% performance improvement

by increasing interconnect’s clk frequency from 1GHz to 2.5GHz). Again this shows

that the main bottleneck of the system is the DRAM and not the AXI interconnect.

To further confirm this result we have scaled down all the timing parameters of the

DRAM devices from their default values by the scale factors illustrated in Figure 4.14.a,

where the same traffic set has been applied. Interestingly, the delivered bandwidth to

PARSEC and graph benchmarks can be highly improved when DRAM timings are

very small and close to an ideal SRAM (37% and 52% improvement when timings are

scaled by 16). This is while, random patterns are less sensitive to DRAM timings (less

than 15% on average).

Figure 4.14.b depicts the effect of the number of banks per each vault on the de-

livered bandwidth. When there is only one bank per each vault, closed-page behaves

almost similarly to the open-page, while as this number increases, closed-page performs

slightly better. Overall, an average performance improvement of 15% for PARSEC and

58% for the graph benchmarks is achieved for closed-page by increasing the number of
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banks in each vault from 1 to 8. This can be explained using the fact that graph bench-

marks exhibit more random access patterns, therefore can benefit more from bank-level

parallelism.

4.5.2 Address Remapping

For traffics which exhibit locality, address mapping was found to have an extremely

important effect on the delivered bandwidth and total execution time. Figure 4.15.a

illustrates the effect of conventional address mapping on total delivered bandwidth to
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different benchmarks. Benchmarks starting with mix prefix are a mix of different graph

and PARSEC benchmarks simulating a multi-programmed workload. Interestingly,

address mapping scheme affects the benchmarks differently. For x264 the best address

mapping is RC.BA.VA.OF (HMC’s default mapping [13], explained in subsection 4.3.2),

while in rtview VA.BA.RC.OF achieves the highest performance. In dense matrix

addition RC.VA.BA.OF achieve the highest bandwidth.

In the next experiment, conventional address remappers have been replaced with

address scramblers. Results are plotted in Figure 4.15.b. LOW-INTLV is the de-

fault address mapping of HMC (i.e. RC.BA.VA.OF), and all scrambling methods have

been described in subsection 4.3.2. On average for PARSEC, address scrambling al-

ternatives improve bandwidth over the LOW-INTLV by a factor of 88% (note that

most of this improvement is related to blackscholes, which we will investigate later).

For graph benchmarks this improvement is around 24%. Also, looking at the mixed

benchmarks, reveals that multiprogramming slightly reduces the benefits achieved by

scrambling (84% average bandwidth improvement). This shows that mixing different

traffics slightly improves their randomness. Lastly, all proposed scrambling mechanism

perform better than the baseline LOW-INTLV on average. Original S.22.5.05 results in

an average performance improvement of 7%, while the two improved versions S.17.5.04

and S.17.5.04.T lead to 20% and 16% improvement on average over all benchmarks.

One last point to mention is that even though S.14.8.00 delivers a reasonable band-

width in Figure 4.15.b, it will be shown later in Figure 4.18 that it is vulnerable to

adverse traffic patterns, and therefore, it is not a suitable candidate.

In the next set of experiments, we aim to analyze the traffic patterns which are

specifically unfavorable for the LOW-INTLV addressing and present examples of real

applications generating these patterns. In Figure 4.16, a synthetic linear traffic pattern

has been applied to the baseline HMC model (with LOW-INTLV addressing scheme)

and the step size of the traffic has been changed from 1 DRAM row (256Bytes) to

2048 DRAM rows (512KBytes). It can be seen that increasing the step size drops

the delivered bandwidth severely and increases total execution time. The reason is

that by increasing the step from 256 to 512 we are skipping half of the memory vaults

and using only the even indexed ones. This happens also for further increase in the

step size. This suggests that the size of the nodes in the data structures can be as

important as their traversal pattern. Next, we created a set of data-structures with

different node sizes (ranging from 256Bytes to 4096Bytes), and traversed them linearly

using a single computation loop. Delivered bandwidth for different addressing schemes
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Figure 4.16: Effect of changing the step size of synthetic linear traffic

on delivered bandwidth and execution time.

is plotted in Figure 4.17.a. As can be seen, LOW.INTLV ’s bandwidth drops severely

with the increase in the walk-step, while all scrambling mechanisms seem to be robust

and insensitive of the walk-step.

In Figure 4.17.b, a random walk has been performed on the same data structures.

Again, the LOW.INTLV ’s bandwidth drops with a similar trend. These two exper-

iments suggest that, regardless of the pattern of traversing a data-structure, size of

its nodes has a crucial impact on the bandwidth extracted from HMC in the base-

line LOW.INTLV addressing scheme. In particular, data structures composed of “fat”

nodes with sizes equal to powers of two, seem to be dangerous to low-interleaved ad-

dressing, no matter how one traverses them. We would like to remind that fat structures

are not uncommon. Some example includes descriptors in computer vision [142], and

nodes in file-systems and databases [143].

To illustrate this issue better, Figure 4.18 plots the bank-access heat-map for all 256

DRAM banks present in HMC over time, where a linear walk has been performed on the

data structure elements. Three addressing schemes are used in this plot: LOW.INTLV,

S.14.8.00, and S.17.5.04.T. It can be clearly seen that, many of the DRAM banks

remain unused for LOW.INTLV and more bank and vault conflicts happen with the

increase in the walk step. This is issue does not occur in S.17.5.04.T. Also, it can be

seen that S.14.8.00 is not able to evenly distributing the memory accesses and still
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256Bytes to 4096Bytes.

suffers from many bank conflicts. For this reason deeper scramblers like S.17.5.04.T

are more desirable.

Similar plots have been shown in Figure 4.19 for three representative benchmarks:

blackscholes, dense-matrix-add, and streamcluster. In all three cases, the address

scrambling scheme evenly distributes the traffic over the banks and reduces bank and

vault conflicts, and performs better than the conventional low-interleaving. The worst

pattern belongs to blackscholes which is a numerical solver for Partial Differential

Equations (PDE) [101].

One last experiment is performed to show another possibly inconsistent traffic pat-

tern with low-interleaving. A medium sized dense matrix (512 x 512 x UInt64) is

traversed once in the Row-Major (RM) order and then in Column Major (CM) order.

The delivered bandwidth under different addressing schemes is plotted in Figure 4.20.

RM traversal is insensitive to the underlying addressing scheme, since it is simply a

linear walk with small walk steps. However, CM traversal is highly sensitive to the

addressing scheme and its bandwidth drops severely with LOW.INTLV addressing.
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Figure 4.18: Heat map for the DRAM banks plotted over time, for

linear walk on data structure nodes with different node sizes. In the

upper plots address mapping is LOW.INTLV. In the middle plots the

addressing scheme is S.14.8.00, and in the bottom ones S.17.5.04.T is

utilized.
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Figure 4.19: Heat map for the DRAM banks plotted over time, for

three benchmarks: blackscholes, dense-matrix-add, and streamclus-

ter. In the upper plots address mapping is LOW.INTLV, and in the

bottom ones address mapping is S.17.5.04.

Again, size of the matrix and being aligned to powers of 2 have an important impact

on the obtained results. Also, it should be noted that CM traversal is not uncommon
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Figure 4.20: Effect of Row-major (RM) and Column-Major (CM)

matrix traversal methods on delivered bandwidth.

in linear algebra and matrix transposition is a very simple example requiring it.

These experiments demonstrate that the default addressing scheme of HMC is not

robust enough to be trusted for all traffic patterns. We would like to remind that the

goal behind the design of HMC has been to abstract away the internal details of the

memory system and hide them from the host processors. With this goal, we believe a

more robust addressing methodology similar to the proposed scrambling schemes should

be utilized to be able to serve a wide range of traffic patterns efficiently. Finally, the

address scrambler illustrated in Figure 4.6 was synthesized using the same technology

library and its combinational delay was found to be less than 0.6ns for an area of 600

Gate Equivalent (GE). This shows that the overhead of address scrambling is very

small. Therefore it is sensible for each master port to have an instance of the address

scrambler. The power consumption associated with the address scramblers were found

to be negligible, as well.

4.5.3 Handling PIM Traffic

As stated earlier, the proposed architecture allows for integration of PIM devices by

simply connecting them to the main crossbar switch. Yet, the main concern is the

side-effects of PIM traffic on the traffics from the main links. Assuming a dual-port

PIM device is connected through two additional links (we study the effect of number

of ports later in this section), we aim to find the upper bound on the bandwidth that
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Figure 4.21: Increase in average (a) and maximum (b) memory ac-

cess time caused by PIM. Delivered bandwidth to PIM as a function

of requested bandwidth on PIM port (c), Drop in main bandwidth

caused by interference of PIM (d)

it can request without disrupting the main traffic. We assume that PIM can process

received data instantaneously, and on the main links as well as the PIM link we in-

ject synthetic random transactions with various bandwidth profiles. Figure 4.21.a,b

illustrate the average and maximum Memory Access Time (MAT), respectively. Fig-

ure 4.21.c shows delivered bandwidth to the PIM device, and Figure 4.21.d shows total

delivered bandwidth on the main links. All plots have been characterized based on

the amount of requested bandwidth on the main links (from 99GB/s to 141GB/s),

and the X-axis shows requested bandwidth by the PIM device. It can be seen that, a

dual-port PIM device can request up to its theoretical limit (64GB/s) without pushing

the system into saturation, and without observing any drop in the bandwidth of the

main links. However, to keep the AMAT of the main links below 200ns (3X of zero

load AMAT), and avoid saturation of the PIM links, more than 55GB/s should not

be delivered to PIM. This leads to an aggregate bandwidth delivery of 195GB/s which

is 95% of the 205GB/s limit found in subsection 4.5.1. It is also worth mentioning
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Figure 4.22: Effect of requested bandwidth by ideal PIM on x264 (a),

and effect of buffer size of double-buffering PIM on x264 (b).

that, Average Memory Access Time (AMAT) is always below 350ns (5X of zero load

AMAT). Since for typical general purpose servers, the traffic on the main links mostly

consists of cache refill requests, they are very sensitive to latency. Therefore not only

AMAT but also the worst-case MAT should be small. This also, limits the bandwidth

delivered to PIM to 55GB/s. 1

To demonstrate this fact better, instead of random traffic, real traces of the high

bandwidth demanding x264 benchmark with time compression are applied on the main

port, and interference caused by random traffic from a PIM device with two ports has

been plotted in Figure 4.22.a. This plot again shows that the full bandwidth delivered

to the dual-port PIM does not cause any disruption to the bandwidth or AMAT of the

main links. Also, the PIM port can receive 40GB/s without saturating itself with an

1A less conservative bandwidth partitioning could be speculated for accelerator-dominated traffics

(e.g. GPGPU) which are much less latency-sensitive.
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Figure 4.23: Effect of increasing the number of PIM ports on delivered

bandwidth (a) to the main links, AMAT of the main links (b), PIM’s

delivered bandwidth (c), maximum MAT (b)

increased AMAT of below 400ns (5X of zero load AMAT). Execution time increase in

the x264 application was found to be less than 5%.

Next, we assume that PIM uses two Direct Memory Access (DMA) engines each

working with double-buffering mechanism, working on one buffer, while the other one

is being fetched from the memory. Again, x264 is played on the main links. Results are

shown in Figure 4.22.b. This plot identifies the maximum amount of time that PIM

can spend computing on the data, to effectively hide the DRAM access latency. Buffer

size larger than 8KB does does not seem to be desirable due to super-linear increase

in the AMAT of the PIM link itself.

Figure 4.23 shows the maximum bandwidth that a multi-ported PIM can request

based on different bandwidth demands by the main links. The requested bandwidth on

the main links has been characterized from 111GB/s to 167GB/s and PIM’s number

of ports has been increased up to 4. We can see that, when host is demanding less than

120GB/s, PIM can use the remaining bandwidth safely without pushing the system

into saturation. Also, a dual-port PIM can request up to 64GB/s without any disrupt

to the main links regardless of the demand on the main links, while beyond 2 ports
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careful bandwidth throttling is required. This is because, AMAT on the main links

becomes more sensitive to PIM’s traffic as the number of its ports increases.

4.6 Summary

In this chapter, we presented a high performance AXI-compatible interconnect to sup-

port near memory computation on the LoB die of SMC. Cycle accurate simulation

results demonstrated that, the proposed interconnect can easily meet the demands of

current and future projections of HMC (Up to 205GB/s READ bandwidth with 4

serial links and 32 memory vaults). Moreover, the interference between the PIM traf-

fic and the main links was found to be negligible when PIM has up to 2 ports, and

64GB/s bandwidth can be delivered to it without any major disrupt on the main links.

It was shown that low-interleaved addressing is not reliable enough for an abstracted

memory such as HMC. Fat data structures with power-of-two node sizes were partic-

ularly identified as unfavorable patterns for low-interleaving. A more robust address

scrambling mechanism was proposed and it was shown to effectively reduce bank/vault

conflicts. Finally, logic synthesis confirms that our proposed models are implementable

and effective in terms of power, area, timing (power consumption less than 5mW up

to 1GHz and area less than 0.4mm2).

In chapter 5 we design a high-level full-system simulation model based on the pa-

rameters and calibration results obtained in this chapter. We will design an actual

processor in memory architecture and evaluate it in a full system context in presence

of all offloading and dynamic overheads.
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Chapter 5

Processor-in-Memory Design for

the Smart Memory Cube

In chapter 4 we introduced SMC’s concept and evaluated its architectural implications

and requirements using cycle accurate models and different traffic patterns. In this

chapter we take one step further and present the first exploration steps towards de-

sign of a Processor-in-Memory (PIM) architecture for SMC. An accurate simulation

environment is developed, along with a full featured software stack. All offloading

and dynamic overheads caused by the operating system, cache coherence, and memory

management are considered. Also, a zero-copy pointer passing mechanism has been

devised, to allow low overhead data sharing between the host and the PIM.

5.1 Motivations and Challenges

Near memory computation can provide two main opportunities: (1) reduction in data

movement by vicinity to the main storage resulting in reduced memory access latency

and energy, (2) higher bandwidth provided by Through Silicon Vias (TSVs) in com-

parison with the interface to the host which is limited to the pins. Most recent works

exploit the second opportunity by trying to accelerate data-intensive applications with

large bandwidth demands ([51][15][122]). In [50] and [53] also, networks of 3D stacked

memories are formed and host processors are attached to their peripheries, providing

even more hospitality for processing-in-memory (PIM) due to huge bandwidth internal

to the memory-centric network. These platforms, however, are highly costly and suit-

able for high-end products with extremely high performance goals [53]. Also, a look at

the latest HMC Specification [13] reveals that its ultra-fast serial interface is able to
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deliver as much bandwidth as is available in the 3D stack. Four serial links each with 32

lanes operating from 12.5Gb/s to 30Gb/s serve for this purpose [13]. For this reason,

the same bandwidth available to a PIM on the logic die is also theoretically available

to the external host, and high-performance processing clusters or GPU architectures

executing highly parallel and optimized applications can demand and exploit this huge

bandwidth [144][145]. This puts PIM in a difficult but realistic position with its main

obvious advantage over the external world being vicinity to the memory (lower access

latency and energy) and not an increased memory bandwidth.

In this chapter, we focus on this dark corner of the PIM research, and try to

demonstrate that even if delivered bandwidth to the host can be as high as the internal

bandwidth of the memory, PIM’s vicinity to memory itself can provide interesting

opportunities for energy and performance optimization. We focus on a worst-case

scenario where a single PIM processor is trying to compete with a single thread on host.

In our experiments caches are not thrashed, the memory interface is not saturated, and

the host can demand as much bandwidth as it requires.

As explained in chapter 4, our PIM proposal (called the Smart Memory Cube)

is built on top of the existing HMC standard with full compatibility with its IO in-

terface specification. We have developed a full-system simulation environment called

SMCSim and verified its accuracy against the Cycle-Accurate (CA) model described

in chapter 4. SMCSim models the complete software and hardware stack ranging from

high-level user application to low-level firmware and hardware layers. It takes into

account the offloading and dynamic overheads caused by the operating system, cache

coherence, and memory management, as well. We devised an optimized memory vir-

tualization scheme for zero-copy data sharing between host and PIM; enhanced PIM’s

operations by the aid from atomic in-memory operations; and improved PIM’s mem-

ory access by means of a flexible Direct Memory Access (DMA) engine. Our proposal

is not dependent on the ISA of the host processors and provides high flexibility and

programmability by means of a full-featured software stack. After presenting the re-

lated works in this area, in section 5.3 and section 5.4 the SMCSim environment is

introduced and design of the PIM is described. Next, the software stack is presented in

section 5.5. Finally, experimental results are presented and a summary of the obtained

results and conclusions are given in Sections section 5.6 and section 5.7.
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5.2 Related Works

The design space for near memory computation is enormous, and several different con-

cerns need to be addressed such as the micro-architecture of the PIM processor, support

for memory management and cache coherence, and communication mechanisms with

the host processors [146].In [49] a CGRA is located on a separate die and connected

to the DRAM dies through Through Silicon Vias (TSVs). Segmented memory with-

out caching is used and 46% energy saving along with 1.6X performance gain for Big

Data applications are achieved. In [15], 64 Cortex-A5 processors form a PIM cluster.

Memory is preallocated in contiguous regions, and two levels of caches with on demand

software flushing are available. For Big Data workloads 1.1X and 23% and performance

and energy gain are reported. The main difference between our work in this chapter

and these two papers is flexible support for virtual memory as well as considering the

offloading overheads in our analysis.

Active Memory Cube (AMC) [50] extends the logic layer of the HMC with clus-

ters of vector processors without caches. Hardware coherence is maintained with the

host and virtual memory support has been provided. 2X performance improvement

has been reported for dense matrix operations, increasing to 5X when vicinity aware

memory allocation schemes are utilized. In [51], PIM is comprised of CPUs and GPUs.

Memory is preallocated to the PIM, and analytical evaluations show 85% energy saving

with minor performance improvements for graph, HPC, and GPGPU workloads. [52]

augment the logic die with 16 light-weight general purpose cores with 2 levels of caches,

hardware cache coherence, and preallocated memory. For scientific applications up to

2X performance gain has been reported. Tesseract [53] features a network of mem-

ory cubes each accommodating 32 in-order cores with L1 caches and two prefetchers,

optimized for parallelizing the PageRank algorithm. Uncacheable regions are shared

with PIM and segmented memory without paging is supported. Up to 10X perfor-

mance improvement and 87% energy reduction has been provided in comparison with

high-performance server hosts. Unlike these three works, we focus on a context which

external memory interface is not bandwidth saturated and PIM’s benefits are not de-

termined by the delivered bandwidth. In addition, we utilize atomic commands and

consider the offloading overheads in our studies, as well.

In [122], the memory stack has been augmented with low level “atomic” in-memory

operations. Host instructions are augmented, and full virtual memory support and

hardware cache coherence is provided. for Big Data workloads up to 20% performance
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and 1.6X energy gain is obtained. The main difference between our proposal and this

work is that our PIM supports flexible execution of different computation kernels and

its acceleration is not limited to the atomic operations only. Moreover, our solution

is not dependent on the ISA of the host and with a proper software stack any host

platform can communicate with it through its memory-mapped interface. Lastly, in

[121] up to 15X performance gain, and in [124] up to two orders of magnitude energy

and performance gain compared to the host are reported. However, use of open-loop

trace-based simulation, without considering the feedback effects and dynamic overheads

makes their results highly optimistic.

In this chapter we present design and exploration of a PIM architecture for SMC.

The goal is to provide flexible computational capabilities by means of full virtual

memory support and a full-featured software stack compatible with the Parallel Pro-

gramming Application Programming Interfaces (API). This is the first PIM effort to

accurately model all layers from high-level user applications, to low level drivers, op-

erating system (OS), and hardware, considering all dynamic overheads related to the

OS, caches, and memory management. Besides, a comprehensive accuracy verification

versus a cycle-accurate model has been performed which improves the quality of the

obtained results.

5.3 The SMC Simulation Environment

SMCSim is a high-level simulation environment developed based on gem5 [100], capa-

ble of modeling an SMC device attached to a complete host System on Chip (SoC).

Figure 5.1 illustrates an example of one such platform modeled in this environment.

SMCSim has been designed based on gem5’s General Memory System model [147] ex-

ploiting its flexibility, modularity, and high simulation speed, as well as, features such

as check-pointing and dynamic CPU switching.

Figure 5.1 highlights the most important components in this environment: The

host is an ARMv7 SoC capable of booting a full-featured operating system. Caches

and interconnects are adopted from gem5, as well, without modifications. Inside the

SMC, the vault controllers and the main interconnect are modeled using pre-existing

components and tuned based on the CA model. A PIM is located on the LoB layer

with flexible and generic computational capabilities. This configuration is completely

consistent with the current release of the HMC Specification [13]. Also, SMC is not

dependent or limited to any ISA and it is exposed to the host via memory mapped
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Figure 5.1: An overview of the SMCSim Environment for Design

Space Exploration of the Smart Memory Cube (SMC)

regions. Therefore, any host platform should be able to communicate with it by the

aid from a proper software stack. For the serial links: bandwidth, serialization latency,

and packetization overheads are obtained from [13]. SMC/HMC controller, in general,

is responsible for translating the host protocol (AXI for example) to the serial links

protocol. Plus, it should have large internal buffers to hide the access latency of the

cube. More advanced global scheduling policies and reordering and steering of trans-

actions can be implemented if required [148]. However in our simulation environment,

the SMC Controller simply queues the incoming transactions and schedules them to

serial links using a simple round-robin mechanism to balance the load among them.

Serial links accept the same address ranges and each packet can travel over any of them

[140][13]. Different sources of latency are modeled in this environment and calibrated

in subsection 5.6.1.
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5.4 Design of the Processor-in-Memory

We have chosen an ARM Cortex-A15 core without caches or prefetchers (See subsec-

tion 5.4.2 for motivation and reasoning), and augmented it with low cost components

to enhance its capabilities as a Processor-in-Memory. Our choice of ARM is because

it offers a mature software stack, its system bridges (AXI) are well understood, and

it is an energy-efficient architecture. Nevertheless, the architecture is not limited to

it. As shown in Figure 5.1, PIM is attached to the main interconnect on the LoB

through its own local interconnect, and features a Scratchpad Memory (SPM), a Di-

rect Memory Access (DMA) engine, a Translation Look-aside Buffer (TLB) along with

a Memory Management Unit (MMU). In this section we will describe the role of these

components.

5.4.1 PIM’s Memory Model

PIM has been designed to directly access user-space virtual memory. The TLB illus-

trated in Figure 5.1 serves for this purpose. Apart from memory protection benefits,

this replaces memory-copy from user’s memory to PIM with a simple virtual pointer

passing. Scalability and programmability are improved, and offloading overheads are

reduced to a great extent. Since user’s memory is paged in conventional architectures,

PIM should support this, as well. To add more flexibility we introduce the concept of

slices as a generalization to memory pages: slice is a region of memory composed of 1 or

more memory-pages which is contiguous in both virtual and physical memory spaces.

With this definition, contiguous memory pages which map to contiguous page-frames

can be merged to build larger slices, with arbitrary sizes.

PIM’s memory management is done at the granularity of the slices. The first slice

is devoted to PIM’s scratchpad memory, and the rest of the memory space is mapped

immediately after this region. Upon a TLB miss, a data structure in DRAM called

the slice-table is consulted and the translation rules are updated on a Least Recently

Used (LRU) basis. Slice-table is similar to page-tables and contains all translation

rules for the computation kernel currently executing on PIM. It is built during the task

offloading procedure by PIM’s device-driver (section 5.5). Since the slices can have

arbitrary sizes, implementing the slice-table as a simple table of slices can complicate

the lookup procedure. In order to minimize the number of DRAM access required to

fetch rules from this table, in this table, we keep entries for the underlying pages rather

than the slices. Therefore, for pages in the same slice, we store the same translation
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typedef struct { 
    unsigned long vaddr;    // Start address of the slice (Virtual) 
    unsigned long paddr;   //  Start address of the slice (Physical) 
  unsigned long size;         //  Size of the slice (multiple pages) 
} Slice; 
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Figure 5.2: A sample page to frame mapping highlighting the merged

pages (a), The slice-table data structure (b), values stored in the slice-

table for current example (c)

rule (See Figure 5.2). This simplifies the lookup procedure at the cost of redundant

rules in the slice-table. For example if PIM accesses the virtual address 3 (highlighted

in Figure 5.2.c), using a single DRAM burst of 3 words (12Bytes for 32bit architectures)

it is possible to fetch the rule completely for Slice 2. This way, there is no need to

access the slice-table twice, regardless of the size of the slices.

Most host-side accelerators with virtual memory support rely on the host processor

to refill the rules in their TLB. The OS consults its page-table to reprogram the IO-

MMU of the device, and then wakes up the accelerator to continue its operation. Since

PIM is far from the host processors, asking them for a refill upon every miss can result

in a large delay. As an alternative, PIM’s TLB contains a simple controller responsible

for fetching the required rule from the slice-table. Apart from the performance benefits,

this allows for fully independent execution of PIM.
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5.4.2 Enhancing PIM’s Functionality

A simple zero-load latency analysis (subsection 5.6.1) reveals that the latency of di-

rectly accessing DRAM by PIM is harmful to its performance, therefore latency-hiding

mechanisms are required. Caches and prefetchers provide a higher-level of abstrac-

tion without much control. This is desired for SoCs far from the memory and flexible

enough to support different main memory configurations. DMA engines, on the other

hand, provide more control, making more sense in a near-memory processor. We have

augmented PIM with a DMA engine capable of bulk data transfers between the DRAM

vaults and its SPM (See Figure 5.1). It allows multiple outstanding transactions by hav-

ing several DMA resources, and accepts virtual address ranges without any alignment

or size restrictions, on top of the functionalities provided by gem5’s DMA component.

A complementary way to address this problem is to move some very specific arith-

metic operations directly to the DRAM dies and ask the vault controller to do them

“atomically”. Abstracted memory interface provided by the HMC facilitates imple-

mentation of these operations and the atomic HMC commands [13] are good examples

but for synchronization purposes. In-memory operations can reduce data movement

when computation is local to one DRAM row [122]. We have augmented our vault con-

trollers with three types of atomic commands suitable for the benchmarks under our

study. On the other side, instead of modifying PIMs ISA to support these commands,

we added specific memory mapped registers to the PIM processor. By configuring

these registers PIM is able to send atomic operations towards the SMC vaults. Here is

a list of the implemented atomic commands: (See subsection 5.6.2 for their usage)

• atomic-increment : interprets the value stored in the intended address in DRAM

as an integer and increments it by 1.

• atomic-min: sends an Immediate value to the intended DRAM location. If Im-

mediate is less than the value currently available in that address, the value will

be replaced with Immediate, otherwise it will be left untouched.

• atomic-add-immediate: interprets the value stored in the intended address as a

single precision floating-point and add the Immediate value to it.

These commands can be implemented either in the vault controllers, or in the

DRAM dies due to their low computational complexity. Also, their execution latency

is very low, so they can be easily hidden behind DRAM timings.
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Figure 5.3: Visualization of the simulated system in SMCSim com-

posed of the host processors, the interconnects, SMC controller and

the serial links, the SMC model, and the PIM subsystem.

For computations that need to gather information not fully localized to a single

memory vault, DMA can be more beneficial. While, highly localized computations with

low computational intensity are better performed as close as possible to the memory

dies, by means of the atomic commands. A visualization of the whole simulated system

in gem5 is illustrated in Figure 5.3.

5.5 Design of the Software Stack

A software-stack has been developed for the user level applications to view PIM as a

standard accelerator (See Figure 5.4). At the lowest level, a resident program runs on

PIM performing the required tasks. A dynamic binary offloading mechanism has been

designed to modify this code during runtime. PIM also features a set of configuration

registers (Figure 5.4) mapped in the physical address space and accessible by the host.

Plus a few kilobytes of scratchpad space is provided supporting flexible DMA transfers.

PIM’s device driver has been adopted from Mali GPU’s driver [149] and is compatible

with standard accelerators as well as parallel programming APIs such as OpenCL.

This light-weight driver provides a low-overhead and high-performance communication

mechanism between the API and PIM. An object-oriented user-level API has been

provided, as well, to abstract away the details of the device driver and to facilitate
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Figure 5.4: PIM’s software stack

user’s interface. Offloading and coordinating the computations on PIM are initiated

by this API.

5.5.1 Offloading Mechanisms

PIM targets execution of medium sized computation kernels having less than a few

kilobytes of instructions. The host processor parses the binary Executable and Link-

able Format (ELF) file related to a precompiled computation kernel, and dynamically

offloads .text and .rodata sections to PIM’s memory map by the aid from the API. This

procedure is called the kernel-offloading. On the other hand, the virtual pointer to pre-

allocated user level data structures need to be sent to PIM for the actual execution to

take place (task-offloading). PIM’s API sends the page numbers associated with user

data structures to the driver, and the driver builds the slice-table in the kernel memory

space using the physical addresses. Next, caches are flushed and the virtual pointers

are written to PIM’s memory mapped registers. An interrupt is then sent to PIM

to wake it up for execution. This mechanism prevents PIM from accessing unwanted

physical memory locations, and allows it to traverse user-level data structures without

any effort. A polling thread in PIM’s API waits for completion of the offloaded task.
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Figure 5.5: An overview of the accuracy comparison methodology

between the high-level SMC model developed in gem5 and the cycle-

accurate SMC model.

5.6 Experimental Results

Our baseline host system is composed of two Cortex-A15 CPU cores @2GHz with 32KB

of instruction cache, 64KB of data cache, and a shared 2MB L2 cache with associativity

of 8 as the last-level cache (LLC). The block size of all caches is increased to 256B to

match the row buffer size of the HMC model (effect of cache block size is studied in

subsection 5.6.2). The memory cube model provides 512MB of memory with 16 vaults,

4 stacked memory dies, and 2 banks per partition. PIM has a single core processor

similar to the host processors running at the same frequency, with the possibility of

voltage and frequency scaling by means of dedicated clock and voltage domains on the

LoB. Maximum burst size of PIM’s DMA has been set to 256B by default.

5.6.1 Accuracy Verification and Calibration

For the high-level simulation results to be trusted, verification is required against a CA

simulation model. We performed a detailed accuracy comparison of the high-level SMC

against the CA model presented in chapter 4. We applied identical traffic patterns with

various bandwidth demands to both CA and gem5-based models, and compared their

delivered bandwidth and total execution time over a large design space defined by the

architectural parameter. An overview of this procedure is illustrated in Figure 5.5.

111



Table 5.1: Zero-load latency of memory accesses
HOST: L2 cache refill latency - Size:256Bytes [Total: 102.3ns]
Membus 1Cycle@2GHz (FlitSize=64b)
SMCController 8Cycles@2GHz (Pipeline Latency) [150]
SERDES 1.6ns (SER=1.6 DES=1.6) [141]
Packet xfer 13.6ns (128b hdr 16x10Gbits/s) [13]
PCB Trace 3.2ns + 3.2ns (Round Trip)
SMCXBar 1Cycle@1GHz (FlitSize=256b)
VaultCtrl.frontend 4Cycles@1.2GHz Request Processing [139]
tRCD 13.75ns Activate [141]
tCL 13.75ns Issue Read Command
tBURST 25.6ns (For 256Bytes packet)
VaultCtrl.backend 4Cycles@1.2GHz Response Processing [139]
SERDES 1.6ns (SER=1.6 DES=1.6)
Packet Transfer 13.6ns (128b hdr 16x10Gbits/s)
SMCController 1Cycles@2GHz (Pipeline Latency)
Membus 1Cycle@2GHz (FlitSize=64b)
PIM: Latency of a 4Bytes read access (No caches) [Total: 39.1ns]
PIM Interco. 1Cycle@1GHz (FlitSize=32b)
SMCXBar 1Cycle@1GHz (FlitSize=256b)
VaultCtrl.frontend 4Cycles@1.2GHz
tRCD 13.75ns
tCL 13.75ns
tBURST 3.2ns (1 Beat only)
VaultCtrl.backend 4Cycles@1.2GHz
PimBus 1Cycle@1GHz

Several experiments demonstrated that total execution time and delivered bandwidth

of the gem5-based model correlate well with the CA model: with low or medium traffic

pressure, the difference was less than 1%, and for high pressure saturating traffic the

difference was bounded by 5%, in all cases. A small subset of the accuracy comparison

experiments is brought in Appendix A. Next, we calibrated the latency of the individual

components based on the available data from the literature and the state-of-the-art.

Results are shown in Table 5.1. As can be seen, the zero-load memory access latency

of a cache refill request packet from the L2 cache port of the host to the SMC was

estimated to be about 100ns, while a single-word memory read from PIM towards the

memory vaults has a latency of about 40ns.

5.6.2 Benchmarking Results

Data intensive applications often categorized as “Big Data” workloads are widely cho-

sen in the literature as the target for near memory acceleration [49][15][122][53]. The

common trait shared by most of these applications is sensitivity to memory latency

and high bandwidth demand. Graph traversal applications are an interesting exam-

ple in this group due to their unpredictable memory access patterns and high ratio of

memory access to computation [122]. A common use for these benchmarks is social

network analysis. We have chosen four large-scale graph processing applications, and

try to accelerate their main computing loop (i.e. the computation kernel) by offloading
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it to PIM for execution. Here is the list of the benchmarks studied in this chapter:

(The source codes of these kernels are brought in Appendix B)

Average Teenage Follower (ATF)

ATF counts for each vertex the number of its teenage followers by iterating over all

teenager vertices and incrementing the “follower” counters of their successor vertices

[122]. This generates a very large amount of random memory accesses over the entire

graph, for this reason, we have implemented an atomic-increment command inside the

memory cube for this purpose, which is able to increment a location in the DRAM

using a single command.

Breadth-First Search (BFS)

BFS visits the vertices closer to a given source vertex first by means of a FIFO queue

[122]. No atomic operations were utilized to accelerate this kernel, however, the queue

for visiting the nodes has been implemented in PIM’s SPM, given that in sparse graphs

its size is determined by the maximum outage degree of the nodes and not the number

of nodes.

PageRank (PR)

PR is a well-known algorithm that calculates the importance of vertices in a graph

[53]. We have implemented a single-precision floating point version of this kernel, plus

an atomic floating-point add-immediate on the vault side.

Bellman-Ford Shortest Path (BF)

BF finds the shortest path from a given source vertex to other vertices in a graph [122].

Vault controllers have been augmented with atomic-min to facilitate its execution.

As described before, in this chapter we focus on the single threaded version of these

kernels, and study the performance and energy impact of offloading a single execution

thread to PIM. This is a worst-case scenario to see if still PIM operates better than

the host. It can be easily verified that the choice for underlying representation of the

graphs is as important as the functionality of the kernel itself. While Adjacency-Matrix

leads to simplest implementations, it is not scalable to millions of nodes and traversing

adjacent nodes in large sparse graphs is costly. Compressed-Sparse-Row (CSR) [151]

representation and List of Lists (LIL) [152][153] are more widely used and suitable

113



Nodes 

Successors 

PING PONG 

PIN
G

 

PO
N

G
 

PPP

O
N

G
POOO

DMA1 

DMA2 

Figure 5.6: Traversing the sparse graphs represented using LIL format

using two DMA resources

0.01

0.1

1

10

100

1

10

100

4000 8000 16000 32000 64000 128000 256000 512000

kernel-offload
task-offload
host-execution
relative-kernel
relative-task

Average Teenage Follower (ms) % 

# nodes 

Re
la

tiv
e 

O
ve

rh
ea

d 
(%

) 

Ab
so

lu
te

 T
im

e 
(m

s)
 

Figure 5.7: Offloading overheads in execution of the ATF kernel

for graph traversal benchmarks. We have chosen LIL as it is easily parallelizable and

scalable to multiple processing nodes. We have used randomly generated sparse graphs

ranging from 4K node to 512K nodes with characteristics obtained from real world data

sets [154]. We use two DMA resources to efficiently hide the latency of traversing the

LIL as illustrated in Figure 5.6.

First we study offloading overheads. ATF has been executed on the host side and

then offloaded to PIM. In Figure 5.7, kernel-offload represents the overhead associated

with reading the ELF file from the secondary storage of the host, parsing it, and of-

floading the binary code (as explained in subsection 5.5.1). task-offload is all overheads

associated with virtual pointer passing to PIM for the graph to be analyzed, and host-

execution is the absolute execution time of the kernel on host. It can be seen that the

task-offload overhead decreases with the size of the graph and is always below 5% of

the total execution time of the ATF. Most of this overhead is due to cache flushing and
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Figure 5.8: PIM’s speed-up with/without SMC Atomic Commands

(left axis), LLC hit-rate associated with the data port of the executing

CPU (right axis)

less than 15% of it belongs to building the slice-table and pointer passing. It should be

noted that, kernel-offload is usually performed once per several executions, therefore,

its cost is amortized among them. Plus, for kernels like PR with several iterations

relative overheads becomes even lower. Another point to mention is that, the overhead

of the polling mechanism on the host to check for completion of the offloaded task

was found to be negligible. This shows that an interrupt mechanism is not necessary

and polling results in acceptable performance for execution of medium sized kernels.

One should note that in current release of the HMC specifications [13] no interrupt

mechanism from the cube towards the host is provisioned.

Next, we analyze the speed-up achieved by PIM in terms of host’s execution time

divided by PIM’s. The number of graph nodes has been changed and Figure 5.8

(left vertical axis) illustrates the results. Lightly shaded columns represent PIM’s

execution without any aid from the atomic HMC commands, while the highly shaded

ones use them. PIM’s frequency is equal to the host (2GHz). An average speed-up

of 2X is observable across different graph sizes, and as the size increases, speed-up

increases as well. This can be associated with increase in cache misses in the LLC of

the host (plotted on the right vertical axis). Furthermore, the average benefit of using

atomic-increment, atomic-min, atomic-float-add is obtained as 10%, 18%, and 35%,

respectively.

A cache line size of 256 Bytes was mentioned before for both cache levels in the host.

We can see in Figure 5.9 that this choice has been in favor of the host in terms of per-

formance, leading to an increase in the LLC hit-rate. This is mainly due to sequential
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Figure 5.9: PIM’s speed-up versus cache block size of the host
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Figure 5.10: Effect of PIM’s TLB size on hit-rate and speed-up

traversing of the graph nodes which results in a relatively high spatial locality (MAT in

this plot represents simple 1000x1000 matrix addition as a reference for comparison).

In our single-threaded experiments, the increase in the power consumption of the LLC

cache was negligible, nevertheless in multi-programmed and parallel environments, the

increased energy-per access for the increased cache block size can become critical.

Two additional experiment on PIM identify its optimal TLB size (Figure 5.10)

and the required DMA transfer size (Figure 5.11). Four TLB elements were found

enough for the studied computation kernels and a nearly perfect TLB hit-rate was
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Figure 5.11: Effect of DMA transfer size on PIM’s execution time

achieved. Also, transfer size for DMA Resource 1 in Figure 5.6 was changed from 32B

to 512B and the optimal point was found around 256B transfers. This is because small

transfers cannot hide memory access latency very well, and too large transfers incur

larger queuing latency in the vault controllers, as the size of the row buffers is fixed at

256B.

We accounted for the energy consumption of each component type differently (as-

suming 28nm Low Power technology as the logic process). For the interconnects,

energy/transaction was extracted from logic synthesis of the AXI-4.0 RTL model (See

chapter 4) Cache power consumption was extracted from the latest release of CACTI

[155] using low-power transistor models. Power consumed in the DRAM devices was

extracted from DRAMPower [156], and verified against Micron’s excel sheets. The

energy consumed in the vault controllers was estimated to be 0.75pJ/bit [157]. SMC

Controller was estimated to consume 10pJ/bit by scaling values obtained in [150]. For

serial links, energy per transaction was considered 13.7pJ/bit [158], and an idle power

consumption of 1.9Watts (for transmission of the null flits) was estimated based on

the maximum power reported in [91] and link efficiency in [54]. Also, since power state

transition for the serial links introduces long sleep latency in the order of a few hun-

dred nanoseconds, and a wakeup latency of a few microseconds [140], we assumed that

during host’s computations, links are fully active, while when PIM starts computing,

links can be power gated [140]. For the processors, percentage of active/idle cycles were

extracted from gem5, and the power consumption for each one were estimated based on
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Figure 5.12: Achieved energy efficiency for using PIM versus total

stacked memory size (a), power breakdown for execution of the host

(b) and PIM (c)

[159][160]. Lastly, the energy consumptions associated with atomic commands, PIM’s

TLB, and its DMA engine were estimated based on logic synthesis and were found to

be negligible.

To perform a fair analysis of the energy efficiency achieved by PIM, we omitted

the system-background power and only considered the energy consumption related to

the execution of tasks. Background power consists of all components which consume

energy whether host is active or PIM, and can range from system’s clocking circuits to

peripheral devices, the secondary storage, the cooling mechanism, as well as, unused

DRAM cells. One important observation was that for typical social graphs with less

than 1 million nodes the total allocated DRAM size was always less than 100MB

(Using LIL representation). While, a significant amount of power is consumed in the

unused DRAM cells. In fact, increasing stacked DRAM’s size is one of the background

sources which can completely neutralize the energy efficiency achieved by PIM (See

Figure 5.12.a). For this reason, we only consider the energy consumed in the “used”

DRAM pages, all components in LoB of the memory cube, the serial links, the host

processors, and their memory interface including the interconnects and the caches.

Power consumption breakdown for execution of the task on PIM and the host are

illustrated in Figure 5.12.b,c. The main contributors were found to be DRAM, the

processors, and the serial links. The voltage and frequency of PIM’s processor (on

LoB) have been scaled down from 2GHz@1.05V to 1GHz@0.76V [159]. Under these

circumstances, PIM can reduce power consumption by 3X.

To find the optimal point in terms of energy efficiency we scaled the voltage and

frequency of PIM’s processor and plotted PIM’s performance per watts normalized to
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Figure 5.13: PIM’s energy efficiency versus its clock frequency.
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Figure 5.14: Simulation setup for comparison of PIM with a host-side

accelerator with similar capabilities.

the host. As can be seen in Figure 5.13, clocking PIM at around 1.5GHz leads to

highest energy efficiency in all cases.

As the final experiment, PIM was compared with a host-side accelerator with similar

capabilities, to study the effect of vicinity to the main memory. For this purpose, we

detached the complete PIM subsystem from the cube and connected it to “Interconnect

2” (Figure 5.1) without any change in its capabilities. An overview of the simulation

setup for this experiment is shown in Figure 5.14.

For matrix addition, no performance difference was observed, because the DMA
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engine effectively hides memory access latency. However, in all four graph traversal

benchmarks PIM beats the host-side accelerator by a factor of 1.4X to 1.6X. This can

be explained by the latency sensitivity of the graph traversal benchmarks (Average

memory access latency from PIM to the main memory was measured as 46ns, while

for the host side accelerator this value had increased to 74ns). Also, since the host

side accelerator needs the serial links and the SMC Controller to be active, under the

same conditions as the previous experiment (Considering power for the active banks of

the DRAM and scaling down the voltage and frequency of PIM’s processor), our PIM

achieves an energy reduction of 55% compared to a similar accelerator located on the

host. Lastly, according to Little’s law [161], the host side accelerator requires more

buffering to maintain the same bandwidth, due to higher memory access latency. This

results in increased manufacturing cost and energy.

5.7 Summary

In this chapter we presented the first exploration steps towards design of SMC, a new

PIM architecture that enhances the capabilities of the LoB die in HMC. An accurate

simulation environment called SMCSim has been developed, along with a full featured

software stack. A full system analysis of near memory computation has been per-

formed including software to firmware and hardware layers, and considering offloading

and dynamic overheads caused by the operating system, cache coherence, and memory

management. A zero-copy pointer passing mechanism was devised to allow low over-

head data sharing between the host and the PIM. Benchmarking results demonstrate

that even in a case where the only benefit of using PIM is latency reduction, up to 2X

performance improvement in comparison with the host SoC, and around 1.5X against

a similar host-side accelerator is achievable. Moreover, by scaling down the voltage

and frequency of the proposed PIM it is possible to reduce energy by about 70% and

55% in comparison with the host and the accelerator, respectively. A overview of the

conclusions obtained throughout this thesis are presented in chapter 6, and ongoing

and future directions are identified, as well.
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Chapter 6

Conclusions

In this dissertation, we studied the effectiveness of the 3D integration technology and

the optimization opportunities which it can provide in the different layers of the mem-

ory hierarchy in cluster-based many-core platforms.

In chapter 2 we looked inside a processing cluster and studied the applicability of

3D integration to shared L1 TCDMs. We presented two synthesizable 3D network

architectures: C-LIN and D-LIN for shared L1 memory access, and demonstrated their

effectiveness in comparison with conventional network on chips (NoC). In comparison

with their 2D alternatives, our proposed designs offer modularity and better scalability.

However, in terms of delay, they are so competitive with their 2D counterpart. This

is due to the fact that the pipelines of the processors are extremely sensitive to the

access latency of L1 memories, and current TSV technologies are not yet so competitive

with on-chip wires. Therefore, small sized L1 memories are not beneficial in terms of

performance to be moved towards the third dimension.

In chapter 3 we focused on out of the cluster L2 scratchpad memories because of

their large required size and higher tolerance to latency and its variations. We presented

a synthesizable 3D-stackable L2 memory IP component (3D-NUMA), to be attached

to a cluster-based multi-core platform through its NIs and provide high-bandwidth

L2 memory access with low average latency. 3D-NUMA implements a scalable non-

uniform memory access (NUMA) architecture, allows stacking of multiple identical

memory dies, supports multiple outstanding transactions, and achieves high clock fre-

quencies due to its highly pipelined nature. We implemented 3D-NUMA with STMi-

croelectronics CMOS-28nm Low Power Technology and obtained a clock frequency of

500 MHz, limited by the access time of the memory arrays while its logic components

could operate up to 1 GHz (up to 4 MB in 8 stacked dies with a memory density loss
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of 9%). It was shown that addition of 3D-NUMA to a multi-cluster system can lead to

an average performance boost of 34%. Further experiments and estimations confirmed

that 3D-NUMA is energy and power efficient, temperature friendly, and has unique

features suitable for low cost manufacturing.

In chapter 4 and chapter 5, we moved towards the last level in the memory hier-

archy, and studied the benefits provided by 3D integration, there. We did not try to

justify the effectiveness of 3D integration in this context because several academic and

industrial examples are available with their most outstanding example being HMC. We

focused on another important artifact of heterogeneous 3D integration, the possibility

of near memory computation. We chose HMC as our target candidate and proposed the

“Smart Memory Cube (SMC)”, a fully backward compatible and modular extension to

it, supporting near memory computation on its Logic Base (LoB). In chapter 4, we pre-

sented a high performance AXI-compatible interconnect to support this feature. Cycle

accurate simulation demonstrated that, the proposed interconnect can easily meet the

demands of current and future projections of HMC (Up to 205GB/s READ bandwidth

with 4 serial links and 32 memory vaults). The interference between the PIM traffic

and the main links was found to be negligible when PIM has up to 2 ports requesting

up to 64GB/s. It was shown that low-interleaved addressing is not reliable enough

for an abstracted memory such as HMC. Fat data structures with power-of-two node

sizes were particularly identified as unfavorable patterns for low-interleaving. A more

robust address scrambling mechanism was proposed and it was shown to effectively

reduce bank/vault conflicts. Logic synthesis confirmed that our proposed models are

implementable and effective in terms of power, area, timing (power consumption less

than 5mW up to 1GHz and area less than 0.4mm2).

Finally, in chapter 5 we presented the first exploration steps towards design of

a PIM architecture for SMC. An accurate simulation environment called SMCSim

was developed along with a full featured software stack. A full system analysis of

near memory computation was performed including software to firmware and hardware

layers, considering offloading and dynamic overheads caused by the operating system,

cache coherence, and memory management. A zero-copy pointer passing mechanism

was devised to allow low overhead data sharing between the host and the PIM. It was

shown that even in a case where the only benefit of using PIM is latency reduction, up

to 2X performance improvement in comparison with the host SoC, and around 1.5X

against a similar host-side accelerator is achievable. By scaling down the voltage and

frequency of the proposed PIM it is possible to reduce energy by about 70% and 55%
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in comparison with the host and the accelerator, respectively.

As an ongoing work, we have focused on specific killer application domains where

even more significant improvements are expected from PIM. We plan to extend SMC

and the PIM architecture to a highly optimized parallel acceleration engine for those

application domains. From the architectural point of view, we will strive to maintain

flexibility and programmability. Thus, we will use a cluster of light-weight processors as

a generic and low power infrastructure for acceleration of parallel applications. Also, by

augmenting the vault controller and/or memory plane with computational capabilities

(e.g. atomic operations), and connecting them using specific interconnects (e.g. ring

networks), we will be able to accelerate the regular parallel kernels, even better.
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Appendix A

Accuracy verification of the

high-level SMC model

This section presents a small subset of the accuracy comparison experiments performed

between the high-level gem5 based SMC model developed in chapter 5, and the cycle-

accurate model developed in chapter 4.

Comparison of a single memory bank between the two models: (1 serial link, 1 vault,

1 bank only)
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Appendix B

Source codes of computation

kernels

Unoptimized source codes of the ATF and PR kernels:

a) Average Teenage Follower (ATF) 
 for ( ulong_t r=0; r<NODES; r++ ) 
        { 
            if ( nodes[r].teenager ) 
                for ( ulong_t c=0; c<nodes[r].out_degree ; c++ ) 
                { 
                    node*succ = nodes[r].successors[c]; 
                    succ->followers++; 
                } 
        } 
 
b) Pagerank 
 for ( ulong_t i=0; i<NODES; i++ ) 
        { 
            nodes[i].page_rank = 1.0 / NODES; 
            nodes[i].next_rank = 0.15 / NODES; 
        } 
        ulong_t count = 0; 
        float diff = 0.0; 
        do { 
            for ( ulong_t i=0; i<NODES; i++ ) 
            { 
                float delta = 0.85 * nodes[i].page_rank / nodes[i].out_degree; 
                for ( ulong_t j=0; j<nodes[i].out_degree; j++ ) // for node.successors 
                        nodes[i].successors[j]->next_rank += delta; 
            } 
            diff = 0.0; 
            for ( ulong_t i=0; i<NODES; i++ ) 
            { 
                diff += fabsf(nodes[i].next_rank - nodes[i].page_rank); 
                nodes[i].page_rank = nodes[i].next_rank; 
                nodes[i].next_rank = 0.15 / NODES; 
            } 
        } while (++count < PAGERANK_MAX_ITERATIONS && diff > PAGERANK_MAX_ERROR); 
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Unoptimized source codes of the BFS and BF kernels:

a)  Breadth First Search (BFS) 
 ulong_t total_distance = 0; 
        while ( !(queue_empty) ) 
        { 
            ulong_t v = queue_top; 
            queue_pop; 
            for ( ulong_t c=0; c<nodes[v].out_degree ; c++ ) 
            { 
                node*succ = nodes[v].successors[c]; 
                if (succ->distance == NC) // Infinite 
                { 
                    succ->distance = nodes[v].distance + 1; 
                    total_distance += succ->distance; 
                    queue_push(succ->ID); 
                } 
            } 
        } 
b) Bellman-Ford 
 ulong_t total_distance = 0; 
        for ( unsigned r=0; r<NODES; r++ ) 
            for ( ulong_t c=0; c<nodes[r].out_degree; c++ ) // for node.successors 
            { 
                node*u = &nodes[r]; 
                node*v = nodes[r].successors[c]; 
                ulong_t w = nodes[r].weights[c]; 
                if ( u->distance != NC && v->distance > u->distance + w ) 
                    v->distance = u->distance + w; 
            } 

DMA optimized version of matrix addition:

      ping = &PIM_VREG[0]; 
      pong = &PIM_VREG[0] + XFER_SIZE*3; 

      DMA_REQUEST(A, A_ping, XFER_SIZE, PIM_DMA_READ, DMA_RES0 ); 
      DMA_REQUEST(B, B_ping, XFER_SIZE, PIM_DMA_READ, DMA_RES1 ); 
      while(PIM_DMA_STATUS & DMA_RES0); 
      while(PIM_DMA_STATUS & DMA_RES1); 

      num_bursts = SS*sizeof(ulong_t)/XFER_SIZE; 
      for (x=0; x<num_bursts; x++) 
      { 
          // Fill Pong (Request) 
          if ( x+1 < num_bursts ) // Boundary 
          { 
              DMA_REQUEST(A+(x+1)*XFER_SIZE, A_pong, XFER_SIZE, PIM_DMA_READ, DMA_RES2 ); 
              DMA_REQUEST(B+(x+1)*XFER_SIZE, B_pong, XFER_SIZE, PIM_DMA_READ, DMA_RES3 ); 
          } 

          // Work on Ping's data 
          for ( j=0; j< XFER_SIZE/sizeof(ulong_t); j++ ) 
              ((ulong_t*)C_ping)[j] = ((ulong_t*)A_ping)[j] + ((ulong_t*)B_ping)[j]; 

          // Write back the result of Ping 
          while(PIM_DMA_STATUS & DMA_RES4); 
          DMA_REQUEST(C+x*XFER_SIZE, C_ping, XFER_SIZE, PIM_DMA_WRITE, DMA_RES4 ); 

          // Wait for Pong to finish 
          while(PIM_DMA_STATUS & DMA_RES2); 
          while(PIM_DMA_STATUS & DMA_RES3); 

          // Swap ping and pong 
          swap = ping; 
          ping = pong; 
          pong = swap; 
      } 
      while(PIM_DMA_STATUS & DMA_RES4); 
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Optimized ATF source code using two DMAs and an atomic HMC command:
 DMA_REQUEST(nodes, nodes_pong, nodes_chunk, PIM_DMA_READ, DMA_RES0 ); 
    total_followers = 0; 
    rr = nodes_count; 
    num_pongs = -1; 
    for ( r=0; r<NODES; r++ ) 
    { 
        if ( rr == nodes_count ) 
        { 
            rr = 0; 
            DMA_WAIT( DMA_RES0); 
            nodes_swap = nodes_ping; nodes_ping = nodes_pong; nodes_pong = nodes_swap; // Swap Ping and Pong 
            DMA_REQUEST(&nodes[r+nodes_count], nodes_pong, nodes_chunk, PIM_DMA_READ, DMA_RES0 ); 
        } 
        if ( nodes_ping[rr].teenager && nodes_ping[rr].out_degree ) 
            DMA_REQUEST(nodes_ping[rr].successors, succ_pong, nodes_ping[rr].out_degree * 
                sizeof(node*), PIM_DMA_READ, DMA_RES1 ); 
        if ( num_pongs != -1 ) 
        { 
            for ( c=0; c< num_pongs; c++ ) 
            { 
                #ifdef USE_HMC_ATOMIC_CMD 
                HMC_ATOMIC___INCR(succ_ping[c]->followers); 
                #else 
                succ_ping[c]->followers++; 
                #endif 
            } 
            num_pongs = -1; 
        } 
 
        if ( nodes_ping[rr].teenager && nodes_ping[rr].out_degree ) 
        { 
            num_pongs = nodes_ping[rr].out_degree; 
            DMA_WAIT( DMA_RES1); 
            succ_swap = succ_ping; succ_ping = succ_pong; succ_pong = succ_swap; 
        } 
        rr++; 
    } 
    // Termination 
    if ( num_pongs != -1 ) 
    { 
        for ( c=0; c< num_pongs; c++ ) 
        { 
            #ifdef USE_HMC_ATOMIC_CMD 
            HMC_ATOMIC___INCR(succ_ping[c]->followers); 
            #else 
            succ_ping[c]->followers++; 
            #endif 
        } 
        num_pongs = -1; 
    } 

144


