UNIVERSITA DEGLI STUDI DI BOLOGNA
FACOLTA DI INGEGNERIA

Dottorato di Ricerca in
Automatica e Ricerca Operativa

XX Ciclo
Settore Scientifico-Disciplinare ING-INF/04 AUTOMATICA

Motion Control and Real-Time Systems:
an Approach to Trajectory Rebuilding
In Non-Deterministic Networks

Ph.D. Thesis

Manuel Spera

Coordinatore Tutor
Prof. Claudio Melchiorri Prof. Carlo Rossi












Preface

Industrial automationis a wide research area studying methodologies and teajieslo
which allow the flow control of energies, materials and infation in order to realize
production processes without, or with minimal, human effibis the result of the know-
how in different engineering sectors: automation contsaneethodological basis; digital
electronics, telecommunications and computer engingéoindata processing and com-
munication; signal electronics for data acquisition; powkectronics, electronics and
mechanics, or mechatronics, for actuation. Consequeatlgutomatic system is nowa-
days a complex system whose control is of fundamental irapod.

Motion controlis a sub-field of automation, in which the position and/oroeédly
of machines are controlled using some type of device suchhgsl@ulic pump, linear
actuator, or an electric motor, generally a servo. In motiontrol the position, velocity,
force, pressure, etc., profiles are designed in such a wayhbaifferent mechanical
parts work as an harmonious whole in which a perfect synéhation must be achieved.

First facilities prevalently based their development orchamical parts. The synchro-
nization among the different axes was reached by means dfaneml synchronization.
There was a unique source, working at constant velocityhemotion and the motion
itself was distributed by means of kinematic chains to theoparts of the system. This
kind of approach was surely robust and dependable, but itacagg in flexibility.

The rapid growth of electronics and computer science, tegetvith the low cost
of this kind of solution, led the companies to change thepraach and develop new
solutions based on the new technologies. But new probleme cat adopting the new
technologies. The mechanical systems, controlled by céenplbecame more similar to
computer networks, and then to distributed systems, andrzoncations resulted to be
the key point to deal with.

The real-time exchange of information in the distributesdteyn that is nowadays an
industrial plant plays an important role in order to achialways better performance,
better effectiveness and better safety. The network foneociing field devices such as
sensors, actuators, field controllers such as PLCs, regs)atrive controller etc., and
man-machine interfaces is commonly calfesddbus There exist many different fieldbus
standards since there are many end-user companies workdffarent sectors and the
possible hosts to be connected (the variety of sensors,toétacs, of controllers) are
numerous. Usually different standards are incompatible.

The introduction of real-time networks brings in flexibylinto the plant design. There
is no more need of a single axis as source of motion, but every, &alled slaves, have
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their own source of motion and profile to follow. Then, the dyronization is achieved
by means of the control software that, by means of one masitgrgenerates a synchro-
nization function to which the slaves must be synchronisethis way every alteration
in the relative motion between master and slave is trargslate a software change.

Since the motion transmission is now task of the commurtoatystem, and not more
of the kinematic chain, the communication protocol mustissghat the desired profiles,
and their properties, are correctly transmitted to the &xes reproduced or else the syn-
chronization among the different parts is lost with all theulting consequences (loss in
productivity in the best case, safety in the worst case).

In this thesis, the problem of trajectory reconstructiothimcase of an event-triggered
communication system is faced.

In the first part, a brief review of the basic concepts is givvemputer networks and
their characteristics (Chapter 2), real-time systems hadmportance of time as global
variable in distributed systems (Chapter 3), and the sled¢@hase-locked loops, used to
develop the proposed solution (Chapter 4).

The second part is the core of this work. It is divided int@thchapters. Starting from
the basic system composed by one master and one slave (Chpatel passing through
systems made up by many slaves and one master (Chapter 6 hgmnasters and one
slave (Chapter 7), the problems in the profile reconstractmd subsequently the syn-
chronization of different profiles in network adopting areetrtriggered communication
system, have been shown. These networks are charactegizbé Eact that a common
knowledge of the global time is not available. Therefore/thee non-deterministic net-
works. Each topology is analyzed and the proposed soluisadon phase-locked loops
adopted for the basic master-slave case has been improfacktwith the other config-
urations.

At last, in Appendix A a concise overview of different fieldas is presented, while
in Appendix B and C the work developed in collaboration dgrihe first two years of
the doctorate school, relative to power electronics antirdewith the current control on
magnets in synchrotron machines, is shown.
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Introduction

1.1 Motion Control and Fieldbuses

In industrial automation, the search for a communicaticsteay’s common standard is
still an open question. Many protocols and standards (IECS811][2][3][4][5], IEC
61784 [6][7][8][9], IEC 62026 [10][11][12], EN 50170 [131§][15], EN 50254, EN
50325 [16][17][18][19]) were designed and developed in st 20 years [20], owing
to the need for a technology identified by a number of diffeesrd-user companies in
a number of different sectors and owing to the variety of fdsshosts (i.e. sensors,
actuators and controllers, sometimes provided with op-signal conversion, data and
signal processing and communication functions) to be occtede Anyway, as for any
communication system, their fundamental mission is thermftion transfer inside the
automation system among nodes.

Field area networks, or fieldbuses [21], are, in generalndterorks connecting field
devices such as sensors and actuators with field contr@iberimstance PLCs) as well as
man-machine interface. Usually, field area networks hawediata rates and a small size
of data packets, and typically require real-time capaegditvhich demands determinism
of data transfer, but sometimes they have to handle otherdtraffic, like best effort
one. In fact, the network does not only transport process, dait also configurations or
parameters data.

For what concern motion control, the most important featheg a real-time com-
munication system must have is the preservation of theviahig temporal and spatial
properties [22]:

- Absolute temporal consistendyrefers to the difference in time between the current
time and the time at which the information has been acquiféds is the age of
information. Most data are no longer useful when they areoldoThe applications
should be able to decide if the information they handle isatwbor not. Consider
two state variablesg andb. Let [t, t,, v,] and [t, t,, vy] be their internal representations
wheret, andt, indicate the instants at which the valugsandv, of a andb have been
acquired. At instant, v, is said to be absolutely consistent if and only if

t—t, < A, (1.1)

whereA, is the absolute consistency thresholddor
At instantt, v, is said to be absolutely consistent if and only if

t—1t, < A, (1.2)
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whereA, is the absolute consistency threshold#or

Absolute temporal consistency requires the knowledge eftéimporal relationship
between the time of sampling (or the instant of occurrench®fevent) and time of
use of the sample (or the event). Event ordering is a spexsal im which the temporal
relationship must be known between two or more events.

- Relative temporal consistencly applies when samples from different signals must
be correlated in time. It refers to the temporal delay beitwtse sampling instants
on each signal. Two samples of two signals are said to be taipaonsistent if
their sampling instants differ less than a given duratiafied the relative consistency
threshold. Many applications assume temporal consistefhttyeir input signals. For
instance, a robot controller based on the time-triggergutageh will read the posi-
tions of the joints to calculate the absolute position ofgkiEemity of a robot arm. If
the positions are not sampled at the same time the calculaiibbe wrong and the
controller will determine a wrong position for the arm.

Using the definition of the internal representation of staieablesy, andv, are said
to be relatively consistent if and only if

lta —ts]| <R (1.3)

whereR is the relative consistency threshold.

Relative temporal consistency requires that input sigattsfferent nodes should be
sampled within strict temporal bounds (relative consisyethreshold). Sampling at
different nodes should hence be synchronized.

- Spatial consistencyt applies when the same information is copied at diffeteca-
tions. The replicas are said to be spatially consistentay tborrespond to the same
sampling instant or more generally are identical. In thetaontroller example given
above, the position of the arm may be used by different tisted units: one to con-
trol the position of the arm, another to prevent collisiongwanother robot. If, at a
given time, the values are different, collision may occysti@nally, consistency may
be guaranteed.

1.2 Topics of this work

This thesis deals with the preservation of the temporalgntogs of a profile transmitted
over a non-deterministic network.

The first part, Chapters 2, 3, 4, presents the fundamentakbpdsirelated to computer
networks, distributed systems and phase locked loops.

The importance that computer networks have nowadays issksd and their charac-
teristics are shown from hardware and software viewpoiot.\WWhat concerns hardware
architecture, a classification based on the topologiestandite of the network is given.
For what concerns the software architecture, the stand&@dQSI is presented in or-
der to describe the desired functionalities of a networle ost important problem of
the access to the physical medium is discussed presentimg salutions. Depending on
the modalities with which the physical medium is accessdistdistinction between
deterministic and non-deterministic network can be defined
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In Chapter 3 an introduction to the real-time distributestsyns is given. Some defini-
tions and concepts are presented related to real-timecemagnt and the system architec-
ture presented. Event-triggered and time-triggered comeation systems are described
and the fundamental notions concerning a global time basldta influence on event-
ordering and event time-positioning by means of clock symiaization is explained.

Since phase-locked loops are the essential part of the agppyoposed in this thesis,
Chapter 4 offers a deep analysis of this technique, thatléstatefficiently solve design
problems like jitter reduction, skew suppression, freqyesynthesis or clock recovery.

The second part of this thesis faces with the problem of thgpteal consistency
property preservation in the typical topologies of a ganeon-deterministic network.
Nowadays, such kind of network is of interest for the mosteasing attention of indus-
tries towards networks based on the Ethernet standard$28je the proposed approach
is a solution based on a generic non-deterministic netwodan be implemented not
only for a specific fieldbus, but also for all those protocbistthave a non-deterministic
access to the physical medium when periodic transmiss®ic@nsidered, for example
on a CAN-bus with periodic data transmission.

Chapter 5 [24] faces the problem in the simplified, and funelatal, case of a system
made-up of two nodes: a master node, that transmits the edrtrpjectory on a connec-
tion oriented transmission channel, and a slave node, ¢oatves data and rebuilds the
trajectory. The two nodes are not synchronized and theyubed to drift. Moreover,
even if the master generates real-time periodic traffi@ ttahsmission is subject to jitter.
Both smaller latencies on the two nodes and bigger lateaceesandled by the proposed
solution.

The aim is to minimize the jitter and drift effects on the semtted data in order
to let the system preserve the absolute temporal consysimoperty of information.
Usually, its conservation is achieved by marking with a tist@mp the information inside
the transmitter node. So, the receiver, somehow synchednath the transmitter, is
able to evaluate the temporal information provided with dia¢ga. This is quite simple
if the protocol is based on a Time Division Multiple Acces®MA) scheme, which is
a time-triggered protocol with a common timebase. It's mdifécult dealing with an
event-triggered system when the time-stamping is not @viel Sometimes algorithms
are implemented also to estimate the average transmissiay ds in the Network Time
Protocol [25] or in the IEEE 1588 [26].

Since it is not possible to reduce or avoid the jitter duringamsmission, a control
algorithm able to estimate the aging of the received infaionais implemented. The
algorithm is based on a phase-locking technique which gigego the so-called Phase-
Locking Loop (PLL). Normally, this kind of solution is impheented in the lower level
of a communication system, for example, with reference &I80 OSI model, in the
physical layer to recover heavily deteriorated data. Is Whork, the phase-locked loop,
even if it is based on hardware components like a counterksvar a higher layer of
abstraction than the physical one, directly on the receilatd packets.The PLLS’ basic
idea is to locally reproduce the clock of the transmittingledy means of a counter
measuring the phase of the incoming signal and usually degjghe controller as a low-
pass filter. Using a phase-locked loop is advantageous betiaanks to its phase-locking
property it allows to face problems like the presence of tbelcs drift and, generally
speaking, all the problems concerning the variation betmtbe nominal and the real
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value of the adopted clocks. Besides, by means of the calgjotithm, another desirable
property in communication systems is achieved: data flowrobriThanks to a correct
estimate of the data generation timing, buffer overflow aumftelo underrun situations can
be prevented, avoiding their dreadful consequences omthedral properties.

Once the aim of the absolute temporal consistency propesgtieved, the next step is
the preservation of the relative temporal consistencygmypT his problem is dealt when
the master-multislave and multimaster-slave topologiesaploited. In both cases, dif-
ferent signals must be correlated in time. In the first cdsesource of the profiles is the
same and data are transmitted to the other nodes. The quéestiow every node can
know when to actuate the received values in a synchronousmthythe other nodes if
they are not able to know the data arrival time to the othees@ehd the positioning along
the timeline of the received data on the other nodes. A plesaiiswer to this question is
exploited in Chapter 6. In the second case, analyzed in €hdpthe source of the sig-
nals is different, since the profiles are generated on eiffienodes and transmitted to the
same node. In this situation the relation among data atrival is possible since the same
node learns the single arrival time using the same counitthb data sending time is un-
known. Therefore, the receiving node must align the profgéesived by different nodes.
It will be shown that also in this case the jitter on the traissmon plays an important role.

At last, in Appendix A a short history of the fieldbus standergresented accompa-
nied by a concise overview of different fieldbuses. In patécthe modalities of access
to the physical medium adopted by different fieldbuses anet@d out in order to show
the variety of approaches to the problem.



Part |

Basic Concepts Review






2

Computer Networks

In this chapter a brief introduction to computer networks is given. Firstly, a description of the hardware
architecture is presented, showing the characteristics of typical topologies like broadcast networks, as bus
and ring networks, and point-to-point networks. Then the software architecture is described. The concepts
of software layering, protocols and services are introduced and the ISO-OSI reference model is described.
At last, the very important problem of the access to the bus in broadcast networks is shown [27],[28],[29].

2.1 Introduction

The convergence between computer and communication hddtiéirhas, a deep influ-
ence about the computer structure. The old model of only onepater satisfying all
the computation requirements has been replaced by anotdal im which the tasks are
carried out by a multitude of single interconnected comzutEhese systems are called
computer networks

Two computers are interconnected when they are able to egehiaformation. The
connection can be realized adopting different technokogrel the obtained networks can
have different sizes and topologies. There is a distindtetween a computer network
and a distributed system. The main difference is that intibliged system the ensemble
of single computers appears as a single coherent system tséns. Usually it has a sin-
gle model or paradigm shown to the users, typically realized software layer above the
operative system callediddleware An example of distributed system is the World Wide
Web, in which the model is the web page. In a computer netweaketare no coherence,
no model and no software. The users see the single computgitha system does not
try to show or act the calculators in a coherent way. If the R&& different hardware or
operative system, this is visible to the users. The softugatiee key difference between
computer networks and distributed systems. The softwaesdo the system a high de-
gree of cohesion and transparency. Consequently, theahffe between a network and
a distributed system is in the software rather than in thevaare. Anyway, the two ar-
guments are superimposed. For example, both computer riestand distributed system
require file transfers. The difference is in who executestteration, the system or the
user.

At last, computer networks are born fundamentally for oresoa: the sharing of
resources and information among different users indepelydby the position of the
resources and users.
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2.2 Hardware Architecture

One universal way of classifying computer networks is ndingel, but usually two para-
meters on which this classification is based are the trassonigpologyand thescale

2.2.1 Topologies

The topologies are fundamentally two: broadcasting andtgorpoint connections.

Broadcast Network

It is a network composed by one communication channel shayeall the computers
connected to the network. Generally, local area networkgpathis kind of network.
Short messages, usually called packets, are sent by eagbutemto the others. The
destination address is enclosed in the packet. When theréositves the packet, the
destination address is checked: if the message is addresttexlhost itself, the message
will be processed, otherwise it will be discarded. Usualtylwoadcast networks, the
hosts have the possibility to address one message to allrtivegsors using a special
code in the address field. This modality is calledadcastingMoreover, some networks
allow the addressing of one message to a subset of compuatengihe network. This
modality is callednulticast
Typical topologies of broadcast networks are:

- Bus Networkit is a network architecture in which a set of clients areremied via
a shared communication line, called bus (Fig. 2.1-a). Atetiene instant, the data
transmission is allowed only to one host, the master; therdtbsts must abstain from
the transmission. When two or more hosts want to transmhesame time on the
same bus problems arise. Therefore a bus arbitration meschas required in order
to solve conflicts for the access to the network.

- Ring Networkit is a network topology in which each node connects to dyadato
other nodes, forming a circular pathway, a ring (Fig. 2.1Wgually, the single bit
travels faster than the packet, that is a bit covers the iidj before the end of the
packet is transmitted. Also in this case, an arbitratiorcedoire must be adopted in
order to regulate the access to the network.

Node—»

Bus

a) b)

Fig. 2.1.Typical topologies: bus network (a) and ring network (b)
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The broadcast network may be further divided istatic or dynamicnetworks, de-
pending on the way the communication channel is allocatg@i® dynamic networks
can be divided into aentralizedor distributedcontrol. This topic will be discussed later
in Section 2.5.

Obviously, different broadcast networks can be connected broadcast network
to improve performance, generating hybrid configuratitmshis case, frequently a con-
necting element is introduced to provide a conversion seramong the nets. Such object
is calledgateway

Point-to-Point Network

On the other hand, in point-to-point networks (Fig. 2.2nemlly adopted for wide net-
works to connect local net, the connections are only betweaples of computers. One
message generated by a source computer usually passeghtimtermediate nodes be-
fore it arrives to the addressed destination. During thestrassion, every node works as
arouter. So, every packet is stored by the intermediate node thavafded to the next
one. Routers and transmission lines composedmemunication subnet

The existence of many different ways from the source to tsémition is an important
topic because usually the best, not necessarily the shorntag is of interest in order
to optimize the net performance. Moreover, since many pedhsexist from one point
to another point, many packets related to the same messag#sea through different
ways and be received in a different order from the generatien So, also the receiving
sequence must be handled.

2.2.2 Scale

- Local Area Network (LAN)it is a private network covering a small geographic area,
like a home, office, or group of buildings, with typical lehgtfrom a few meters to
some Kms. Control systems generally are implemented on LAN.

- Metropolitan Area Network (MAN)t is a large computer network usually spanning a
city.

- Wide Area Network (WAN)t is a computer network that covers a broad area. The
largest example is the Internet. WANSs are used to connectd Aml other types of

Subnet

\ Router /

Fig. 2.2.Point-to-point network
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networks together. The connections are realized by meatraregmission line and
switching elements, like routers. So, the adopted type oheotion is the point-to-
point connection which defines a subnet to link different LSAN

2.3 Software Architecture

2.3.1 Layering

The network software architecture is highly structurei tteveloped asstackof layers
in which each layer is built over the previous one. Each lagetesigned to provide
services to the upper layers, hiding them the implementatetails of the services.

Then-th layer directly communicates with theth layers of the other computers con-
nected to the net by means ofpeaotocol which is a set of communication rules and
agreements. The elements forming the same layer on ditfeoemputers are callgoeer.
Every layer can add information to the original message tarnanicate with the cor-
responding peer on other nodes. The added information isaémitted to the upper
layers but, obviously, more data are added, less the trasgmiis efficient.

An interfaceis defined between contiguous layers. It determines the lbagirations
and services provided by tlie — 1)-th layer to the uppet-th layer in order to implement
the protocol layer. So, the list of protocols adopted by aensdcalledprotocol stack
(Fig. 2.3).

The combination of layers and protocols definesrtb®vork architecture

Node : Node?2
Leveln |, ____ Level n Protocol S| Leveln
Interface (n-1)/n i : Interface (n-1)/n
Y A
Level (n-1) | Level (n-1) Protocol i evel (n-1)

A A

A A

Level2 | ZZT ST | Level2
Interface 1/ t ' Interface 1/
y
Level 1 Protocol
Level1 | ___ -2 - T T » Levell

I I

Physical medium

Fig. 2.3.Protocol stack
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2.3.2 Services

Every layer provides two different kind of services to thepep layers: connection-
oriented or connectionless services.

The connection-oriented serviogorks as a dedicated channel: messages inserted at
one end directly arrive to the other end. In order to use aection-oriented channel, the
user must establish a connection with the receiver. Duhiggahase, usually transmitter,
receiver and subnet negotiate the transmission paramétbes the connection is estab-
lished, it can be used for the data transmission then raedesidbe end of the operations.
By means of the connection-oriented service the data necesequence agrees with the
data sending sequence.

On the contrary, with theonnection-less servi@very message contains the destina-
tion address and it is handled by the system independewity fhe other messages. In
this case, the data receiving sequence may not agree witlathesending sequence.

Every service is also classified by means of the provigleality of serviceA depend-
able service guarantees the message arrival to the destingually via an acknowledge
mechanism.

At last, every layer develops its own service typology irelegently from the lower
layers.

2.4 1SO-0SI Reference Model

In 1983, revised in 1995, the 1ISO-OSh{ernational Standards Organization - Open
System Interconnectipmodel has been developed. It was the first step towards an in-
ternational standardization of the layer protocols, bene¥today it is fallen into disuse
it is still an excellent model in order to discuss the funetilities and services that each
layer should implement.

The ISO-OSI model is constituted by seven layer (Fig. 2.4) will be presented in
the following.

1. Physical Layer The physical layer is always necessary. Essentially,iitsia the
bit transmission on the physical medium. So, it defines thehaeical and electrical
interfaces and the timing of the network and strongly depemthe physical medium
characteristics. Also the bit coding is a physical layeaskt

2. Data Link Layer Aim of the data link layer is to recognize and correct thesra
mission errors. In order to achieve this task, the sendedebwata into data frames
sequentially transmitted introducing control bits. Thiea teceiver checks the frames.
Moreover, if the service is reliable, the receiver sendsckmawledgment frame to
the sender to confirm the correct reception. Another tygoablem faced by the data
link layer is the data flow control, that is it must be avoidkdtta faster sender sat-
urates a slower receiver. At last, the broadcast networke Aaother problem: how
to regulate the access to the common channel. This probldatésl by a special
sublayer of the data link layer: threedium access contrgMAC) layer. The MAC
implementation is a critical task in particular in real timpplications, because the
adopted approach may have considerable reflections oratignission delays.

3. Network Layer It manages the communication subnet. The packet’s routieget-
work congestion, the interface among different networlesal problems faced by
the network layer.
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Host
- Application | _____ | ____ >
Layer
A
\
Presentation | | >
6 Layer
A
5 Session | ____ | ____ >
Layer
A 0
o
(&]
L
Transport 2
€-----t----- >
4 Layer %
A 3?\
Y
Network A >
3 Layer
5 Data Link A S >
Layer
1 PhySical € -t C >
Layer
Y
Physical
Medium

Fig. 2.4.1SO-0OSI Reference Model

4. Transport Layer The transport layer is introduced in the OSI model for padow)
end-to-end control of the exchanges between two end ssatwithout considering
the underlying mechanisms (routing, data link protocolysatal wiring, etc.). To
achieve this aim, the transport layer of the sending nodetbetmessages into small
packets which are transmitted separately from one poinhtaheer until they reach
the transport layer of the receiving node. Then they aresezabled to reconstitute
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the initial message. There is also a mechanism to contrgbtbeer reception and
possible retransmission.

5. Session Layelt allows to establish a session among different users.eSmovided
services are: communication tracking, token managemergyrchronization of long
transmissions.

6. Presentation Layerlt is responsible for the syntax and semantics of the tratesin
data. It allows the data exchange between stations witkrdifit internal and local
sintaxes, managing the data representation.

7. Application Layer The application layer includes a variety of protocols dejieg on
the applications provided to the users (for example filesfemn e-mail, etc...)

2.5 The MAC Layer

As introduced in the layers description, the MAC impleméntais a critical task. It
defines the arbitration mechanisms for the access to thagaysedium in broadcast
networks and therefore it is related to the physical layerthe physical medium.

Depending on the way the communication channel is assigveedan talk about static
or dynamic allocation.

In static allocation the bandwidth is a priori divided and assigned to the us2bs.
viously if a station has no data to broadcast, the correspgmeéserved bandwidth is
wasted. Examples of this kind of approach are HEnequency Division Multiplexing
(FDM) andTime Division Multiplexind TDM) techniques. FDM is a form of signal mul-
tiplexing where multiple baseband signals are modulateditberent frequency carrier
waves and added together to create a composite signal. In, TiEMime is divided into
several recurrent timeslots of fixed length, one for eachchamnel. In this case all the
nodes must know the transmitting order or they must be spmited to a global clock.
Therefore in TDM it is guaranteed that if one station is traitBng data on the channel
the other stations will not transmit their messages but thiéywait for their turn. So
there will not be any collisions among messages, that igimsinitted messages will not
be disrupted.

Dynamic allocationcan be divided intaentralizedor decentralizedccontrol. In the
first case there exist one master node that decides whictbaithe next transmitting
node time after time. In the second case the transmissiobecatill coordinated in some
way (usually achieved by passing a token, that is a specialfd@ne, from one station
to the next one, like in the IBM token ring/bus) or it can bedzhen collisions, occurring
when two or more stations try to transmit on the channel atly&@e same time instant.
In this case some protocols allows to the stations to vehéyabsence of other traffic
before transmitting on a shared physical medium: every matelisten to the line and
if the line is free, the data transmission starts, otheniitdee line is busy, the transmis-
sion is delayed. These protocols are called fitaerier Sense Multiple Acces€SMA).
Moreover, if two ore more stations start the transmissi@rlgat the same time instant, a
collision happens and there are many solutions dependitiggamplemented protocols.
Some protocols only detect the collisions and stop tranggitmmediately, backing off
for a random amount of time before trying aga@oflision Detection CSMA/CD), like
Ethernet. Other protocols try ro resolve the collisio@sl{ision ResolutionCSMA/CR),
for example assigning to all of the nodes sharing the lined@ntification number or
priority code: when a collision occurs, one of the nodes #ratattempting to send at
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the same time will be given priority to transmit accordingttidentification number or
priority code.

The adopted approach to the problem of channel access, #nactéristics of the
physical medium, in particular of the transmission delaat ttefines the above expres-
sions "nearly at the same time instant”, and the chosen egyadtrongly reflects on the
type of data frame, the minimum length of messages but esfeon the determinism
of the message transmission, that is an important topicirtirae systems. So, itis clear
that an approach based on a TDM technique is more predictiaffeone based on a
CSMA/CD protocol.
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Real-Time Distributed Systems

In this chapter, the basic definitions and concepts of a real-time system are given. The system architecture
is faced describing the hardware architecture. A particular emphasis is given to the Communication-Network
Interface and the communication system, event-triggered or time triggered. The important concept of time
in a real-time distributed system and the consequent notion of global time and internal clock synchroniza-
tion are given. At last two algorithms for central master and distributed clock synchronization are briefly
described [30],[31].

3.1 Introduction

A real-time computer systeimia computer system in which the correctness of the system
behavior depends not only on the logical results of the cdatfmns but also on the
physical instant at which these results are produced.

A real-time computer system is always part of a larger sysi@iedreal-time system
The real-time system can be decomposed into a set of subsystled clusters: the
controlled objectthe real-rime computer system and thenan operato(Fig. 3.1). The
interface between the human operator and the real-time g@npystem is called the
man-machine interfacand the interface between the controlled object and tHdirea
computer system is thastrumentation interface

A real-time computer system interacts with the controllégeot and must provide
reactions to the controlled object within a specified timgtant, calledleadline If the
produced result has utility even after the deadline hasgoaske deadline is callesbft,
otherwise it idfirm. If a catastrophe could result if a firm deadline is missee dibadline
is hard.

The flow of real-time can be modeled by a directed time lineektends from the past
into the future. Any occurrence that happens at a cut of thms tine is called arevent
An interval on the time line is defined by two events, start eventand theterminating
event The duration of the interval is the time of the terminating event minus tinge
of the start event. Any property of a real-time entity thahagns valid during a finite
duration is called atate attribute A change of state is thus an event. Abservation
is an event that records the state of a real-time object attecyiar instant, theoint of
observationA digital clock partitions the time line into a sequence géially-spaced du-
rations, called thgranulesof the clock which are bounded by special periodic event, the
ticksof the clock. Atrigger is an event that causes the start of some action. Depending on
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Fig. 3.1.Real-time system
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Fig. 3.2.Distributed computer system

Host Computer
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l |

Messagges to and from the
Communication Network

Fig. 3.3.Structure of a node

the triggering mechanisms for the start of the communioadiod processing activities,
two different approaches to the design of real-time commayplications can be defined.

In the event-triggered (ETapproach, all communication and processing activities are
initiated whenever a significant change of state is notedhértime-triggered (TT)ap-
proach, all communication and processing activities atmated at predetermined points

in time. In an ET system, the signaling of significant eveatseglized by the interrupt
mechanism. In a TT system, all activities are initiated @/ phogression of time.

3.2 System Architecture
3.2.1 Hardware Structure

If the real-time computer system is distributed, it corssdta set of nodes (computers)
interconnected by gal-time communication systeffiig. 3.2). Each node can be con-
sidered composed by at least two subsytemslad& communication controlleand the
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host compute(Fig. 3.3). The set of all the communication controllersia hodes within
a cluster, along with the physical interconnection mediforms the real-time communi-
cation system of the cluster. The interface between the aamugation controller within
a node and the host computer of the node is calleddinemunication-network interface
(CNI). The CNil is located at the transport level of the OSerefice model.

3.2.2 The Communication-Network Interface

The purpose of the real-time communication system is tosprart messages from the
CNI of the sender to the CNI of the receiver node within a pretile time interval, with
a small latency, and with high reliability. From the pointvaéw of the host computer,
the details of the protocol logic and the physical structifrdne communication network
are hidden behind the CNI.

Two types of message processing are distinguished at th@fdNeé receiver depend-
ing on the information contained in the messageurrence of an evemr value of the
state In the first case, every event is significant and messagesmusge lost. If one
message is lost, also the synchronization between sendeeesiver could be lost. So,
this kind of messages must be queued at the receiver and egibg\the queue once they
have been read. In fact, also the processing of the same gegs@ae or more could lead
to the loss of sender-receiver synchronization. Moredkierprder in the queue should be
the temporal order of event occurrence, that not alway®sponds to the delivery order.
In the second case, if the message contains state informasaoally the new information
is of interest, so the old one can be overwritten.

Depending on who takes the decision about the sending tistarinof the message,
two kind of control strategy are distinguished. If the demiss taken by the host com-
puter, the control ixternal Otherwise, if the decision is taken by the communication
system, the control isutonomousin the case of external control, the execution of a
"send” command in the host computer causes the transfer oftat signal across the
CNI and initiates the transmission of a message by the conuaion system. Similarly,
at the receiver side, a control signal from the communicatigstem crosses the CNI and
unblocks a "receive” command in the receiving host compwrtezn the message arrives.
In the case of autonomous control, no control signals ctos<NI from or to the host
computer, so the communication system autonomously deeuthen to send the next
message and when to deliver the message at the CNI of theeedgsually autonomous
control is time-triggered and the communication systenpéla transmission time-table.

The possible combinations given by the semantics, everdsstate, and by the
adopted control strategy, external or autonomous, bothetsénder and the receiver
are sixteen. Two of them are of special significance and sepiteevent messages and
state messageBvent messagembines event semantics with external control both at
the sender and the receiver. Every arriving event messageised at the receiver. Event
messages require one-to-one synchronization betweeerideisand the receiver, other-
wise the queue will overflow, or the receiver will be block&tis mechanism is typical in
non real-time system&tate message®mbine state-value semantics with autonomous
control. In this case the one-to-one synchronization betwsender and receiver is not
required because the receivers can read a state value maagydr not at all.
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3.2.3 The Communication System

There are a number of different topologies available fordasign and implementation
of the communication service: point-to-point, bus, ring et

The communication system is a critical resource of a disteith system, since the loss
of communication results in the loss of all global systenvises.

3.2.4 Gateways

The purpose of a gateway is to exchange relative views betiveeinteracting clusters.
Sometimes, the structure of the messages and the represenfahe information is not

identical in both the clusters. Thus, the gateway host nmaestorm the data formats of
one cluster to those expected by the other cluster.

3.2.5 Event-Triggered Communication System

If a communication system transports event messagesd, isea communication system
event-triggered ET, the temporal control is external todbmmunication system. It is
task of the host computer to decide when a message must béfseatcommunication
system uses a single shared channel that serializes tfie, titaén a conflict for gaining
the access is unavoidable. The problem in an ET communicayistem is that the tem-
poral control at the CNI is not defined by an ET protocol. Temapcoontrol in an ET
system is thus a global issue, depending on the behavioe@plication software in all
nodes of the distributed system. From the point of view ofgeral behavior, ET systems
are not composable.

3.2.6 Time-Triggered Communication System

In a time-triggered communication system, temporal cdmasides within the commu-
nication system, and is not dependent on the applicatidwacd in the nodes. State mes-
sages are transported from the sender CNI to the receiveraCpledetermined points
in time which are stored in message scheduling tables wittenrcommunication con-
trollers. The host computers have no opportunity to infleethe temporal behavior of
the communication system. The CNI is strictly a data-slgginterface without any con-
trol signals crossing the interface. It thus acts as a teatficewall, isolating the temporal
behavior of the host computer from the temporal behaviohefdommunication system.

3.3 Global Time

In a typical real-time application, the distributed comgrystem performs a multitude
of different functions concurrently, normally executeddéferent nodes. To guarantee
a consistent behavior of the entire distributed systemuistibe ensured that all nodes
process all events in the same consistent order, prefenalthe same temporal order
in which the events occurred. A global time base helps tobéstasuch a consistent
temporal order on the basis of the timestamps of the events.

It is possible to distinguish three kind of different orders
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Temporal OrderA sequence of events is temporally ordered. Events arepamtially
ordered, since simultaneous events are not in the orddrorel&ventually, events
can be totally ordered if another criterion is introducedtder events that occur
simultaneously.

Causal Order In many real-time applications, the causal dependenaciesg events
are of interest. In a chain of events, a cause-event nedgdsgupens before the cor-
responding effect-event. The temporal order of two evenitecessary, but not suffi-
cient, for their causal order. Causal order is more than teadrder.

Delivery Order The communication system guarantees that all host comgointéhe
nodes see the sequence of events in the same delivery oniedélivery order is not
necessarily related to the temporal order of event occoear the causal relationship
between events.

3.3.1 Clocks

Physical clocklt is a device for measuring time. It contains a counter aptysical
oscillation mechanisnthat periodically generates an event to increase the counte
The periodic event is called thmicrotick of the clock. The duration between two
consecutive microticks is thgranularity of the clock. The granularity of any digital
clock leads to a digitalization error in time measuremanthk following, microtick

i of clock k is denoted bynicrotick

Reference ClockAssume an omniscient external observer. This observesegess

a unique reference clockwith frequencyf~. fi will be the granularityg® of clock

z. Whenever the omniscient observer perceives the occuwrehan event, it will
instantaneously record the current state of the referelook a@s the time of occur-
rence of this event, and, will generate imestamgor e. Clock(eventdenotes the
timestamp generated by the use of a given clock to timestangvent.z(e)is called
theabsolute timestamgpf the event e. The temporal order of events that occur betwee
any two consecutive microticks of the reference clock,viighin the granularityy?,
cannot be reestablished from their absolute timestamps.

Clock Drift. The drift (Fig. 3.4) of a physical clock between microtick and mi-
croticki + 1 is the frequency ratio between this clocland the reference clock, at the
instant of microticki. The drift is determined by measuring the duration of a gi&nu
of clock k& with the reference clock and dividing it by the nominal number* of
reference clock microticks in a granule:

z(microtickt ;) — z(microtickk)

driftl =

e (3.2)
Because a good clock has a drift that is very close to 1, themof adrift rate p* is

introduced as
z(microtickf, ;) — z(microtickk)

n

A perfect clock will have a drift rate of 0. Real clocks haveamying drift rate that is

influenced by environmental conditions. Within specifiegiemnmental parameters,
the drift rate of a resonator is bounded by the maximum daite,r which is docu-

mented in the data sheet. Typical maximum drift rates ared@mange ol0-2to 10~7

sec/sec.
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Fig. 3.4.Clock Drift: a good clock with a bounded drift rate stays ie ghaded area

Offset The offset at microtick between two clockg andk with the same granularity
is defined as ' ,
of fset’® = |z(microtickl) — z(microtick®)| (3.3)

The offset denotes the time difference between the resgecticroticks of the two
clocks, measured in the number of microticks of the refezariack.
Precision Given an ensemble of clocks 1,2,...,n, the maximum offsgtben any two
clocks of the ensemble .
— J

1I; = vfgnkagn of fset; (3.4)
is called the precisior/; of the ensemble at microtick The maximum ofl/; over
an interval of interest is called the precisidhof the ensemble. Because of the drift
rate of any physical clock, the clocks of an ensemble wilttdpart if they are not
resynchronized periodically. The process of mutual relsgoruzation of an ensemble
of clocks to maintain a bounded precision is calig@rnal synchronization
Accuracy The offset of clockk with respect to the reference cloekat microtick:
is called theaccuracy’. The maximum offset over all microticksthat are of interest
is called theaccuracy® of clock k. The accuracy denotes the maximum offset of a
given clock from the external time reference during the tinterval of interest. To
keep a clock within a bounded interval of the reference ¢ldaakust be periodically
resynchronized with the reference clock. This process $frrehronization is called
external synchronization

3.3.2 Global Time

Suppose a set of nodes exists, each one with its own localgathgsock & that ticks with
granularityg®. Assume that all of the clocks are internally synchronizéth @ precision

1,

i.e. for any two clockg, £ and all microticks

|z(microtick!) — z(microtick?)| < II. (3.5)

It is then possible to select a subset of the microticks offiéacal clockk for the gener-
ation of the local implementation of a global notion of tiriiée call such a selected local
microtick i a macrotickof the global time. A global time is thus an abstract notiost th
is approximated by properly selected microticks from thecéyonized local physical
clocks.
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The global time is calledreasonabléf all local implementations of the global time
satisfy the condition
g > 1I. (3.6)

This reasonable condition ensures that the synchronizati@r is bounded to less than
one macrogranule.

3.3.3 Internal Clock Synchronization

The purpose of internal clock synchronization is to enshia¢ the global ticks of all cor-
rect nodes occur within the specified precisidn despite the varying drift rate of the
local real-time clock of each node. Every node of a distebdudystem has a local oscil-
lator. A subset of the local oscillator's microticks areeirgreted as the global time ticks
at the node. These global time ticks increment the node# Igiobal time counter. De-
pending on the way the synchronization is achieved, it isipdesto distinguish between
central master synchronizatianr distributed synchronizatiaon

- Central Master SynchronizatioA unique node, the central master, periodically sends
the value of its time counter in synchronization messaged tther nodes, the slave
nodes. As soon as a slave node receives a new time value feomakter, the slave
records the state of its local-time counter as the time osags arrival. The difference
between the master’s time, contained in the synchronizatiessage, and the recorded
slave’s time of message arrival, corrected by the latendh®imessage transport, is
a measure of the deviation of the two clocks. The slave theecis its clock by this
deviation to bring into agreement with the master’s clodke Tatency, callethtency
jitter, is the difference between the fastest and the slowest gegsasmission to the
slave nodes of the ensemble.

- Distributed Synchronization AlgorithnDistributed synchronization typically pro-
ceeds in three distinct phases. In the first phase every roapleras knowledge about
the state of the global time counters in all the other nodesxXajhange of messages
among the nodes. In the second phase, every node analyzssdlduted information
to detect errors, and executes a function to calculate @cown value for the local
global time counter. Finally, in the third phase, the lodale counter of the node is
adjusted by the calculated correction value.

At last, depending on the way the correction term is appiteid,possible to talk about
state correctionif the value is applied to the local-time value immediatelyrate cor-
rection, if the rate of the clock can be modified so that the clock spegdr slows down
during the next resynchronization interval to bring thecklinto better agreement with
the rest of the ensemble. State correction is simple to dmgiyas the disadvantage of
generating a discontinuity in the time base. It is therefah@sable to implement rate cor-
rection with a bound on the maximum value of the clock drifttsat the error in interval
measurements is limited. The resulting global time base thaintains the chronoscopy
property despite the resynchronization.
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Phase-Locked Loops

In this chapter the phase locking technique is presented. It is a powerful technique able to solve problems
like jitter reduction, skew suppression, frequency synthesis and clock recovery. The classic approach is
introduced and the basic topology, with the corresponding linear model and tracking behavior, presented. At
last, an analysis of the phase-locking loops evolution from continuous-time to discrete-time and advanced
topologies are discussed.

4.1 Introduction

Phase-locking is a powerful technique that can provideaglegolutions in many appli-
cations and that has done its first appearance in a paper tbhidO2ppleton [32]. It is

used in many areas like communications, wireless systagigldircuits and disk drive
electronics because it is able to efficiently solve desigiiams like:

- Jitter reduction when a signal travels through a communication channekpee-
ences a variable delay in the transmission that it is seehdyetceiver as a variation
of the period of the waveform (Fig. 4.1).

\ 4
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Fig. 4.1.Jitter Reduction

- Skew suppressiotaving two clocksC'K,, and CK,, with the same period, it is
required to align them reducing the phase differed¢€Fig. 4.2).

- Frequency synthesisnany applications require frequency multiplication ofipdic
input signals.

- Clock recoveryin many systems, data is transmitted without timing refeesso the
timing information must be recovered from the data at theix@ag end.

In the next sections, a brief review of the concepts usefudproaching to PLLs will
be given [33].
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Fig. 4.2.Skew suppression

4.2 Time- and frequency-domain characteristics

The PLL's behavior is mostly nonlinear, but it can be consaddinear in steady state
and during slow transient. So, it is necessary a charaat@izof the interesting signals.
Assuming to be in analog domain, the typical signals enaredtin PLLs are either
strictly periodic, as:(t) = Acos(w.t), or phase-modulated, for example,

x(t) = Acos|w.t + @, (t)] (4.2)

The second case is the most general one and it will be coesidiring the rest of the
treatment. The total phase and the total frequency of tgisasiare defined as

Pe(t) = wet + @n(t) (4.2)

dp.(t) dipn (1)
02.(t) = = We + Tt
PLLs usually operate on the excess componenis. aind (2., that isy,,(¢) andd%(t)
respectively. The presence of these excess componensstteaslight deviation from a
strictly periodic behavior of the signal because there talla little difference between
consecutive periods of the waveform. This kind of signal & calledalmost periodic
Now, it is possible to define two important parameters:

4.3)

- cycle-to-cycle jitter difference between every two consecutive periods of arosim
periodic waveform;

- absolute jitter phase difference between the same waveform and a periigghal s
having the same average frequency.

In the frequency domain, counterparts of the jittersicebandsandphase noise

The first ones are deterministic components that do not haveemonic relation-
ship with the main component. , the carrier, and that are usually specified with
their frequency and magnitude relative to that of the cerfier example, supposing
on(t) = omsin(wnt), pm| < 1, there will be two sidebands located respectively at
W= W+ wy andw = we. — wyy).

In contrast to sidebands, phase noise arises from randgueiney components.

Anyway, if uniformity of zero crossing is critical, both diém are undesirable.
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4.3 Signal generator: voltage-controlled oscillator

In classic literature, the sinusoidal signal is generatedibans of avoltage-controlled
oscillator (VCO). The frequency produced is a linear function of a caintoltageV.,,;:

Wout = WFR + KVCO‘/cont (44)

wherewrp is thefree-running frequencgnd Ky o is the gain of the VCO. Since the
phase is the time integral of frequency, the output of a siitlzd VCO can be expressed

as
t

y(t) = Asin(wFRt + cho/ ‘/Ycontdt). (45)

In practical VCOs,Ky o exhibits some dependence on the control voltage and eventu-
ally drops to zero af/,,,;| increases.

Considering the VCO as a linear time-invariant system, \hih control voltage as
the system’s input and the excess phase of the output sigriaéasystem’s output, it is

possible to write down:
t

(Pout(t) = KVCO/ ‘/contdt (46)

—00

that corresponds to the input/output transfer function:

(pout(s) _ KVCO
‘/cont(s) S .

It is important to notice that if no other input is availabbesiet the VCO’s phase, we must
first change the frequency and let the integration take pglaodtain the desired output
phase. It means the output phase of a VCO cannot be deterimmheffom the present
value of the control voltage, but it depends on its history.

(4.7)

4.4 PLL's basic topology

A phase-locked loop is a feedback system operating on thesexgthase of nominally
periodic signals. It consists of a phase-detector, a régulasually a low-pass filter) and
a VCO (Fig. 4.3).

The phase-detector detects the phase ettgr,that has to be minimized between the
input and output signals. This value is passed to the lovg-plisr, which generates the
control action for the VCO.

The loop is considerebckedwhen Ay is constant in time, meaning the input and
output frequencies are equal. When the locked conditiosashed, all the signals are in

X(t)
—>1 Phase | A¢p | Low-Pass y(t)
Detector " Filter vCo ”

Y

Y

Fig. 4.3.PLL’s basic topology.
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steady state. Anyway, if the frequencies are equalkbuis not the desired one, the loop
must continue the transient, temporarily making the fregies unequal again. In other
words, bothfrequency acquisitioandphase acquisitiomust be completed.

4.4.1 Linear model in locked-state

Transient response of phase-locked loops is generally Enean process that cannot be
formulated easily. Nevertheless, as with other feedbastesys, a linear approximation
can be obtained. The linear model is presented in Fig. 4.4taadh be considered valid

if the following hypotheses hold:

1. the loop is frequency locked;

2. the time-domain is continuous;

3. the VCO is an ideal integrator;

4. the phase-detector is a linear adder.

Its open-loop transfer function is therefore equal to

Ho(s) = KppR(s) V<0 (4.8)

S

yielding the following closed-loop transfer function:

_ Pout(s) _ KppKvool(s)
Yin(s) s+ KppKycoR(s)

H(s)

(4.9)

K VCO Qout
S

Y

R(s)

Fig. 4.4.Linear model in locked state.

4.5 Tracking behavior

A PLL is able to track the input frequency minimizing the paasror. Now, assume the
loop is locked. To analyze the features of the tracking bighat/is possible to consider
two extreme cases:

1. the input frequency varies slowlgtatic tracking;
2. the input frequency is changed abruptlyiiamic tracking In this case it is possible
to talk aboutacquisition of lock
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Fig. 4.5.VCO characteristic.

4.5.1 Static Tracking

Suppose, starting from the VCO free-running frequency, itipait frequency varies
slowly such that the difference betweey, andw,,; always remains much less than the
cut-off frequency of the regulator. The PLL will track thecoming signal until it will re-
main bounded in thacking range This one mainly depends on the boundaries set by the
implementation of the phase detector and the VCO. For exampthe analog domain,
the VCO frequency typically has a limited range, out of whitshgain drops sharply
(Fig. 4.5). Also, in a typical phase detector, the chargstierbecomes non-monotonic
for a sufficiently large input phase difference, at whichrnpahe PLL fails to maintain
lock.

4.5.2 Dynamic Tracking

This is the case of two similar situations:

1. aloop initially locked atvr experiences a large input frequency st&p;
2. a loop initially unlocked and free-running 4,;=wrr) must lock onto an input fre-
quency given byw;, — wrgr| = Aw.

In both cases, the loop must acquire lock.

As in the static tracking, it is possible to define the tragkiange, calleccquisition
rangeor capture rangeas the maximum value afw for which the loop locks. This value
essentially depends on the loop gainfat, that usually drops agdw increases. In fact,
the regulator, which is fundamentally a low-pass filter, tmpass theAw component
and its output must have a continuous component strong értoudyive the VCO to the
demanded frequency.

Another important feature about the dynamic tracking isdbeuisition time This
parameter, together with tlsettling time can be fundamental in some applications. Any-
way, it is difficult to analytically calculate them owing tbe nonlinearities of the system
even if it is possible to obtain simplified formulas assumargear system.

4.6 Regulator

In its simplest form, the controller is a low pass filter implented as:

1
RLPF(S) == 1_'_75 (410)

WLPF
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In this way, the closed loop transfer function, also calig@r transfer function is a
classical second order system, with one pole contributethbyvCO and another one
by the LPF'. The definition of the parameters is usually a trade-off leetwthe desired
frequency response and the boundaries imposed by sidebandsse suppression. So,
it's not possible choosing, pr and the loop gain independently.

Moreover, such a regulator is able to drive the phase erreeto if the input phase
has a step variation, thanks to the presence of integratitrei VCO. Instead, this is not
true if the step variation concerns the frequency. The pbase will be bounded, but not
zero, due to the linear relation between phase and frequémeyhase is the integral of
the frequency, so the input of the closed loop will have a raamation).

The most used regulator is a Pl controller. It allows obtagr phase error equal to
zero even in presence of a frequency step variation andgsharthe introduction of the
zero in the closed loop transfer function, relaxing theeraff betweenu; o and the loop
gain making them independent. However, there’s a drawlibekmagnitude of the jitter
transfer function of such a system exceeds unity over songeraf frequencies because
of the presence of the closed-loop zero at a frequency Idvear that of the poles. This
gain in excess of unity is known aister peakingand it could be a problem if there’s
jitter/noise in that range of frequencies because it wilicbgied and amplified on the
output signal. The traditional solution is to reduce thecamgbetween the zero and the
lowest frequency pole, i.e. increasing the damping ratin itooften has side-effects on
the frequency acquisition speed.

In principle, the controller can include more poles to acaigharper cut-off character-
istics, a desirable property in many applications. Howesech applications are difficult
to stabilize.

4.7 From continuous-time to discrete-time

In the previous sections, andomain analysis was performed. Nowadays, it is more in-
teresting a digital approach to the PLL design. In the yaais,possible to do a kind
of classification of the PLL technology. Starting from thasdic analog PLL (APLL),
in which both signals and components are analog, and agrigrall-digital solutions
(ADPLL), in which both signals and components are digitelesal intermediate models
have been developed. In fact, sometimes a digital sigkal disquare waveform, is con-
sidered as input of an APLL. This is the case, for example34f,[in which, to estimate
the correct behavior of an APLL in presence of a digital ingé s-domain is trans-
formed to thez-domain via the impulse invariant transformation, and [3Bdt presents
an accurate mathematical model of the discrete and nonlosdavior of the APLL.

Other times, hybrid-solutions using digital filter and VC@nm presented.

The classical solution to pass from APLL to ADPLL is the sithsbn of all the
analog components (analog phase-detectors, filters andsY@i(th the corresponding
digital ones (digital phase detectors and filters, Digyt&bntrolled Oscillator DCO or
adder, with the presence of time-to-digital converter§).[3

It's interesting to note that digital implementations oduce new design problems:
guantization, aliasing and the non-continuous knowledgesanput signal. In particular,
the last problem is sometime faced trying to estimate itsevathen it is not available
from the knowledge of the also estimated frequency, as ih [37



4.8 PLL's advanced topology 29

Finally, in [38], a mathematical description and operatiodetails of the phase-
domain ADPLL are presented.

4.8 PLL's advanced topology

In the literature, a lot of papers deal with PLLs, both in agahnd digital domain, and
their improvement, in particular concerning aided frequyescquisition, frequency mul-
tiplication, acquisition time and reliable tracking.

Sometimes, the frequency capture range or the acquisitiom ¢an be inadequate.
The problem can be faced adding a frequency detection loopig. 4.6 a conceptual
diagram of this kind of solution is presented . Here, theeystitilizes a frequency de-
tector and a second low-pass filter, LPWwhose output is added to that of LPHf the
difference between,, andw,,; is large, the VCO is mainly driven by LBbecause the
continuous component of the Phase Detector output is nelgigVhenw,,,; is getting
close tow;,, the output of the Phase Detector increases while the orged¥riequency
Detector decreases and becomes null when= w,,;. In this way, the loop gain can be
considered relatively constant all over the frequency esartd not decreasing.

A PLL can also be used in those applications that require gpubérequency that is
a multiple of the input one. In this case, it suffices intradgaa frequency divider, for
example=M, in the feedback loop. The drawbacks are that also the laapig divided
by M and the input jitter is amplified.

It has been shown jitter peaking is a problem linked to thesoaf the closed loop.
A family of solutions tries to solve it reducing the numberpales. That is how a close
relative of PLLs, the delay-locked loops (DLLS), works. Titiea is that if a periodic input
is delayed by an integer multiple of the period, then its preisft can be considered zero
(Fig. 4.7). Thus, the phase detector drives the loop so figaphase difference between
the input and the output is an integer multiple of the peribthe input signal. So, the
VCO and its integral action can be replaced with a delay-liree a gain, and the order
of the system reduced by one, also relaxing the trade-oftsngngain, bandwidth and
stability. Another advantage is the signal is not more gateerbut delayed, introducing
much less jitter in the output signal. For example, a sinsl@ution is implemented in
[39] in which a DLL is added to a PLL to take advantage from kaftthem. In this way,
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Fig. 4.6.Advanced topology: phase and frequency detector.
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Fig. 4.7.Advanced topology: delay-locked loop.

the acquisition time mainly depends on the DLL, while theefilig properties depend
on the PLL. Moreover, the input-output transfer functioresio't produce zeros but only
poles in the closed loop, substantially reducing the jieaking.

As many applications require both fast acquisition in thgilbeing and reliable track-
ing with jitter reduction in steady state, many papers, [k@] and [41], approach the
problem using a variable bandwidth. In particular, the fnsé implements a first order
digital PLL using a variable gain as loop filter. This gainisaaged so that the loop gain
is large at the beginning of a signal for rapid acquisitiarg decreases to a small value
for reliable tracking. A finite state machine formalism i€dsnd the performances are
analyzed by means of Markov chain techniques. The secongm@sents a bandwidth
adaptive algorithm, based on the recursive least squatesan, for a second order dig-
ital PLL with frequency detection.



Part Il

Topologies






5

Master-Slave

In this chapter the reconstruction of a profile transmitted on a non-deterministic network is exploited in
the simple master-slave case. The problem of preserving the absolute temporal consistency property is
analyzed and the effects of jitter and drift on the transmission explained. Then the controller is designed
adopting a phase-locking technique. Finally simulations show the results of this kind of approach to the
problem.

5.1 Introduction

In this chapter one node, called master, transmits data onrgection oriented channel to
another node, the slave. Therefore the problem of preggthimabsolute temporal con-
sistency propertys faced in the simple master-slave case. Its preservatian important
objective: it reflects many implicit signal properties telhto the right data positioning
on the time line. Indeed, supposing the trajectory be thé&ipogrofile of an actuator,
a wrong reconstruction has negative effects also on theksgherivatives, i.e. velocity
and acceleration profile, as well as on the signal’'s specamdhbandwidth. Firstly, the
problem is analyzed in Section 5.2 and all the hypothesestandonsidered entities
given. Also an explanation of the importance of this propé&tgiven by means of an
example with considerations in the case the system doesonqtlg with the property.
Then the control design begins (Section 5.3). The real asttetbsystem behavior are
deeply analyzed and the control algorithm is developedtintosteps: the regeneration
of the transmitting master clock period locally to the slamel the creation of data when
requested by the slave node. At last, simulations are regp¢8ection 5.4).

5.2 Problem analysis

A distributed real-time system, for simplicity made up obtwodes, is considered. The
first node, called master, generates and broadcasts ddta se¢ond one, called slave,
which collects and elaborates the received data. Each nodes\at its own frequency.
Let f,, = 1/7T,, andf, = 1/T, be respectively the operating frequencies of the master and
the slave nodes arifl,, and T the corresponding periods. The two nodes are connected
by means of a bus. In this case, since there are only two nodksrdy the master has
the permission to transmit data on the bus, there are nogmabfor the access to the
physical medium.
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The communication system is event-triggered, since th@aoeah control is assumed
to be external and it is task of the host computer to decidenvahmessage must be sent
(Sec. 3.2.5).

The information transmitted from the master to the slave tsagectoryz(t), i.e. a
curved path which is a temporal function. Therefore a cenalue is associated to every
time instant and vice versa.

At every master ticky(¢) is sampled. Considering the time instant of the first sample
as the time origin, a set,, of elements is created:

2ars = 2((k — 1)Tn) (5.1)

where the subscripts = 1,...,00 and M define thek — th sample generated by the
master node. As for the original trajectory, a certain timgtant is implicitly coupled
with a sampled value, in particular tthe- ¢th sample is coupled with thg — 1)7,,, time
instant. So, every sample has not only a dimensional meaeiatgd to its value, but
also a temporal significance linked to the sampling timeainistand in particular to the
temporal distance among samples. This is the absolute rahgmnsistency property.

Then, sampled data are broadcast by the master at the io$tdrdir definition by
means of an interrupt, which is a sending-data event.

Therefore the type of traffic generated by the master is @sfigrperiodic. This will
be an advantageous condition in order to solve the problem.

Let the transmission channel be connection oriented (S82)2that is the delivery
order is always respected (i.e. the receiving order agrébstine sending order). When
a datum arrives to the slave node, a receiving-data eveenisrgted. The received value
is identified by:

Tsi(tak) = Tark (5.2)

wheret, ; corresponds to the receiving time of the- ¢th sample. The subscrigt iden-
tifies the data received by the slave. The set made up of thaserts will beXs.

The data transfer is not instantaneous because the tinteahtetween the sending
operation and the receiving one is not equal to zero. Momavs not constant. Assume
that the generic receiving time of tihe— th sample is:

tor = (k= 1)T,,, + A, + jitter(k) (5.3)

where;:

- A, is the average constant delay of the transmission channel,

- jitter(k) is the stochastic variable having average value equal toa®i maximum
bounded valugjitter,,,,. The jitter corresponds to the deviation from the average
constant delay. Obviouslyjtter,,.. must be less than, to let the system be causal,
otherwise it means there is the possibility the messageearbiefore its sending event.
The sources of jitter can be very different. There can be lemiatencies on the two
nodes, due to the managing of an event-triggered systeross@atimes, priorities of
other active tasks...) and bigger latencies as data retias®n in case of transmission
error (or even in case of loss of arbitration if many nodesarmected to the bus and
an access mechanism is required, based for example on aypsistem).

It's worth to note that only the value of the sampled dataassmitted and not the
information concerning the sampling time instant or thetergseriod. The data temporal
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Fig. 5.1.0riginal trajectory (a) and a possible reconstruction (b)

meaning, i.e. its temporal relation with the other datagss during the transmission. For
example, let’'s consider Fig. 5.1-a in which a trajectef¥) is depicted on the time-space
plane. The ending pointd and B are respectively described by the couples = 4) and
(tg,xp), but the master will transmit only 4, andzp. So, the slave will not have any
information about their reciprocal temporal positionitfgheir arrival timet, 4 andt, s

are considered as the time instants in which the slave hasttign data, a possible result
is depicted in Fig. 5.1-br 4 andx are preserved, but the new trajectory is a different
waveform, in particular with a different slope.

The original waveform results as more distorted as dataiposig is wrong, that is
the time interval between data is different from the orijorze.

Another possibility could be the placing of arrived datauntsa way that the temporal
distance among data is the nominal sampling value at theemastle. Obviously this is a
wrong solution too because the nominal master samplingdimes not correspond to the
effective sampling time. But even in the very lucky, and irsgible, case in which these
values are equal, another problem is not considered: thig8eic. 3.3.1). In the long pe-
riod, owing to the drift, the nominal and real values will b#etent again. In both cases,
not considering the drift, another problem arises. The enggbduces more, or less, data
than the number consumed by the slave. So, there will be agfilbr emptying, of the
slave buffer. Therefore a mechanism to manage data flow reustioduced (Sec. 2.4).

The right data positioning along the time line would be eaiia global time basis
would be available. In this way, there would be a consistgntisronization between the
clocks of master and slave and the temporal informationaélt each sample could be
easily regenerated. This is the approach used in detetmitirme-triggered networks,
typical when periodic transmission are considered. Buttwhea are interested in are
non-deterministic networks, in which there is no time-geged approach.

Finally, master and slave work at different frequencieg, the slave needs a new
datum at each own tick. Owing to this condition, missing detee to be rebuilt.

All the analyzed steps are shown in Fig. 5.2.

Aim of the control system is to supply the right timing to thei\aed data, estimating
the periodr,,, and reducing the effect of the jitter, and to re-sample themed trajectory
by means of the slave’s period.
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Fig. 5.2.Trajectory sampling (a), data transmission (b) and trajgatebuilding (c)

5.3 Control design

The reconstruction of the original trajectaryt) develops into two steps:

1. the regeneration of the transmitting master clock pdoodlly to the slave;
2. the creation of data when requested by the slave node.

In Fig. 5.3 the system’s logical architecture is presented:

- everyT,, seconds, the master node broadcasts data to the slave natkahyg of the
transmission channel;

- when data arrive, the communication system generatestarrupt and the slave’s
counter tick value is stored (a counter has been introduté#uki slave configuration.
Its task will be explained later in Sec. 5.3.1). Then, thetcdralgorithm used for the
master clock regeneration is updated;

- when the slave asks for data, i.e. evétyseconds, the data creation algorithm com-
putes new data using the information provided by the pregiep.
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Fig. 5.3.System’s logical architecture

In practice, the control algorithm tries to assign the adrtemporal distance between
received data by estimating the master clock period. Inroraesstimate the correct
value and to be aligned with the transmitting period, a pthasking technique has been
adopted and a phase-locking loop created (Chap. 4). Usisgitid of procedure no in-
formation, like the nominal value of the master clock peyia introduced in the slave
node.

At last, the control algorithm resamples the obtained ttajy by means of the slave
clock period.

5.3.1 Signal analysis

In the following, the basic concepts of the proposed sotutvdl be presented neglecting
the drift of the clocks, for sake of simplicity. So, all théleetions will be done assuming
the clock’s nominal periods equal to their effective pesida any case, the proposed ap-
proach works even in presence of different drifts in bothewecause the slave, thanks
to the phase locking property, is able to adapt to the sampéite of the master, even if
it is drifting.

In order to proceed with the master clock regeneration, afyais of the real and
desired behavior is performed assumiag> f,., (Fig. 5.4).

The master node generates periodic interrupts. Each onbecagpresented by the
rising edge of a square waveform (Fig. 5.4-a) having perguaéto’,,. The transmission
of thek — th datum is subject to a variable delay, as seen in Sec. 5.2h&mterrupts
generated on the slave by data arrival can be representéxt oising edge of an almost
periodic waveform, phase-modulated by the jitter (Fig-B)4This is the real behavior
of the system.

Now, the desired behavior will be analyzed.

If the transmission delay would be constant, the reconsdumaster clock would
correspond to the one reported in Fig. 5.4-c. Obviously,dilgaal’s period would be
constant, too, and equal1Q,. What is really desired, yet, is a reconstructed clock stibje
to a constant phase shiif/;,,, 0 < « < 1, as regards to the ideal arriving signal (Fig. 5.4-
d). It meansAy phase reached by the shifted ideal reconstructed clockwvayal the
same when data arrive in absence of jitter. This phase shifiquired to avoid that data
are asked by the slave before their arrival. In fact, if tleshlwould be perfectly aligned
with the ideal waveform in Fig. 5.4-c, the jitter could givee to such a delay to make
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Fig. 5.4.Master clock (a), waveform generated by the incoming datheslave (b), ideal received waveform (without
jitter) (c), desired regenerated clock (d), desired catsifgogress (e) and real counter’s progress (f)

data not available when required. For this reason, phafienshyj, has to be greater than
Jittermas -
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Besides having two clocks, master and slave, a high-frezyueounter.f.;, = 1/7.,
far >> (fs, fm), IS introduced to measure and reproduce the time intervaldsmn
two consecutive interrupts on the slave node and to be alitadw the counter’s tick
corresponding to the time instant in which the slave asksldta.

The ideal condition for a perfect reconstruction of the iordd) trajectory is thafr,,,,
Ts, T., are commensurable, that is the rati9s/ 7., andT; /T, must be integer num-
bers. In this way, perfect alignment between clocks and sus possible. Clearly, this
situation is unreachable: the presence of uncertaint@sifmal clock vs. real clock, drift,
aging of components. ..) does not allow to arbitrarily set lamow the previous ratios so
a sort of quantization effect is introduced.

In the ideal situation, the above mentioned condition ofgghshifting calls for the
same counter’s tick numben] in Fig. 5.4-e) each time one datum arrives to the slave
in absence of jitter. Moreover, the time interval between tensecutive data arrivals
is constant, equal t@;, and equivalent, on counter’s tick basis,tf,.,, the counter’s
resetting number.

In conclusion, aim of the controller is the reconstructidnaowaveform the most
possible similar to the one shown in Fig. 5.4-e. This goaldsieved controlling the
resetting value of the counter. The controller has to maki®uphase if the regeneration
is slower than the real signal or, vice versa, to lose phabe ifegeneration is faster than
the real signal by respectively decreasing and increabmggtsetting value in accordance
with the control law. The effective waveform will result 8khe one in Fig. 5.4-f. Once
the clock has been recovered, the positioninggtlata is allowed (see also Fig. 5.2-b).

At last, trajectory rebuilding, as seen in Fig. 5.2-c, widl based on the regenerated
master clock, as shown in Fig. 5.4-f.

Remark 5.1The properties of a trajectory are preserved only if thetrighe spacing
among data is guaranteed, in particular with referencedatisolute temporal consis-
tency property. They do not depend on the shifting in timénefcomplete trajectory. So,
theaT,, phase-shift{ jitter,,..) can be chosen at will.

5.3.2 Master clock regeneration

A phase-locking technique is implemented in order to rectlve master clock period
(Fig. 5.5).

The basic ideas of a PLL scheme are briefly summarized in tleviog:
- adigital counter is used to physically regenerate the enasbck;

- the control loop reference is the measured phase of thenimgpsignal;
- the controller is designed as a low-pass filter.

At the same time, this approach allows to handle the jittea bhggh frequency noise
and to follow the clock drift.

Reference

The reference is the measure of the phase of the incominglsigns available only
when data arrive. This situation makes the knowledge of itpeags phase in a time
instant between two consecutive interrupts not possible.
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Fig. 5.5.PLL scheme adopted for master clock regeneration

The phase is measured counting the counter ticks betweecamgecutive interrupts.
Calling n;iu.- (k) the amount of ticks owing to the jitter that change the rebleaf the
phase and considering the desired phase-sfiift, also expressible in ideal condition as
an the ticks number of reference is:

*
reset!

Nyef = nieset + njitter(k:) —an, (54)

reset

Obviouslyni.., (k) depends not only on the jitter of thieth data arrival, but also on
the jitter of the(k—1)-th data arrival since both the jitters modulate the phasieesdignal.
This consideration is more clear looking at Fig. 5.2-b, vehgt,,.,. (k) corresponds to the
entity At; expressed on the counter tick basis, neglecting the gratyubé the counter.

Plant

The system is a digital counter controlled by means of thettieg inputn,....;. Therefore
it can be represented by a discrete integrator. Obviousdyptitput of the counter is the
counter’s actual value,.:

1

ne(z) = ?(n:eset — Nreset(2))- (5.5)

Controller

Its aim is twofold:

1. to provide the trajectory rebuilder with the average ttesgvaluen, ..,
2. to compute the next resetting valug.,.; of the digital counter so that the rebuilt
master clock follows the ideal waveform presented in Fig-&.

The difference equations describing the controller are:

{ Tpeset (k) = @ % Npeser(k — 1) + (1 — a) % [Npeset(k — 1) — ne(k — 1) + ne(k)]

nreset(k:) - ﬁreset(k) - gam * ﬁcount(k)

(5.6)

where;:

- als the coefficient of the first-order low-pass filter desadibg the first equation. The
quantity inside the square brackets represents the phdse ioicoming signal, sais
a weight for the previous average resetting value(@nda) is a weight for the actual
measure.
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- Teount 1S the counter’s error, i.e. the difference between thereefeen,., and the
actual counter’s value,;
- gain is the error’s weight in the,..,.;'s correction.

Processing the controller equations, the relation betwsmemter's error and con-
trolled variable inz-domain is given by:

l—a+taxgainy\ —1
Nreset<z) . 1 - ( l1—a+gain )Z
—— = (1 —a+ gain) * J 57

that is a classical PI controller.
a andgain parameters have to be set to reduce the closed loop’s batidavid to cut
the jitter, modeled as high frequency noise, off.

Remark 5.2It's worth to note that, from a logical viewpoint, this algtm does not
periodically work because it works only when new data artivat is almost-periodically.
Anyway, a periodic implementation can be achieved.

Remark 5.3For simplicity, a Pl controller is developed since aim ofsthvork is to
demonstrate the effectiveness of this kind of approach.eMomplex controllers able
to obtain better performance are analyzed in PLL's liteaas discussed in Sec. 4.8.

5.3.3 Trajectory rebuilding

The algorithm adopted for the trajectory rebuilding is gmad.

The reconstruction is based on the information providedhgyregenerated master
clock, i.e. the counter’s average resetting vaiie.; and the counter’s actual value,
and, obviously, on the data stored in the buffer.

In order to start the algorithm, the initial conditional tinaust be satisfied is the wait-
ing for two data from the master node. Once two data are dlailaside the slave buffer,
then the algorithm starts at the first slave’s data requdstr #hat, each time the slave
asks for data, that is evefly, seconds, a new value has to be produced and the algorithm
periodically works.

The procedure is the following:

1. the counter’s actual value is read;
2. a. if a counter’s reset has not yet happened, the datalstotke buffer still remain
and the buffer is not updated;
b. if a counter’s reset has happened, the data stored in ttez bre updated adopting
a FIFO policy, that is the first data is discarded since tocamld the second and
third data stored in the buffer respectively becomes thedird the second data;
3. a linear interpolation, based on the actwabndn,...;, is computed using the data
stored in the buffer, i.e. the first two data, as extreme goint

Looking at Fig. 5.4-e, itis clear that a new counter’s resgttalue is computed before
the bounds of the trajectory interval are updated. Calting, , the counter’s value in
which the computation takes place, the adopted linearpotation formula is:

Ner

——— (Tgp — Tsp_1) + T s if ne, <n
ﬁreset(k? _ 1)( Sk Sk 1) S,k—1 c,r new,k
l‘r — ncﬂn (A A ) + ~ If > (5-8)
— (X — T _ x _ n n
ﬁreset(k?) S,k S,k—1 S,k—1 c,r — llnew,k
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wheren., andzx, respectively represent the counter’s value and the newpolEed
data identifying the- — th slave’s data request. Obviously, more complex interpafati
formulas can be adopted to achieve better estimated values.

In conclusion, the new set af. elements constitutes the rebuilt trajectory.

Remark 5.4The cooperation between the master clock recovery algoatid the buffer
updating process assures data flow control without the nfesad/ather kind of controller
or acknowledgement system, that would complicate the dv@rstem and reduce per-
formances. In this way buffer overflows or underruns can biphki avoided thanks to the
phase locking property: the alignment of the regeneratestanalock with the original
master period assures a precise data positioning so théiuffer updating process is
able to judge if data in buffer are too old with respect to tbial time and then if a data
refresh is required.

5.4 Simulations

The system model has been developed using Matlab 7.0 andiiskneu0 and the pre-
sented approach has been tested.

In Fig. 5.6 the simulation scheme is presented. It is posgddistinguish the single
components of the simulation: the trajectory generatetiéyrtaster with the correspond-
ing generation signal on the left, the slave on the centerpttifer on the right and the
counter and the controller on the bottom.

Fig. 5.7 shows that the trajectory is sampled by means of #etenclock period and
both the sampled value and the corresponding sampling avetrtansmitted and subject
to a constant delay plus a variable one.

Fig. 5.9 and Fig. 5.8 show the architecture of the countertb@aontroller.

Fig. 5.10, Fig. 5.11 and Fig. 5.12 represents the rebuildiggrithm. It is divided into
two sections, master and slave. The first one is responsibféling the buffer with the
arrived data, while the second one takes care for the rebgitaf the trajectory and the
buffer updating.

The simulations have been performed using the parameteevglresented in Table
5.1 and in nominal conditions both wittitter,,,,, 1 andjitter,,., 2. Such choices allow
to consider something more than one data retransmissi@uases of the jitter, that is as-
sumed as a stochastic variable having uniform distribufitve choice of the controller’s
parameters is the result of the compromise between the reedwuxing the bandwidth,
in such a way to cut off the jitter, and the velocity of the phasquisition. Such a choice
leads to a cut-off frequency of 32.3 rad/sec and allows tacedall the components over
300 rad/sec of at least 20 dB.

In Fig. 5.13 and Fig. 5.15, the system behavior in nominatiden, respectively with
Jitterqa, 1 andjitter,, ., 2, s presented. Since the rebuilding error is very smalb®@1
and 0.3%, the original and the rebuilt trajectories are alnowerlapped. Moreover, a
correct estimate is performed (Fig. 5.14 and Fig. 5.163.possible to appreciate how the
algorithm reduces the entity of the oscillations, due tgjititer, of the signal’s measured
phase.

In Fig. 5.17, the system behavior when the rEalis the 95% of the nominal},, and
Jittermqae1 1S Used is presented. The rebuilt trajectory is late becdas® are initially
used slower than their arrival. In fact, the regeneratedenatock is late too and it has



‘uonrenyis siy o) BuipioangeA [eal ay) 01 J|asi subifeal 11 uayl pue ‘Aejop aseyd ayl
Jano2al 01 ‘0G/.1 ‘enjen P**real ayl mojaq saob Ajreniul anpea ?*?*uayy "gT°g B4 ul

UMOUS SI 1l Se wyiLofipego ayl Aq pawliopad si siyl "Aejap aseyd ayi 1oj dn ayew 0}

awiayds uoenwIs 9'G "biq

\ 4
v
Ramp 300 m/s @—} rebuilding_time] 7
Clock xprev ioug ————————p|Xprev
—} pos_originale slaveclk A4
»li
Constant Slave Clock ) ) P [livello_buffer_ist
Transport Generator XS_C P |pos_ricostruita
Delay
ul
in gl
W’r‘ xnext P [xnext
>
| V P |Data Delay ed Data P [pos_scritta
Sine Wave 4Hz
».| Origi >
P| Original Wav ef orm Delay ed Wav eform | 2 deltalP! » |detaip p i
Master Clock Transmission Channel
Generator
Binst —>|pos_estratta
P{in_rd
iwr P Iwr
P{ nc
out_wr P(In Out
»|nc_medio
i P Ird
Chart buffer
Clock First Data Detection
Starting System A
4
Inc_medio
L)
nc
tick_counter % tick_reset 4— Convert < nc_reset
Memory  Data Type Conversion Controller

Counter

suoneNWIS G



44 5 Master-Slave

&,
Original
Waveform v
O E)
0 [@m Varable Delayed Data T
- . - Delayed Data
Ritardo Rate Transition Transport Delay Waveform Data Transmitted Variable 4
trasmissione Transport Delayl
d
D [m

Generatore del jifter

Rate Transitionl

_>

To Workspacel

Fig. 5.7.Data transmission

Trigger
riferimento_alt

To Workspace4

[onie D

nc_reset

b

nc_reset_alt

To Workspace2
nc_errore_alt

To Workspacel Convert /&
tick value_alt Integer Delay2
: [
To Workspace5 T z
Fger Delayl Filtro To Workspace3
e e
>
Fig. 5.8.Controller
Parametgr Valu
trajectoryzx (t) sin(8mt)
nominalT,, 2 mse
nominal Ty 1 mse
nominalT,;x 400 nse¢
A, 0.5 mse¢
jittermaz,1 0.2 msec¢
Jittermaz,2 0.4 msec¢
a 0.96907
gain 0.032334

Table 5.1.Simulation parameters

the rebuilding error becomes smaller. In particular, thevabmentioned choice of the
controller's parameters allows to reach an error less tBannlabout 0.15 sec. So, the
phase-locking property allows the locking to the real madteck period even when it is
different from the nominal value. The direct consequencthisf situation is that when
this value is locked the slave node will always adapt to tleping rate of the master,
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Init
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entry: Clock [tick_counter>=tick_reset-1] Restart
entry:
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- - Clock
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Fig. 5.10.Rebuilding algorithm: overview

as in every PLL-based controller. In this way, the mastecici@riations due to the drift
can be followed too.

The analysis of the spectrum relative to the first period efré#built sine wave in this
second situation, i.e. not in nominal condition, highlgtiie predominance of thig{ =
component on all the other spurious components, that aneiarder ofl0—2 (Fig. 5.19).

At last, Fig. 5.20 shows that data flow control is achieved.

5.5 Conclusions

In this chapter, a trajectory rebuilding system developedd’LL-based synchroniza-
tion mechanism was discussed. Considering the backgrduredletime periodic traffic
transmitted by means of an event-triggered communicatystem, the analysis of the
considered signals, the ideal and real system’s behavsdoéen dealt. It has been shown
that the preservation of the temporal characteristics ofjadtory when it passes on a
digital communication channel and it is subject to jitted @tock drift is achievable with

a great accuracy. The proposed solution introduces a shgltfication of the hardware
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Fig. 5.11.Rebuilding algorithm: handling of data arrival

configuration, that is it adds only a counter, and adopts a@lsirmontrol strategy, like
a PI controller. Moreover, thanks to this kind of solutioatal flow control is naturally
obtained, with positive consequences on the complexith@biverall system.

At last, the proposed approach has the advantage that thdeneseork bandwidth
is reduced with respect to other approaches as time stan@pingxpensive agreement
protocol is implemented) even if the hardware/processmgpdexity increases at the
slave side. Moreover, at the slave node the a-priori knogdeaf the transmitting time
instants is not required as in a time-triggered protocohwigglobal time base since the
slave side is able to adapt to the transmitting period. Thankhis feature, the hot-plug
of a new slave node in the net could be eventually allowable.
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Master-Multislave

In this chapter the approach presented in chapter 5 has been improved to deal with the master-multislave
topology. The modifications to the original algorithm are presented both at the master and slave side. At last
simulations show the effectiveness of the approach.

6.1 Introduction

In chapter 5 the clock synchronization and trajectory rielng have been achieved in the
case of one master node transmitting one trajectory to @ve slode. However modern
systems are made up of several nodes having to work as an hiausavhole.

In motion control, a typical situation is a central masted@transmits many synchro-
nous trajectories to different nodes in order to obtain Bymegous movements among
different parts of the distributed system. For example,akes of a robotic arm must
be moved in such a way to reach a precise final position foligva defined three-
dimensional trajectory. So, a simple master-slave symshation is not sufficient to
achieve this aim and a master-multislave synchronizas@aquired.

While in the first case the data absolute temporal consigteraperty has to be pre-
served, now the preservation of the data relative temporadistency property is needed
since there are many synchronous trajectories on differedés, meaning that samples
from different signals must be correlated in time.

In order to solve this problem, the basic ideas are the mastails one Broadcast
Message to all nodes and then transmits the sampled data&ity Engle node. In the
meantime, the slaves rebuild the original trajectory auhgpthe previously proposed
algorithm running when these Broadcast Messages arriva@inghen data arrive.

In the following, the procedure will be explained in detditsth at the master side and
the slave side.

6.2 Master Side Procedure

In the master-slave case, the master periodically sampéegrajectory then transmits
the samples. In the master-multislave case, many trajestorust be sampled then their
samples transmitted.

In order to preserve the relative temporal consistencygntg@mmong data of different
trajectories at the master side, the master node peribdgahples all the trajectories at
the same time instant. Moreover, another assumption is.@message sent to all nodes,
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belonging to the same net layer, arrives to all nodes at tine siene instant. This kind of
message will be called "Broadcast Messagell/.

The next step of the procedure is the definition of the baarsimission cycle. Each
basic cycle is assumed to start with the Broadcast Messdmge nfeans that during the
BM event all the trajectories are sampled andAtié is sent on the network. Later, each
time the master clock ticks, all samples are transmitteti¢csingle slave nodes: at the
first tick after theB M, the first sample of the first trajectory is sent to the slavat the
second tick, the first sample of the second trajectory isteahe slave 2, and so on until
the lastn-th trajectory is sent to the lastth slave (Fig. 6.1). Then a new cycle begins.

Assuming the master clock period equalftg and the number of trajectories to be
transmitted equal te, the Broadcast Message(is + 1)7,,, periodic.

6.3 Slave Side Procedure

The control algorithm running at the slave side is essdntihk same adopted for the
master-slave case with two slight modifications owing toititeoduction of the basic
transmission cycle.

The fundamental assumption is that if all the trajectorressampled at the same time
instant, that is whe® M is sent, the slaves must position the samples in correspoede
with the regenerated Broadcast Message event. Moreoneg gieB M is supposed to
arrive at the same time instant to all nodes, all the slavésegenerate the same wave-
form and will position data at almost the same time instatiiQusly, the effective po-
sitioning time instant will not be exactly the same at all eethecause of the granularity
of the adopted counter and hardware/software implementafo, in the design phase,
this approximation should be as more negligible as possasiét will be considered in
the following simulations.

The first change to the original algorithm concerns the atibw time instant of the
master clock regeneration algorithm, as previously grdieid. While in the master-slave
case the updating process of the algorithm worked at theagatal time instant, now it
works at theB M arrival event.

The second change concerns the phase-sfiift required in the master-slave case.
Since in the master-multislave case the basic cycle isdntred, the phase-shift is not
needed. Indeed, having a connection oriented communicatiannel, when the new
BM arrives to the slaves, the sample of théh trajectory is already arrived to theth
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slave. From a different point of view, the phase-shift ccagdconsidered equal 16, for
then-th trajectory27,, for the (n — 1)-th trajectory and so on.

This modification implies that the reference used for theteradock regeneration
algorithm is only the measured phase of the incoming sighat,is:

Nref = n:eset + njitt€T<k) (61)

Thanks to these changes, the Broadcast Message works asha@ymation message
sent to all nodes. So, when the slave will regenerate theamelsick period, the regener-
ated waveform will have a period equal(t@+ 1)7,,,.

In this way, the preservation of the data relative tempooaisistency property is
achievable because the samples of different trajectorypoted at the same time instant
are positioned at the same time instant of the regenerateefovans.

Moreover, since the master clock is recovered using only3thé some flexibility is
introduced in the definition of the events belonging to theikaycle. For instance, the
data order of delivery could be modified run-time by the nragtehe basic cycle could
be a little bit longer thaitn + 1)7,,, in order to have more time available to transfer other
kind of data or satisfy some priorities.

6.4 Simulations

The simulations have been performed in nominal conditi@msiclering a system com-
posed by one master transmitting three trajectories t@ thlees/es.

The adopted parameter values are presented in Table 5.kcolimer of each node
has been supposed identical, that is with the same gratyfarieach slave.

Parametgr Value|
trajectoryz 4 (t) t
trajectoryz s (t) sin(8mt)
trajectoryzc (t) cos(8mt)

nominal’ly, 1 mse
nominalTs, 4 3.5 msec
nominalTs, g 2.4 msec¢
nominalTs,c 2.2 mse¢
nominalTex, aBc 1 pseq
A, 0.5 mse¢
jittermax 0.1 mse¢

a 0.96907
gain 0.032334

Table 6.1.Simulation parameters

Fig. 6.2 shows the simulation scheme: one master, by medhs thnsmission chan-
nel, transmits data to three slaves. In Fig. 6.3 the mastense is shown. The introduced
modifications allow to generate the basic cycle, that is thadicast signal and the single
data transmission of each trajectory, accompanied by amifige. Obviously at the slave
side some modifications to recognize the broadcast messdghea data to be received
have been implemented, as shown by Fig. 6.4.

In the first plot of Fig. 6.5 the ideal and real arrivals of th@&dcast Message are pre-
sented while in the second, third and fourth plot #h&/ positioning along the timeline
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versus the ideal positioning is shown. Since the adoptedteosiand controller parame-
ters are the same for the three slaves, the regeneBatéds positioned at the same time
instant in all the nodes. So, the time error of thé/ positioning is the same for every
node and it is shown in the fifth plot. In Fig. 6.6, the computesketting value and the
average resetting value, equal for every node, are showan, The rebuilding behavior
of the three slaves is similar to the one shown in the matteesase, as in Fig. 6.7,
Fig. 6.8, Fig. 6.9.

Assuming the trajectories as the position profiles on thezxgxes of a three-
dimensional trajectory, the result is shown in Fig. 6.10 #edcorresponding M S error
in Fig. 6.11. In particular, Fig. 6.11 shows that after aiahitransient, the steady-state
RM S error is in the order of 0.05%. At last, Fig. 6.12 shows thatlihffer flow control
is achieved in every slave.

6.5 Conclusions

In this chapter the possibility to develop a solution for teasnultislave synchronization
based on the approach proposed in the previous chapter dlasliseussed.

Simulations demonstrate that the introduction of a basiteggomposed by a Broad-
cast Message and the single data transmissions to the siagkss, and the trajectory
rebuilding based on the broadcast message can be a gooaelppodhe problem. More-
over, the modifications required to the original algorithra gery slight.

Also in this topology time stamping and a-priori knowleddelee transmitting time
instants is not required, since the messages can be iddrifi@n identifier and the
reconstruction is based on the Broadcast Message.

The aim of the preservation of the data relative temporasistency property has been
achieved.
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Multimaster-Slave

In this chapter the approach presented in chapter 5 has been improved to deal with the multimaster-slave
topology in order to realize a gateway. The modifications to the original algorithm are presented accompa-
nied by considerations on both pros and cons of the procedure. At last simulations show the results of the
approach.

7.1 Introduction

In the previous chapters, the master-slave and masteisiauét topologies have been
introduced. The last configuration that must be exploitethésmultimaster-slave one,
that is the last brick required for the development of netkt ba multiple layers.

In this structure, two ore more master nodes transmit tla@ded trajectories to one
single node: the gateway. A temporal relation exists ambadrajectories. This relation
is the relative temporal consistency property of data, iiikthe master-multislave case,
since samples from different signals must be correlatedrin.tSo, aim of the gateway
node is the synchronization of different trajectories weheamples come from different
nodes, the masters.

7.2 Procedure

In order to start with the description of the synchronizatgvocedure, one hypothesis,
explained by the following example, must be done.

For simplicity, assume that there are two mastersand B, transmitting their tra-
jectory to the gateway, as in the higher part of Fig. 7.1. Eaotle works at its own
frequency,f4 and fz. The figure shows that thé-trajectory first sampled, 1_Data , is
sent by master at thet, time instant, while the3-trajectory first sampleB, 1_Data,
is sent by masteB at thet; time instant, that is after a time delay equal4q . The
fundamental hypothesis is that for the trajectory rebogdat the gateway the first sam-
ple of both the trajectories must be placed at the same tistant that isA, 1_Data and
B, 1_Data are simultaneous, as shown in the lower part of Fig. 7.1 wHeteData and
B,1_Data are both placed at,,,; time instant. So, the first sampling time instaf (
andt,) of both the trajectories does not matter for what concérasrajectory rebuilding
and each master can start the transmission at any time. Sctm@mon time basis is not
available, by means of which a measure of thg; temporal distance would be possible,
this assumption is very important because otherwise aioa-fgmporal relation can not
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Fig. 7.1.Required hypothesis for trajectory synchronization

be defined among the trajectories and the information for¢henstruction are not suf-
ficient. However the assumption is plausible since diffetexjectories may be planned
during the phase design to start from a common time instahttaA 4z entity may be
assumed as a delay in the transmission.

Now, given the above assumption, the rebuilding procedultd®analyzed.

As presented in the master-slave case, the slave node isoadtigrt with the recon-
struction when two samples are available. The same proeésiadopted in the gateway:
the data positioning of the single trajectory starts whea samples of this trajectory
are available. In particular, the gateway will start theadadsitioning of each trajectory
independently from the other trajectories.

An alternative would be to wait for the time instant in whidtetsecond datum of
every trajectory is arrived then start with the rebuildirgl the trajectories, but in this
way all the information related to the temporal distanceasueed by the counter, among
the first data of a single trajectory would be lost.

Consequently, by means of the proposed approach, the dsiteopimg of all the tra-
jectories along the time-line is already started when teedacond datum arrives. This
consideration is shown in the upper part of Fig. 7.2. Suppmbe in ideal condition, that
is without jitter and drift. At the gateway, thie, ;,t49,t51,t52,tp 3 time instants are
the arrival times of the data generating the correspon@ihg), (4,2), (B,1), (B,2),
(B, 3) events. Then, by means of the clock recovery algorithm, itireshevent is ideally
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phase-shifted of an amount of time equaht6,,. Now, this value must be greater than
the maximum jitter among the single maximum jitters, that is

aT,, = jgitteryax = maz{jittera..; i1=1,...,n (7.1)

and equal for every trajectory. So thd, 1) event is placed at4 15, (A,2) atts 25 and
so on. Similarly, since the reconstruction of one trajectsiindependent from the other
trajectories, the same procedure is applied to the eventsgied by thé3_Data arrivals:
(B,1) eventis placed atz 15, (B, 2) attz 25 and so on.

Every data arrival is associated to every arrival eventaldistinction between event
and transferred data must be done. Eveiifl) event declares the, 1_Data arrival at
thet 4, time instant, data will not be placediat;s but att 4 o5 since the reconstruction
starts when two samples are available.

Now, the data positioning of every trajectory is startedthare is no synchronization
among them. So, in order to obtain the desired alignment,ishitne synchronization,
these trajectories must be time-shifted. Since data posilg is based on the master clock
recovery, the discovery of a common starting point for tleonstruction is desirable and
a suggestion is given by the lower part of Fig. 7.2. In idealditon, that is without jitter
or drift, the alignment of the second datum arrival time am$$ of all the trajectories
must be achieved. This means that there will be a time instavitich the reconstruction
of all the trajectories but one, the last one, is started. Wihe second datum of the
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last trajectory arrives, all the other trajectories mustibee-shifted in such a way to
reproduce the already rebuilt master clocks starting filogir own second datum arrival
time instant. Looking at Fig. 7.2, the last trajectory touid is the A-trajectory and
consequently the last second datum arrival time instantisSo theB-trajectory can be
synchronized with thel-trajectory aligning its second datum arrival time instag to
ta2 and the synchronized rebuilding of all the trajectoried stért from thet,,; time
instant, thanks ta7},, equal for every trajectory.

However, this approach has a drawback when jitter is intteduthat is in non-ideal
conditions. The explanation of the problem is visible in.Fig3. Suppose that the-
trajectory second event is generated at the,.., time instant instead of 4 5,4 time
instant because it is subject jotter,(2). Similarly, the B-trajectory second event is
generated at thés 5. time instant instead ofg 5,4 time instant because it is subject
to jitterz(2). When the alignment is computed, the single recovered gheciods, ne-
glecting the phase-shiftT;,,, will be aligned respectively t,;,, 2.4 for the A-trajectory
and totp o4 for the B-trajectory. Consequently, there will be an offset in tregeictory
synchronization due to the sum of the single jittgigter 4(2) + jitterp(2). Obviously,
this offset also reflects on thé&-trajectory rebuilding.

The procedure could be improved trying to estimate the skdata jitter values and
using them to adjust theT,, value of each trajectory. In this way, every trajectory will
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not have the sameT,, value, but a custom-made value. Clearly, the lower boundalue
the single trajectoryitter,,,, must be satisfied anyway.

At last, the trajectory rebuilding based on the gatewayqgukloy means of the interpo-
lation algorithm can start as usually.

7.3 Simulations

The simulations have been performed considering a systenpaged by two masters
transmitting one trajectory each one to the gateway.

The adopted system initialization is shown in Table 7.1. Siheulations are performed
in nominal conditions. Because of such initialization, fingt rebuilt trajectory is4, that
will be also the trajectory to shift in time.

Parameter Value
trajectoryx 4 (t) t
trajectoryx s (t) sin(8mt)
nominalTs 2 mse
nominalTs 1.5 mse¢
nominalTya¢e 1.8 mse¢
nominalTe; 1 useq
Aup 3.625 mseg
masterA transmission delay 0.5 mse¢
masterB transmission delgdy  0.375 msef
jittermas, A 0.18 mseg
Jittermax, B 0.1 msec¢
a 0.96907
gain 0.032334

Table 7.1.Simulation parameters

Fig. 7.4 shows the simulation scheme: two masters trangiit trajectories to one
gateway. The gateway is shown in Fig. 7.5. It is composed lBctaan that regenerates
the master clock periods, the Control block in the Figurel, asection related to the tra-
jectory rebuilding, the Gateway block in the Figure. The €olblock, shown in Fig. 7.6
detects the data arrivals and starts with the single maktek cecovery then, when the
last second datum arrives, the Data alignment block prdadie alignment of the re-
covered clocks. The Gateway block is similar to the slaveenbdt modularity has been
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improved. As shown in Fig. 7.7, there is always the distottbetween the functions
assigned to the handling of arrived data (Gestiamévo_dati block), that is divided into
two blocks in order to manage data from both master A and mBstEig. 7.8), and to
the rebuilding trajectory (Gestiorgenerazionalati block), both for master A and mas-
ter B (Fig. 7.9), but this second block has been divided iw dther blocks (Fig. 7.10)
to be able to separately handle the updating process in tfex fig. 7.11) and the real
trajectory rebuilding (Fig. 7.12).

Fig. 7.13 and Fig. 7.14 show the ideal and real data positgim the second plot and
the corresponding time error in the third one, respectif@lyrajectoryA and B, without
taking into account the desired time shift: the positioniagks as usually.

Fig. 7.15 shows the effects of the alignment. In the first pihat B-trajectory data
positioning is presented. Since there is no need to timi¢tkid trajectory, the positioning
is the same of Fig. 7.14. In the second plot, the effectivagphnd desired (red}-
trajectory data positioning are shown. The effective pasihg is obtained by means
of the previously described procedure, that is time-sigfthe clock recovery when the
second datum of thé&-trajectory arrives. Obviously, the generic trend is thensaof
the third plot in the previous figure because the ideal anidtirea-shifted behaviors are
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the same ideal and real not-time-shifted behaviors plusiataat time-shifting. What is
interesting is that the first ones are not subject to the samstant time-shifting. This
difference generates the synchronization offset showherthird plot of Fig. 7.15. This
offset is due to the jitter, as explained in the previousisactand has effect also on
the rebuiltA-trajectory, as shown in Fig. 7.16, while it has no effect loa B-trajectory
rebuilding (Fig. 7.17).
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At last, Fig. 7.18 shows the progress in the buffer levelac&iA-trajectory clock
recovery starts before then thgtrajectory clock recovery, more samples arrive from
masterA than maste3, so they must be store until their use. After that, the buéeel
is under control again.

7.4 Conclusion

In this chapter, how to realize a gateway able to synchraodhiferent trajectories, each
one transmitted by different masters, in order to presdmeer¢lative temporal consis-
tency property of the profiles has been shown. Adopting tlesented approach, the
most significant problem for the trajectory synchronizatiesults to be the jitter on the
second data transfer, as confirmed by both consideratichsiarmulations. The offset
generated by the jitter during the reconstruction can bateedly reduced if other infor-
mation are introduced in the procedure, for example an estirof the jitter amount on
the second data. So, at the moment, the aim of preservin@ldig/e temporal property
in the multimaster-slave case is partially reached.

This topology, with the master-slave and master-multissjanocedures, concludes the
work on the trajectory rebuilding in non-deterministicwetk. These are the basic con-
figurations with which more complex network on differentday can be built. By means
of the proposed approach, the temporal properties of actoajecan be preserved after
their digitalization, transmission and reconstructiontie future work, the simulations
based on the composition of the three topologies should belaged and the problem
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of the jitter in the multimaster-slave case should be facerder to improve the current
solution.
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Fieldbuses

A.1 Introduction

Fieldbus [42] is the word widely used to indicate a netwonkdonnecting field devices,
such as sensors, actuators, field controllers such as Pe@gdators, drive controllers,
etc., and man-machine interfaces.

Fieldbus technology involves a variety of solutions andhtegues, developed in more
than 20 years to face with similar problems, which are dgffefrom each other.

Initially, there was no existing standard so each infororatechnology provider de-
veloped their own solutions in a given sector. Since a staliwked system gains a compet-
itive edge over its non standardized rivals, a race for taedsrdization started. Several
projects started in Europe: the FIP project in France (1,98®)sequently extended and
called WorldFIP; the P-Net in Denmark (1983); the PROFIBU&Eermany (1984); the
CAN, by Bosch Company, always in Germany (1983).

Even if the standardization on a national level was quitg,ehs problems came out
when the international standardization was sought. Simeestandardization took more
than a decade and did not produce a real universal fieldbds;arsidering that fieldbus
systems had already made their way into the market with emesnamount of money
invested in the development of protocols and devices, trasirdization process turned
from a technical to a political and economical question WdItCENELEC, the national
committees found after lengthy discussions a remarkabdeusprecedented compro-
mise: all national standards under consideration were Igitgpmpiled "as is” to Eu-
ropean standards. Every part of such a multi-part standaedcopy of the respective
national standard, which means that every part is a fullgtioning system.

In the meantime, several mainly American companies begaunléfinition of a new
fieldbus optimized for the process industry: the Foundaimhdbus. So, the situation
had further complicated and new conflicts started in the |B@roittee.

Again, the resolution was to create a large and comprehehs® standard accom-
modating all fieldbus systems. However, other than CENELEG@re complete speci-
fication had been copied into the standard, the IEC decidedt&in the original layer
structure of the draft with physical, data link and applicatiayer, each separated into
a services and protocols part. The individual fieldbus systpecifications had to be
adapted to so-called "types” to fit into this modular struetu

The relation among the standards is presented in Table &]1 [4
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CENELEC standards part  Contained in IEC standa Brand name
EN50170-1 (Jul. 1996) IS 61158 Type 4 P-Net
EN50170-2 (Jul. 1996) IS 61158 Type 1/3/10 PROFIBUS
EN50170-3 (Jul. 1996) IS 61158 Type 1/7 WorldFIP
EN50170-A1 (Apr. 2000 IS 61158 Type 1/9 Foundation Fieldbus
EN50170-A2 (Apr. 2000 IS 61158 Type 1/3 PROFIBUS-PA
EN50170-A3 (Apr. 2000 IS 61158 Type 2 ControlNet
EN50254-2 (Oct. 1998) IS 61158 Type 8 INTERBUS
EN50254-3 (Oct. 1998) (IS 61158 Type 3) PROFIBUS-DP (Monomaster)
EN50254-4 (Oct. 1998) (IS 61158 Type 7) WorldFIP (FIPIO)
EN50325-2 (Jan. 2000) IS 62026-3 (2000) DeviceNet
EN50325-3 (Apr. 2000) IS 62026-5 (2000) SDS
EN50325-4 (under vote) CANOpen
EN50295-2 (Dec. 1998) IS 62026-2 (2000) AS-Interface

Table A.1. Contents of the CENELEC fieldbus standards
A.2 CAN 2.0

The Controller Area Network (CAN) [44] is a serial commurtioas protocol which
supports distributed real time control.

In CAN network, data are transmitted and received using fieeshat messages of
different but limited length. Transmitted data do not camteddresses of either the source
or destination of the message since a CAN node does not makef @sy information
about the system. Instead, the content of a message is nanaed DENTIFIER which
describes the meaning of the data, so that all nodes in thrieaire able to decide by
Message Filtering whether the data is to be acted upon by themt. As a consequence
of the concept of Message Filtering any number of nodes a@ivweand simultaneously
act upon the same message. This mode of operation is knownlasast.

The message IDENTIFIER has also another function: it defingtsitic message pri-
ority during bus access. In fact, CAN is based on a Carries&a#fultiple Access with
Collision Avoidance protocol (CSMA-CA) that avoid the ocence of collisions adopt-
ing bit arbitration. The arbitration logic assumes that@essive and a dominant state on
the communication channel exist such that the dominare stat overwrite the recessive
state. Assume that a '0’ is coded into the dominant state abhdsacoded into the reces-
sive state. Whenever a node wants to send a message, it dusth®st of the message
identifier on the channel. Since every node can start a datartrission at any moment,
two or more stations could start the transmission at the sanmeegenerating a conflict
for the bus channel. In this case, the node with a '0" in it fdentifier bit wins, and the
one with "1’ must back off. This arbitration continues fot hits of the identifier. The
mechanism of arbitration guarantees that neither infaonator time is lost.

A.3 TTCAN

TTCAN [45] is based on a time triggered and periodic commaiindy which is clocked
by a time master’s reference message. The reference messape easily recognized
by its identifier. Within TTCAN’s level 1 the reference megsanly holds some control
information of one byte, the rest of a CAN message can be usedata transfer. In
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extension level 2, the reference message holds additiemaiat information, e.g. the
global time information of the current TTCAN time master.

The period between two consecutive reference messageled ttee basic cycle. A
basic cycle consists of several time windows of differemesand offers the necessary
space for the messages to be transmitted. The time windosvbasic cycle can be used
for periodic state messages and for spontaneous state anteessages. The TTCAN
specification allows to use more than one basic cycle to baddcommunication matrix
or system matrix of the systems engineer’s needs. Sevesal tygcles are connected to
build the matrix cycle.

Within a basic cycle of TTCAN, the protocol execution is @mby the progression of
time. This time is the so called cycle time of TTCAN and is agt&d after the reception
of every reference message. The necessary link betweelydleetone and the system
matrix are the so called time marks.

The cycle time of TTCAN is the basic time to guarantee the tinggered operation
of the protocol. An important property of such a time infotroa is the granularity of the
time. The granularity of any timing information within TT@QWRIs the network time unit
(NTU). So the cycle time is measured in NTU and is based ondn@mal CAN bit time
in TTCAN level 1 and on the physical second in TTCAN level 2ldwuel 2, to establish
a system wide NTU, the node local relation between the phyegxillator of a TTCAN
controller and the system wide NTU has to be establishedn®te dependent oscillator
circuit provides the system clock to a frequency divideisTrequency divider generates
the system wide NTU while a node local time unit ratio (TURes care for the correct
relation between the system clock and NTU. NTU now can be tesbdild a local time
and to build the global time.

In TTCAN level 2 all nodes take a snapshot of their time valaethe frame syn-
chronization pulse. The time master sends its (by defintmrect) global time value for
this frame synchronization pulse as part of the referencesage. After reception each
node can build its local offset as the difference betweemtaster global time snapshot
value and the own local time snapshot value. During the nasiclcycle the node can
compute the global time by global time = local time + localseft If local time and
global time have the same speed this ensures that all noglesaheonsistent view on
the global time. Due to slightly different clock drifts ofdldifferent nodes a mechanism
has to be introduced to guarantee that local and global teme m fact the same speed.
This mechanism is the continuous update of TUR. An initidugaof TUR is a priori
known node locally by the oscillator specification. Durirgeaation, to adapt this value
to the correct value determined by the master clock speeddtie measures the length
between two successive frame synchronization pulses bo#tly (number of oscillator
periods in this interval) and in global time (differenceweén the two master snapshot
values). The quotient of these two values gives the actu& Tllthited only by the pre-
cision of the measurement). The achievable precision m#@tes a reasonable choice of
the NTU-value in physical seconds. In level 2 the global tvakies of two nodes will
then not differ by more than one NTU. The NTU typically will bethe order of a CAN
bit-time.
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A.4 WorldFIP

WorldFIP (World Fieldbus Instrumentation Protocol) [46] & protocol based on the
TDMA mechanism for the access to the shared bus in the MAC.|&y@ensequently
it works better with periodic data transmission. As for etfieldbuses, the WorldFIP
architecture is made up of three layers: the physical lajierData Link Layer and the
Application Layer.

The problem for the bus access has been solved assumingthatation will be the
Bus Arbitrator (BA). The mechanism is the following:

- the BA has atable containing all the variables of interadttheir periodicity to realize
a correct scheduling for the transmission cycles;

- the variables are identified by identifiers;

- the BA transmits an identifier on the bus;

- all the stations receives the message, but only one ideiifself as the producer
of the variable while one or more stations recognize themesehs consumers of the
variable;

- the producer transmits the value of the variable on the bus;

- only the consumers receive the value transmitted by théymer while the other sta-
tions discard the message;

- the bus arbitrator looks at the table for the next identdisd the cycle begins again.

Since the elementary cycles may not be saturated by theblatimnsmissions, free
time could be available for aperiodic data transmission.

A.5 PROFIBUS

Different profiles exist of the Profibus standard [46]. Thstik@own Profibus version are
Profibus-DP for factory automation, Profibus-PA for procastomation, motion control
with Profibus for drive technology and PROFIsafe for safetigvant applications. The
features of the Profibus-DP will be now described.

Profibus-DP adopts a master-slave communication typolagyhich the station are
divided into active station (Masters) and passive stat{@tesves). The masters have the
bus access control. The slaves can access to the bus onlysfeees to requests. All the
slaves are identified by a unique address assigned duringitiadization.

The access protocol to the medium is based on the token gaSsity the master that
holds the token can transmit data on the net. The token i#gdsghe next master since
at the initialization a logic ring has been defined. In faei;he station knows each own
address and the addresses of the next and the previoussidtiee message transmission
is divided into cycles. Each message cycle is composed bgtaandrame of the master
and the associated acknowledge or response frame. Theisgk&ssed to the next station
following the ascending order of the address (with the etiopf the last station). When
the next station receives the token from its previous orgaits its cycle of transmission.

A.6 P-NET

P-NET [47] is a multi-master bus, which can accept up to 32tenagper bus segment.
All communication is based on the principle, where a Maségrds a request, and the
addressed Slave returns an immediate response. Requesis cha read or write type.
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The right to access the bus, is transferred from one P-NETemi@sanother, by means
of a token. P-NET uses a method called “virtual token passilgich does not require
messages to be sent over the bus. When a master has finishadcess, the token is
automatically passed on to the next master, by a cyclic nmesimbased on time. The
method used in P-NET differs from that used in other multsteasystems. Other busses
such as Profibus for example, use real message telegramarfeferring the token. This
results in an increase in master processing time, and redibeeapacity of the bus. The
virtual token passing principle also accepts that a masightrmot even be present. In
this situation, all devices, including other masters, wahtinue performing normally.

Each P-NET master is given a node address (NA), between hantitnber of mas-
ters expected within a system. All masters contain an "idietint period counter” which
increments for each bit period the bus is idle, but is reseeto when the bus becomes
active. Each master also has an access counter, which &smieated when the idle bus
bit period counter reaches 40, 50, 60, ... When the accesgeran a master is equal to
its node address, that master holds the token, and is allaa@sss to the bus. When the
access counter exceeds the maximum number of mastersréisistjgo 1. Consequently,
P-NET does not require any bus arbitrator functions.

A7 TTP/C

The TTP/C protocol [48] is a fault-tolerant time-triggengatocol that provides the fol-
lowing services.

1. Autonomous fault-tolerant message transport with kndetay and bounded jitter
between the CNIs of the nodes of a cluster by employing a TDMadlioim access
strategy on replicated communication channels.

2. Fault-tolerant clock synchronization that establisivesglobal time base without re-
lying on a central time server.

3. Membership service to inform every node consistentlyuaboe “health-state” of
every other node of the cluster. This service can be used askmowledgment ser-
vice in multicast communication. The membership serviadss used to efficiently
implement the fault-tolerant clock synchronization seevi

4. Cligue avoidance to detect and eliminate the formationliglues in case the fault
hypothesis is violated.

In TTP/C, the communication is organized into rounds, wiese¥y node must send a
message in every round. The times of the periodic fetch alnkedgactions are contained
in the message scheduling table, the message descriptME®DL) of each communi-
cation controller. To achieve high data efficiency, the seméme and the message name
is derived from the send instant.

The clock synchronization of TTP/C exploits the common kisalge of the send
schedule: every node measures the difference betweengheraknown expected and
the actually observed arrival time of a correct messageaimlabout the difference be-
tween the sender’s clock and the receiver’s clock. Thisrmédion is used by a fault-
tolerant average algorithm to calculate periodically a@cion term for the local clock
in order to keep the clock in synchrony with all other clockstee cluster. The mem-
bership service employs a distributed agreement algotithtietermine whether the out-
going link of the sender or the incoming link of the receivastiailed. Nodes that have
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suffered a transmission fault are excluded from the menigerstil they restart with a
correct protocol state. Before each send operation of a,tbdeclique avoidance algo-
rithm checks if the node is a member of the majority clique.
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CNAO Storage Ring Dipole Magnet Power Converter
3000A /£1600V

This part will describe the design and simulations of the CNAO Dipole Power Converter rated 3000A /
+1600V. The Power Converter will feed the 16+1 synchrotron bending dipole magnets of the CNAO Stor-
age Ring. The actual design confirms how the choice of a twenty-four pulses, 4 bridges series-parallel
connected, active filter, bipolar voltage, meets the stringent requested technical specification (10~° of maxi-
mum current for the output current residual ripple and setting resolution). The extensive modelling will also
be presented. The design includes the strength of the topology design, component derating and component
standardization. As the other CNAO power converters, the Storage Ring Dipole Power Converter uses the
same digital controller, under licence from the Diamond Light Source [49].

B.1 Introduction

A synchrotron machine, capable to accelerate either laykg or protons, will be the ba-
sic instrument of the CNAO (Centro Nazionale di Adroterapracologica), the medical
center dedicated to the cancer therapy, that is under cmtisin in Pavia (Italy). The
machine complex consists of one proton-carbon-ion linat will accelerate the parti-
cles till the energy of 7 MeV/u. An injection line will tranept them to the synchrotron
ring where the injected particles will be accelerated aricheted with an energy ranging
from 60 to 250 MeV for protons and from 120 to 400 MeV/u for carbons.

Protons and light ions are advantageous in conformal h#aeoapy because of three
physical properties. Firstly, they penetrate the patieattcally without diffusion. Sec-
ondly, they abruptly deposit their maximum energy densityha end of their range,
where they can produce severe damage to the target tissieesphring both traversed
and deeper located healthy tissues. Thirdly, being chatgegt can easily be formed as
narrow focused and scanned pencil beams of variable péoatcepth, so that any part
of a tumour can accurately and rapidly be irradiated. Thusam of protons, or light
ions, allows highly conformal treatment of deep-seatediunswith millimeter accuracy.

This appendix is organized as follows. In the first part Postgrply specifications
are given. In the second part the system topology is faceile whthe third one control
design is described. Finally, in the last part, simulaticastlts are reported.

B.2 Power Supply Specification

The CNAO synchrotron ring is equipped with sixteen bendimpplg magnets, plus one
off line dipole magnet used for magnetic field measuremeénterder to drive the par-
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Three phase, 50 Hz input ma(i$,000 V£ 10%
voltage
Maximum Output Current 3,000 A

Maximum Output Voltage 41,600 V

Maximum Output Power >5MVA

Load Inductance 199.1 mH

Load Resistance (cables J@9.24 n1?

cluded)

Current Setting and Contnd@.5 to 100% f.s.
Range Tﬂ

Normal Operating Rang@.5 to 100 % f.s.
(N.O.R))

Current Setting Resolution <+5x10°°
Current Reproducibility < +2.5x107°fs.

Current Readout Resolution |< &5 x 1075 f.s.
Residual Current Ripple (peak|to £5 x 107° f.s.

peak) in N.O.R

Linearity Error [Ise: —|<£5x107°fs.
Iout)/lset]

Ambient Temperature 0° to +40° C

Current Stability AI/T,.; overj< £5 x 10~°
the normal operating range)

Table B.1.Specification for power supply

ticles to the required energy, the magnets must follow aqiegthined cycle (see figure
B.1).

It consists of 7 parts:

a starting bottom level, that is about the 5% of the maximumet level;

a current/field ramp-up till the injection level, in a fixed;

a flat-bottom level (depending on the patrticle type) duririgol the particles are
injected into the ring;

a current/field ramp-up till the extraction level, in a fixéue;

a flat-top level (depending on the particular therapy cyleeegatient must be subject
to) during which the slow extraction takes place and theiglagt are extracted from
the ring; this level does not necessarily coincides withrtteeximum current level,

a ramp-up till the maximum field/current value, for a corre@gnet “standardiza-
tion”; no particles are in the ring during this phase of theley

a ramp-down to the starting bottom level.

To achieve the above magnets behavior, the power supplyohsetisfy some tight

constraints. In particular, it has to track very high cutresferences (maximum output
current of 3000 A) with tracking error smaller than 5 ppm wigélspect to full scale (see
table C.1 for the complete power supply specification).

B.3 Topology

The stringent specification on CNAO synchrotron ring powgs@y includes two key
requirements: high load current and small ripple and tragldrror with respect to the
specified reference.
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Fig. B.1.Magnets cycle
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The high requested current can be supplied by a thyristassdpower converter (in
particular a twenty-four pulses SCR rectifier); nowadalygristors are the only control-
lable power device capable to work properly in so high cureerd voltage conditions.
Unfortunately, they introduce high ripple in low load curteonditions and their band-
width is very small. Therefore, the small tracking erroruggment cannot be satisfied
using a twenty-four pulses SCR rectifier alone. The adopdédien consists in adding
an Active Power Filter (APF) which cooperates with the 24sps rectifier in order to
improve the tracking error capability of the system whendineent reference is small or
rapidly variable.

A first power converter design was characterized by a seoesection between the
APF and the 24-pulses rectifier. This choice required théiaddf a transformer for the
necessary APF DC-link electrical insulation: otherwis¢ha case of APF not inserted,
the APF DC-link would be charged indefinitely. The seriesiBoh was soon discarded
because the saturation of transformer complicated theaasttucture. In final power
converter topology (fig. C.2) a parallel connection has leferred for the APF: in this
way no additional transformer is needed and control stregtusimpler. Moreover, using
a suitable reconfigurable control, the parallel connectB& Aan be disconnected when
necessary without mining the system stability.

In summary, the main components present in CNAO power sujgplglogy are: a
24-pulse SCR-rectifier; an IGBT-based Active Power Filéedjgital control system (im-
plemented on DSP and FPGA) controlling the 24-pulses and\Bfe output currents;
a very accurate DCCT sensor (specifically designed for thdi@ation); a protection
system (crow-bar) to discharge the load stored energy olo#ukitself.

B.3.1 Twenty-four pulse rectifier

The twenty-four pulse SCR-rectifier is made up of tdg.,-A...-A..: three-phase trans-
formers, four six pulse thyristor bridges and a suitablespadow-pass filter. The primary
windings of the transformers are parallel connected, aunseatly the nominal primary
voltage is 15 kV, that is the voltage of medium voltage dusttion network that power
all the CNAO structure. The secondary windings are seriemected. The requested
output voltage of each secondary winding can be easily b given the maximum
output voltage of the power converte},.. and the voltage drops in transformers and
HV/MV line Vii,.qarop. The specification’s worst case has been considered, thalli3%

on primary nominal voltage:

%inedrop + L <|Vmaa}| . T

— ) 2690V
2 0.9 2 3\/5)

The low-pass filter dimensioning is performed to compenigeenaximum load volt-
age ripple that is reached for a firing angle= 90° of the thyristor bridge. In this case the
output voltage waveform is a sawtooth with amplitude pegsetak of 976 V at frequency
of 600 Hz. A LPF with resonance frequency of 145 Hz, = —24 dB at f = 1200 Hz
andAg; = —35.5dB at f = 2400 Hz is chosen. The resulting inductors, capacitors and
resistors parameters are:

‘/Q(Tms) -
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Lpyy = Lpis = 3.2mH
Ci=C3=12mF
Cy = Cy = 300 uF
Ry = R3=0.7288 (2
Ry = Ry = 25mf)

B.3.2 Active Power Filter

The APF is built by four modules series connected, each nedoleihg a four quadrant
full bridge. The main stage of each module is a six pulses I@&&iifier with a low pass
filter whose resonance frequency is 70 Hz.

The sizing of DC-link capacitor is estimated assuming thatdutput current in the
worst case can be approximated to a ramp with a slope of 266A5.,,, = 300 ms.
Hence, balancing the involved energies, the DC-link cdpace is:

2Epc

— 15mF
(4AVpo + AV)2 — (4.4Vpe)? m

Cpc =4

whereVpo = 444V is the nominal DC-link voltage of each module afg- = 688.J is
the energy that has to be stored in DC-link in the worst case.

As in twenty-four pulse rectifier, considering the voltagemlon APF lin€s/};,,cdrop,
the nominal secondary output rms voltage can be calculated:

Vi
Vorpr(rms) = 3—\/D§C + Viinedrop = 346V

B.4 System model and Control Design

The aim of the control system design is to develop a closep tmmtrol system suit-
able to be implemented on a DSP board. The design of the ¢aystem in the discrete
time plays a fundamental role to satisfy the tight specificabn CNAO power sup-
ply. To assure enough safety margin on the control systeiabikty, a sample period
T,=10Qus has been chosen, i.e. a frequency of 10 kHz. Moreover,gartt regulators
have been discretized using the ZOH method.

LFi LAPF
iF; iAp
Rey, Rioad
V24 1Cp, == Vload VAPF
4
5 Cp,i T Lload
o o

Fig. B.3. Simplified equivalent electrical circuit of the plant

The design of a good control algorithm needs a previous ninggdhase. In figure
B.3 a simplified electrical equivalent circuit of the plastpresented: from a control
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Fig. B.4. Structure of Cascade controller

point of view the series connected dipole magnets constitsingle load with resistance
(including cables);,.q = 79.24 m{2 and inductancé,;,.q = 199.1 mH.

Assuming the following state variables:

I = )

L2 = Vioad
T3 =ILp
T4 = 1APF
Ty = Vi

and the following controlled variables:

Uy = Vg

Uz = VAPF

the state space equation of the system is defined as follows:

x = Ax + Bu
where

X = [$1,$2,$3,x47x5]T7

u = [024, UAPF]T>

[ Ricad 1 0 0 0 ]
I i N ST S
Cri CriRcri Cri Cri CriRcri
A= 0 —Ll , 0 O
0 - 00 o
PF 5
0 4Cp;Ror; 0 0 " 4CriRcFi
[0 0
0 0
B = Llpi 0
) 1
Lapr
0 0

Denoting withi* = z7 the reference for the current running through the magnegs, t
goal of the CNAO controller is to generate the right coningjlinputu able to tracki*

with a maximum error equal t&:0.015 A.
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The developed solution is a cascade controller (see figutg B.is composed by
three nested loops, with the inner one composed by other &nadlpel loops, that will be
analyzed one by one in the next paragraphs.

B.4.1 Outer loop

The outer loop has to generate a correct referefjce = x, for the intermediate loop
when the referencg is given and the tracking error is computed. The considelaat p
obtained by a simple voltages balance on the load, is:

. 1
T = Z(ZL'Q — Rl’l)
Since the controller has to track a linearly growing curneiérence it must contain a
double integrator. The controller zeros have been placethsare a bandwidth as large
as required by the current error requirements with the assligurrent references.
The resulting regulator is:
93
1020 L s
=—1 —1.1)(1
Bials) = =5 (14 s LU+ 5750)
The plantG,(s) and the regulatorR, (s) transfer functions are discretized by means of
the zero order hold method with sampling tifie= 10~* sec. The Bode diagram of the
resulting loop function is shown in fig. B.5.

Bode Diagram
Gm = 9.57 dB (at 1.65e+003 Hz) , Pm = 58.3 deg (at 527 Hz)
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Fig. B.5.Bode diagram of outer loop regulator
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As the reference trajectory and the relation between the staiablesr; andz, are
well known, performance can be improved by adding a feedomvaction, i.e. by adding
to the output ofR?, (s) the sumRz} + Li7.

B.4.2 Intermediate loop

When the reference for the load voltaggis given, next step is to compute the amount
of current that has to be drawn from the 24 pulse rectifier aowch the APF. Applying
Kirchoff's current law we obtain:

Ts =21+ Tzopi = T3+ T4

wherez z¢r; is the current flowing into the two branches in parallel witk toad and the
value the intermediate controller must generate;ds given.
So, the plant, in the Laplace domain, is:

Xa(s)

- Xzori(s) -

Gz(S) = ZZCFZ’(S)

The discretized designed controller is:
Ry(z) = 0.89125

The Bode diagram of the loop functidiy (z)G2(z) is reported in fig. B.6.

B.4.3 Inner loops

The sumz, between the actual value of and the computed value of;-r; is the ref-
erence for the inner loop. However this current cannot beedntsupplied only by the
24 pulse rectifier due to its limited bandwidth . So, the sapain between low frequency
components, that will be tracked by the 24 pulse rectified, laigh frequency ones, that
will be tracked by the APF, is required. This result is ob¢giy lowpassing the reference
x* with a1** order low pass filter, having cut frequency at 70 Hz:

(z +0.9793)

LPF(z) =48.327 % 107° .
(2) 22 0.9601)?

The LPF output will bez. Subtracting it frome, x; is given too.
The system to be controlled by the 24 pulse rectifier corgradl:

B 1
Ly

T3 (U24 - $2)

Definingz; = x5 — x3, the controlling voltage., is given by:

Vg = Xo(2) — R3(2) X3(2)

where;:
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Bode Diagram
Gm = 6.63 dB (at 1.98e+003 Hz) , Pm = 106 deg (at 465 Hz)

I
o

[N
(=]
T

|

-
o
T

|

Magnitude (dB)
o

-10

Phase (deq)

10 10 10 10
Frequency (Hz)

Fig. B.6.Bode diagram of intermediate loop regulator

z — 0.9937
2—1
The Bode diagram of the resulting loop function is shown inBg .
Similarly, for the Active Power Filter the system is:
1

Lapr

Rs(z) = 1.0042

T4 (vapr — X2)

Definingz, = =4 — z}, the controlling voltage 4 is given by:
VAPF = XQ(Z) — R4(Z)X4(Z)
where:
2 —0.9813

z —0.9969°
The Bode diagram of the resulting loop function is shown inBig.

Ry(z) = 1.3343

B.5 Simulations Results

To test the topology and the adopted control strategieenskte simulations have been
carried out using Matlab and Simulink.

A Simulink model of the system has been implemented using”SimerElectronics
components initialized with parameters of table C.1. Ttetesy has been tested with the
whole set of current references, each one made up of coasiaramps connected by
5th order polynomial curves with no discontinuities in thistfand second derivative (see
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Bode Diagram
Gm = 24 dB (at 1.66e+003 Hz), Pm = 78.9 deg (at 100

Hz)
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Fig. B.7.Bode diagram of 24 pulse rectifier loop

Bode Diagram
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fig. B.1). For simulation purposes, these analog signals baen approximated to 100
KHz sampled signals (ten times the digital controller opagafrequency).

All the tests have been performed both in nomihgl. conditions and in critical
Viime conditions when input mains voltage can be eithe1% or 90% of nominal value
(respectively fig. B.9 and B.10). Finally a test with,,. equal t090% the nominal value
and a5% load derating has been carried out (fig. B.11).

Factory tests are scheduled before the end of 2006.
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Fig. B.9. Total load current error (ripple and linearity error), cagth V;;,. at 110%.
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Fig. B.10.Total load current error (ripple and linearity error), casth V,;,,. at 90%.

Load Current
4000 T T T I I
‘ —— Load Current
—— Current Reference

= 2000

1000

Load Current Error
0.03 T T

-0.03 ' i ‘
2 2.5 3 3.5 4 4.5
Time [sec]

Fig. B.11.Total load current error (ripple and linearity error), casth V;,,,. at 90% and 5% load derating.
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CNAO Resonance Sextupole Magnet Power Converters

The CNAO Resonance Sextupole Magnet Power Converter requirements for the Storage Ring of the CNAO
Project are described together with performance and initial operating experience. In particular the achieved
performances will be compared with the specification and the extensive modelling that was done during
the design phase. Not only the tight required performances were emphasized during the design phase but
also particular attention was put on reliability and minimization of the repairing time (MTTR). Some fun-
damental criteria, like component de-rating and standardisation, have also been taken into account during
the component choice phase. All converters adopt the switching technology with full digital control and a
common control interface, that, as for the other CNAO power converters, uses the same digital controller,
under licence from the Diamond Light Source [50].

C.1 Introduction

A synchrotron machine, capable to accelerate either laykg or protons, will be the ba-
sic instrument of the CNAO (Centro Nazionale di Adroterapiacologica), the medical
center dedicated to the cancer therapy, that is under cmtisin in Pavia (Italy). The
machine complex consists of one proton-carbon-ion linat will accelerate the parti-
cles till the energy of 7 MeV/u. An injection line will transept them to the synchrotron
ring where the injected particles will be accelerated articheted with an energy ranging
from 60 to 250 MeV for protons and from 120 to 400 MeV/u for carbons.

Protons and light ions are advantageous in conformal h#aecapy because of three
physical properties. Firstly, they penetrate the patieattcally without diffusion. Sec-
ondly, they abruptly deposit their maximum energy densityha end of their range,
where they can produce severe damage to the target tissieesphring both traversed
and deeper located healthy tissues. Thirdly, being chathegt can easily be formed as
narrow focused and scanned pencil beams of variable péoatcepth, so that any part
of a tumour can accurately and rapidly be irradiated. Thusam of protons, or light
ions, allows highly conformal treatment of deep-seatedunrswith millimeter accuracy.

This appendix is organized as follows. In the first part Postgrply specifications
are given. In the second part the system topology is faceile whthe third one control
design is described. Finally, in the last part, simulaticesults are reported.

C.2 Power Supply Specification

The sextupole is a special magnet of the CNAO synchrotrod tesextract the particles
from the main ring. It must stay at zero current during p&tinjection and acceleration,
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and ramp up to the specified current, different from cycleytde; in an overall time of
about 50ms.

The corresponding current reference for the sextupole psweply is presented in
figure C.1.

The detailed power supply specification can be found in T@ble it's worth to note
the short rising time (25 ms) and the small tracking errasglgnan 50 ppm).

Three phase, 50 Hz input ma|d90 V +£10%
voltage

Maximum Output Current 650 A
Maximum Output Voltage +40V
Maximum Output Power > 24kVA

Load Inductance (including cg8.26 mH

bles)

Load Resistance (including ¢&8.65 n1?
bles)

Current Setting and Contr@.5 to 100% f.s.
Range

Normal Operating Rang@.5 to 100 % f.s.
(N.O.R))

Current Setting Resolution

< +1x 10 *fs.

Current Reproducibility

< +5x%x 107 °f.s.

Current Readout Resolution

< +1x107*fs.

Residual Current Ripple (peak

to +£1 x 10~ % f.s.

peak) in N.O.R

Linearity Error [(Iset - lout)/Isef]< +5 x 10~° f.s.
Ambient Temperature 0° to4+40° C
Current Stability (.I/Iset over the: +£1 x 10~*
normal operating range)

Maximum ramp up/down time {25 ms

the N.O.R.

Maximum first ramp up time 150 ms

Table C.1.Specification for power supply

C.3 Topology

The first proposed solution for the sextupole power suppddusPulsed Power Supply
Topology. It was composed by a Pulse Section (essentiallggpaaitor with thyristor
bridge, resonant with the load inductance) and a Switchewi&n as regulator converter.
After some considerations on the specification the Pulsketiso was abandoned. In fact,
the same aim is achievable using a simpler and more standé@chmsg topology.

The adopted solution is composed by an input stage and antatgpe (see figure
C.2). The input stage is made up offa— Y transformer, a diode bridge and an input
passive filter. The output stage is made up of two paralleheoted IGBT full-bridges
and an output filter. The load is parallel connected to thputiftiter.

C.3.1 Input stage dimensioning

The most important parameter to evaluate in the sizing oirtpet stage is the DC-link
capacity. This value is estimated considering that theetiirawn from the DC-link in
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Fig. C.1.Load voltage and current during a treatment plan where thml@nergy decrease cycle by cycle

the worst case is a ramp with a slope of 26000 A/sHgr,, = 25 ms. Hence, balancing
the involved energies and considering the physical linaitest of the components, a DC-
link capacitanc&’r, = 165 mF is chosen.

Then, in order to have the input filter resonance frequengy at 22.5 Hz, an induc-
tance value of 30@H is adopted.

C.3.2 Output stage dimensioning

Each full-bridge module is driven by a PWM signal at a freqryeof 10 kHz. Since no
phase displacement techniques are used, the resultiregeolipple has an equivalent
frequency of 20 kHz. The maximum current ripple is reachedmitine modulation index
is equal to%. In order to maintain the ripple under the specificationghad the resulting
low pass filter parameters arByrumoqt = Lrumodz = 60uH, Cry = 320 uF, Cpyo =
80 uF, Ropy, = 0.66 2

C.4 Control Design

The aim of the digital control is twofold: make the power slygatisfy the specification
(mostly the small rising time) and make the two output mosimberk in the same way
by drawing the same amount of current from both of them.

Analyzing the electrical circuit made up of output filter doed, the following equa-
tions hold:
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{ Vi(s) — $Lrumoal1(s) = 1s(s)Zp(s)
Vo(s) = SLrumoal2(s) = 15(8) Zp(s)

where:

V; is the voltage input of théth module;

I; is the current flowing in the inductance of th&h module;

7, is the equivalent impedance corresponding to the pardll@ltput filter capacitor
and load impedance;

Is =1+ Iy;

LFumodl = LFumod2 = LFumod-

Performing the change of coordinates

I _ 4 lh 1
LJ =T []J , where T = [1 _J
the following equations are obtained:
L) = V) Vi)

B SLFumod + 2Zb(3) B SLFumod + 2Zb(8>
_ Vals) -~ Vals) _ Vals)

SLFumod SLFumod

[d(S)

As the real target of the control i,.4, considering the current divider the plant equations
are:

( Fona(3) 1 Zy(s) Vi(s)
load\S) = -
L umo
SLload + Rload S F2 d 4 Zb(S) 2
V(s
= Hi5(s) 2( )
1
1a(5) = - Vals) = Halo)Vals)

Licad

I
+
- b
L]
)

RCFi

Fig. C.2.Topology of sextupole magnet power supply
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Fig. C.3. Structure of digital controller

The regulator developed fdf; »(s) is a Pl controller:

ki
RLQ(S) == k’p + ;
with k, = 7.08 andk; = 7117 while the regulator foi{,(s) is a simple P controller with
very slow dynamics

R4(s) = 0.0562

Then, in order to implement controllers on a DSP board, betjulators and plants
have been discretized using the ZOH method with a sample ainmi®0 s, i.e. a fre-
guency of 10 kHz. The control action is performed by genegasippropriate PWM in-
dexes that are calculated frorf) andV,; with a suitable change of base.

The overall performances can be improved by means of thewoihy feedforward
action based on the load discretized model inversion.

~0.9988
Gp(2) = 32.6193 =0

Since the relative degree of the controlled system is 2, ijigatized current reference is
2 samples delayed in order to synchronize it with the feaddiod action.

Final improvements on the control system are & link voltage compensatiom-
troduced to avoid drawing more current than available o@dink, and a combination
of PWM and PRM (Pulse Repetition Modulation) techniquesitsease the accuracy of
digitalization.

C.5 Simulations Results

To test the topology and the adopted control strategiesnskte simulations have been
carried out using Matlab and Simulink. A Simulink model o thystem has been imple-
mented using SimPowerElectronics components initialzitd parameters of table C.1.
All the tests have been performed both in nomiigl. conditions and in critical/j;,,.
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Fig. C.6.Load current error (zoom){jin.. at 90%.
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conditions when input mains voltage can be eithgi% or 90% of nominal value (see
figures C.4, C.5 and C.6 for 90% case).

Delivery of Sextupole magnet power supply is scheduledubr 2006.
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