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Introduction

This thesis is placed in the context of Earthquake Early Warning, with

a special attention to the large magnitude events. Earthquake Early

Warning Systems are real-time information systems able to rapidly de-

tect an ongoing earthquake and broadcast a warning in a target area,

before the arrival of the most destructive S-waves. Di�erent obser-

vational parameters, typically amplitude and period parameters, are

measured within a few seconds of P-wave signal and are used to rapidly

estimate the magnitude of the ongoing earthquake and to predict the

expected ground shaking at the same site or at some other location.

Depending on the source-to-site distance, warning times, i.e., the �lead-

times�, can be a matter of seconds, tens of seconds or even minutes,

when the distance from the earthquake epicenter is large.

Thanks to advances on technological issues, Earthquake Early Warning

Systems experienced a sudden improvement and a wide di�usion in

many seismic regions of the world in the last three decades. Operative

Earthquake Early Warning Systems are currently in Japan, Taiwan,

Mexico, California and Romania. Development and testing is currently

being doing in Southern Italy, Turkey, China, Switzerland and South

Korea. Feasibility studies are �nally in progress for Greece, South

Iberia region, Israel and Eastern Caribbean Islands.

Earthquakes are among the most disastrous natural events which af-

fect many seismic regions of the world. Most of the observed damage
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Introduction

is often due to collateral phenomena triggered by the earthquake, such

as landslides, tsunamis, explosions, �res and industrial accidents. The

application of Early Warning Systems represents an important con-

tribution to the real-time risk mitigation. Many systems and facilities

can bene�t even from a short warning time. Among them, for example,

transportation systems, schools, gas pipelines, elevators, power plants.

Human actions may take longer, but if population is educated to the

rapid response actions, a few seconds can save lives.

Earthquake Early Warning is a complex and articulated matter, in-

volving technological and practical aspects - related to the instruments,

algorithms, and operative methodologies - and more theoretical issues,

related to the physics of the rupture processes. All of these aspects

are indispensable one to each other for the reliability and the e�ciency

of the systems. Developing an ideally perfect methodology which can-

not be applied in real-time is meaningless. On the other hand, writing

fast and stable algorithms, without a deep investigation of the physical

aspects, is dangerous.

This thesis is a collection of works focused on the topic of Early Warn-

ing for large earthquakes, with a special attention to the methodolog-

ical and physical aspects of the problem. The topic is addressed from

di�erent points of view and the structure of the thesis re�ects the va-

riety of the aspects which have been analyzed. The thesis is divided

into three main parts.

The �rst part is dedicated to the giant, 2011 Tohoku-Oki (Japan)

earthquake, which is the largest and best recorded seismic event oc-

curred since the Japanese Earthquake Early Warning system is opera-

tive (i.e., since October 2007). Because of its large magnitude and its

complex rupture process, this event is an ideal case to test the exist-

ing methodologies for Earthquake Early Warning. An overview of the

earthquake is provided in the �rst chapter, where the main features of
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Introduction

its rupture process are analyzed and discussed. In the second chapter

the Tohoku-Oki earthquake is used as a case study for Early Warning

methodologies.

Critical aspects and limitations of the standard approaches for large

events arise in this chapter. The di�culties are related to the real-time

magnitude estimate from the �rst few seconds of recorded signal. The

rupture process of an earthquake is the result of a complex and random

combination of many factors and the �nal magnitude depends on some

average quantities of the whole process. In case of a large earthquake

(M > 7) tens of seconds are necessary for the whole process to be

concluded. In Early Warning system, the magnitude estimates are

done using a small portion of the P-wave signal (a few seconds) while

the rupture is still ongoing. Whether and how a few seconds can be

used for the magnitude prediction has not yet been fully understood.

In the second chapter a new strategy for the rapid magnitude estimate

is proposed and applied to the single Tohoku-Oki earthquake. The

application of this strategy, while solving some of the limitations, raises

relevant issues about the physics of the rupture process. Upon these

issues, the e�ectiveness of Early Warning systems and the feasibility

of real-time magnitude estimate are based. A deeper analysis and the

extension of the proposed methodology to other earthquakes are thus

required in order to answer the questions raised.

With this purpose the second part of the thesis begins. Here a larger

number of earthquakes is analyzed, including small, moderate and large

events. Starting from the measurement of two Early Warning parame-

ters, the behaviour of small and large earthquakes in the initial por-

tion of recorded signals is investigated. The aim here is to understand

whether small and large earthquakes can be distinguished from the

initial stage of their rupture process.

Contrasting models have been provided so far to describe the earth-

quake initiation process. In the �rst model, which is usually referred
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to as the �cascade model�, the rupture starts in the same way for small

and large magnitude events. What controls the �nal size are the fric-

tion conditions across the fault plane, which may either oppose or

favour the fracture propagation, resulting in the breaking of a small

fault patch or, alternatively, in the rupture of a big size asperity. The

immediate implication of the cascade model is that a seismic event

is a pure stochastic process for which the �nal size is unknown un-

til the rupture has �nished and it is even more undetermined when

only the beginning of the process is considered. An opposite point of

view is that of deterministic models, which explain the �nal size of an

earthquake in terms of a di�erent initiation process.

So far, the analysis of data has provide contradictory observations.

Some authors support the idea of the unpredictable earthquake mag-

nitude, i.e., they looked at the initial portions of P-wave recordings for

di�erent magnitude earthquakes and found no evidence for a magnitude-

dependent rupture initiation. Other studies have shown, instead, the

existence of features in the initial phase of earthquakes that somehow

control their �nal size.

In this second part of the thesis, we analyzed the time evolution of

two Early Warning parameters (the peak displacement amplitude and

the average period) and observed a di�erent initial behaviour between

small and large events. A plausible interpretation for the observations

is �nally proposed and a physical model related to the nucleation phase

of earthquakes is suggested.

The third part of the thesis is meant to be the continuation and the

integration of the �rst part and is focused on practical, real-time appli-

cations. Beyond the real-time magnitude estimation another relevant

goal of an Early Warning system is the rapid identi�cation of the po-

tentially damaged zone and the prompt broadcasting of a warning in

the highest vulnerable areas before the arrival of the strongest shaking,

so that security actions can be rapidly activated.
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To this aim, in the �nal part of the thesis, two di�erent approaches

for the rapid prediction of the potential damaged zone are proposed

and discussed. The �rst one is a �threshold-based� method which uses

traditional seismic data. The method is essentially based on the real-

time, joint measurement of two Early Warning parameters, which are

compared to threshold values, for the de�nition of a local alert level.

The real-time mapping of the alert levels provides an estimate of the

Potential Damage Area.

Then an innovative approach based on the use of continuous GPS data

is explored. In this approach, the static component of ground motion

is used for a real-time mapping of the slip distribution on the fault

plane, providing reliable magnitude estimates and allowing for a rapid

characterization of the extension of the source.

Both strategies provide an extended image of the ongoing seismic phe-

nomena and are aimed at improving the prediction of large scale e�ects

of strong earthquakes. The ground shaking maps can be used in real-

time for the prompt activation of emergency procedures and in the

immediate post-event emergency phase for an e�cient planning of the

rescue operations.

Within the whole thesis a few insert box are included, which are aux-

iliary to the main text and essentially contain further details about

methodological and theoretical aspects. Finally, an appendix contains

supplementary analysis to support results and conclusions of the main

text.

13
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PART I
The Tohoku-Oki Event: a

Case-Study for Early
Warning

The mega-thrust, 2011 Tohoku-Oki earthquake has re-opened the dis-

cussion about the e�ectiveness of Earthquake Early Warning systems

for such large events. For this earthquake, the complexity of the rup-

ture process played a key role for the real-time magnitude estimate and

the limitations of the standard approaches have become evident after

the experience of this event. The initial magnitude released by the

Japan Meteorological Agency was signi�cantly underestimated (M 4.3)

and only about two minutes after the earthquake occurrence it was in-

creased to the value of M 8.1.1

The following two chapters are dedicated to the Tohoku-Oki earthquake.

First, the main features of the source process are summarized. The im-

ages of the rupture evolution and the space-time variation of the slip

on the fault plane are then discussed in order to point out the complex

features of the rupture process.

In the second chapter, after a brief introduction to the problem of

real-time magnitude estimate, we investigated the suitability of existent

Earthquake Early Warning methodologies and empirical regression laws

for the Tohoku-Oki earthquake. During this event, the dense strong-

1See Hoshiba et al. 2011 for a detailed reconstruction of the Earthquake Early
Warning announcements released by Japan Meteorological Agency.
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motion networks deployed across Japan provided seismic observations

over wide ranges of distances and azimuths from the source, with a high

signal-to-noise ratio up to several hundred kilometers from the source.

We have no experience of any other giant earthquake with such a high

quality and number of records. The Tohoku-Oki event thus represents

a unique opportunity to check the extension of present methodologies

up to giant earthquakes, to bring out their limits and to propose new

strategies to overcome such limitations.

Within the second chapter, an evolutionary approach for the rapid mag-

nitude estimate of a large event is proposed and tested for this single

case.2

2The analyses presented in the following two chapters are extracted from:
Maercklin, N., Festa, G., Colombelli, S. and Zollo, A (2012). Twin ruptures grew
to build up the giant 2011 Tohoku, Japan, earthquake, Sci. Rep. 2, doi 10.1038/s-
rep00709.
Colombelli, S., Zollo, A., Festa, G. and Kanamori, H. (2012). Early magnitude
and potential damage zone estimates for the great Mw 9 Tohoku-Oki earthquake,
Geophys. Res. Lett. 39, doi 10.1029/2012GL053923.

16



Chapter 1

The 2011, M 9.0 Tohoku-Oki
Earthquake

1.1 Outline of the earthquake

The giant Tohoku-Oki earthquake occurred on March 11th, 2011 at

05:46:24 UTC at 38.297◦N , 142.372◦E and depth = 30 km (USGS

Agency information) near the east coast of Honshu, Japan, on a crustal

portion of the subduction zone at the boundary between the Paci�c

and Okhotsk (North American) plates (Figure 1.1). In this region the

overriding continental plate is dragged down by the subducting Paci�c

plate (Ito, Yoshioka, and Miyazaki 2000).

Large earthquakes have struck the northeast Honshu island also in the

recent past, reaching magnitudes as large as M 8.2 (Hashimoto et al.

2009). These events originated in the deepest part of the seismogenic

zone along the descending slab (at 30-50 km depth), such as the case

of the 1978, M 7.6, Miyagi-Oki earthquake. A magnitude 9.0 event,

however, sounded as almost unexpected for this zone of the Japan slab

(Stein and Okal 2011).

The USGS's W-phase moment tensor inversion and �nite fault model

solutions suggest a mega-thrust earthquake (strike 193◦, dip 14◦, rake

81◦) rupturing an area of about 300x150 km, with a cumulative seismic

moment of 4.42x1022 Nm. Slip models indicate that the fault moved

upwards of 30-40 m with a permanent horizontal displacement exceed-

ing 4 m at the closest coastal station and signi�cant ground motion up

17
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Figure 1.1: Earthquake
source region. Map of
the Japan region showing
the event epicenter from the
Japan Meteorological Agency.
The background image is the
bathymetry, with blue colours
indicating deeper sea bottom
and dashed contours showing
the depth to the subducting
plate. The main source regions
S1, S2, and S3 and the used
accelerometer stations (trian-
gles) are also shown. [After
Maercklin et al. 2012.]

to 300 km from the hypocenter (Simons et al. 2011).

1.2 Twin ruptures for the giant earthquake

The closest station, MYG011, where a peak ground acceleration of

about 1 g has been recorded, clearly displays two main high-frequency

transients (Koketsu et al. 2011; Meng, Inbal, and Ampuero 2011).

These are delayed about 50 seconds from each other, and the second

wave packet has the same peak amplitude but a larger duration than

the �rst one (Figure 1.2a).

The relatively long time separation and the similar peak amplitudes

on near-�eld accelerograms suggest that the second phase is due to

a radiating seismic source rather than to secondary or multi-path ar-

rivals related to wave propagation. The band-pass �ltered displace-

ment records con�rm the evidence for two main phase arrivals, here-

after referred to as S1 and S2. These two large-amplitude phases can

be clearly identi�ed in the whole distance range on the time versus

distance seismic section of displacement records (Figure 1.2b), show-

18
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Figure 1.2: Waveform data. (a) Recorded acceleration waveforms at station
MYG011, and vertical (UD) component of band-pass �ltered displacement record
(bottom trace). Green and red bars show theoretical P -wave, S1- and S2-wave
arrival times. (b) Band-pass �ltered and amplitude-normalized vertical-component
displacement records, sorted by distance from the epicenter. The red lines approx-
imate the arrivals of the phases S1 and S2, and the slopes of the red lines indicate
an S-wave velocity of 3.7 km/s. Time is in seconds after 05:46 UTC on 11 March
2011. [After Maercklin et al. 2012.]

ing that both phases propagated at a velocity close to the average shear

wave speed in the crust (3.7 km/s). Therefore, and because of their

linear polarization, the phases can be interpreted as S-wave pulses ra-

diated during the initial stage of the Tohoku-Oki earthquake rupture

from two distinct sources.

1.3 Frequency dependent slip radiation

Kinematic models obtained from inversion of geodetic, strong-motion,

teleseismic and tsunami data revealed a complex rupture propagation,

with a frequency dependent radiation (Ide, Baltay, and Beroza 2011).

Tsunami, geodetic and teleseismic data indicate an anomalously large

slip at shallow depths in the trench vicinity (Koketsu et al. 2011; Lee
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et al. 2011; Romano et al. 2012). High frequency radiation around 1

Hz was inferred to be generated in the deeper regions of the plane,

beneath the Japanese coast (Ishii 2011; Kurahashi and Irikura 2011).

The images of the earthquake rupture evolution as inferred from back-

projection of wave amplitudes of teleseismic records (e.g., Yoshida,

Miyakoshi, and Irikura 2011; Ide, Baltay, and Beroza 2011) show that

the �rst two sources activated almost in the same area of the subduct-

ing Japan slab, nearby the hypocentral region, about 80 km eastward

o� the Sendai coast, producing most of the earthquake moment release

within the �rst 100 seconds of the rupture. On the other hand, late,

less energetic, sources have been activated after about 100 seconds and

200-300 km south east of the hypocentral area.

The modelling of strong-motion records, in terms of high frequency ra-

diating sources, con�rms this evidence, with the most energetic sources

being located nearby and westward of the earthquake epicenter (Ku-

rahashi and Irikura 2011).

The behaviour of the rupture in the intermediate frequency range was

proven to show some complications when kinematic models are ob-

tained from backprojection of teleseismic data (Koper, Hutko, and Lay

2011; Meng et al. 2012).

To model the space-time variation of the earthquake fault slip in the

intermediate frequency range and estimate the associated slip amount,

Maercklin et al. (2012) developed and applied a backprojection tech-

nique to local strong-motion data, �ltered in three frequency bands

(0.05-0.1 Hz, 0.1-0.2 Hz, and 0.2-0.4 Hz). Figure 1.3 shows the cu-

mulative slip of the entire rupture for the three investigated frequency

bands. Most of the slip is released in the 0.05-0.1 Hz band, in which

the slip distribution is dominated by three main large-amplitude source

regions (S1, S2, and S3). The �rst one is located southwest and clos-

est to the hypocenter, exhibits slip amplitudes of up to 25 m, and is

responsible for the S1 phase. The second, largest source corresponds

20
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Figure 1.3: Slip distribution. Colour-coded �nal slip distribution obtained
from backprojection in di�erent frequency bands. Frequencies and the respective
colour scale are given below each image. [After Maercklin et al. 2012.]

to the S2 phase and is located in northeastern, up-dip direction from

the hypocenter, nearby the oceanic trench. In the studied frequency

band, the S2 source is imaged in a rather small area of about 100x50

km, and it shows maximum slip values as large as 50 m, which pre-

sumably contributed to the generation of extremely high amplitude

tsunami waves. The third strong source, S3, with a slip amount of

about 40 m, is located 200 km southwest, on the deeper portion of

the slab and close to the coast. The seismic phase associated with

this source region is not as clearly visible as those of the previous two,

because it is hidden by the dominant S2 phase for most of the stations

along the section (Honda et al. 2011).

Going to higher frequency bands, a very similar image is obtained in

the intermediate band 0.1-0.2 Hz, whereas the image from the highest-

frequency data (0.2-0.4 Hz) shows a more chaotic distribution, with

the largest values in the northern half of the rupture area and located

in the vicinity of the source regions of largest slip seen in the lower-

frequency images. From one frequency band to the consecutive, higher

one, the results show a decrease in maximum slip amount in one or-

der of magnitude (50 m, 6.5 m, and 0.5 m, respectively). The total

moment released on the entire fault plane within each frequency band

corresponds to respective moment magnitudes Mw of 8.8, 8.3, and 7.8.
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Figure 1.4: Rupture evolution and moment rate. (a) Time slices of the
rupture evolution for the 0.05-0.10 Hz band in 15-second intervals. Coordinates
are in km (UTM grid). (b) Moment rate functions for the three frequency bands
obtained from the rupture time slices. [After Maercklin et al. 2012.]

1.4 Time evolution of the rupture process

The space-time evolution of the slip function has been tracked by Maer-

cklin et al. (2012), by repeating the backprojection imaging in a sliding

time window, in the three frequency bands (0.05-0.1 Hz, 0.1-0.2 Hz,

and 0.2-0.4 Hz). Figure 1.4a shows the evolution of the rupture as a

function of time for the 0.05-0.1 Hz frequency band (i.e., the range

where most of the slip has been released). The snapshot images re-

veal that during the �rst 60 seconds the giant earthquake grew up as

twin ruptures mainly developing bilaterally, almost along-dip within a
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100 km wide slab stripe. A rather slow (less than 2 km/s) bilateral

rupture in east-southeast and west-northwest directions away from the

hypocenter is observed, leading to a nearly simultaneous activation of

the source regions of the two phases S1 and S2.

The S1 source is activated down-dip the hypocenter, extends in a small

stripe of almost 100 km downward toward the coast and lasts for almost

60-75 s, slightly deepening as time goes on. In the same time window,

the propagation is dominantly upward along the slab interface, toward

the oceanic trench. The phase S2 seems to be associated with a distinct

source, produced by the delayed rupture of an about 15 km deep,

strong asperity, generating large slip amplitudes at shallow depths.

Also S2 source deepens between 45 and 90 s, breaking an adjacent

stripe northward the hypocenter. The breaking of the S2 asperity

near the ocean bottom has subsequently triggered the almost unilateral

rupture propagation to the southwest, in a direction parallel to the

trench. During this stage the rupture propagated along a distance of

about 300 km from S2 at a higher rupture speed (∼3 km/s).
A third source, S3, then radiated close to the southern limit of rupture

zone and at a greater depth than S1 and S2. Finally, the rupture came

to arrest at this deeper part of the slab, and the total rupture duration

was about 160 seconds.

In terms of moment release, 70% of the total seismic moment has been

released in a relatively small area of 150x150 km near the hypocenter,

covering just about 30% of the total ruptured area. Separate moment

magnitudes for the three sources S1, S2, and S3 are Mw 8.1, Mw 8.4,

and Mw 8.2, respectively. The peak slip rates are 0.9 m/s at S1, 1.3

m/s at S2, and 1.5 m/s at S3. The rupture duration of each source is

about 60 s, and evidence of repeating slip of the source S1, has been

found by Maercklin et al. (2012), consistently with what has been found

by Lee et al. (2011) using teleseismic, local seismic and geodetic data.
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Chapter 2

Early magnitude estimate
for the Tohoku-Oki

earthquake

2.1 The concept of real-time magnitude es-
timate

In the framework of Earthquake Early Warning (EEW) applications,

among the real-time operations, the magnitude estimate is one the

most critical issues. Event detection, location, ground motion predic-

tion and alert noti�cation are essentially practical problems, related to

the development of reliable and e�cient algorithms. On the contrary,

since the rupture process of earthquakes has not yet been fully un-

derstood, the magnitude estimate represents an unsolved, conceptual

issue, as well as a complex problem from a practical point of view. The

computation of magnitude requires the knowledge of the average slip

on the fault plane and of the extension of the plane itself. One should

therefore wait until the rupture propagation has �nished to measure

the �nal quantities of the whole process.

In Earthquake Early Warning Systems (EEWS) the early portion of

recorded signals is used to characterize the �nal size of the event. The

magnitude estimate is based on empirical relationships between the

earthquake size and parameters measured in the early portion of P-

and S-wave trains (see Box 2.1). For small-to-moderate events (up

to M ∼ 7), the fracture process is concluded within a few seconds
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and therefore there are no concerns on the e�ectiveness of EEWS for

the real-time magnitude prediction. In the case of large earthquakes

(M > 7), instead, the magnitude estimates are done during the early

stage of the fracture process, while the rupture is still ongoing. The

behaviour of the rupture may be rather complex, in terms of space-time

evolution and of frequency dependency, as it was found in the case of

the Tohoku-Oki earthquake (Chapter 1). Whether and how the �nal

magnitude can be predicted in real-time, while the source complexities

are unknown, is an open debate.

Beyond the theoretical aspects, the ability to correctly distinguish a

small shock from a large event from the �rst observations is a crucial

feature of an EEWS and plays a key role in the rapid assessment of

the earthquake's damaging potential.

2.2 Evidence for the parameter saturation

Among the empirical scaling relationships which are generally used

for EEW applications, one of the most stable and robust correlation

is the observed scaling between the initial peak ground displacement

(Pd) (measured within 3 seconds from the P-wave arrival) and the

�nal Peak Ground Velocity (PGV ), at each recording site (Wu and

Kanamori 2005b; Wu and Kanamori 2008a; Wu and Kanamori 2008b;

Zollo et al. 2010, see also Box 2.1 for the parameter de�nition). We

analyzed 546, 3-component strong-motion accelerometer records for

the Tohoku-Oki earthquake, in the distance range R 120÷530 km from

the epicenter. We measured Pd in a 3-second P-wave Time Window

(hereinafter PTW) and studied its correlation with the �nal PGV , as

it is usually done for this two parameters.

The top-left panel of Figure 2.1 shows the observed values of Pd and

PGV with respect to the scaling relationship of Zollo et al. (2010). For

this earthquake, all data points signi�cantly depart from the expected

trend. The PGV values are measured along the entire signal and
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Figure 2.1: Pd vs. PGV for di�erent PTWs. The �gure shows the observed
values of Pd vs. PGV for di�erent P-wave time windows, with respect to the
expected trend, as proposed by Zollo et al. (2010).
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therefore do not depend on the time window adopted. On the contrary,

the Pd values, measured within a 3-second time window, are much

smaller than those expected for this event. However, as the PTW

increases, Pd values increase and all data points progressively move

toward the expected trend. Finally, when a 24-second PTW is used,

most of data are consistent with the trend.

It is worth to note that the number of data points decreases as the

time window increases. Since the empirical relationship between Pd

and PGV is calibrated using P-wave data only, it is important to avoid

the S-wave contamination while increasing the PTW. To this aim, we

computed the theoretical S-wave arrival times at all the stations and

excluded from our analysis those for which the estimated S-wave arrival

occurred within the considered PTW. While expanding the PTW, the

closest stations are thus excluded one by one during the analysis.

The previous observation is a direct evidence for the saturation e�ect

of EEW parameters for large earthquakes. The saturation is a well

known problem and has been extensively discussed among literature

(Kanamori 2005; Rydelek and Horiuchi 2006; Rydelek, Wu, and Hori-

uchi 2007; Zollo, Lancieri, and Nielsen 2007). It is due to the use of

a few seconds of the P-wave which cannot capture the entire rupture

process of a large earthquake (Festa, Zollo, and Lancieri 2008). Longer

PTWs are required to characterize the size of a large event.
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Box 2.1: EEW parameters and scaling relationships

Zollo, Lancieri, and Nielsen
(2006) showed that the low-
pass �ltered, peak displace-
ment amplitude of initial P-
and S-wave signals correlates
with the earthquake magni-
tude. The initial peak ampli-
tude (Pd) can be measured
on the single vertical compo-
nent or on the modulus of
the displacement vector. In
both cases the functional de-
pendence of the peak ampli-
tude follows a general attenuation relationship of the form:

log (Pd) = A+B ·M + C log (R) (2.1)

where M is the magnitude, R the distance and A, B and C are coe�cients
derived through a best-�t regression analysis. Hereinafter we will adopt the
initial P-peak amplitude of the vertical component and will refer to it as Pd.

An alternative magnitude estimate can be obtained using period parameters,
which are pretty independent on the distance. Kanamori (2005) de�ned the
Average Period (τc) of the �rst seconds of P-wave signal as:

τc = 2π ·

√∫ τ0
0
u2(t)dt∫ τ0

0
u̇2(t)dt

(2.2)

where u(t) is the ground displacement and τ0 is usually set at 3 seconds
after the arrival of the P-wave. By measuring τc in seconds Zollo et al. (2010)
determined the relationship between the Average Period and magnitude. They
found:

log (τc) = 0.21M − 1.19 (2.3)

The gray box in the above �gure shows the initial portion of P-wave signals
on velocity and displacement records, which are used to measure Pd and τc.

In addition to the event magnitude, the estimate of the expected ground
shaking at target sites is another relevant piece of information to be provided
in real-time. To this aim, by measuring PGV is in cm/s and Pd in centimeters,
Zollo et al. (2010) obtained an empirical relationship:

log (PGV ) = 0.73 · log (Pd) + 1.3 (2.4)

which allows estimating the expected shaking at each site, once that the initial
displacement amplitude is measured.
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2.3 Suitability of the existing methodolo-
gies

The existing methodologies and the empirical regression relationships

which are currently adopted for EEW applications may not be suita-

ble for such giant events. Their validity, indeed, is limited to certain

conditions, which we brie�y summarize below:

• the empirical regression laws relating EEW quantities and source

parameters were derived and validated using databases limited in

magnitude (up toM 7-7.5; Allen and Kanamori 2003; Olson and

Allen 2005; Wu and Kanamori 2005a; Wu and Kanamori 2005b;

Wu and Kanamori 2008b; Zollo et al. 2010), which are well below

the M = 9 value of the Tohoku-Oki event;

• the coe�cients of the regression relationships were calibrated us-

ing the initial amplitude in a �xed P-wave time window of 3-4

seconds. The coe�cients may not be suitable for longer PTWs

and a re-calibration of the empirical relationships could be nec-

essary;

• the regression relationships among EEW parameters and source

parameters have been generally applied up to 50-60 km of hypocen-

tral distance, approximately covering the area in which the da-

maging e�ects of a moderate-to-large earthquake are expected.

Such a distance range is too restricted for the Tohoku-Oki earth-

quake, that was felt as �very strong� up to about 300 km from

the source (Hoshiba et al. 2011).

• for real-time applications a causal 2-pole Butterworth, high-pass

�lter with a cut-o� frequency of 0.075 Hz is usually applied to re-

move undesired long-period trends and baselines introduced by

double integration (Boore, Stephens, and Joyner 2002). While

removing the arti�cial distortions, the �lter also reduce the low
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frequency content of the recorded waveforms and may change

the scaling between early measurements and the �nal magni-

tude. Zollo et al. (2010) have shown that this cut-o� frequency

preserves the scaling of the EEW parameters with magnitude in

a broad range (M 4 ÷ 7). Whether the scaling is preserved for

giant earthquakes has not yet been veri�ed.

Our �rst purpose is thus to investigate the reliability of existing EEW

methodologies and empirical regression relations for the Tohoku-Oki

earthquake.

2.4 Preliminary analysis

We performed a preliminary study to evaluate the joint e�ect of the

high-pass �ltering and of the expansion of the PTW on the Tohoku-

Oki records. In particular, we measured two EEW parameters, the

initial peak displacement (Pd) and the average period (τc) (see Box

2.1). Acceleration waveforms are single and double integrated to get

velocity and displacement respectively and the high-pass �lter is �nally

applied after the double integration.

We selected some sample accelerograms (spanning the whole analyzed

distance range) and tested 80 combinations of cut-o� frequency and

PTW, from 0.001 Hz to 0.07 Hz and from 3 to 30 s, respectively (Ta-

ble 2.1). As previously explained, while expanding the time window,

those stations for which the estimated S-wave arrival occurs within the

considered PTW have been excluded one by one during the analysis.

Furthermore, in order to compare the average Pd values for di�erent

PTW (s) 3 6 9 12 15 18 21 24 27 30

Freq. (Hz) 0.001 0.003 0.005 0.007 0.01 0.03 0.05 0.07

Table 2.1: List of di�erent P-wave time windows and cut-o� frequencies used.
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stations, these have to be corrected for the geometrical attenuation

e�ect. Using an independent dataset of Japanese, Taiwan and Italian

earthquakes (3552 records corresponding to 296 events in the range of

magnitude 4 < M < 8.4 and distance R < 200 km) and through a

linear regression analysis, we derived the coe�cients of the following

attenuation relationship:

logPd = −3.59 (±0.09)+0.73 (±0.091) ·M − 1.14 (±0.05) · logR (2.5)

where Pd is measured in centimeters, M is the magnitude and R is

the hypocentral distance in kilometers. These coe�cients were used

to correct the displacement for the distance e�ect and to normalize all

the measured values to a reference distance of 100 km.

Figure 2.2a,b shows the average Pd and τc values as a function of the

cut-o� frequency for di�erent PTWs. Log(Pd) and log(τc) show a simi-

lar trend with frequency: for both parameters, the greatest values are

associated to small cut-o� frequencies and large PTW. Both parame-

ters almost scale linearly with the cut-o� frequency for each considered

time window. This behaviour suggests that, independently from which

�lter is adopted, log(Pd) [or log(τc)] may be used for estimating the

magnitude, provided that the proper scaling coe�cients are obtained

from the data. For the sake of uniformity with previous works and

since the empirical relationships used in this work have been obtained

with a 0.075 Hz cut-o� frequency, we decided to maintain this value

for the �ltering operation.

2.5 Expanding the P-wave Time Window

Once we have established the cut-o� frequency to be used, we mea-

sured the EEW parameters using di�erent PTWs, from 3 to 60 s for

all the available records, with the same procedure as discussed above.

The purpose is now to understand whether the problem of magnitude

underestimation due to the parameter saturation may be overcome
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Figure 2.2: Average
Pd and τc values as
a function of cut-
o� frequency and
PTW. Log(Pd)(a) and
log(τc) (b) generally
increase with long
PTWs and decrease
with high cut-o�
frequencies. For both
parameters, the trend
with frequency is
almost linear and
is approximately
represented by the
dashed lines. [After
Colombelli et al.
2012a.]
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using appropriate PTWs and if the empirical regression relations re-

lating EEW parameters and magnitude are still valid for this event.

The saturation e�ect on Pd and τc measurements in short PTWs is well

evident from data. Figure 2.3a,b shows the mean value and standard

deviation of Pd and τc within progressively increasing time windows

measured after the �rst P-arrival. Again, data possibly contaminated

by the S-wave arrival have been excluded and the Pd estimates have

been corrected for the distance e�ect, according to Equation (2.5). As

for the peak displacement (Figure 2.3a), it regularly increases with

the PTW, reaching a plateau at about 25-30 s, this corresponding to

hypocentral distances greater than 240 km. From equation (2.5), the

mean value of magnitude for PTW≥ 30 s isM = 8.4±0.2. The average

period (Figure 2.3b) shows a similar behaviour although the errors on

measurements at each PTW are much larger than those found for the

peak displacement. τc increases with the PTW and becomes constant
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Figure 2.3: Average
values of Pd (a) and
τc (b) as a function of
the PTW. Error bars
are the standard deviation
associated to each value;
the gray number close to
each point is the number
of stations used for each
time window. For each
plot, the corresponding
magnitude scale (from
Equations 2.5 and 2.3) is
also represented. The �nal
saturation level (PTW
≥ 30 s) is shown by the
gray dashed lines. [After
Colombelli et al. 2012a.]

after 25-30 s at a mean value which again corresponds toM = 8.4±0.2

according to Equation 2.3. In both plots, error bars represent the stan-

dard deviation associated with each value; they depend on the scatter

of the measurements but also on the number of observations, which de-

creases with increasing PTW. The �nal values of magnitude estimated

from Pd and τc are consistent within error bars, suggesting that more

robust estimations can be obtained by the combined use of amplitude

and period parameters.

2.6 Real-Time Analysis

The available PTW at each time step and recording site depends on

the P-wave propagation and on the apparent velocity through the seis-

mic network. To use our approach in real-time EEW applications, we

reordered Pd and τc measurements as a function of time from the event

origin time, as it is usually done in EEWS. While maintaining the idea

of the expanding PTW, we considered the delayed P-wave arrival time

as a function of distance. In the previous analysis we used the same
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Figure 2.4: Real-time
evolution of Pd (c) and
τc (d) as a function
of time from the ori-
gin time. In each plot,
gray circles are the stan-
dard average values while
triangles are the result of
the weighted average com-
putation. Each weight is
proportional to the square
of the PTW. For each plot,
the corresponding magni-
tude scale is also repre-
sented. [After Colombelli
et al. 2012a.]

PTW for all the stations; here, instead, we use the maximum PTW

available for each triggered station, i.e., the time interval between the

observed P-wave arrival time and the theoretical S-wave arrival time.

In this way all the stations contribute to the measurement, with shorter

PTWs for nearby stations and longer PTWs for more distant stations.

Results obtained from this analysis are plotted in Figure 2.4a,b (gray

circles) and show that the general trend of average Pd and τc is simi-

lar to that of Figure 2.3a,b, both parameters providing evidence for

saturation around 50 s from the origin time.

A possible risk when averaging values resulting from windows with

di�erent lengths is that stations with short PTWs can provide a mag-

nitude underestimation, thus a�ecting the mean value. In order to re-

duce this e�ect, at each considered time step we computed the weighted

averages of Pd and τc, with a weight proportional to the square of the

window length (dark triangles). With this approach, we found a sig-

ni�cant increase of the initial average values of Pd, while the e�ect is

less evident on τc, being probably hidden by the intrinsic larger vari-

ability of this parameter. As expected, when a few number of stations

(all with short P-wave time windows) is considered, there is no clear
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di�erence among average and weighted average. As the number of sta-

tions increases, the di�erence becomes more evident. In both cases,

however, the �nal average magnitude values are consistent with the

results of the o�-line analysis.

2.7 Discussion

The evolutionary estimate of Pd and τc as a function of the PTW

showed that the existing methodologies and regression relationships

commonly used for EEW applications can be extended even to the

giant Tohoku-Oki earthquake, provided that appropriate time and dis-

tance windows are selected for the measurements. We found that Pd

and τc are indeed largely underestimated when a small PTW is used (a

few seconds) while stable and consistent values are obtained for PTW

exceeding 25-30 s. Both Pd and τc estimate an earthquake magnitude

M > 8 when using large PTWs (> 25 s), although uncertainties in

magnitude estimate from Pd (± 0.3) are signi�cantly smaller than the

uncertainties from τc (± 1.0).

As for the magnitude estimate, both Pd and τc exhibit a saturation

e�ect and provide a magnitude value of M = 8.4. Since the �nal

earthquake magnitude is 9.0, does this smaller value re�ect the mag-

nitude of the early portion of the event or is it an artefact due to

uncertainties in the empirical regression laws and/or to measurement

procedures?

As discussed in Chapter 1, kinematic inversions for this earthquake

have shown a complex frequency dependent rupture history, with as-

perities radiating energy with di�erent frequency content at di�erent

locations. The three principal peaks of the moment rate function have

been interpreted as di�erent slip episodes. The observed parameter

saturation beyond 30 s probably corresponds to the end of the �rst rup-

ture episode. Since the second rupture episode appears to be de�cient

in high-frequency (>0.05 Hz) energy radiation, we therefore suggest
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that the 0.075 Hz high-pass �lter used for the evolutionary estimate of

Pd and τc captured the energy from the �rst event while �ltering out

the prominent energy emitted from the second one, thus leading to a

smaller magnitude (8.4), when compared to the �nal earthquake size.

For the practical real-time implementation of our methodology, we

proposed the use of the maximum PTW available for each triggered

station, i.e. the time interval between the observed P-wave arrival time

and the theoretical S-wave arrival time. We correct the underestima-

tion of magnitude due the inadequacy of the PTW considered, based

on the weighted average computation of both parameters.

This study suggests that records at distances up to several hundred

kilometers from the earthquake epicenter help in constraining the mag-

nitude estimate obtained from near-source data. However, the max-

imum distance to be considered needs to be properly de�ned as a

function of the signal-to-noise ratio, which decreases with epicentral

distance and event size. Automatic selection of the proper PTW can

be achieved, for example, by increasing the PTW until both Pd and τc

parameters stabilize, i.e., until no signi�cant variations are observed.

In order to account for the uncertainties on Pd and τc, appropriate

strategies to combine these two parameters could be adopted, such as

Bayesian probabilistic approaches as proposed by Lancieri and Zollo

(2008). Furthermore, an initial location of the hypocenter is required,

in order to correctly estimate the S-wave arrival time, and to exclude

data at stations for which the S-waves are expected to arrive within

the selected PTW.
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PART II
From the Observations to a

Physical Model for the
Rupture Beginning

In the previous chapter we introduced an evolutionary approach for the

rapid magnitude estimate, based on the progressive expansion of the

P-wave time window. The methodology has been applied to the single

Tohoku-Oki earthquake and has provided evidence for the Early Warn-

ing parameter saturation in a 3 second time window. While for small-

to-moderate earthquakes several authors have shown that such a time

window is enough for a correct evaluation of the size, for this magni-

tude 9.0 event, a minimum time window of 25-30 seconds is needed to

get stable magnitude estimates.

In light of this result, relevant conceptual questions immediately arise:

is there a minimum time beyond which the �nal magnitude of an earth-

quake can be predicted? If this time does exist, is it related to the

physics of the rupture process?

In this part of the thesis we explore the evolutionary approach, based

on the expansion of the P-wave time window, using a larger number of

earthquakes, including small, moderate and also large events. We an-

alyze the time evolution of two Early Warning parameters (the initial

peak displacement amplitude and the average period), measured along

the initial portion of P-wave signals. Our purpose is to understand
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whether their time evolution is related to the rupture process and to

develop a physical model to justify the observed behaviour of these pa-

rameters.1

1The analyses presented in the following two chapters are extracted from:
Colombelli, S., Zollo, A., Festa, G. and Picozzi, M. Small and large earthquakes:
evidence for a di�erent rupture beginning, submitted to Nature Communications.
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Time evolution of Early
Warning parameters

3.1 Database description and method

Most of the previous studies on the beginning of waveforms analyzed

either few earthquakes recorded at a limited number of stations or

earthquakes belonging to the same sequence. In such conditions, it can

be di�cult to recognize and clearly discriminate between source and

propagation e�ects which can both in�uence the initial shape of signals.

In this study we used a larger, high-quality, dataset of 43 moderate-to-

strong Japanese events, spanning wide magnitude and distance ranges

(M 4 ÷ 9; R 0 ÷ 500 km). We analyzed a total of 7514, 3-component

waveforms, recorded at 1208 stations. The data set includes di�erent

types of fault mechanism with events that are distributed in depth

between 5 and 60 km. Among the 12 earthquakes with M ≥ 6.0

we included the 2003, M8.0 Tokachi-Oki event and the 2011, M9.0

Tohoku-Oki mega-thrust earthquake. The full list of analyzed events

is provided in Table A.1. Figure 3.1a shows the stations used and the

epicenters of the selected events; data histograms and distributions are

shown in panels b,c,d.

We manually picked the P-wave onset time on each vertical component

of accelerometer records. A total number of 13.841 waveforms have

been manually picked. The displacement waveforms are obtained from

acceleration records through a double integration operation and a high-
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Figure 3.1: Event map and data histograms. (a) The map shows the distri-
bution of stations used in this study (small green circles) and the epicentral location
of the 43 selected events (coloured stars). The size of the star is proportional to
the magnitude and the color represents the source depth. (b) histogram of the
number of earthquakes as function of magnitude. (c) distribution of magnitude as
a function of depth for the selected events. (d) distribution of records as a function
of distance for di�erent magnitude classes.

pass �lter, with a 0.075 Hz cut-o� frequency. Following the approach

proposed in Chapter 2, we measured the peak displacement amplitude

on the �ltered P-wave signals (Pd) and the average period (τc) over

progressively expanding PTWs, starting from 0.05 s after the P-wave

onset time and until the expected arrival of the S-phase. For each

event we obtained the logarithm of Pd vs. PTW curve (hereinafter

LPDT curve) and the logarithm of τc vs. PTW curve (hereinafter

LTCT curve) by averaging all the available data at each time window

(typically more than 100 records). Before computing the average, the

observed Pd values at di�erent stations have been corrected for the

geometrical attenuation e�ect. For earthquakes with M < 7 we used

only data up to a maximum hypocentral distance of 200 km, while for

M ≥ 7 events we included records up to 500 km. The computation is
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Figure 3.2: Average LPDT and LTCT curves for all analyzed events. The
color scale represents the event magnitude and the Pd values have been corrected
for the distance e�ect, before computing the average.

stopped when less than 5 stations are available in the PTW, or when

the PTW reaches a prior determined time limit, whichever condition

occurs �rst. To avoid the S-wave contamination when increasing the

time window, we excluded from the average all the stations for which

the expected S-wave arrival time occurs within the considered PTW.

Other details of data processing are provided in Section A.2.

3.2 Pd and τc vs. time: overall results

Figure 3.2 shows the LPDT and LTCT curves for each of the analyzed

event. The visual inspection of the curves reveals the main features of

the two parameters, which are brie�y discussed below:

• both for Pd and for τc, the shape of the curves is similar for all

the events, independently on the magnitude;

• both for Pd and for τc, the mean level of the whole curve increases

with increasing magnitude;
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• for all the analyzed events the LPDT curve starts from small

values and then progressively increases with time until a �nal,

stable value is reached. The �nal plateau level generally increases

with magnitude;

• the LTCT curves do not show a clear time dependence. The

mean value of each curve generally increases with magnitude,

but an unstable behaviour with time is observed;

• a short, unstable initial phase (i.e., few seconds) on the LTCT

curves is observed. Since the period parameter is computed as a

�nite integral over a time window, this unstable behaviour could

be related to the computation process.

3.3 Pd vs. time: a deeper look at the curve

From the plots of Figure 3.2, it appears evident that both Pd and τc

carry information on the event size. Among the two parameters the

peak displacement amplitude has a clear and stable time evolution,

while the period parameter shows an unstable behaviour, di�cult to

interpret. Since our goal here is to understand if these two parameters

are related to the rupture process, we will therefore focus the stable

Pd parameter for the following analysis.

A deeper look at the Pd evolution allows to identify three distinct

parts on the LPDT curves: an initial increase, a �nal plateau level and

an intermediate, transition part among these two. To reproduce the

observed shape we modelled the LPDT curves using a piecewise linear

function (Figure 3.3), which is the simplest model to �t the whole

curve, while keeping the three distinct parts.

For each event we �t the data and determined 5 parameters: the corner

time of the �rst and second straight line (T1 and T2, respectively), the

slope of the two lines (B1 and B2, respectively), and the �nal plateau
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Figure 3.3: Fit model and example of LPDT curve for three representa-
tive events. (a) schematic representation of the piecewise linear �tting function.
(b,c,d) Example of LPDT curve for three representative events. The y-axis repre-
sents the average of logarithm of Pd, obtained by using all the available data at
each time, after correcting individual values for the distance e�ect (Equation A.2
of Supplementary Information). Gray circles are the observed data with the asso-
ciated ±1σ error bars (dashed lines). The solid line is the best �t function and the
dark squares mark T1 and T2 times.

level (PL). Examples of �tted curves for three representative events

are shown in Figure 3.3.

We then looked at the scaling of the �t parameters with magnitude

to �nd out similarities or di�erences among the events. While doing

that, we also identi�ed di�erent factors that might have in�uenced the

shape of the LPDT curves. The earthquake depth, for example, may

impact source processes and frictional properties, thus a�ecting our ob-

servation about the evolution of P-wave peak displacement with time.

Among the other factors, the high-pass �ltering operation and the

propagation e�ects related to crustal structure, geometrical spreading

and anelastic attenuation are the most relevant. We performed di�er-

ent tests and separately investigated the in�uence of these factors on
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the analysis (see Section A.3). We did not �nd any clear evidence that

neither the source depth nor the other e�ects are responsible for the

observed trends of �t parameters with magnitude.
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Peak displacement
amplitude vs. time:

observed trend, scaling and
physical interpretation

4.1 Scaling of T2, B2 and PL with magni-

tude

For a single station, the far-�eld source kinematic models indicate that

the Pd vs. time curve reproduces the shape of the apparent source

time function (Aki and Richard 2002). By averaging Pd among many

stations, distributed over azimuth and distance, the resulting function

approximates the Moment Rate Function (MRF).

We found that T2 and PL scale with magnitude (Figure 4.1), which is

an a posterior validation of the hypothesis that averaged LPDT curves

approximate the MRF. The observed scaling of T2 with magnitude

suggests that the saturation time of LPDT curves can be also used

as a proxy for the source duration. Assuming that the LPDT curve

approximates the MRF, we would expect T2 to be comparable to the

half duration of the source. The immediate implication, is that the

measurement of T2 can provide an approximate estimate of the exten-

sion of the source. In the context of EEW applications, this can be

a relevant piece of information to provide, although further considera-

tions about the use of the LPDT curves for EW purposes are discussed
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Figure 4.1: Fit parameters
T2, B2 and PL vs. magni-
tude a) Second corner time of
the linear piecewise �t model
(T2), in a log-linear scale. b)
Slope of the second line piece
of the �t model (B2) as a func-
tion of magnitude for all the
analyzed events, in a linear
scale. c) Saturation level (PL)
of the LPDT curve for each
event. The saturation level is
measured at the time T2. In
each plot, the color scale indi-
cates the number of data used
for the average computation at
the time T2. In panels a and
b, the solid gray line shows the
linear best �t function and the
thin dashed lines are the 95%
con�dence interval for new ob-
servations, given the existing
�t to the data. Error bars on
individual data points are also
shown in the plot (only the
largest errors are visible).

in Section 4.5.

While the scaling of T2 and PL with magnitude is evident from the

plot, the slope of the second line (B2) does not show any clear trend

with magnitude. We did not perform a detailed analysis about the B2

parameter. However, we can suggest a few hypothesis to explain the

observed behaviour. The MFRs are typically modelled using simpli-

�ed triangular-like functions (Sato and Hirasawa 1973). The real shape

of the MRFs can be much more complex and the transition between

the initial point and the maximum peak is nothing but regular. The

behaviour of B2 may therefore re�ect the irregular shape of this func-

tion. Furthermore, the intermediate phase on the LPDT curves could

be related to the variability of the peak amplitude, when measured at
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stations with di�erent azimuth (see Box 4.1). If this was the case, the

B2 slope would depend on the azimuthal coverage of stations, rather

than on the event magnitude.
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Box 4.1: Pd vs. Moment Rate Function
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Let us assume the source model of Sato and Hirasawa (1973) and let us
measure the initial peak displacement on this synthetic MRFs, following the
same approach as used on the real waveforms. Panel a) shows an example of
MRF for two di�erent magnitude earthquakes, at a �xed azimuth. Panel b)
shows the resulting Pd vs. time curves. Given the triangular-like shape for
the MRFs, the Pd vs. time curves increase as long as the MRFs increase and
the plateau of the Pd vs. time curves is reached at the peak of the MRF.
Let us now consider the synthetic MRFs for a �xed magnitude and for two
di�erent azimuths (0 and 90◦) and the respective Pd vs. time curves (panels
c and d). For each azimuth, the shape of curve is the same of panel b). If we
compute the average Pd vs. time curve, the shape of the curve is di�erent and
an intermediate step appears. Averaging out on a large number of curves at
di�erent azimuths, a continuous and smoothed Pd vs. time curve is obtained,
which looks like what is observed on real data.
The examples shown in this box have to be intended as a pure clarifying
exercise. We adopted a simpli�ed source model which may not be appropriate
to describe real events and this is especially true for large earthquakes, for
which the complexity of the source cannot be neglected.
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4.2 Scaling of T1 and B1 with magnitude

For their possible relation with the rupture process beginning, our main

focus is on the initial parameters, T1 and B1. We found a signi�cant

log-linear correlation with magnitude for both T1 and B1. In partic-

ular, T1 increases with magnitude while B1 is inversely proportional

to the earthquake size (Figure 4.2a,b). These results indicate that the

evolution of LPDT curve at the early stage of the rupture is to some

degree related to the �nal earthquake size. Figure 4.2c shows the ob-

served LPDT curve up to its T1 time for few representative events and

the expected slopes given the B1 vs. magnitude trend (small box). In

terms of errors, the individual estimated parameters are remarkably

accurate and their scaling with magnitude is robust (linear correlation

coe�cient, R2=0.8), although a clear variability appears from the plot

on the whole dataset.

4.3 Initial slope: analysis at a �xed time

window

The most relevant result of this analysis is the observed variation of the

initial slope of Pd for di�erent magnitude earthquakes (i.e., the trend

of B1 vs. M). Without using any �tting procedure, this result appears

evident from a visual inspection of the curves and it is even more evi-

dent when comparing the way the initial Pd increases for earthquakes

belonging to di�erent magnitude class (Figure 4.2).

However, the use of a 3-piecewise linear function to �t the data might

have introduced some bias in the estimation of B1 and T1. We then

tested the persistence of the B1 trend for increasing magnitude also by

limiting all the LPDT curves to a �xed time window. We selected 1s

for M ≥ 6 and 0.1s for M < 6 and for each event, we estimated the

initial slope (by �tting data with a single straight line). Figure A.6
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Figure 4.2: Fit parameters
T1 and B1 vs. M. (a)
First corner time of the lin-
ear piecewise �t model as a
function of magnitude, in a
log-linear scale. (b) Slope of
the �rst line segment of the �t
model as a function of mag-
nitude, in a log-linear scale.
In both panels the color scale
indicates the number of data
used for the average compu-
tation at the time T1. The
solid gray line shows the lin-
ear best �t function and the
dashed lines are the 95% con-
�dence intervals for new ob-
servations, given the existing
�t to the data. Error bars
on individual data points are
also shown (only the largest
are visible). (c) Zoom on the
LPDT curve until the time T1
for some representative events.
A common initial value has
been assigned to compare the
shape of the curves. The in-
sert box shows the expected
initial slope of the LPDT curve
for di�erent magnitudes, given
the observed trend of B1 with
magnitude.

shows that the slope estimates obtained within a �xed time window

are consistent with those obtained by �tting the whole curves and that

the trend of B1 with magnitude is still observed when only the very

beginning of the curves is considered.
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Figure 4.3: Slope estimates
within a �xed time win-
dow.. The slope is obtained us-
ing a single linear �t function.
ForM ≥ 6 events (blue circles),
the slope is measured within 1
second, while for M < 6 (green
circles) the slope is measured
within 0.1 second. Light gray
circles are the slopes estimated
with the 3-piecewise model, up
to the �rst corner time T1.
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4.4 A physical model for the rupture initi-

ation

A plausible interpretation for the observed trend of T1 and B1 with

magnitude is related to di�erences in the friction during the nucle-

ation phase of earthquakes. The characteristic time for nucleation of

large earthquakes is one to few seconds (Beroza and Ellsworth 1996;

Ellsworth and Beroza 1995; see also Box 4.1), which is indeed com-

parable with our estimates of the T1 time from LPDT curves (Figure

4.2a). Furthermore, our observations indicate that the initial shape of

the Pd vs. time curves mainly follows an exponential trend.

The slow stable nucleation phase and its transition to the dynamic

earthquake rupture have been deeply investigated by theoretical, nu-

merical and laboratory studies to understand the preparatory phase

of earthquakes and the rupture potential to grow into a large event

(Kaneko and Ampuero 2011; Nielsen, Taddeucci, and Vinciguerra 2010;

Ohnaka 1996, 2000; Ohnaka and Yamashita 1989; Rubin and Ampuero

2009). In the framework of linear slip weakening models, analytical so-

lutions of the nucleation phase indicate that the exponential growth

is mainly controlled by the weakening rate (Ampuero, Vilotte, and

Sànchez-Sesma 2002; Dascalaou, Ionescu, and Campillo 2000), which
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is the ratio between the strength drop of the fault related to the fric-

tion and the characteristic slip weakening distance (Dc), over which

the energy is dissipated.

During the nucleation the initial stress is close to the threshold in the

slipping zone. We can therefore replace the strength drop with dynamic

stress drop in our interpretation. Observations indicate a decrease of

B1 of about one order of magnitude in the range M4.5 ÷ 7 (Figure

4.2b). In the same range this would correspond either to a decrease of

the initial stress or to an increase of the critical slip distance, both of

one order of magnitude.

Far-�eld measurements indicate an unclear scaling, or eventually a

weak increase of the stress drop with magnitude in this range (Oth

et al. 2010). Although these estimates refer to the whole rupture pro-

cess, an initial decrease is unlikely to result in a �nal constant value,

independent of magnitude. On the other way round, assuming for Dc

a characteristic value of 0.5-1m for a M = 7 event (Tinti, Bizzarri,

and Cocco 2005), the corresponding value for a M = 4.5 would be in

the scale of 5-10cm. Extrapolating this value to negative magnitudes,

micrometric-to-millimetric values for Dc would be obtained, consistent

with the estimates from laboratory experiments. Such a scaling indi-

cates the availability of a larger fracture energy in the initial part of the

rupture for larger magnitude events. Additionally, the nucleation size

is directly linked to the weakening rate for linear slip weakening models

(Uenishi and Rice 2003) and this suggests a larger size and a longer

characteristic time of the nucleation of larger events, as con�rmed by

the positive scaling of T1 with magnitude.

Although the observed T1 values are comparable to the nucleation

times, we cannot exclude that they concern the initial acceleration

of the dynamic rupture phase. Therefore, we argue that when an

earthquake rupture develops over a region with a low Dc value, its

probability to break adjacent regions is low. On the other hand, when
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a coherent rupture nucleates in a region of larger Dc the probability

to grow into a larger size event becomes larger. In this context, the

variation of Dc and of the probability of growing for earthquake initial

ruptures, justi�es the dispersion of B1 values with respect magnitude.

4.5 Considerations for the real-time appli-

cations

The observed variation of the initial slope of LPDT curves with mag-

nitude has a strict relation with the rupture initiation and has immedi-

ate, important impact on the rapid assessment of the earthquake size,

which is the most crucial issue in the framework of Earthquake Early

Warning operations.

For the present work, a careful and detailed analysis has been per-

formed. All the waveforms have been visually inspected and the P-

wave onset time has been manually picked, in order to avoid or reduce

any noise contamination on the analysis. For each event, hundreds of

records, spanning wide azimuth and distance ranges, have been used

to reconstruct the shape of LPTD curves, for a total, huge number of

high-quality waveforms analyzed.

In real-time working systems, the availability of data depends on the

P-wave propagation and on the apparent velocity through the seismic

network. In the �rst seconds after the occurrence of an earthquake, a

limited number of data is usually available. The shape of the LPDT

curves could be a�ected by the number and azimuthal coverage of the

recorded waveforms. Further analysis, which are beyond the purpose of

this work, are hence required to simulate the real-time data streaming

and assess the minimum near-source data necessary to constrain the

initial slope.

Assuming that the trend of B1 with magnitude does persist when few,

near-source data are used, as long as the slope is well constrained from
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data, our results suggest that a few seconds (< 3) can be enough for

an approximate evaluation of the earthquake size. In particular, the

slope estimate within the �rst second can be used for a �rst-order

discrimination between small earthquakes and potentially large size

events.

Box 4.2: The nucleation phase and the slip-weakening model

Laboratory experiments (e.g., Dieterich 1979; Ohnaka 1996 and theoreti-
cal models (e.g, Das and Scholz 1982; Dieterich 1986) have shown that
failures begin with an episode of slow sliding over a limited region of the
fault. This zone is called the �nucleation zone� and is a zone of quasi-static
slip and low rate of moment release that precedes the dynamic rupture.

Figure 4.4: Duration of the nu-
cleation phase. The �gure shows the
duration of the nucleation phase (ν) as
a function of the seismic moment (M0).
[After Ellsworth and Beroza 1995.]

Within this zone, slip gradually ac-
celerates until a critical slip (Dc) is
reached. Then the process then be-
comes unstable and an acceleration
phase triggers the dynamic rupture,
which propagates away from the nu-
cleation zone at high rupture veloc-
ity (Ampuero, Vilotte, and Sànchez-
Sesma 2002; Dascalaou, Ionescu, and
Campillo 2000; Ohnaka 1996).
By analyzing the near-source P-wave
arrival data, Ellsworth and Beroza
(1995) observed that earthquakes
begin abruptly at the P-wave ar-
rival. This beginning, however, is
weak and has low moment rate re-
lease compared to the rest of the
shock, thus providing evidence that
earthquakes begin with a distinctive
seismic nucleation phase. The prop-
erties of this phase vary among dif-
ferent events, but they observed an
evident scaling (Figure 4.4). Both

the size and the duration of the seismic nucleation phase, indeed, increase
with the total seismic moment of the earthquake.
In laboratory experiments, Dc is of the order of millimeters-to-centimeters,
while meters are generally found from seismic data. (continued)
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Box 4.2: The nucleation phase and the slip-weakening model

(continued)

Figure 4.5: Slip-weakening model.
[After Andrews 1976.]

In the framework of friction laws,
laboratory experiments have shown
that static friction moves to the dy-
namic friction in a characteristic dis-
location length. These models are
generally known as �slip-weakening�,
since they assume that the friction
decreases while slip increases.
In particular, in the linear slip-
weakening model (Andrews 1976;
Ida 1972, Figure 4.5), slip is zero
until the total stress reaches a peak
value (yield stress, τu). Once this
stress has been reached, slip D starts
to increase up to a critical slip dis-
tance (Dc, labelled as �do� in the �g-
ure), while the friction coe�cient de-
creases linearly down to the dynamic
the value.

Assuming a linear slip-weakening
model and using a linearized pertur-
bation analysis, Ampuero, Vilotte, and Sànchez-Sesma (2002) derived the
analytical solution of the nucleation of the rupture. The solution indicates an
exponential growth of the nucleation phase in its meta-stable phase, with the
exponential growth which is controlled by the weakening rate.

In terms of our analysis, the observed LPDT curves suggest that the initial
increase of peak amplitude follows an exponential trend. Assuming the model
of Ampuero, Vilotte, and Sànchez-Sesma (2002), the initial slope of the curves
(B1), has to be related to the slip-weakening rate. To justify the observed
decrease of B1 with magnitude, either the initial stress decreases with mag-
nitude, or the characteristic length increases with it.
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PART III
Real-time Strategies for

the Extended Source
Effects

When a large earthquake occurs, an other relevant piece of information

to provide in real-time is the expected ground shaking at target sites,

for the immediate activation of emergency procedures. If the earthquake

rupture extends for hundreds of kilometers and a simple point source

is assumed, even if we improve the magnitude estimate, the computa-

tion of the source-to-site distance may be inadequate, thus signi�cantly

a�ecting the ground shaking estimate. This is especially true for tar-

gets sites that are close to the fault but far away from the epicenter.

The standard approaches for the ground shaking prediction, which are

based on the solely magnitude estimate, may result in underestimated

predictions, thus reducing the e�ectiveness Early Warning systems.

In the following chapters, two di�erent strategies for the ground shak-

ing prediction are introduced.

The �rst is a threshold-based approach, which integrates the regional

and on-site methodologies for Early Warning. It can be used to predict

�nite source e�ects, such as directivity and azimuthal variation of the

ground motion, without explicitly estimating the size of the fault.

The second approach is based on GPS data and on the inversion for

the static slip on the fault plane. This method may provide a rapid es-
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timate both of the event magnitude and of the rupture area extension.

Both approaches aim at the correct evaluation of the expected ground

shaking at the target sites, which is a crucial piece of information to

be provided to the end-user audience.1

1The analyses presented in the two following chapters are extracted from:
Colombelli, S., Amoroso, O., Zollo, A. and Kanamori, H. (2012). Test of a
Threshold-Based Earthquake Early Warning Using Japaned Data, Bull. Seism.
Soc. Am. 102, doi 10.1785/0120110149.
Colombelli, S., Allen, R. M. and Zollo, A. (2013). Application of real-time GPS
to earthquake early warning in subduction and strike-slip environments,Journal
Geoph. Res. 118, doi 10.1002/jgrb.50242.

60



Chapter 5

Rapid Estimate of the
Potential Damage Zone

5.1 The Threshold-Based Approach

The concept of EEWS is today becoming more and more popular in the

seismological community, especially in the most active seismic regions

of the world. EEWS have experienced a very rapid improvement and

a wide di�usion in many active seismic regions of the world in the

last three decades (Figure 5.1). They are currently operating in Japan

(Nakamura 1984, 1988; Odaka et al. 2003; Horiuchi et al. 2005), Taiwan

(Wu and Teng 2002; Wu and Zhao 2006), Mexico (Espinosa-Aranda

et al. 2009) California (Allen et al. 2009a,b; Böse et al. 2009) and

Romania (Böse, Ionescu, and Wenzel 2007). Many other systems are

under testing or development in Turkey (Alcik et al. 2009), China

(Peng et al. 2011), Southern Italy (Zollo 2009; Satriano et al. 2010;

Zollo et al. 2014), Switzerland and South Korea. Finally, feasibility

studies are in progress for Greece, South Iberia region (Carranza et al.

2013), Israel and Eastern Carrabean Islands.

Most of existing EEWS essentially operate in two di�erent con�gu-

rations, regional (or network-based) and on-site (or station-based),

depending on the source-to-site distance and on the geometry of the

network with respect to the source area. A regional EEWS is based

on a dense network of sensors, covering a portion or the entire area

that is threatened by earthquakes, while the targets to be protected
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Figure 5.1: Wordwide EEWS. The map shows the distribution of EEWS
around the world, with a color indicating the status of the system. In purple,
the operative systems, which are providing warnings to public users. In black, the
systems which are currently under real-time testing. Gray color is �nally used for
those countries where feasibility studies are ongoing.

are far away from the source region. In this approach, the relevant

source parameters (event location and magnitude) are estimated from

the early portion of recorded signals (initial P-waves) and are used

to predict, with a quanti�ed con�dence, a ground motion intensity

measure (e.g., Peak Ground Acceleration, PGA, and/or Peak Ground

Velocity, PGV ) at a distant site where a target structure of interest is

located, through the use of empirical Ground Motion Prediction Equa-

tions (GMPE). Given the source-to-site distance, the �lead-time�1 can

be relatively long in a regional con�guration, while the prediction of

the shaking at distant sites may be a�ected by large uncertainties, due

to the use of empirical predictive relationships.

On-site (or site-speci�c) EEWS consist of a single sensor or an array of

1The lead-time is de�ned as the time elapsed between the alert issue and the
arrival of damaging waves (S-waves) at the target site. It represents the e�ective
time available to activate security actions and emergency procedures.
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sensors deployed in the proximity of the target structure to be alerted.

In this con�guration the early portion of recorded P-wave signal is

used to predict the ensuing peak ground motion at the same site and

to provide a local alert level. The main advantage of such an approach

is that the alert for an impending earthquake at the target site is

based on a local measurement of P-wave ground motion, without using

empirical predictive laws and bypassing the estimate of earthquake

location and magnitude, which might be a�ected by large uncertainties

in a real-time analysis. In an on-site con�guration, however, the lead-

time is relatively shorter, as compared to the network-based approach

(Satriano et al. 2010).

A recent idea for EEWS, proposed by Zollo et al. (2010), is the inte-

gration of the two approaches, which allows for accurate estimates of

earthquake parameters and reliable predictions of the expected ground

motion, while providing su�cient lead-times to the target sites. The

�Threshold-Based Approach� is aimed at the de�nition of local alert

levels and at the rapid estimate of the earthquake Potential Damage

Zone (PDZ). The basic concepts and equations of the method of Zollo

et al. (2010) are �rst summarized in the following section. Then, a

more re�ned approach for the PDZ de�nition is proposed and applied

to real events.

5.2 Local Alert Level De�nition

At each recording station, the initial peak displacement amplitude and

the average period are measured along the �rst 3 seconds of signal,

after the P-wave onset time. The measured values of Pd and τc are

then compared to threshold values (prior established) and a local alert

level is assigned at the site, according to a decision table. Four alert

levels (0, 1, 2, 3) have been de�ned based on the combination of Pd

and τc at a given site (Figure 5.2). The threshold values of Pd and τc
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correspond to a minimum magnitude M = 6 and to an Instrumental

Intensity (IMM) equal to V II. Thresholds have established using the

τc vs. M relationship (Equation 5.2), the Pd vs. PGV relationship

(Equation 5.1)and assuming that PGV provides an intensity measure,

through the conversion table of Wald et al. (1999), see Box 5.1).

Box 5.1: Basic equations of the method

The key element of the method is the real-time, simultaneous measurement
of Pd and τc in a 3-second window after the arrival time of the �rst P-wave
at accelerometer stations located at increasing distances from the epicenter.
In this approach, the initial peak displacement is also used as a proxy for the
PGV for a real-time mapping of the most likely damaged area.
Based on the analysis of strong-motion data from Japan, Taiwan and Italy,
measuring Pd in centimeters and PGV in centimeters per seconds, Zollo et al.
(2010) found:

log(PGV ) = 0.73(±0.01) · logPd + 1.30(±0.02) (5.1)

The period parameter (τc) is used to estimate the earthquake magnitude (M).
Measuring τc in seconds and through a best-�t weighted regression line on
average binned data (∆M = 0.3) with the same data set used before, they
found:

log(τc) = 0.21(±0.01) ·M − 1.19(±0.08) (5.2)

In a standard attenuation relationship, the peak amplitude depends, at the
�rst order, on the hypocentral distance (R) and on the earthquake magni-
tude. Given the dependency of average period on the earthquake magnitude,
equations (5.1) and (5.2) are combined in order to derive a single empirical
relationship among Pd, τc and R. Measuring R in kilometers, τc in seconds,
Pd in centimeters, through a multivariate linear regression analysis Zollo et al.
(2010) found the following equation:

log(Pd) = 1.93(±0.03) · log(τc) − 1.23(±0.09) · log(R) + 0.6(±0.1) (5.3)
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Figure 5.2: Alert level de�nition. (a) Pd and τc diagram showing the chosen
threshold values and the regions delimiting the di�erent alert levels. (b) Expected
variation of alert levels as a function of the epicentral distance: the allowed tran-
sitions between alert levels are from 3 to 1 and from 2 to 0. [After Zollo et al.
(2010).]

The alert level scheme comes from an original idea of Wu and Kanamori

(2008b) and can be interpreted in terms of potential damaging e�ects

nearby the recording station and far away from it. For example, follow-

ing the scheme of Figure 5.2, the maximum alert level (level 3, i.e. τc

≥ 0.6 s and Pd ≥ 0.2 cm) corresponds to an earthquake with expected

M ≥ 6 and IMM ≥ V II. This means that the earthquake is likely to

have a large size and to be located close to the recording site. A high

level of damage is thus expected both nearby and far away from the

recording station. On the contrary, in case of a recorded alert level

equal to 0 (i.e., τc < 0.6 s and Pd < 0.2 cm), the event is likely to be

small and far away from the recording site. No damage is thus expected

either close or far away from the station. Analogous considerations can

be done for the alert levels 1 and 2. Due to the amplitude decay with

distance, Pd is expected to decrease while moving far away from the

source, while τc, which only depends on magnitude, is expected to re-

main approximatively stable. Therefore, only the 3-to-1 and the 2-to-0

transitions between alert levels are allowed2.

2For example, if alert levels 3 (or 2) are observed in the source area, only alert
levels 1 (or 0) are expected far away from it.
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5.3 Potential Damage Zone De�nition

The idea of Zollo et al. 2010 was to de�ne the PDZ as a circular area

(including the highest observed alert levels) within which the strongest

ground motion is expected to arrive. Fixing the parameter Pd at its

threshold value, and using the progressively updated estimates of the

period parameter, Equation 5.3 was used to determine the radius of

the area within which the peak amplitude is expected to overcome the

threshold value.

Here we improve this approach and propose a more re�ned methodol-

ogy for the rapid mapping of the PDZ, based on the interpolation of

predicted and observed Pd values within the considered area.

As soon as a station has been triggered by an earthquake, a prelimi-

nary location is obtained by using the real-time location technique of

Satriano, Lomax, and Zollo (2008) (embedded in the RTLoc code).

Then, when 3 seconds of P-wave signal are available at the recording

station, Pd and τc are measured and a local alert level is assigned based

on the decision scheme of �gure 5.2a. The whole area of interest (i.e.,

the area covered by stations and the target area) is then divided into

cells and the peak displacement values are predicted at each node of

the grid, in order to �ll the gaps where the Pd measurements are not

yet available (through equation 5.3). Measured and predicted Pd val-

ues are then interpolated and the PDZ is delimited by the contour line

corresponding to Pd = 0.2 cm (Figure 5.3).

This routine is repeated every second: as new observations of Pd and

τc are available, other local alert levels are assigned at the triggered

stations and updated estimates of the PDZ can be obtained from the

interpolation of measured and predicted Pd values. Meanwhile, the

event location and magnitude estimates are also re�ned as new phase

picks and τc measurements are available. Figure 5.3 illustrates the

conceptual scheme for the PDZ de�nition and computation.
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Figure 5.3: PDZ de-
�nition. Concep-
tual scheme showing
how measured and pre-
dicted Pd values are
interpolated over the
considered area. The
PDZ is obtained by
delimiting the region
where Pd ≥ 0.2 cm.

5.4 Application to strong Japanese events

The proposed methodology has been tested o�-line using ten strong

earthquakes (M > 6), recently occurred in Japan. For each of the

analyzed earthquakes we compared the PDZ map with the IMM and

the Japanese Intensity (IJMA) maps. Figure 5.4 shows examples of the

map comparison for three representative events. The visual matching

between the real-time PDZ and the postevent intensity maps suggests

that the PDZ reproduces with a good approximation the area within

which the highest intensity values are observed, both on the IJMA

and on the IMM map. The Pd = 0.2 cm contour line approximately

corresponds to a IJMA around 5, which is indeed the minimum intensity

necessary to issue a public warning.

A quantitative assessment of the performance can be obtained by eval-

uating the correspondence between the alert level issued at each station

and the real macroseismic intensity experienced during the earthquake.

To this end, we de�ned �successful�, �missed� and �false� alarms, based

on the criteria listed in Table 5.1, and we counted their total number.
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Figure 5.4: Examples of PDZ maps. The �gure shows the results for the M
7.3, 2007, Western Tottori earthquake (a), the M 6.8, 2004, Chuetsu earthquake
(b) and the M 6.9, 2007, Noto-Hanto earthquake (c). In each panel, the black
star represents the epicenter and the triangles indicate the stations used for the
analysis. Left panels: IMM maps obtained from the observed PGV values. Center
panel: IJMA maps. Right panels: The PDZ maps resulting from the interpolation
of measured and predicted Pd values, delimited by the color transition from light
blue to red. Triggered stations are represented by grey triangles, while red and
blue triangles show the alert level recorded at each station. [After Colombelli et al.
2012b.]
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Alert Level Successful Alarm Missed Alarm False Alarm

3 IMM ≥ V II n.d.(∗) IMM < V II
2 IMM ≥ V II n.d. IMM < V II
1 IMM < V II IMM ≥ V II n.d.
0 IMM < V II IMM ≥ V II n.d.

Table 5.1: De�nition of Successful, Missed and false Alarms, based on
the recorded alert level. Each recorded alert level corresponds to a successful,
missed or false alarm, based on the observed values of intensity. For example, a
recorded alert level 3 corresponds to a successful alarm if the observed intensity
(at that site) is ≥ V II and to a false alarm if the observed intensity is < V II.
Similarly, the recorded alert level 1 corresponds to a successful alarm if the observed
intensity is < V II and to a missed alarms if the observed intensity is ≥ V II. The
alert levels 3 or 2 cannot be missed alarms, as well as 1 and 0 cannot be false
alarms. (∗), not de�ned. [After Colombelli et al. (2012b).]

The main results are shown in Figure 5.5: 87.4% of alert levels was

correctly assigned, false alarms were 11.9% and missed alarms 0.7%.

Despite the very high percentage of successful alarms, the percentage of

false alarms turned out to be relatively high. In order to understand

the relevance of this result we computed the di�erence between the

predicted intensity (IMM = V II) and the real observed intensity value.

The variance distribution represented in left panel of Figure 5.5 shows

that 36% of false alarms corresponds to an intensity value of V I; 52%

corresponds to intensity V , and 12% to intensity III. An intensity

value of V , although it does not correspond to the maximum alert

level (3), is synonymous with an earthquake that can be perceived by

the population and may provoke some damage; keeping this in mind,

the percentage of false alarms can be considered smaller. Thus, 52%

of the false alarms were, in any case, not completely wrong.

5.5 Application to the Tohoku-Oki event

Using the same approach as described before, we estimated the Pd

distribution for the whole territory of Japan during the 2011 Tohoku-
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Figure 5.5: Cumulative
statistics for the ten
Japanese events. (a) The
relative percentage of suc-
cessful, false, and missed
alarms. (b) In the his-
togram of false alarms, ∆I
represents the di�erence
between predicted (IMM =
V II) and observed in-
tensity values. [After
Colombelli et al. 2012b.]

Oki earthquake. For this event, in light of the results presented in

Section 2.6, we used a progressively expanding PTW and simulated

the real-data streaming across the network. We estimated the real-

time predicted PDZ by interpolating the observed Pd values at close-in

stations and the predicted Pd values at more distant sites. In Figure 5.6

we compare the IMM distribution (a) with the predicted Pd distribution

that would have been available 40 (b) and 60 s (c) after the origin time.

The PDZ of Figure 5.6b is fairly consistent with the area where the

highest intensity values are observed. The Pd = 0.2 cm contour line

(represented by the color transition from light blue to red) approxi-

mately corresponds to the IMM 6-to-7 transition. The �rst reliable

mapping of the Pd distribution is available 40 s after origin time (panel

b). However, the local alert levels at the coastal stations are avail-

able well before (two alert level 3 at the closest stations are available

25 s after the origin time) and this information can be used to issue

a warning. A stable Pd distribution is �nally available later in time,

around 60 s after origin time (panel c). In the southern part of Japan

(Tokyo region) the intensity values are not well reproduced, probably

due to a signi�cant contribution of the late peak arrivals radiated by

the late activated asperities located southward the epicenter (i.e., the

S3 source in Chapter 1), which mostly a�ected this area.
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Figure 5.6: PDZ map for the Tohoku-Oki event. Comparison between (a)
the IMM map and the predicted Pd distribution that would have been available
(b) 40 and (c) 60 s after the origin time. The distribution of Pd values is obtained
after interpolating measured and predicted Pd values. I panel (a) the red contour
line is the IMM = 7 transition. In panels b and c, the color represents the local
alert level that would have been assigned to each recording site. [After Colombelli
et al. 2012a.]

5.6 Discussion

In the present chapter we have proposed a quantitative approach for a

real-time mapping of the PDZ, based on the interpolation of measured

and predicted values of initial peak ground displacement. The PDZ is

available within a few seconds from the origin time. Then, with the

passing of time, the shape and extension of the PDZ can be re�ned and

local alert levels can be used to validate the alert issued by near-source

stations. For all the analyzed events, the studied cases displayed a very

good matching between the rapidly predicted PDZ, inferred from initial

P-peak displacement amplitudes, and the instrumental intensity map,

the latter being mapped after the event, using PGV and/or PGA, or

from �eld macro-seismic surveys.

Compared to the pure on-site and regional EEWS this approach is
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likely to provide more robust prediction of the area where the highest

level of damage is expected to be observed. The proposed methodology

for earthquake early warning is suitable to Japan or other high seismic

risk countries, where a dense network of accelerometers is developed

over the whole territory.

For the Tohoku-Oki earthquake, the availability of real-time measure-

ments of Pd and τc at the closest stations allows for a rapid prediction

of the expected ground motion at stations located far away from the

source area and for a rapid estimation of the PDZ. This information

would have been released approximately at the time of the S-wave ar-

rival along the coast (about 40 s from the origin time). However, since

the Tohoku-Oki earthquake epicenter was about 120 km o�shore, it

took more than a minute before the strongest shaking arrived in the

same area (in Sendai area the maximum shaking arrived about 75 s af-

ter the origin time, see the timeline in Figure 6.4). The threshold-based

approach would have not diminished the usefulness for early warning

in that case.
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Application of real-time
GPS to Earthquake Early

Warning

6.1 Introduction of GPS data

The combined use of seismic and geodetic observations is now a com-

mon practice for �nite-fault modelling and seismic source parametriza-

tion. With the advent of high-rate 1Hz GPS stations, the seismological

community has recently begun looking at GPS data as a valid comple-

ment to the seismic-based methodologies for EEW.

For real-time seismic applications large dynamic range, accelerometric

sensors are generally used. Accelerometer waveforms are integrated

twice to obtain displacement time series; for near-�eld records this

operation may lead to unstable results. Precise recovery of ground

displacement requires indeed accurate baseline corrections and esti-

mations of rotation and tilt motion (Kinoshita and Takagishi 2011).

Furthermore, the application of the high-pass �lter after the double

integration operation, removes the arti�cial distortions but also re-

duces the low-frequency content of waveforms and possibly the static

o�set. Since GPS stations are able to register directly the ground dis-

placement without any risk of saturating and any need of complicated

corrections, geodetic displacement time series represent an important

complementary contribution to the high-frequency information pro-

vided by seismic data.
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Figure 6.1: Comparison between GPS and seismic data. (a) acceleration
waveform recorded during the 2011, Tohoku-Oki earthquake, at the closest seis-
mic station (MYG011). (b) displacement waveform at the GPS station (S0550),
co-located with MYG011 station. For both stations, the horizontal East-West com-
ponent is shown. The accelerometer essentially recovers the dynamic component
of ground motion, while the static deformation is dominant on GPS sensors.

GPS methods provide the evolutionary measurement of a ground mo-

tion quantity which is directly related to the earthquake magnitude.

The permanent ground deformation, i.e., the resulting co-seismic dis-

placement after the dynamic vibration has �nished, is generally used to

estimate the earthquake magnitude from GPS data and this is not af-

fected by any saturation e�ect. Figure 6.1 shows a comparison between

the GPS timeseries and the seismic displacement at two co-located sta-

tions.

The main limitation of GPS data is that the co-seismic ground dis-

placement starts to be evident later than the P-wave arrival on the

seismic records and approximately at the same time of the S-wave ar-

rival (Allen and Ziv 2011). However, this does not prevent the use of

close-in GPS stations for the issuance of a warning with the expected

ground shaking at more distant sites and for the use of these data for

tsunami early warning.

Many authors have recently started applying GPS data to EEW (Allen

and Ziv 2011; Crowell, Bock, and Melgar 2012; Wright et al. 2012; Ohta
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2012); they show that a rapid and remarkably robust magnitude esti-

mate can be obtained, while the rupture process is underway. Here we

investigate whether and how 1Hz GPS data can be used for both the

rapid determination of the event size and for the real-time estimation

of the rupture area, which would allow for a better prediction of the

expected ground shaking at the target sites. For a practical implemen-

tation of EEWS, rapidity and reliability of the real-time estimations

are fundamental features for the di�usion of a warning. We focus on

the development of a rapid, stable, but approximate methodology and

let more complex, post-event analysis achieve a complete and re�ned

fault model characterization.

6.2 Real-time strategy

Following the approach proposed by Allen and Ziv (2011), we devel-

oped an e�cient real-time static slip inversion scheme to provide a

reliable magnitude estimate and a rapid estimation of the rupture area

extent. We do not attempt to solve for detailed slip distributions but

our focus here is to maximize the stability of the methodology when

only limited information about the ongoing earthquake is available.

The strategy we propose is simple and robust, and is expected to be

suitable for any seismically active region. The main steps of the strat-

egy are described below and in the �ow-chart diagram of Figure 6.2.

A detailed description for each step is given in Boxes 6.1 to 6.4.

The preliminary step for the inversion strategy is the real-time ex-

traction of the static o�set, which is done using a simple STA/LTA

approach (Box 6.1). As soon as the static o�set estimate is available

at the �rst triggered GPS station, a preliminary estimate of the earth-

quake size can be obtained by approximating the source as a point

source and assuming a short source-receiver distance. A point disloca-

tion is obviously an unrealistic model for big earthquakes recorded at
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Figure 6.2: Flowchart of the in-
version strategy. The algorithm
looks for a trigger on the GPS dis-
placement time series and starts the
o�set extraction. A rapid estimate of
magnitude (MNFPS) is obtained from
the �rst available o�set and is used to
initialize the fault plane model (Lstart
and Wstart). The slip inversion is then
repeated every second. The new mag-
nitude (MFF ) is used to estimate an
expected fault length (Lnew). Lnew is
then compared to Lstart. If Lnew is
smaller than Lstart, the same model
is adopted, and a new inversion is
run. If Lnew is greater than Lstart,
the fault plane length is increased, and
two patches are added at each end of
the fault. Three real-time outputs are
provided by the inversion strategy at
each time: the current magnitude esti-
mate resulting from the slip inversion
(MFF ), and the real-time estimations
of L10 and L90. MFF and L10 are �-
nally used to predict the ground shak-
ing in the region. [After Colombelli,
Allen, and Zollo 2013.]

near source distances, but this assumption may provide a useful and

rapid initial magnitude estimate from the early recorded signals (Box

6.2). Then, the slip inversion on a given fault plane starts. The o�set

estimates are updated every second (the data is 1 sample per second),

and the slip distribution is therefore recalculated every second as new

data becomes available (Box 6.3). The evolutionary magnitude esti-

mate resulting from the slip inversion is �nally used to predict the

intensity distribution in the proximity of and far away from the source

(Box 6.4).
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Box 6.1: Permanent displacement extraction

The permanent deformation is mathematically described by the near-�eld
term in the Green's function. Due to its rapid decay with distance (as 1/R2)
(Aki and Richard 2002; Kanamori and Brodsky 2004) the static deformation
can be dominant in the proximity of the source but is generally obscured by
the dynamic component at greater distances. Although accurate estimates of
the permanent displacement can be easily obtained in the post-event phase,
following dynamic motion, the static deformation is expected to arrive shortly
after the arrival of the �rst dynamic component. As long as we are able to
distinguish the static component from the dynamic oscillation, real-time es-
timates of the permanent ground deformation can be achieved before the
dynamic component has subsided.
In order to extract the static component we used the algorithm developed by
Allen and Ziv (2011). The algorithm looks for a trigger along the record us-
ing a pre-determined condition on the short-term (STA) vs. long-term signal
average (LTA) (Allen 1978). For all the analyzed earthquakes the short term
and the long term time windows have been set to 2 and 100s, respectively and
the STA/LTA threshold ratio for the triggering declaration has been set to
10. These values have been found by trial and error to provide correct trigger
attributions at close-in stations and to avoid false triggers at distant sites.
Starting from the trigger time, a cumulative running average of the observed
displacement is computed along the waveforms and is delivered as a real-time
estimate of the static o�set. To prevent the inappropriate use of a dynamic os-
cillation amplitude as the permanent o�set, the algorithm starts to deliver the
running average after a) two zero crossings, b) two trigger-amplitude crossings
or c) 10s after the trigger time, whichever comes �rst. These three conditions
have been purposely designed to account either for cases where the dynamic
oscillation is dominant (and the signal is a sinusoidal-type oscillation) and for
cases where the static component is dominant (and the waveform is a ramp-
type signal).
Use of the running average as an estimate of the static o�set is expected to
remove, or reduce, the contribution of the dynamic component of the signal,
which would a�ect the estimation of the static o�set. The use of longer time
windows for averaging would stabilize the static o�set estimation, but they
would also delay the �nal solution. Various approaches for the real-time o�set
extraction have been proposed based on moving average windows with di�er-
ent length. After looking at their performance in terms of delivery time and
stability of the static o�set for all stations for these three earthquakes, we �nd
the algorithm proposed by Allen and Ziv (2011) to be the most general and
e�cient approach. Because of the logarithmic scaling between the permanent
deformation and magnitude (through the seismic moment), once the dynamic
component has been carefully removed, further small variations in the static
o�set due to noise or spurious signal contaminations do not have a signi�cant
e�ect on the magnitude estimate.
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Box 6.2: Point source magnitude

At short distances from the source, the primary component of the static dis-
placement, u, can be written as (Aki and Richard 2002; Kanamori and Brod-
sky 2004):

u =
1

4πµR2
·M0 (6.1)

where µ is the rigidity modulus of the medium, R the hypocentral distance and
M0 the seismic moment. The application of this formula requires the earth-
quake hypocenter to be known. Although reliable trigger techniques for GPS
data have been proposed (e.g., Ohta 2012), real-time algorithms for earth-
quake detection on seismic records are more accurate and long proven, and
are able to provide reliable estimates of the earthquake location within few
seconds from the �rst P-wave detection (Satriano, Lomax, and Zollo 2008).
While accurate locations are not required for this preliminary magnitude esti-
mation, the contribution of seismic EEW methodologies is obviously essential
for this stage of our GPS-based strategy. The preliminary near-�eld, point
source magnitude (MNFPS) is useful in its own right and provides a better es-
timate of magnitude than seismic-based EEW methodologies alone (see later
examples). In addition, theMNFPS estimate, and the seismic-based hypocen-
ter location are then used to initialize the inversion scheme, i.e., to determine
the initial fault plane to be used for the �rst real-time static slip inversion,
according to the procedure discussed in Section 6.3.

6.3 Early Warning outputs

We start the inversion strategy using the initial fault model dimensions

as estimated based on Wells and Coppersmith (1994) relationships; we

divide the entire fault plane into 7 rectangular patches. Given that

the initial size of the model fault plane is determined based on the �rst

magnitude estimate using the Near-Field Point Source approximation

(hereafter MNFPS), it is important to allow the fault plane to increase

in size. We use a �self-adapting� strategy in which the fault plane can

increase in size based on the evolutionary magnitude estimate (Figure

6.2).

At each inversion, the current magnitude value is used to compute

the corresponding length (the expected length from Wells and Cop-

persmith 1994). As soon as the new estimated length exceeds the
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initial value, the model is upgraded. This is done by resizing the entire

fault plane (in both length and width) and adding two additional fault

patches, one at each end of the plane. Adding two extra patches when

the plane needs to be expanded maintains consistency with the previ-

ous model in terms of slip distribution and ensures an approximately

constant spatial slip resolution over time. For the two new extreme

patches we assume the same initial slip range as for the inner adjacent

patch.

Two main pieces of information are released in real-time as output

from the inversion algorithm: the magnitude resulting from the slip

inversion (Finite Fault magnitude, hereafter MFF ) and the rupture

area extent. We characterize the rupture extent in terms of rupture

length along strike and centroid location. We determine where along

the fault the slip amplitude drops to 90% and 10% of the maximum

value using a piecewise linear �t to the slip values of each patch. We

refer to these lengths as L90 and L10, respectively.

The real-time measures of magnitude and rupture area length are �-

nally used to produce the expected ground shaking distribution due

to the extended �nite source. At each 1-second iteration we use the

current magnitude value and the L10 estimate as a measure of the fault

plane length. The fault plane width is �xed at the same value as used

for the slip inversion and for the shaking prediction the plane is cen-

tered on the middle point of L10. The expected intensity distribution

is thus computed based on distance from the �nite fault.
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Box 6.3: Static-slip inversion

The slip inversion step starts with the construction of the initial fault plane
geometry; two pieces of information are required. The �rst is the position
(geographical coordinates) and the orientation (strike, dip, rake) of the fault
plane. Various catalogues of active faults around the world have been com-
piled and provide position, geometry and orientation. This is true for the
plate boundary faults, including the major subduction zones that are part
of this study, and also for regional faults in California and Mexico. In our
approach we make the assumption that the orientation of the fault plane is
that of the nearest known fault plane, as taken from the appropriate regional
fault catalogue. We then locate the fault plane, with an orientation based on
the nearest know fault, such that is intersects the hypocenter for the event
underway. The second necessary piece of information is a rough estimation
of the fault plane extent along the strike and the dip directions. An approx-
imate but reasonable fault plane model is fundamental both to avoid initial
over/under estimations, which may bias the following solutions, and to ensure
minimal computation times and maximal resolution of the slip distribution.
The near-�eld, point source magnitude is a reasonable starting value to set
up the size of the initial fault plane model.
The size of the fault plane model is determined using the empirical scal-
ing relationships from Wells and Coppersmith (1994) relating the earthquake
magnitude to the surface rupture length and the down-dip rupture length
(table 2A, Wells and Coppersmith 1994). We use the appropriate scaling re-
lationship for each speci�c tectonic environment (i.e., for normal, reverse or
strike-slip ruptures). Furthermore, to account for bilateral ruptures, and to
accommodate the uncertainties in the scaling relationships and the real-time
magnitude estimates, our parametrized model has a fault length three times
the length provided by the scaling relation along strike.
For simplicity and to minimize the computational time, we initially discretize
the fault plane into 7 rectangular, equally sized rupture segments all of which
extend the full down-dip width of the fault. Our target is an approximate
estimation of the along-strike extension of the rupture (i.e., the length of a
line source). This model set-up allows the lateral extent of the slip to vary,
and therefore to be determined, in both directions from the hypocenter, ne-
glecting the down-dip variations of slip distribution. We found that 7 is a
reasonable number of patches as it allows for a su�cient slip variability along
the strike of a M > 6 earthquake fault in just one or both rupture direc-
tions, while also keeping the model parameters to a minimum. Having a
�xed number of patches clearly a�ects the spatial resolution of the slip model
and does not allow capture of slip heterogeneity smaller than the size of the
patches themselves. Again, for the aim of our methodology, a rather accurate
reconstruction of the slip model is not required. (continued)
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Box 6.3: Static-slip inversion (continued)

We model the static o�set (both horizontal and vertical) using the rectan-
gular dislocations along our de�ned fault plane embedded in a homogeneous
half-space. The entire fault plane is discretized into independent subfaults
and the slip on each patch is assumed to be constant (Okada 1985).
The general problem of inversion for slip is non-linear since surface displace-
ments are non-linear functions of the fault geometry through the analytic
expression of the Green's Functions derived by Okada 1985. However, when
fault geometry and orientation are �xed, the inverse problem becomes linear
and can be written as:

Gm = d

where G is the matrix of Green's functions relating the model parameter m
(slip on each patch) to the observed permanent ground displacement d.
We solved for the slip on each patch by minimizing the square mis�t be-
tween observed and predicted displacements (L2 norm). To regularize the
inversion the slip is constrained to a single direction. For subduction zones
only solutions with normal dip-slip are permitted and in translational tectonic
environments only lateral strike-slip is allowed. To avoid rough slip distribu-
tions, we applied a median �lter to smooth the solution and impose the slip
to taper to zero at the edge of the fault.
We solve the inverse problem through a genetic algorithm (Holland 1975,
1992) implemented in a MATLAB code (Shirzaei and Walter 2009). The
platform chosen is not the most appropriate for real-time operations but the
optimization of the algorithm would require a complete rewriting of the code.
For the �rst inversion, we explore any possible slip value in a range which
is determined from MNFPS . Given the fault plane area and the initial seis-
mic moment, we compute the corresponding average slip value and set an
initial exploration range around this value. For the speci�c case of our algo-
rithm, the initial exploration range was set from 0 to 10 times the average slip
value. After the �rst inversion, to stabilize and speed up the estimation of the
slip distribution, we constrain the genetic algorithm to look for the optimal
solution in a range that is determined based on the results of the previous
inversion. At each inversion run following the �rst one, the slip on each patch
is allowed to vary in a narrow range around the value of the previous inversion
(0 to 3 times the maximum slip). This range has been found by trial and error
to guarantee the stability of the solution at each time, without restricting the
exploration range excessively.
Given the slip distribution, the corresponding seismic moment is computed by
multiplying the integral of the slip over the fault area by the shear modulus
(here assumed to be 33 GPa). The moment magnitude is �nally obtained
through the moment-magnitude relationship of Hanks and Kanamori (1979).
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Box 6.4: Ground shaking prediction

The PGA and PGV values are �rst predicted using a standard ground mo-
tion prediction equations relating magnitude, distance and the ground motion
quantities. The instrumental intensity is then obtained from PGA and PGV
using an empirical conversion relationship. We assumed a rock-soil type and
did not consider any ampli�cation/attenuation e�ect due to local site condi-
tions.
For El Mayor-Cucapah earthquake, we used the approach of ShakeMap
(USGS). We compute the expected PGA and PGV using the ground mo-
tion estimation equation of Boore, Joyner, and Fumal (1997), which has the
form:

lnY = b1 + b2 (M − 6) + b3 (M − 6)
2

+ b5 ln
√
r2jb + h2 + bv ln(vs/va) (6.2)

whereM is the magnitude, vs is the average shear wave velocity (upper 30m),
rjb is the Joyner-Boore distance (distance from the surface projection of the
fault plane - Joyner and Boore 1981) and b1, b2, b3, b5, bv, va, h are para-
meters derived from the regression. For the b1 coe�cient we assumed the
strike-slip source type. PGA and PGV are then converted into a Modi�ed
Mercalli Intensity (MMI) scale, using the empirical relationship of Worden
et al. (2012):

MMI = c1 + c2 log(Y ) forlog(Y ) ≤ t1

MMI = c3 + c4 log(Y ) forlog(Y ) > t1

where Y is the ground motion quantity (PGA or PGV ) and c1, c2, c3, c4, t1
are coe�cients derived from the regression.
For the Japanese earthquakes we followed the approach of JMA to compute
the expected seismic JMA intensity (IJMA) at each site. We �rst compute
the expected PGV distribution using the attenuation relationship of Si and
Midorikawa (1999), which is written as:

logA = aM + hD + d+ e− log (R+ c) − kR (6.3)

where A is the ground motion parameter (PGA or PGV ),M is the magnitude,
D is the source depth, R is the distance from the fault plane and a, c, d, e,
h and k are coe�cients resulting from the regression analysis. PGV is then
converted into a seismic intensity value using the relationship of Midorikawa,
Fujimoto, and Muramatsu (1999):

IJMA = p+ qlog(A) 4 ≥ IJMA ≤ 7

where A is the ground motion quantity (PGV ) and p and q are parameters
derived from the regression.
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6.4 Application and results

The proposed methodology has been applied to 3 earthquakes: the

Mw 9.0 2011 Tohoku-Oki earthquake, the Mw 8.3 2003 Tokachi-Oki

earthquake and the Mw 7.2 2010 El Mayor-Cucapah earthquake. The

1Hz GPS time series have been post-processed using the method of in-

stantaneous positioning described in Bock, Melgar, and Crowell (2011)

with re�ned orbit and clock corrections.

6.4.1 The Mw 9.0 2011 Tohoku-Oki earthquake

We analyzed the co-seismic ground deformations collected by 847 3-

component recording stations of the Japanese GPS Earth Observation

Network (GEONET) (Sagiya 2004), in a distance range between 120

and 600 km from the hypocenter. We use a subduction interface with

strike and dip of 195◦ and 15◦ respectively based on the USGS NEIC

catalog of subduction zone plate boundaries. We position the fault

plane to intersect the earthquake hypocenter, and we assume a pure

reverse fault mechanism.

The GPS-trigger algorithm declares the �rst arrival at the closest sta-

tion (station 0550, along the Sendai coast) 29 s after the earthquake

origin time and starts to deliver the running estimate of the static

displacement 10 s later. At the same time, the magnitude estimation

with the near-�eld and point source approximation gives MNFPS =

8.22. With this magnitude, we build our starting model with 7 rect-

angular patches of 90x50 km each (for total dimension along strike of

630 km, i.e., three times the expected length) and proceed with the

slip inversion step. For this earthquake the estimated length does not

exceed the length of starting model; the increase in size of the fault

plane is thus never triggered. Figure 6.3 summarizes the results of our

strategy for three di�erent times [39 s(a), 100 s(b) and 200 s(c)].

The real-time magnitude estimation (Figure 6.4a) is extremely robust

83



Chapter 6

35˚

36˚

37˚

38˚

39˚

40˚

41˚

4

4

4

5

5

6

6
7

0 100
km

T = 39 s
M = 8.15
point source

model
data 

1m

4

4

4

5

5

6

6
7

0 100
km

T = 200 s
M = 8.86
point source

model
data 

1m

4

4

4

5

5

6

6
7

138˚ 140˚ 142˚ 144˚

35˚

36˚

37˚

38˚

39˚

40˚

41˚

0 100
km

T = 39 s
M = 8.15
L10 = 467 km

model
data 

1m

4

4

4

5

5

6

6
7

138˚ 140˚ 142˚ 144˚

0 100
km

T = 100 s
M = 8.64
L10 = 366 km

model
data 

1m

a) b) c)

d) e)

4

4

4

5

5

6

6
7

138˚ 140˚ 142˚ 144˚

0 100
km

T = 200 s
M = 8.86
L10 = 390 km

model
data 

1m

f)

True JMA Intensity

1 2 3 4 5 6 7
JMA Intensity0 100

km

L90
L10

Slip [m]
0 20 40 60

Figure 6.3: Snapshots of the GPS-based strategy for the Mw 9.0, 2011
Tohoku-Oki earthquake. The snapshots show the comparison between the in-
tensity prediction using the point source and the �nite fault at three di�erent times.
(a) The true JMA intensity (IJMA) distribution. (b and c) The ground shaking
predictions assuming a point source (at the hypocenter) at 39 and at 200 s, respec-
tively. (d, e, and f) The results of the �nite source strategy obtained at 39, 100 and
200 s, respectively. The background color is the predicted intensity distribution us-
ing the current magnitude value and the distance from the �nite fault (L10). The
length estimates L10 and L90 are also plotted as vectors on the fault plane with
a narrow gray vector, and a thick, shortest black vector, respectively. The small
circles at the center of the L90 segment correspond to the midpoint that we use as
the centroid of the maximum slip area. The gray and red foreground lines represent
the IJMA = 4 and the IJMA = 5 contour lines, respectively. In all panels, black
vectors represent the observed horizontal o�set while white vectors show the static
displacement resulting from the inversion algorithm. [After Colombelli, Allen, and
Zollo 2013.]

and consistent with that of other simulated real-time analysis (Ohta

2012; Wright et al. 2012). Both magnitude estimates (MNFPS and

MFF ) show a similar behaviour. The �rst result is available at 39
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Figure 6.4: Real-time output for
the Mw 9.0, 2011 Tohoku-Oki
earthquake. Results of the inversion
strategy as a function of time from the
origin time. (a) Magnitude with the
near-�eld, point source approximation
(MNFPS - dark blue solid line) and
magnitude resulting from the slip in-
version (MFF - small blue squares).
For comparison, the evolution of mag-
nitude estimate provided by the JMA
early warning system is also shown as
a dotted gray line, and the continuous
gray line represents the real moment
magnitude value. (b) Real-time esti-
mates of L10 (lilac �lled circles) and
L90 (purple empty circles) as provided
by the slip inversion. (c) RMS er-
ror on intensity prediction, assuming
a point source (labeled as PS in the
plot, light green �lled circles) and the
�nite fault (FF in the plot, dark green
empty circles). (d) Warning timeline
for the Tohoku-Oki earthquake show-
ing when the GPS information is avail-
able with respect to the time at which
the strongest shaking occurs in the
Sendai and Tokyo regions and with re-
spect to the JMA warnings. [After
Colombelli, Allen, and Zollo 2013.]
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s after the origin time, when MNFPS is 8.23 and MFF is 8.15. The

two magnitudes rapidly increase reaching a �rst plateau level around

60 s, when MNFPS gives 8.5 and MFF gives 8.4. A new increase be-

gins around 80-90s and both magnitudes reach their near-�nal values

(MNFPS = MFF = 8.9) around 120 s.

Stable estimates of both L10 and L90 result from the slip inversion as

well. L10 (intended to represent the total length of the rupture) ranges

from 298 km and 476 km, with a mean value of 360 ±30 km over

the entire time period. L90 (length of peak rupture) varies between

30 km and 199 km, with a mean value of 83±42 km (Figure 6.4b).

85



Chapter 6

Several authors have derived co-seismic slip distributions and �nite

fault models for the Mw 9.0, 2011 Tohoku-Oki earthquake using a

variety of dataset (Iinuma 2011; Lee et al. 2011; Romano et al. 2012;

Suzuki, Aoi, and Sekiguchi 2011, among many others). The fault plane

is usually modeled as a rectangular area of approximately 400x200

km. A common result between all these models is the presence of

extremely large slip asperity (with slip greater than 50 m) concentrated

around the hypocenter in a relatively small area (about 100x40 km).

A qualitative, visual comparison of our real-time results with post-

event analysis shows that L10 provides a good estimation of the total

ruptured area and L90 is consistent in both position and extension with

the largest observed asperity.

The RMS plot of Figure 6.4c shows the di�erence between observed and

predicted intensity at each time. We found a systematic, signi�cant

improvement in the ground shaking prediction when the �nite fault is

used (labelled as FF in the plot), with respect to the case of the point

source (PS in the plot). Starting from the very beginning our shak-

ing prediction clearly indicates that high intensity values are expected

along the entire coast, from the closest Sendai area to the faraway

Tokyo region. At the same time, when the point source is used, the

intensity is instead largely underestimated especially far away from the

epicenter region. We found, however, that the highest intensity values

( > 5.5 -6) along the coast are not well reproduced. This may probably

due to the fact that we did not consider any local/site e�ect which may

strongly a�ect the ground shaking.

6.4.2 The 2003 Mw 8.3 Tokachi-Oki earthquake

The 2003 Mw 8.3 Tokachi-Oki earthquake occurred on 25 September

at 19:50:07 UTC along the Japan Kuril trench o� the Tokachi dis-

trict of Hokkaido, northern Japan, where the Paci�c Plate is subduct-

ing beneath the Hokkaido peninsula. Finite fault models indicate a
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thrust-fault mechanism (strike 234◦, dip 7◦, rake 103◦) rupturing an

area of approximately 140x160 km with an estimated seismic moment

of 2.9x1021 Nm (Honda et al. 2004). High co-seismic displacements

(up to 1 m) were recorded at the coastal stations of GEONET nearest

the epicenter (Honda et al. 2004; Miura et al. 2004) where a permanent

displacement of about 0.5 m has been observed (Crowell, Bock, and

Squibb 2009). Ground deformations were observed up to 200 km away

from the source where the displacement amplitude exceeded 2 cm (Ir-

wan et al. 2004). The analyzed data set consists of 169 3-component

recording stations in a distance range between 80 and 600 km from the

hypocenter.

We use a subduction interface with strike and dip of 211◦ and 11◦

respectively, based on the USGS slab model for the subduction zone

catalog of the Hokkaido, Japan region. Again the fault is positioned

to intersect the earthquake hypocenter and we assume a pure dip-

slip reverse fault mechanism. The GPS strategy starts with the �rst

trigger declaration 24 s after the origin time at the closest station (sta-

tion 0134); the static o�set extraction begins 10s later and the initial

MNFPS is 8.17. The starting fault plane is made with 7 rectangular

patches of 83x55 km each. Since the magnitude does not change signi�-

cantly, the fault model size is not updated. The results are summarized

in Figure 6.5 for three di�erent times [24 s(a), 100 s(b) and 160 s(c)].

For this Mw 8.3 earthquake the initial MNFPS and MFF estimates are

somewhat di�erent being MNFPS 8.17 and MFF 8.45. The MNFPS

remains approximately constant to its initial value over the entire time

range. The MFF estimates vary between 8.15 and 8.45, starting high,

and reaching a stable value (MFF = 8.2) around 40 s from the origin

time (a). The estimated total length (L10) has a stable mean value of

294±26 km (varying between 228 and 355 km) (b). The maximum slip

area (L90) ranges between 25 and 180 km, with a mean value of 74±28
km (Figure 6.6).
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Figure 6.5: Snapshots of the GPS-based strategy inversion for the Mw

8.3, 2003 Tokachi-Oki earthquake. Comparison between the (a) observed
intensity with the predicted intensity using (b, c) the point source and (d, e, and
f) the �nite fault for three di�erent times. The �rst result from the slip inversion is
available 24 s (b, d) after the origin time, followed by the estimates after 100 s (e)
and 160 s (c, f). For details, refer to the caption of Figure 6.3. [After Colombelli,
Allen, and Zollo 2013.]

Di�erent �nite fault models have been proposed for the 2003, Tokachi-

Oki earthquake (Honda et al. 2004; Koketsu et al. 2004; Romano et

al. 2010). The fault plane is generally modelled with an aspect ratio

close to one (140x160 km, 120x100 km, 210x150 km are examples of

the adopted dimensions). A general feature resulting from the slip

inversions is that the main asperity (with a peak slip of about 6 m)

is concentrated in the northwest part of the fault plane and another

ruptures area extends down-dip from the hypocenter. While our real-

time estimate of the total rupture length (L10) is overestimated when

compared to these post-event models, the area where most of the slip

occurred is rather well approximated, in both extension (L90) and po-
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Figure 6.6: Real-time output for
theMw 8.3, 2003 Tokachi-Oki earth-
quake. For details, refer to the caption
of Figure 6.4. [After Colombelli, Allen,
and Zollo 2013.]
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Due to the overestimation of the total rupture length, the ground shak-

ing prediction for this earthquake is less accurate when the �nite fault

is considered compared to the use of a point source. This is especially

true at the initial seconds when the magnitude value is also overes-

timated. As the magnitude estimation decreases, the RMS gradually

reaches an approximately stable value (∼0.9) which is, however, still

larger than the RMS obtained with the point source (∼0.7). We return

to this overestimation in the discussion section.

6.4.3 The Mw 7.2 El Mayor-Cucapah earthquake

The Mw 7.2, 2010 El Mayor-Cucapah earthquake occurred on 4 April,

2010 at 22:40:42 UTC approximately 50 km south of the Mexico-USA

border along the boundary between the Paci�c Plate and the North

America Plate, in northern Baja California. The main shock ruptured

a series of fault segments with NW-SE alignment with a total extent

of approximately 120x20 km and with an estimated seismic moment

of about 3x1019 Nm (Hauksson et al. 2010). Moment tensor solutions
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and post-earthquake imaging of the rupture process show evidence for

a complex rupture history, with a dominant right-lateral strike-slip

component (strike 234◦, dip 7◦, rake 103◦) combined with a signi�cant

non-double-couple component (Hauksson et al. 2010; Wei 2011). We

analyzed the co-seismic displacement registered at 1 Hz GPS stations

of the California Real-time Network (CRTN). We model the fault plane

with a pure vertical right-lateral strike-slip fault, striking at 320◦ and

intersecting the earthquake hypocenter.

We are able to detect the �rst trigger 34 s after the earthquake origin

time at the station P494, where, 10 s later, the �rst estimation of static

o�set becomes available. Based on the �rst MNFPS value (MNFPS =

7.25), we model the initial fault plane with 7 rectangular patches of

28x16 km. Figure 6.7 shows the slip distribution obtained after 34 s

(a), 100 s (b) and 160 s (c).

For this earthquake we found very robust magnitude estimations both

from MNFPS and from MFF . The two magnitudes are consistent with

theMw value for this event (Mw 7.2) although the magnitude resulting

from the inversion shows a systematic small underestimation (about 0.2

magnitude units) with respect to MNFPS. Speci�cally, MNFPS ranges

between 7.16 and 7.27, with a mean value of 7.2 while MFF varies

between 6.9 and 7.1, with a mean value around 7.0 (Figure 6.8a). L10

and L90 are also quite stable: L10 varies between 107 and 160 km,

with a mean value over the entire time period of 143±11 km while L90

ranges between 10 and 62 km, with a mean value of 38±14 km (Figure

6.8b).

From the joint analysis of geodetic, remote-sensing and seismological

data, Wei (2011) reconstructed the fault geometry and the history of

slip during the 2010 El Mayor-Cucapah earthquake. Their fault plane

extended about 120 km along strike and about 20 km in the down-dip

direction. A similar result has been found by Rodriguez-Perez and

Castro (2012) that, based on the distribution of aftershocks, modelled
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Figure 6.7: Snapshots of the GPS-based strategy inversion for the Mw

7.2, 2010 El Mayor-Cucapah earthquake. Comparison between the (a) ob-
served intensity with the predicted intensity using (b, c) the point source and (d,
e, and f) the �nite fault for three di�erent times. The �rst result from the slip
inversion is available 34 s (b, d) after the origin time followed by the estimates
after 100 s (e) and 160 s (c, f). The gray, yellow, orange, and red foreground lines
represent the MMI = 5, 6, 7, and 8 contour lines, respectively. For details, refer to
the caption of Figure 6.3. [After Colombelli, Allen, and Zollo 2013.]

the fault plane as a rectangular area of 140x30 km. Most of the slip

occurred in an area of approximately 40x10 km, concentrated in the

north-western part of the fault plane where the rupture, after nucle-

ating from the hypocenter, propagated and broke the largest asperity.

(Fig. 3 from Wei (2011); Fig. 4 from Rodriguez-Perez and Castro

(2012)). Our real-time estimates of L10 and L90 show an excellent

agreement with both the total length of the rupture area and the ex-

tension of the main asperity, respectively. The position of our real-time

slip centroid also reproduces the observed north-west oriented slip dis-

tribution.

In terms of ground shaking prediction the El Mayor-Cucapah earth-
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Figure 6.8: Real-time output for
theMw 7.2, 2010 El Mayor-Cucapah
earthquake. For details, refer to the
caption of Figure 6.4. [After Colombelli,
Allen, and Zollo 2013.]

quake is the clearest evidence of how the prediction improves when

the extended fault is considered. A visual comparison between the

maps of Figure 6.7 shows that when the point source is used, the re-

sulting intensity is biased, especially along the strike direction. When

the extended fault plane is used, instead, a more realistic and accurate

prediction of the intensity distribution is obtained. The RMS error

on intensity (Figure 6.8c) is signi�cantly reduced from a value of ∼1.1
(with the point source) to ∼0.6 when the �nite fault is considered and

remains approximately stable for the entire duration of the event.

6.5 Discussion

The proposed methodology provides reasonable magnitude estimates

for the three analyzed cases. This result is even more relevant for

the 2011 Tohoku-Oki event, for which the GPS-based estimates are

signi�cantly higher than the real-time seismic-based estimates. The

�rst magnitude estimate (MFF = 8.15) can be determined 39 s after

the origin time. At the same time, the seimsic-based magnitude was ∼
7.7 2.4. As discussed in Section 5.6, the strong-motion arrived along

92



Chapter 6

the Sendai coast about one minute after the earthquake occurrence and

it took nearly two minutes for the strongest shaking to hit residential

areas in the Tokyo region. The GPS-based magnitude estimate could

have been used for the prompt activation of emergency actions in the

faraway Tokyo region as well as along the closest Sendai coast.

In addition to the magnitude estimate, the proposed methodology pro-

vides a real-time estimate of the rupture area extent, based on the slip

distribution on the fault plane. Comparison of our inversion results

with other post-earthquake studies shows that L10 and L90 are approx-

imate, but useful estimates of the total rupture length and of the re-

gion where most of the slip is occurring, respectively. The fault length

estimates (L10 and L90) are also very stable in time. This informa-

tion should be integrated in a real-time EEWS to improve the ground

shaking prediction by using the distance to the �nite fault rather than

distance from the hypocenter when estimating shaking intensity.

For the 2011, Tohoku-Oki and the 2010, El Mayor-Cucapah earth-

quakes we found a clear improvement in the intensity prediction when

the real-time GPS magnitude estimates and the �nite fault are consid-

ered. The intensity prediction is not as good in the case of the 2003,

Tokachi-Oki earthquake. For this event, however, the fault plane has

been modelled by others with an aspect ratio close to one and a signif-

icant slip contribution comes from the deeper part of the plane. The

down-dip length of the fault planes are typically 2-3 times that of our

model based on the Wells and Coppersmith (1994) relations. The fact

that we do not consider down-dip variations in slip is indeed a limi-

tation and is the main cause of our overestimate of the total rupture

length (L10) in this case.

One of the assumptions that we make in the methodology is that the

earthquake is occurring on a prede�ned fault plane. To assess the sig-

ni�cance of this assumption we simulated the real-time methodology

for the Tohoku-Oki earthquake with a modi�ed fault model, whose
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orientation di�ers from the previous case with a change in strike and

dip of 15◦ and a change rake of 20◦. We found that moderate changes

in the orientation of the fault like this do not lead to signi�cant di�er-

ences in the estimated magnitude and slip distribution (see Auxiliary

Material of Colombelli, Allen, and Zollo 2013). A more serious source

of error is when a dip-slip earthquake on an unidenti�ed fault occurs

in a strike-slip environment. The proposed methodology would most

likely fail in this circumstance. For this reason it would be prudent to

de�ne an acceptance criteria that must be met before the �nite-fault

solution is used as part of an earthquake alert. One option might be to

simultaneously solve for slip on di�erent fault models (i.e., for strike-

slip and dip-slip faults) and then let the RMS �t to the GPS data

select the best fault model.

In the proposed methodology, the initial fault extent is de�ned based

on the preliminary MNFPS and this may represent a possible source

of error. We evaluated this e�ect by simulating an underestimated

initial magnitude. We performed this test on the Tohoku-Oki earth-

quake, by assuming that the initialMNFPS was 6.0 and seeing how the

self-adapting strategy responded (see Auxiliary Material of Colombelli,

Allen, and Zollo 2013). After a few underestimated initial solutions

(small magnitude, short lengths) the magnitude rapidly increases (in

4-5 s) while ∼25 s are necessary for the methodology to expand the

fault plane and recover a length similar to that of Figure 6.3.

In principle, there is no limitation to the practical applicability of the

proposed methodology and no speci�c source-receiver con�guration is

required. As long as a good coverage and density of real-time GPS

stations is available, the methodology is expected to be suitable for

any seismically active area.
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Conclusions and

Perspectives

The work presented in this thesis has been divided into three parts,

which re�ect di�erent aspects of the common, central topic of Early

Warning for large earthquakes. Methodological aspects, related to the

real-time magnitude estimate and to the rapid prediction of the ex-

pected ground shaking, have been analyzed. At the same time, physical

aspects of the rupture process initiation have been also investigated.

In the �rst part of the thesis, through the analysis of the 2011, M

9.0 Tohoku-Oki earthquake records, the feasibility of existing Early

Warning methodologies for giant events has been studied.

In the second part of the work, di�erent magnitude earthquakes have

been analyzed and their behaviour in terms of beginning of the rupture

process has been investigated.

Finally, in the third part of the thesis, two practical approaches for

the prediction of the damaging e�ect of a large earthquake have been

proposed. While the results of each analysis are already presented and

discussed in details within the chapters, a summary of the main results

is reported below.
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• suitability of the existing methodologies: the application

of Early Warning methodologies to the Tohoku-Oki earthquake

records has shown that the existing methodologies can be applied

even to large events, provided that appropriate P-wave time win-

dows are used. The empirical scaling relationships, which have

been calibrated for small-to-moderate earthquakes, can be ex-

tended to large events, but longer portion of signals are required

for a correct magnitude estimate.

• evolutionary approach for the magnitude estimate: two

Early Warning parameters have been explored for the Tohoku-

oki event. The initial peak displacement amplitude (Pd) and

the average period (τc) have been both explored as a function

of time. The analysis has shown that both parameters provide

an evolutionary image of the ongoing fracture process and are

informative about the event size, thus allowing for a real-time,

evolutionary estimate of the earthquake magnitude;

• expanding the P-wave time window and the distance

range: for the Tohoku-Oki earthquake, the use of small sig-

nal portions result is underestimated magnitude values; longer

P-wave time windows are required for a reliable magnitude esti-

mate. In particular, 25-30 seconds of P-wave signal are necessary

to get a stable magnitude estimate of M = 8.4. The need of ex-

panding the P-wave time window implies that records up to very

large distances from the source have to be included;

• time evolution of Early Warning parameters and source

process: the evolutionary approach has been applied to a larger

data set earthquakes and has provided relevant insights on the

possible relationship between Early Warning parameters and the

source process. In particular, among the two analyzed parame-

ters, the logarithm of τc has not shown a clear time dependency,
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while the logarithm of Pd has shown a clear behaviour with time;

• time evolution of peak displacement: for all the analyzed

earthquakes, the logarithm of the peak displacement starts with

small initial values and then progressively increases until a �-

nal, stable value is reached. The initial increase has been found

to be di�erent between small and large events. In particular,

the initial increase is very rapid for small events while a slower

growth toward the �nal value is observed for large earthquakes.

The initial evolution of logarithm of Pd with time is informative

about the �nal size of the earthquake, thus suggesting a possible

deterministic nature of earthquake rupture;

• physical model for the rupture beginning: a physical model

for the rupture beginning has been proposed to justify the ob-

served time evolution of logarithm of Pd. In particular, the vari-

ation of the initial slope of the logarithm of Pd vs. time curves

has been interpreted in terms of di�erences in the friction during

the nucleation phase of earthquakes. According to the proposed

model, earthquakes breaking in a region with a large critical slip

distance value have a larger probability to grow into a large size

rupture than those originating in a region with a smaller slip

distance value;

• rapid estimate of the Potential Damage Zone: a practical

methodology for the real-time prediction of the potential dam-

age area of an earthquake has been proposed. The methodology

has been applied to ten strong Japanese events and to the mega-

thrust Tohoku-Oki earthquake and has provided satisfying re-

sults. The comparison between the real-time predicted shaking

maps and the post-event intensity distribution has shown that

the real-time PDZ maps approximately correspond to the area

where most of the damage is observed;
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• feasibility of Early Warning using continuous GPS data:

an innovative approach to earthquake Early Warning using con-

tinuous, 1Hz GPS data has been proposed. In the proposed ap-

proach, the coseismic ground deformation is used to provide fast

and reliable magnitude estimates and approximate estimates of

the extension of the source. The GPS approach has been tested

using three earthquakes. The use of the GPS-based magnitude

and of the �nite fault extent improves the accuracy of ground

shaking prediction, as compared to the existing seismology-based

point source approaches. This approach would also facilitate

more rapid tsunami warnings.

Among the overall results of this work, the magnitude-dependence of

the initial slope of the logarithm of Pd vs. time curves is, undoubtedly,

the most important result, both in terms of Early Warning applications

and in terms of understanding the process of rupture initiation. The

possibility to rapidly distinguish a small shock from a large event has

an immediate, important impact on e�ectiveness of Early Warning

Systems. However, the slope measured in this work is derived from

the average trend of hundreds of records, spanning wide azimuth and

distance ranges, while in real-time the availability of data depends on

the source-station geometry. Further analyses are hence required to

simulate the real-time data streaming and assess the minimum near-

source data necessary to constrain the initial slope. Assuming that the

slope is well constrained from near-source data, if the observed slope

variation with magnitude is preserved even when a few data are used,

a short time window (∼1s) can be enough for a rapid evaluation of the

earthquake size.

Furthermore, a deeper investigation about the period parameter (τc)

needs to be done. In the present work we aimed at understanding if

both the peak displacement and the average period were related to the

rupture process. While observing that the average period carries in-

98



Conclusions and Perspectives

formation about the event size, due to its unstable time behaviour and

larger error (as compared to Pd), τc has not been deeply investigated

and interpreted. Selected, high-quality data have to be explored to

understand the role of this parameter during the rupture process.
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Supporting Information

A.1 Database description

The database consists of 43 moderate-to-strong earthquakes in the

magnitude range M4÷ 9, located all over the Japanese active seismic

region. To avoid any bias related to speci�c criteria for data selec-

tion (tectonic environment, dominant fault mechanism, aftershock/-

mainshock, event depth, ...) we selected earthquakes occurred all over

Japan, in di�erent tectonic environments, both crustal and subcrustal

events. We tried to avoid the inclusion of aftershocks belonging to the

same sequence and tried to include events with di�erent types of fault

mechanism. Acceleration waveforms have been provided by K-Net and

Kik-Net online databases (http://www.kyoshin.bosai.go.jp/). Table

A.1 includes the list of the selected earthquakes and their source para-

meters. For earthquake waveforms extracted from K-Net and KiK-Net

catalogues, the information concerning the event locations and magni-

tudes are provided by the JMA. By a comparison between the MJMA

and moment magnitudeMw, di�erent authors (Dziewonski, Chou, and

Woodhouse 1981; Katsumata 1996; Oth et al. 2010) have found neg-

ligible di�erences between the two scales the magnitude range 4 to 8.

Here we simply denote magnitude as M .

101

http://www.kyoshin.bosai.go.jp/


Appendix A

Event Date Event Time Lon (◦) Lat (◦) Depth (km) M

2003-09-26 04:50:00 144.074 41.781 42 8.0
2003-09-26 06:08:00 143.691 41.710 21 7.1
2008-05-08 01:45:00 141.607 36.227 51 7.0
2008-06-14 08:43:00 140.880 39.028 8 7.2
2010-03-29 10:29:00 139.882 36.035 43 4.3
2010-05-01 18:20:00 139.190 37.558 9 4.9
2010-07-21 06:19:00 135.693 34.205 58 5.1
2010-10-24 13:50:00 139.852 36.058 45 4.4
2010-11-05 19:14:00 139.842 36.062 45 4.6
2011-03-11 14:46:00 142.860 38.103 24 9.0
2011-03-12 03:59:00 138.597 36.985 8 6.7
2011-03-19 18:56:00 140.570 36.783 5 5.8
2011-03-23 07:12:00 140.787 37.083 8 5.0
2011-04-01 20:58:00 142.165 39.335 45 5.9
2011-04-11 17:16:00 140.672 36.945 6 6.4
2011-04-11 20:42:00 140.633 36.965 11 5.7
2011-04-12 14:07:00 140.643 37.052 15 5.0
2011-04-26 21:12:00 139.975 36.085 46 6.0
2011-06-18 20:31:00 141.820 37.617 28 5.5
2011-06-23 06:51:00 142.590 39.947 36 5.6
2011-07-08 03:35:00 141.128 37.097 55 6.3
2011-07-25 03:51:00 141.627 37.708 46 6.2
2011-07-31 03:54:00 141.220 36.902 57 6.1
2011-09-15 17:00:00 141.483 36.255 51 5.2
2011-09-17 04:26:00 143.085 40.258 7 4.4
2011-09-21 22:30:00 140.577 36.737 9 5.3
2011-11-20 10:23:00 140.587 36.710 9 4.9
2012-01-12 12:20:00 141.303 36.967 33 5.4
2012-01-28 07:39:00 138.978 35.492 18 4.7
2012-01-28 07:43:00 138.977 35.488 18 4.7
2012-01-29 16:46:00 138.983 35.537 21 5.2
2012-02-11 10:27:00 139.788 36.087 46 5.3
2012-03-01 07:32:00 140.625 36.438 56 5.4
2012-03-27 20:00:00 142.333 39.805 21 4.8
2012-05-05 18:56:00 137.173 35.188 45 6.5
2012-05-18 17:19:00 139.840 36.135 51 5.1
2012-06-01 17:48:00 139.875 36.027 44 4.5
2012-06-09 04:07:00 138.368 35.023 26 4.2
2012-06-17 16:13:00 140.010 36.178 51 4.8
2012-07-12 13:54:00 139.885 36.082 46 4.6
2012-07-16 04:31:00 139.817 36.152 52 4.1
2012-08-03 22:19:00 139.898 36.025 43 5.6
2012-08-30 04:17:00 139.850 36.120 49 4.5

Table A.1: List of the selected earthquakes and source parameters. For
each event information are provided by the Japan Meteorological Agency.
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A.2 Description of data processing

In order to obtain displacement waveforms, the mean value and linear

trend are �rst removed from the raw acceleration data. These are

then double integrated and a non-causal, high-pass Butterworth �lter

with cut-o� frequency of 0.075 Hz is applied to remove the arti�cial

long-period trend and baselines introduced by the double integration

operation. The P-wave onset times have been manually picked on each

vertical component of accelerometer records. The peak displacement

is measured in a recursive manner, starting from 0.05 s after the P-

wave onset and moving forward with a time step of 0.05 s. To avoid

the inclusion of S-waves into the considered P-wave Time Window

(PTW), we computed the expected S-wave arrival time at each station

(TS) using the following relation:

TS − TP = b ·R (A.1)

where TP is the observed P-wave onset time, R is the hypocentral

distance and b = 0.088. The coe�cient b has been derived through

a linear regression analysis, after manually picking the S-wave arrival

times for a selected number of records in our data-set.

To compare the observed Pd values at di�erent stations, the geometrical

attenuation e�ect has been corrected with the following attenuation

relationship:

logPd = A+B ·M + C · logR (A.2)

whereM is the event magnitude, Pd is measured in cm (in a �xed time

window of 3 seconds) and the hypocentral distance R is measured in

km. In the above equation a single term (logR) is used to account for

both the geometrical spreading and the anelastic attenuation.

For earthquakes with M < 7 we used only data up to a maximum

hypocentral distance of 200 km, while for M ≥ 7 we included records

up to 500 km. We preliminary estimated the coe�cients A,B,C of
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Coe�cient M < 7;R ≤ 200km M ≥ 7;R ≤ 500km

A -2.89 ± 0.12 -2.24 ± 0.12
B 0.62 ± 0.01 0.59 ± 0.01
C -1.25 ± 0.06 -1.51 ± 0.02

Table A.2: List of the coe�cients. Coe�cient of equation A.2 for di�erent
magnitude and distance ranges.

equation for each distance range, through a non-weighted, linear, re-

gression analysis. Then, depending on the magnitude and the distance

range, we used the appropriate coe�cients to compare the observed Pd

values at di�erent stations. Table A.2 shows the coe�cients A,B,C for

each magnitude and corresponding distance range. For each event we

set a maximum PTW to be explored, based on the expected duration

of the source from kinematic models for the corresponding magnitude,

and considered at least twice the expected duration. To compute the

average LPDT curve, we also required at least 5 data to be used in

each PTW. The average computation stops either when the number

of data is not su�cient, or when the PTW reaches its maximum time

limit, whichever condition comes �rst.

104



Appendix A

A.3 Resolution and tests

To assess the reliability and robustness of the results, we identi�ed

di�erent factors that could have in�uenced the observed shape of the

LPDT curves. Among them, the high-pass �ltering operation, the

propagation e�ects and the source depth, are the most relevant. Hence,

we separately investigated each of these factors to understand their

in�uence on the analysis.

A.3.1 Filter e�ect

Because the corner frequency of the event depends on the magnitude,

the high-pass �ltering operation may distort the recorded waveforms,

eventually resulting in an arti�cial variation of the initial slope of

LPDT curves. We performed two tests to exclude that the observed

trend of T1, B1, T2 and B2 with magnitude is an arti�cial e�ect of

the high-pass �ltering operation.

First we repeated the entire analysis using un�ltered velocity and accel-

eration records. With the same approach as used for Pd, we measured

the initial Peak Velocity (Pv) and the initial Peak Acceleration (Pa)

and obtained the corresponding log. Pv vs. PTW and log. Pa vs.

PTW curves. We �tted these curves and estimated T1, B1, T2, B2

parameters. Figure A.1 shows that the scaling of these parameters with

magnitude is preserved even when un�ltered acceleration or velocity

records are used.

A second test consists in the use of di�erent cut-o� frequencies for the

high-pass �ltering operation on displacement waveforms. We tested

0.01 Hz, 0.075 Hz, 0.1 Hz and 0.5 Hz. For each �lter we obtained the

LPDT curves and estimated T1, B1, T2 and B2 parameters. Figure

A.2 shows the �t parameters as a function of magnitude using di�er-

ent cut-o� frequencies for the �lter. The trend of parameters with

magnitude is preserved when di�erent �lters are used.
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Figure A.1: Filter e�ect on �t parameters T1, B1, T2, B2. The �gure
shows the four parameters resulting from the �tting procedure as a function of
magnitude using �ltered displacement waveforms (brown circles), un�ltered veloc-
ity waveforms (yellow circles) and un�ltered acceleration records. In all panels the
solid gray line shows the linear best �t function when the cut-o� frequency of 0.075
Hz is used and the thin dashed lines are the corresponding 95% con�dence bounds
for new observations.
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Figure A.2: Filter e�ect on �t parameters T1, B1, T2, B2. Same as Figure
A.1 but using di�erent cut-o� frequencies for the high-pass �ltering operation on
displacement waveforms: 0.075 Hz (dark blue circles), 0.01 Hz (yellow circles), 0.1
Hz (brown circles) and 0.05 Hz (light blue circles).
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A.3.2 Distance e�ect

The initial P-wave amplitude may be strongly a�ected by all the prop-

agation e�ects related to crustal structure, geometrical spreading and

anelastic attenuation. In addition to this, we must consider that in our

analysis, due to the natural amplitude decay with distance and mag-

nitude, for the largest events Pd is measured up to larger hypocentral

distances (> 200 km). Moreover the largest events in our database

are mostly o�shore earthquakes associated to the subduction zone.

An intrinsic bias due to distance-attenuation and multipathing could

therefore a�ect the results of this analysis. A further source of error

can be the distance correction of Pd, which is necessary to compare

records at di�erent stations. As a matter of fact, an inadequate dis-

tance correction (i.e., an inadequate coe�cient C equation A.2) could

in�uence the initial slope variation of log Pd curves.

To understand if these e�ects are contributing to (and are responsible

of) the di�erent initial slope, we looked at di�erent events in the same

distance range. We prior determined the coe�cients A,B,C of equa-

tion A.2 for each distance range (i.e., 0-100km, 0-200km, 100-200km,

0-500km); we than corrected Pd using the appropriate coe�cient for

each distance and �tted the LPDT curves to determined T1 and B1.

Figure A.3 shows the two parameters as a function of magnitude and

of the distance range.

Assuming that T1 and B1 depend on both magnitude and distance,

we would expect to see an evident (and systematic) variation when a

di�erent distance range is used. This e�ect, instead, is not evident

from the plot, suggesting that the observed trend with magnitude is

not controlled by the distance range. The trend of T1 and B1 with

magnitude is preserved even when restricting the average to a smaller

distance range, although it is evident but less pronounced when looking

at larger distances, due to the poor magnitude coverage.

Furthermore, if the anelastic attenuation was responsible of the ob-
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Figure A.3: Distance e�ect on �t parameters T1, B1, T2, B2. Same as
Figure A.1 but using di�erent distance ranges for the average log Pd computation:
0-100 km (brown circles), 100-200 km (yellow circles), 0-200 km (light blue circles)
and 0-500 km (light blue triangles). In all panels the solid gray line shows the
linear best �t function when the cumulative ranges are used (0-200 km for M < 7
and 0-500 km for M ≥ 7).

served T1 and B1 trend with M we would expect an increase of the

initial slope with magnitude, since higher frequencies attenuate more

rapidly, as opposed to the observed behaviour. A more realistic sit-

uation in our analysis is that, because higher frequencies are mostly

recorded at small distances while lower frequencies are mainly associ-

ated to long distances, the overall anelastic attenuation e�ect is aver-

aged out.

Another issue is the azimuthal variation of displacement amplitude

which in case of only few stations available may introduce variability

of the LPDT curves. The average on a large number of data (i.e.

hundreds of stations, as done in our analysis) is generally expected to

reduce the in�uence of the radiation pattern.

Finally, we considered that averaging the displacement amplitude over

a wide range of distances may result in the inclusion of di�erent P-

arrivals within the considered PTW (i.e., Pn, Pg phases) thus possibly
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Figure A.4: Source depth e�ect on �t parameters T1, B1, T2, B2. Same
as Figure A.1 with a color scale representing the source depth.

a�ecting the slope estimate. The results of Figure A.3 show that the

trend of T1 and B1 with magnitude is preserved even when restricting

the average to a smaller distance range where a single P-wave arrival

is expected.

A.3.3 Source depth e�ect

The earthquake depth might impact on source processes and frictional

properties and therefore on the observation about the evolution of P-

wave peak displacement with time. The scatter plot of Figure 3.1c

shows that there is no magnitude-depth dependence for the earth-

quakes in our database. Thus, the observed trend of parameters should

not be in�uenced by the frictional processes occurring at di�erent

depths. To clarify this point, in �gure A.4 we plotted the �t para-

meters as a function of magnitude, with a color scale representing the

event depth. We did not �nd any clear evidence that the source depth

may a�ect the initial P-wave displacement evolution.

109



Appendix A

0.1

1

10

T
1

 [
s
]

4 5 6 7 8 9

Magnitude

a

0.1

1

10

B
1

 [
c
m

/s
]

4 5 6 7 8 9

Magnitude

b

1

10

T
2

 [
s
]

4 5 6 7 8 9

Magnitude

c

0.0

0.1

0.2

0.3

0.4

0.5

0.6

B
2

 [
c
m

/s
]

4 5 6 7 8 9

Magnitude

d

M < 6.2 with fit

M > 6.2 with fit

Figure A.5: Validation of the linear trend. Same as �gure A.1. Blue circles
are the M ≥ 6.2 data with their linear �t line (blue solid line). Green circles are
the M < 6.2 data with the best �t line (green solid line).

A.4 Validation of the linear trend

The log-linear correlation of T1 and B1 parameters with magnitude

is robust and evident when looking at the whole magnitude range, al-

though a clear variability of data appears from the plot (Figure 4.2a,b).

The magnitude-dependency of T1 and B1 is not so clear for magnitude

larger than 6.2-6.5, although the variability of T1 values for the largest

earthquakes (i.e., for M = 7− 7.2) is comparable to the variability ob-

served for any other magnitude ranges. The weaker, linear trend for

the parameter T1 for M ≥ 6.2 is due to the limited number of avail-

able events in this range and to the scatter of data. To validate the

hypothesis that a linear trend does exist for the largest magnitudes, in

�gure A.5 we plotted the best �t line obtained for M ≥ 6.2 (blue solid

line) and the best �t line obtained for magnitude M < 6.2 (green solid

line). We found that the linear trend for M ≥ 6.2 is consistent with

the one for the whole magnitude range, within the error bars.
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A.5 Residual analysis

To compare the observed Pd at di�erent stations, a standard Ground

Motion Prediction Equation (in the form of equation A.2) has been

used. To show that the attenuation relationship does not introduce

any bias, we plotted the residuals log Pd(observed) − log Pd(predicted) as a

function of distance and magnitude and the histograms of the residu-

als in di�erent magnitude classes. Figure A.6 (top panel) shows that

residuals are distributed around zero in the whole distance range and

no evident bias appears neither from the scatter plot, nor from the

histograms (right panel). A similar behaviour is observed in the plot

of residuals as a function of magnitude (bottom panel). Also in this

case we found that residuals are distributed around zero, except for

the case of the M9.0 Tohoku-Oki earthquake.

For this single event, the deviation from the zero value is related to

the problem of parameter saturation, when a short PTW is used to

estimate the magnitude. For the case of the Tohoku-Oki event, the

use of a �xed PTW of 3 seconds, results in signi�cantly lower initial

peak displacement values. It is worth to note, however, that no evident

bias appears from the residual vs. distance plot. To correct Pd values

for the distance e�ect, only the distance contribution is used. If a bias

e�ect with magnitude would exist, it will not a�ect the slope of LPDT

curves.

A.6 Dependency on the �t model

The observed variation of the initial slope of Pd for di�erent magnitude

earthquakes (i.e., the trend of B1 vs. M) appears evident from a visual

inspection of the curves, without using any �tting procedure. To assess

in a quantitative way the initial behaviour of the curves, we �t the Pd

vs. time curves using a piecewise linear function and determined 5
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Figure A.6: Residual distribution. The �gure shows the di�erence between the
logarithm of the observed Pd and the logarithm of the predicted Pd as a function
of distance (top) and magnitude (bottom). Right panel shows the histograms of
the residuals in di�erent magnitude classes.

best �t parameters, for each event. The agreement between data and

�t function is very high and the parameter estimates are accurate in

terms of errors. In particular, the �rst corner time T1, is estimated as

the intersection of two straight lines, whose slope is well constrained

(as shown by the �t examples in Figure A.7 below). However, the use

of a 3-piecewise function might introduce some bias in the estimate of

B1 and T1. For this reason, we carried out a further analysis.

For each event we stopped the Pd curve at its saturation time (T2)

and used a 2-piecewise, linear function to �t the data. Figure A.7

shows example of �tted curves with a 2-piecewise linear function while

Figure A.8 shows that the new estimates of T1 and B1 are consistent

with those obtained by �tting the entire curve evolution, con�rming

that the �nal part of the curves does not signi�cantly contaminate the

estimates of T1 and B1.
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Figure A.7: Example of data �tting. The �gure shows examples of LPDT
curves as a function of the P-wave time window and the 2-piecewise best �t function.
Grey empty circles are the data while the blue solid line is the best �t function.
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Figure A.8: Fit parameters T1, 1, T2, B2 with a 2-piecewise function.
The �gure shows the two initial parameters resulting from the �tting procedure
with a 2-piecewise linear function, as a function of magnitude. In both panels the
blue circles are the initial �t parameters using a 3-piecewise model, while green
circles are the initial �t parameters using a 2-piecewise model.
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Data and Resources

All the acceleration waveforms used in this study were extracted from

the KiK-net and K-NET online databases (http://www.kyoshin.bosai.

go.jp/).

For the 2011 Tohoku-Oki earthquake raw 1Hz GPS data were collected

by the Japanese GPS Earth Observation Network (GEONET) stations

(Sagiya 2004). Point-positions were provided by the Paci�c Northwest

Geodetic Array at central Washington University and were computed

using GIPSY 6 and �nal satellite ephemerides and clock corrections

provided by the Jet Propulsion Laboratory. For the 2003 Tokachi-

Oki earthquake and the 2010 El Mayor-Cucapah earthquake the raw

1Hz GPS data were collected by GEONET and California Real-time

Network (CRTN) stations, respectively. Both data sets are the same

used by Crowell, Bock, and Melgar (2012).

The Japanese Intensity data for the events analyzed in Chapter 5 were

provided by the Annual Bulletin of Japan (2008), published by the

Japan Meteorological Agency. We thank Drs. Mitsuyuki Hoshiba and

Nobuo Hamada for making us available the JMA intensity data.

For this study, the displacement waveforms were stored and analyzed

in SAC (Seismic Analysis Code) format (Goldstein et al. 2003). Most

of the analyses were made using the GNUPLOT, MATLAB (MATLAB

version 6.5.1, 2003, computer software, The MathWorks Inc., Na tick,

Massachusetts) and GMT (Generic Mapping Tools) softwares (Wessel
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