Grid Connected Doubly Fed Induction Generator Based Wind Turbine under LVRT

by

Subramanian Chandrasekaran

Tutor: Prof. Domenico Casadei
PhD Coordinator: Prof. Domenico Casadei

March 2014, Bologna, Italy
Acknowledgment

This research project has been carried out at the Department of Electrical, Electronics and Information Engineering at University of Bologna. The financial support provided by “Erasmus Mundus External Cooperation Window Lot 13 India-INDIA 4EU” is gratefully acknowledged.

First of all, I would like to express my deep and sincere gratitude to my supervisor Prof. Domenico Casadei for his excellent supervision and helps during this work. I would like to thank all my professors at the Department of Electrical Engineering for all their technical, professional and administrative support. I want in special thanks to, Prof. Claudio Rossi, Prof. Angelo Tani, Prof. Gabriele Grandi, Prof. K. Rajambal and my Erasmus Coordinator Livia Mercatelli.

My PhD work was furthermore Co-supervised by Prof. Poul Sørensen in Wind Energy System at Technical University of Denmark (DTU). It is a pleasure for me to take the opportunity to thank all my colleagues in the research group.

My greatest thanks go to the person, who aided me during my final stage of PhD work. I would like to express my deepest gratitude to Prof. Frede Blaabjerg, my co supervisor at Aalborg University (Energy Technology), Aalborg, for all his guidance and support as well as teaching me numerous skills of doing scientific work. My colleagues at AAU made me feel so comfortable work with them especially Prof. Frencessco Iannuzzo, Wenjie Chen, Yan, Rui, and Milla.

Many thanks go to all my colleagues at Electrical Engineering, who have assisted me during the work of this Ph.D. thesis especially Sanjeevi Kumar, Filipo and Marco Casali.

Finally, I owe my gratitude to my late Appa, my Amma, my brother, my sisters and my family members of everyone especially Manu Shri, Bhaviya Shri, Janesh and Jahnavi, for all their love and support during my personal and professional education.

I want to thank God for his help and his mercy.

“God gave not to us the spirit of dread, but of virtue, and of love, and of soberness”
(Tim. 1,7)
ABSTRACT

This project concentrates on the Low Voltage Ride Through (LVRT) capability of Doubly Fed Induction Generator (DFIG) wind turbine. The main attention in the project is, therefore, drawn to the control of the DFIG wind turbine and of its power converter and to the ability to protect itself without disconnection during grid faults. It provides also an overview on the interaction between variable speed DFIG wind turbines and the power system subjected to disturbances, such as short circuit faults. The dynamic model of DFIG wind turbine includes models for both mechanical components as well as for all electrical components, controllers and for the protection device of DFIG necessary during grid faults. The viewpoint of this project is to carry out different simulations to provide insight and understanding of the grid fault impact on both DFIG wind turbines and on the power system itself. The dynamic behavior of DFIG wind turbines during grid faults is simulated and assessed by using a transmission power system generic model developed and delivered by Transmission System Operator in the power system simulation toolbox Digsilent, Matlab/Simulink and PLECS.
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CHAPTER 1

INTRODUCTION

For centuries the winds have been used to grind grain and although present applications powered by the wind have other purposes than grinding grain, almost any wind powered machine - no matter what job it does - is still called a windmill. In the 1920’s and 1930’s, before electric wires were stretched to every community, small wind generators were used to power lights and appliances. At the instance of the growth in the world-wide infrastructure with widely distributed electrical power, the use of wind generators has been almost suspended for several decades. Among others, a consequence of the oil shock of the 1970’s is that the global energy policy of today is towards renewable energy resources and for that reason, the windmill has become its renaissance. This chapter introduces the reader to the trends in modern wind turbine development in annual capacity, installed capacity and wind turbine manufacturer companies.

1.1 BACKGROUND IN WIND POWER

Today, modern energy industry faces a growing awareness regarding the impact of conventional power generation on the environment. An issue such as limited fossil fuel reserves, climate change due to $\text{CO}_2$ emissions, brings to attention alternative technologies to generate electricity in a more sustainable manner [1]. As global energy demand is constantly rising, there is a great responsibility for society to develop the green technologies for reducing its impact on the environment. In the trend of diversifying the energy market, wind power is the most rapidly growing sector. After the oil crisis from three decades ago, wind power industry started to flourish. Since then wind turbine technology improved rapidly and it soon took the title of champion from all renewable sources of energy.

1.2 WIND POWER MARKET

During 2012, almost 45 GW of wind power capacity began operation, increasing global wind capacity 19% to almost 283 GW [2] (See Figure: 1). It was another record year for wind power, which again added more capacity than any other renewable technology despite policy uncertainty in key markets [3]. The top 10 countries accounted for more than 85% of year-end global capacity, but the market continued to broaden [4]. Around 44 countries added capacity during 2012, at least 64 had more than 10 MW of reported capacity by year's end, and 24 had more than 1 GW in operation [5]. From the end of 2007 through 2012, annual growth rates of cumulative wind power capacity averaged 25% [6].
For the first time since 2009, the majority of new capacity was installed in the OECD, due largely to the United States [7]. Developing and emerging economies are moving firmly into the mainstream, however. The United States and China together accounted for nearly 60% of the global market in 2012, followed distantly by Germany, India, and the United Kingdom [8]. Others in the top 10 for capacity added were Italy, Spain, Brazil, Canada and Romania [9]. The EU represented about 27% of the world market and accounted for just over 37% of total global capacity (down from 40% in 2011)[10].

The United States had its strongest year yet and was the world’s top market in 2012[11] (See Figure: 2). U.S. installations nearly doubled relative to 2011, with almost 64% of the 13.1 GW added coming on line in the year’s final quarter [12]. The strong market was driven by several factors including increased domestic manufacturing of turbine parts and technology improvements that are increasing efficiency and driving down costs; most important,
however, was the expected expiration of the federal Production Tax Credit [13]. Wind power represented as much as 45% of all new electric generating capacity in the United States, outdoing natural gas for the first time, and the 60 GW operating at year’s end was enough to power the equivalent of 15.2 million U.S. homes [14]. The leading states for capacity added were Texas (1.8 GW), with more than 12 GW in operation, California (1.7 GW), and Kansas (1.4 GW), and 15 states had more than 1 GW in operation by year’s end [15].

The European Union passed the 100 GW milestones in 2012, adding a record 11.9 GW of wind capacity for a total exceeding 106 GW [16]. Wind power came in second for electric capacity added (26.5%), behind solar PV (37%) and ahead of natural gas (23%); by year’s end, wind accounted for 11.4% of total EU electric capacity[17]. Despite record growth, there is concern that the EU lags on its National Renewable Energy Action Plan (NREAP) targets, and that 2012 additions do not reflect growing economic and policy uncertainty (most capacity was previously permitted and financed) [18]. Some emerging markets are poised for significant growth, but grid connectivity and economic issues pose challenges to future development in much of Europe, as do land issues arising from having so much capacity on shore [19].

1.3 WIND POWER INDUSTRY

During 2005–2009, turbine prices increased in response to growing global demand, rising material costs, and other factors; since then, however, growing scale and greater efficiency have combined to improve capacity factors and reduce costs of turbines as well as operations and maintenance [20]. Oversupply in global turbine markets has further reduced prices, benefitting developers by improving the cost-competitiveness of wind power relative to fossil fuels. However, the industry has been challenged by downward pressure on prices, combined with increased competition among turbine manufacturers, competition with low-cost gas in some markets, and reductions in policy support driven by economic austerity [21]. Relative to their 2008 peak, turbine prices fell by as much as 20–25% in western markets and more than 35% in China before stabilising in 2012[22].

The costs of operating and maintaining wind farms also dropped significantly due to increased competition among contractors and improved turbine performance [23]. As a result, onshore wind-generated power is now cost competitive with or cheaper than conventional power in some markets on a per kilowatt-hour basis (including some locations in Australia, India, and the United States), although new shale gas in some countries is making it more difficult for wind (and other renewable ) to compete with natural gas [24]. Offshore wind remains at least twice as expensive as onshore [25].

The world’s top 10 turbine manufacturers captured 77% of the global market and, as in 2011, they hailed from China (4), Europe (4), India (1), and the United States (1). Vestas (Denmark), the top manufacturer since 2000, surrendered its lead to GE Wind (third in 2011), which blew ahead due mainly to the strong U.S. market [26]. Siemens moved from ninth to third, followed by Enercon (Germany) and Suzlon Group (India), both of which moved up one spot relative to 2011[27]. Other top companies were Gamesa (Spain) and Goldwind, United Power, Sinovel, and Mingyang (all China); both Goldwind and Gamesa dropped out of the top five [28] (See Figure 3).
According to Global Wind Energy Council more than 160 GW of installed capacity has been achieved by the end of 2009 around the world. Also a total power increase of 35% is accomplished in the year 2009 in the world. Thus a new record per annum of installed wind power capacity has been reached, summing up in 38 GW around the world. Europe accounts for 50% of the total amount of installed Wind Power around the world [29]. Figure 4 shows the continuously growing trend of wind power installations inside European Union. This reference scenario shows that with installations of up to 300 GW by the year 2030, EU will have a 21% to 28% wind market penetration [30].

Figure: 3. Market Shares of Top 10 Wind Turbine Manufacturers, 2012.

Figure: 4. EU Wind Power Forecast for 2030.
Along with the increasing demands for wind power, the turbine technologies are improving and thus equipment costs are reducing. Because the wind industry is a well established power house on the renewable market, its prices per kWh are comparable with prices of the conventional energy generations. Unlike gas, coal and oil resources which in future will become scarce, and for which the technologies became mature decades ago, the wind energy is abundant and new improvements on aerodynamics and power electronic devices are still to come. Therefore by 2030 electricity production from wind will inevitably become cheaper than any other source of energy, currently having a high market share [31].

There is a good correlation between wind turbines costs and their sizes. Unlike solar panels, which remain at the same price regardless of array size, wind turbines become cheaper with increased system size. The practical explanation is that the power delivered by the wind turbine depends on the square of the rotor diameter. Figure 5 shows the evolution of wind turbine size with respect to year of production. It is seen that in the last 20 years the rotor diameter has increased by a factor of 10. Today state-of-the-art wind turbines, with 126 m for rotor diameter, produce 5 to 6 MW of power [32-33].

In order to better control more and more wind power fed into the network, these MW range wind turbines are usually connected together either onshore or offshore to form a wind farm. However, including larger (hundreds of MW) wind farms into the grid, will raise the wind power penetration to a point at which it will have a significant impact on power system operation. Already some regulatory tasks needed for system stability, are being performed by wind power plants. With the ever increasing of wind power in the energy mix, Transmission System Operator (TSO) is forced to impose new requirements on the wind farms for the well-functioning of the power system network.
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CHAPTER 2

WIND ENERGY CONVERSION SYSTEM (WECS)

2. INTRODUCTION

The aim of this chapter is to provide the basic concepts to understand a wind energy conversion system and the way it must be operated to be connected to the utility grid. It covers general background on wind turbine knowledge, different topology of WECS, not only related to the electrical system, but also to the mechanical and aerodynamics characteristics of wind turbines [1-10].

2.1 WIND TURBINE COMPONENTS

The entire system of a grid connected wind turbine includes several components, which contribute with their specific function in the energy conversion process from wind energy into electrical energy. Figure 2.1 illustrates the main components of a modern wind turbine, which are to a greater or lesser extent common for all wind turbine concepts.

The Figure 2.1 illustrates from left to right the aero dynamical and mechanical part of the wind turbine (aerodynamic rotor and gearbox), the electrical system (generator, power electronic interface and transformer) and finally its connection to the grid [11-15]. An interaction with the control system is indicated as well. The different turbine components can be subsumed under four main groups.

1. Mechanical and aero dynamical components:

• Rotor effective wind
• Turbine rotor
• Blade pitching mechanism
• Drive train (flexible shaft, bearings)
• Emergency breaks
• Gear
• Tower
2. Electrical components

- Generator types
  - Squirrel cage induction generator
  - Wound rotor induction generator
  - Doubly-fed induction generator
  - Permanent magnet synchronous generator
  - Electrical excited synchronous generator

![Wind turbine components](image)

*Figure: 2.1. Wind turbine components [Riso/DNV 2007]*.

- Power electronic interface
  - Soft starter
  - Capacitor bank
  - Static VAR compensator
  - Frequency converter

- Protection system
- Transformer
- Cable
3. Control system

- Converter controller
- Blade angle controller
- Overall controller (TSO demand)

The fourth main group, called “grid components” contains components, which do not directly belong to the wind turbine itself; however, when the impact of wind turbines with the power system is investigated the grid components play a major role.

4. Grid components – interacting with grid connected wind turbines

- Conventional power plants (synchronous generators)
- Frequency and voltage controller
- Consumer load
- Transformer
- Cable
- Bus bars

2.2 WIND MODEL

Wind simulation plays an important task in wind turbine modeling, particularly for power quality analysis of wind farm and their interaction with the grid to which they are connected. The wind models describe the fluctuations in the wind speed, which cause the fluctuations in the power production of the wind turbines. A wind model has been developed to support studies of the dynamic interaction between large wind farms and the grid to which they are connected, and to support improvement of the electric design of wind turbines as well as grid connection [1, 2, 3].

![Figure 2.2. Structure of the wind model.](image)
The wind model is based on a power spectral description of the turbulence, which includes the (park scale) coherence between wind speeds at different wind turbines in a wind farm, together with the effect of rotational sampling of the wind turbine blades in the rotors of the individual wind turbines. Both the spatial variations of the turbulence and the shadows behind the wind turbine towers are included in the model for rotational sampling. The model is verified using measured wind speeds and power fluctuations from wind turbines. The park scale coherence is included, because it ensures realistic fluctuations in the sum of the power from all wind turbines, which is important for estimating the maximum power and power standard deviation of the wind farm.

The effect of the rotational sampling is included because it is a very important source to the fast power fluctuations during continuous operation of the wind turbine. The fast fluctuations are particularly important to assess the influence of the wind turbines on the flicker levels in the power system. The structure of the wind model is shown in Fig. 2.2. It is built into two steps. The first step of the wind model is the park scale wind model, which simulates the wind speeds $v_{hub}$ in hub height at each wind turbine, taking into account the park scale coherence. The second step of the wind model is the rotor wind model, which includes the influence of rotational sampling along the wind turbine blades as they are rotating. The rotor wind model provides an equivalent wind speed $v_{eq}$ that is conveniently used as input to a simplified aerodynamic model of the wind turbine.

2.2.1 PARK SCALE WIND MODEL

The park scale wind model is assumed to be independent of the operation of the wind farm. The park wind model does not include the effects of wakes in the wind farm, but the mean wind speed and turbulence intensity could be modified to account for these effects. A new method for simulation of park scale wind speeds, the complex cross spectral method, is applied, which directly generates a single time series at the position of each wind turbine. One of the advantages of the new method is that it does not produce more data than what is needed. Due to the data reduction, the new method also reduces the computation time considerably.

2.2.2 ROTOR WIND MODEL

The rotor wind model describes the influence of rotational sampling and integration along the wind turbine blades as the blades rotate. The model for the wind field includes turbulence as well as tower shadow effects. The effects of wind shear and yaw error are not included in the model, because they only have a small influence on the power fluctuations [1],[4,5,6]. The wind speed model provides an equivalent wind speed for each wind turbine, which can be used together with a simple, $C_P$ - based aerodynamic model, and still include the effect of rotational sampling of the blades over the rotor disk.

The equivalent wind speed is essentially a weighted average of the wind speed along the blades. The weighting ensures that the equivalent wind speed applied to a simple aerodynamic function will result in the same aerodynamic torque on the main shaft as the real wind speed distributed along the blades. The equivalent wind model is composed of a deterministic module for mean wind speed and cyclic variations like tower shadow simulation and a stochastic module for turbulence simulation. The two modules are added together in order to get the total equivalent wind, as shown in Fig. 2.3.
The mean speed is included as a part of the deterministic module. The turbines rotor position $\theta_{WTR}$ is fed back from the mechanical model. Three times $\theta_{WTR}$ accounts for the interference from the 3rd harmonic from tubular towers in upwind turbines. The white noise represents the source of the turbulence. In the turbulence model, only three components, 0th harmonic component and real and imaginary part of 3rd harmonic component are included. The Kaimal filter is to convert a white noise signal to a signal with a normalized Kaimal spectrum [7,8,9]. The Kaimal spectrum has been selected as it is commonly used to represent the turbulence for wind turbine design. The parameters in the Kaimal filter can be modified to account for the different wind speed, turbulence intensities and turbulence length scales. The admittance filters take into account the structure of the turbulence in terms of the coherence between two points in the rotor plane.

The parameters in the admittance filters can be modified to account for different wind speeds and rotor disk radiuses. Today most wind turbines are constructed with a rotor upwind of the tower to reduce the tower interference of the wind flow. Early wind turbines often had lattice tower, but because of the visual impact, tubular towers are the most common today. The tubular towers have more effect on the flow than lattice tower. Neglecting the effect of the blade bending, the tower shadow effects can be added to contributions from the turbulence.

Figure: 2.3. Block diagram of the rotor wind model.
2.3 WIND SPEED DISTRIBUTION

2.3.1 SHORT TERM WIND DISTRIBUTION

The short term wind speed, for instance describing both the micro-scale air flow and the hourly varying macro-scale air flow, could be generated by the empirical model described in [10, 11, and 12]. The empirical model uses the spectral power density $S(f_{\text{wind}})$ calculated for different wind frequency components $f_{\text{wind}}$. The spectral power density of the wind is given by:

$$
S(f_{\text{wind}}) = \frac{h}{V_{\text{wind}}^2 \cdot \sigma_{\text{wind}}^2} f_m \left(1 + \frac{3}{2 \cdot f_m} \left(f_{\text{wind}} \cdot \frac{h}{V_{\text{wind}}} \right)^3 \right) \tag{2.1}
$$

where $V_{\text{wind}}$ is the average wind speed in the considered frequency spectrum, $h$ is the height above ground, $f_m$ is a fluctuation constant (assumed to be 0.06) and $\sigma_{\text{wind}}$ is the wind speed standard deviation given by the turbulence times the average wind speed. Using the wind power spectrum calculated for the different frequency components, the hourly wind speed can be modeled by:

$$
v_{\text{wind}} = \bar{V}_{\text{wind}} + \sqrt{2} \cdot \sum_{i=1}^{f_{\text{wind, max}}} \sqrt{S(f_{\text{wind}, i}) \cdot \Delta f_{\text{wind}} \cdot \cos(2 \pi \cdot f_{\text{wind}, i} \cdot t + \beta_i)} \tag{2.2}
$$

where $\beta_i$ is a random number between 0 and $2\pi$ and $\Delta f_{\text{wind}}$ is the frequency spacing between the considered wind frequencies. Fig. 2.5 shows the wind speed, generated by (2.2) with a turbulence of 0.1, a mean wind speed of 15 m/s and a height above ground of 80 meters.
2.3.2 ANNUAL WIND SPEED DISTRIBUTION

Besides the hourly wind speed described by (2.2), a model of the annual distribution of the hourly average wind speed is needed. The hourly average wind speed distribution throughout the year is often modeled by the Weibull distribution function given by [13]:

\[ P(\tilde{V}_{\text{wind}}, c, a) = \frac{c}{a} \tilde{V}_{\text{wind}}^{c-1} e^{-\left(\frac{\tilde{V}_{\text{wind}}}{a}\right)^c} \]  \hspace{1cm} (2.3)

where \( \tilde{V}_{\text{wind}} \) is the wind speed range in which the wind distribution is evaluated. The constants \( c \) and \( a \) are parameters in the distribution function. Table I shows standard values of the factors \( a \) and \( c \) for different site classifications. Having the parameters in the Weibull distribution, the annual average wind speed \( v_{\text{wind}} \) can then be calculated by:

\[ v_{\text{wind}} = \Gamma\left(\frac{1}{c} + 1\right) \cdot a \]  \hspace{1cm} (2.4)

where \( \Gamma\left(\frac{1}{c} + 1\right) \) is the generalized faculty function of \( 1/c \) [14]. Using (2.4), with the parameters from Table I gives an annually average wind speed of 7.5 m/s for typical on-shore turbines (IEC III) and 10.1 m/s for a high-wind off shore site (IEC I). Fig. 2.6 and 2.7 show the wind distribution for a typical on-shore site and an off-shore site respectively. Although factors as reliability and intervals between maintenance may influence the annual energy production it is assumed that the availability of the turbine is 100% and hence, according to the wind distributions in Fig. 2.6 and Fig. 2.7, an on-shore turbine is producing power 7757 hours per year while an off-shore turbine is producing power 8122 hours per
year. (Assuming a cut-in wind speed of 3 m/s and a cut-out wind speed of 25 m/s). The accumulated hours of operation is shown on the right axis of Fig. 2.6 and Fig. 2.7.

![Figure 2.8. Probability density of the Rayleigh distribution. The average wind speeds are 5.4 m/s (solid), 6.8 m/s (dashed) and 8.2 m/s (dotted).]

In Fig. 2.8, the wind speed probability density function of the Rayleigh distribution is plotted. The average wind speeds in the figure are 5.4 m/s, 6.8 m/s, and 8.2 m/s. A wind speed of 5.4 m/s correspond to a medium wind speed site in Sweden [15], while 8–9 m/s are wind speeds available at sites located outside the Danish west coast [16].

### 2.4 LIMITATIONS

As described above, models exist for both the micro-scale air flow and the hourly varying macro scale air flow. However, to utilize the information in such detailed wind models in the prediction of the annual energy production requires quite good knowledge of the dynamics both in the pitch control system and in the power converter control system. For that reason the wind speed is only modeled as an hourly average, described by (2.4). A justification of this limitation can be found in [17] where it is stated that the error obtained by omitting the turbulent wind component is within a few percent, provided that the turbulent component is within a reasonable range.

<table>
<thead>
<tr>
<th>Site classification</th>
<th>Parameter</th>
<th>Parameter</th>
<th>Annual average wind speed [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEC I site</td>
<td>11.38</td>
<td>2</td>
<td>10.1</td>
</tr>
<tr>
<td>IEC II site</td>
<td>9.60</td>
<td>2</td>
<td>8.5</td>
</tr>
<tr>
<td>IEC III site</td>
<td>8.46</td>
<td>2</td>
<td>7.5</td>
</tr>
<tr>
<td>IEC IV site</td>
<td>6.77</td>
<td>2</td>
<td>6.0</td>
</tr>
</tbody>
</table>
Since the beginnings of wind turbine development (~1980) until today (2013), where wind energy is seen as a mature technology and has become an important participant in the power generation branch, various wind turbine concepts and designs have been developed. The marketable wind turbine concepts can be distinguished by different electrical design and control and can be classified by their speed range (variable speed, fixed speed) and power controllability (stall, pitch control) [18]. In the following, a general overview about different wind turbine concepts. Then the characteristics of different wind turbine concepts are presented and their market penetration is evaluated. Finally the wind turbine concepts are assessed in respect to their controllability, grid code accomplishment and future market prospects.

2.5 CHARACTERISTICS OF DIFFERENT WIND TURBINE CONCEPTS

Four different wind turbine concepts have predominated the global market in the last decade [1]. These concepts are thus introduced in the following. For the sake of uniformity the same classification of concepts as presented in [18] and [19, 20, 21] is made.

Type A: Fixed speed wind turbine concept – Danish concept

Figure 2.9 shows the widely used and most conventional turbine concept. A stall or active stall controlled aerodynamic rotor is coupled via gearbox to a squirrel cage induction generator (SCIG), which in turn is directly (by transformer) connected to the power grid. A capacitor bank provides reactive power compensation and improved grid compatibility during grid connection is facilitated by means of a soft starter.

Due to its direct grid connection the generator operates at fixed speed. However, the slip of the generator allows very small speed variations and softens the torque-speed characteristic. Frequently, the generator is equipped with a pole changeable stator (e.g. 4-poles and 6-poles), so that the generator can operate at two speeds, which leads to a better aerodynamic utilization of the turbine at higher wind speeds. The turbine concept excels in its cheap and simple design and robustness, while however its controllability is relatively poor.
Type B: Variable speed wind turbine with variable rotor resistance

A slightly more advanced wind turbine concept is sketched in Figure 2.10. The turbine setup is in principle the same as for Type A; however, now a wound rotor induction generator (WRIG) with external rotor resistance is used, which allows variable speed operation in a limited range of about 10% above synchronous speed. The external rotor resistance enforces a higher slip, which on the one side enables variable speed operation but on the other hand increases ohmic losses, which are dumped in the resistance. As this also increases the reactive power demand of the generator a capacitor bank is used for this type as well. As the turbine operates with variable speed it is advisable to use pitch control instead of stall control for limitation of aerodynamic power above rated wind speed.

![Figure: 2.10.Wound rotor induction generator concept with variable rotor resistance - Type B.](image)

Type C: Doubly-fed induction generator wind turbine

Figure 2.11 shows the doubly-fed induction generator wind turbine concept, the most popular generator concept for wind turbines at the present time. The pitch-controlled aerodynamic rotor is coupled via gearbox to the generator. The doubly Fed Induction Generator (DFIG) provides variable speed operation by means of a partial-scale frequency converter in the rotor circuit. A wound rotor induction generator is used, in order to couple the converter via slip rings to the rotor. Depending on the converter size this concept allows a wider range of variable speed of approximately ±30% around synchronous speed [18, 21].

Moreover, the converter system provides reactive power compensation and smooth grid connection. As the frequency converter only transmits the rotor power it can be designed for typically 25% - 30% of the total turbine power. This makes the turbine concept very attractive from an economic point of view compared to turbines with full-scale converter.
Type D: Variable speed wind turbine with full-scale frequency converter

Type D, illustrated in Figure 2.12, represents the variable speed, pitch controlled wind turbine concept with the generator connected to a full-scale frequency converter. The full-scale frequency converter provides variable speed over the entire speed range of the generator. At the same time the converter guarantees reactive power compensation and smooth grid connection. The generator can optionally be an asynchronous or synchronous generator.

A modification of this turbine concept is sketched in Figure 2.13. If a multi pole synchronous generator is used instead of an induction generator, the generator can be built to operate at low speeds, so that a gearbox can be omitted. This reduces weight, losses and maintenance requirements. The generator can be excited electrically by a DC system (DCSG) or by means of permanent magnets (PMSG).
A resume of the wind turbine concept classification is given in Table 2.2, where the most important attributes of the wind turbine types are summarized and an assignment to the corresponding speed range is given.

**Table 2.2. Wind Turbine Concept Classification**

<table>
<thead>
<tr>
<th>Speed range</th>
<th>Type A</th>
<th>Type B</th>
<th>Type C</th>
<th>Type D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stall/active stall</td>
<td>stall</td>
<td>gear</td>
<td>gear</td>
<td>gearless</td>
</tr>
<tr>
<td>Control</td>
<td>control</td>
<td>direct</td>
<td>direct</td>
<td>direct</td>
</tr>
<tr>
<td>Speed control</td>
<td>fixed speed</td>
<td>variable speed</td>
<td>variable speed</td>
<td></td>
</tr>
<tr>
<td>Grid connection</td>
<td>gear</td>
<td>WRIG with variable rotor resistance</td>
<td>gear</td>
<td>DC/SCIG/PM/SCIG</td>
</tr>
<tr>
<td>Drive train</td>
<td>SCIG with pole changeable stator winding</td>
<td>partial scale converter</td>
<td>gear</td>
<td>gearless</td>
</tr>
<tr>
<td>Generator</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$n_{\text{nom}}$ (-2% slip)</td>
<td>$n - n_{\text{nom}}$ (-10% slip)</td>
<td>$0.7 - 1.3 n_{\text{nom}}$ (-10% slip)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$n_{\text{nom}}$ (-2% slip)</td>
<td>$0.7 - 1.3 n_{\text{nom}}$ (-10% slip)</td>
<td>$0.7 - 1.3 n_{\text{nom}}$ (-10% slip)</td>
<td></td>
</tr>
</tbody>
</table>

### 2.6 MARKET PENETRATION

The most favored technology among the four different introduced wind turbine concepts has changed within the last decade. In [18-30] a detailed investigation of the wind turbine concept market penetration and its development over 10 years from 2004-2013 is presented and the most interesting outcomes are summarized here.

**Table 2.3. Wind turbine concept market penetration - world market share of yearly installed wind power during 2004 – 2013.**

<table>
<thead>
<tr>
<th>Year</th>
<th>Type A (%)</th>
<th>Type B (%)</th>
<th>Type C (%)</th>
<th>Type D (%)</th>
<th>Installed power (%) (22 suppliers)</th>
<th>Total world market share of top 22 suppliers [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>60.5</td>
<td>16.2</td>
<td>0.0</td>
<td>14.3</td>
<td>1181</td>
<td>85.7</td>
</tr>
<tr>
<td>2005</td>
<td>62.7</td>
<td>23.4</td>
<td>0.1</td>
<td>13.7</td>
<td>1092</td>
<td>95.7</td>
</tr>
<tr>
<td>2006</td>
<td>53.5</td>
<td>27.0</td>
<td>3.1</td>
<td>16.3</td>
<td>1483</td>
<td>96.2</td>
</tr>
<tr>
<td>2007</td>
<td>39.6</td>
<td>17.8</td>
<td>20.5</td>
<td>16.1</td>
<td>2345</td>
<td>92.7</td>
</tr>
<tr>
<td>2008</td>
<td>40.8</td>
<td>17.1</td>
<td>28.1</td>
<td>14.0</td>
<td>3788</td>
<td>94.0</td>
</tr>
<tr>
<td>2009</td>
<td>39.0</td>
<td>17.2</td>
<td>28.2</td>
<td>15.6</td>
<td>4381</td>
<td>96.3</td>
</tr>
<tr>
<td>2010</td>
<td>30.6</td>
<td>15.2</td>
<td>37.3</td>
<td>16.9</td>
<td>7175</td>
<td>100.0</td>
</tr>
<tr>
<td>2011</td>
<td>27.8</td>
<td>5.2</td>
<td>46.7</td>
<td>20.3</td>
<td>7242</td>
<td>97.4</td>
</tr>
<tr>
<td>2012</td>
<td>19.2</td>
<td>3.1</td>
<td>59.6</td>
<td>17.9</td>
<td>8084</td>
<td>100.0</td>
</tr>
<tr>
<td>2013</td>
<td>24.7</td>
<td>2.2</td>
<td>54.8</td>
<td>18.3</td>
<td>8247</td>
<td>97.7</td>
</tr>
</tbody>
</table>
Table 2.3 shows the results of the investigation of [18-25], which is based on data provided by BMT Consults. The table reflects the market penetration of the four wind turbine types A-D from the top 22 wind turbine market suppliers over the years from 2004 to 2013. The total world market share of these 22 suppliers is listed as well. As this value is higher than 85 % for each year, it means that the statistical significance of the data collection is reliable.

The market penetration of the wind turbine types A-D in the years 2004-2013 is also shown graphically in Figure 2.14.

![Figure 2.14](image)

Figure: 2.14. World market share of yearly installed wind power during 2004-2013 of the four different wind turbine concepts Type A-D.

During the years 2004-2013 the fixed speed wind turbine concept (Type A) was the predominating wind turbine technology, which was due to the simplicity and robustness of the system. However, from 2005 the DFIG wind turbine (Type C) gained an increasing market penetration, while the demand of Type A and B continuously decreased. The doubly-fed induction generator became thus the most used generator concept, and remains the primary choice for variable speed wind turbines of 1.5 MW and above. This is confirmed by the investigations of [18], which assessed a market share of approximately 50 % for the doubly-fed generator on the Europe market in the years 2002-2005. The market penetration of the variable speed wind turbine concept with full-scale frequency converter – Type D – shows no considerable changes during these considered 10 years, as illustrated in Figure 2.14. However, [18] predicates a share of 44 % of yearly new installed wind turbines with synchronous generators in Europe for 2012 and 2013, because of the high market penetration of the ENERCON concept on the German market. For the coming years an increasing trend of Type D wind turbines can therefore be expected, due to their good control and grid support capabilities.
2.7 VARIABLE SPEED WIND TURBINES VERSUS FIXED SPEED WIND TURBINES

In the previous chapter it has been shown that fixed speed wind turbines were the most installed wind turbines in the early 1990s. The major advantages of this concept are its simplicity and robustness, as standard asynchronous generators can be used and power electronics can be omitted causing economical benefits and reducing maintenance requirements. However, its drawbacks are uncontrollable reactive power consumption, higher mechanical stress and limited power quality control [18-41]. Fixed speed wind turbines are generally equipped with stall control, which implies again simplicity and robustness as no blade bearings or pitch system needs to be installed. On the other hand, stall control causes higher mechanical stresses and requires stronger blades, brakes and bearings. Moreover, a fixed blade angle entails losses in energy capture, as the point of maximum aerodynamic efficiency cannot be approached for any wind speed.

A possibility to achieve power control for fixed speed wind turbines at high wind speeds is active stall control. A very slow control adjusts the pitch angle to larger angles of attack and smoothes the power limitation. In contrast to this, variable speed wind turbines are generally equipped with pitch control. It is not advisable to combine pitch control with fixed speed generators as this would lead to large inherent power fluctuations at high wind speeds since the pitch mechanism reacts too slowly during fast wind speed changes. However, variable speed operation assures, that sudden power surplus of wind gusts is temporarily buffered in rotational energy of the turbine until the pitch control limits the excess power. At partial load variable speed operation assures that maximum aerodynamic efficiency can be adjusted for any wind speed.

At wind speeds above rated wind speed the pitch control changes the pitch angle in order to limit the power to its rated value. In both operational modes variable speed pitch controlled wind turbines achieve a better energy capture compared to stall controlled wind turbines. Finally, the power curves of stall wind turbine, active stall wind turbine and pitch controlled wind turbine plotted for different pitch angle values can be compared in Figure 2.15. As indicated in the figure pitch control works in the opposite direction as active stall control.

![Figure: 2.15.Wind turbine power curves versus wind speed for stall control, active stall control and pitch control.](image)
Variable speed pitch control wind turbines have become the predominating technology for wind turbines, which is confirmed by the investigations of [21] and [14]. As investigated in [18] 92% of the new installed wind turbines in 2005 were variable speed wind turbines. The main advantages are the increased power capture, reduced mechanical stress and minor acoustical noises as well as better controllability.

The drawbacks of the variable speed pitch controlled concept are additional losses due to additional components as e.g. power electronics and pitch system, which in turn leads to higher capital costs of the system. However, it can be expected, that due to improved developments, costs for power electronics will further decrease in the future. The main trend in wind turbine technology is recently also influenced by other factors. Especially in countries with high wind power penetration, wind power grid integration issues are very important in terms of which wind turbine concept can be applied.

Wind power grid integration addresses at the one hand power control capability of wind turbines, which means that wind turbines must curtail or adjust their power output in order to contribute to the dispatch of power production and consumption. At the other hand grid codes require fault ride-through and reactive power supply from wind turbines. Thus, the controllability of wind turbine in terms of grid compatibility and compliance of grid connection standards has a great impact on future development.

Due to this reason variable speed wind turbines using a frequency converter, as represented by wind turbine type C, will be the relevant technologies on the future market and they are therefore considered in the present PhD work. As fixed speed wind turbines or variable speed wind turbines without power electronics are assessed to be incapable of fulfilling grid code requirements, these wind turbine concepts will withdraw from the market and will not be included in the investigations of the present work. The following chapters focus on (i) the doubly-fed induction generator concept and control – Type C, and (ii) Low Voltage Ride Through (LVRT) Capability.
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CHAPTER 3

DYNAMIC MODELLING OF DOUBLY FED INDUCTION GENERATOR (DFIG) WIND TURBINE SYSTEM

3.1 AERODYNAMIC MODEL

Wind turbine power production depends on the interaction between the wind and the turbine rotor. The blades of a wind turbine rotor extract some of the energy flow from air in motion, convert it into rotational energy, and then deliver it via a mechanical drive unit to the generator.

3.1.1 POWER EXTRACTION FROM THE AIR STREAM

The actuator disk theory explains in a very simply way the process of extracting the kinetic energy in the wind, based on energy balances and the application of Bernoulli’s equation. The rotor wind capturing energy is viewed as a porous disk, which causes a decrease in momentum of the airflow, resulting in a pressure jump in the faces of the disk and a deflection of downstream flows as shown in Figure 3.1. The theory of momentum is used to study the behavior of the wind turbine and to make certain assumptions. The assumptions are that the air is incompressible, the fluid motion is steady, and the studied variables have the same value on a given section of the stream tube of air.

The power contained in the form of kinetic energy in the wind crossing at a speed \( V_v \), surface \( A_1 \), is expressed by

\[
P_v = \frac{1}{2} \rho A_1 V_v^3
\]  

Where \( \rho \) is the air density.

The wind turbine can recover only a part of that power:

\[
P_p = \frac{1}{2} \rho \pi R^2 V_v^3 C_p
\]  

(3.1)
where $R$ is the radius of the wind turbine and $C_p$ is the power coefficient, a dimensionless parameter that expresses the effectiveness of the wind turbine in the transformation of kinetic energy of the wind into mechanical energy. For a given wind turbine, this coefficient is a function of wind speed, the speed of rotation of the wind turbine, and the pitch angle. $C_p$ is often given as a function of the tip speed ratio, $\lambda$, defined by

$$\lambda = \frac{R \Omega_t}{V_r} \quad (3.3)$$

where $R$ is the length of the blades (radius of the turbine rotor) and $\Omega_t$ is the angular speed of the rotor.

The theoretical maximum value of $C_p$ is given by the Betz limit:

$$C_{p, theo-max} = 0.593 = 59.3\%$$

The rotor torque is obtained from the power received and the speed of rotation of the turbine:

$$T_r = \frac{P_r}{\Omega_t} = \frac{\rho \pi R^3 V_r^3 C_p}{2 \lambda} = \frac{\rho \pi R^4 V_r^2}{2 \lambda} C_r = \frac{\rho \pi R^4 V_r^2}{2} C_t \quad (3.4)$$

where $C_t$ is the coefficient of torque. The coefficients of power and torque are related by the equation

$$C_p(\lambda) = \lambda \cdot C_t(\lambda) \quad (3.5)$$

Using the resulting model of the theory of momentum requires knowledge of the expressions for $C_p(\lambda)$ and $C_t(\lambda)$. These expressions depend mainly on the geometric characteristics of the blades. These are tailored to the particular site characteristics, the desired nominal power and control type (pitch or stall), and operation (variable or fixed speed) of the windmill.

The calculus of these curves can only be done by means of aero elastic software such as Bladed or by experimental measurements. From these curves, it is interesting to derive an analytical expression. This task is much easier than obtaining the curves themselves. Without analytical expression, it would save in table form a number of points on the curves and calculate the coefficient corresponding to a given $\lambda$(pitch angle) by means of a double interpolation. The analytical expression for $C_p(\lambda)$ or $C_t(\lambda)$ may be obtained, for example, by
polynomial regression. One typical expression that models these coefficients will be described in the next section. Figure 3.2 shows an example of $C_p(\lambda)$ and $C_t(\lambda)$ curves for a pitch regulated wind turbine. The power and torque of the turbine are shown in Figure 3.3. The wind speed $V_v$ of precedent equations is not real; it is a fictitious homogeneous wind. It’s a wind, expressed as a point of the area swept by the wind turbine, but the wind must be traceable torque $T_t$ near the field that produced the true wind speed incident on the entire area swept by the rotor.

Figure 3.2. Curves of coefficients of power and torque of a pitch regulated wind turbine, for different pitch angles $\beta$.

Figure 3.3. Curves of power and torque of a pitch regulated wind turbine.
3.2 VARIABLE SPEED WIND TURBINES (VSWT)

Figure 3.4 shows the nacelle layout of a Nordex N80 (2.5 MW nominal power). 2.5MW variable speed wind turbine [1-14]. One must appreciate the big differences between the fixed speed and the variable speed wind turbines; it is a technological evolution from the first one. An increase in size equals an increase in mechanical efforts, and the variable speed and the power control provide the tools to do this without risks. The major differences between them are:

- Power control is by means of pitchable blades.
- Doubly fed induction generator and power converters provide variable speed.

The main components of the nacelle and rotor are:
(1) Pitch bearing,
(2) Rotor hub,
(3) Pitch drive,
(4) Framework,
(5) Yaw adjustment bearing,
(6) Main rotor shaft,
(7) Yaw brakes,
(8) Gearbox,
(9) Holding brake,
(10) Coupling to generator,
(11) Generator,
(12) Cooler for the generator,
(13) Cooler for the gearbox,
(14) Wind sensors,
(15) On-board crane,
(16) Yaw drive mechanism,
(17) Support of the gearbox,
(18) Nacelle fiberglass housing,
(19) Rotor bearing, and
(20) Stem of the rotor blade.
3.2.1 MODELING OF VARIABLE SPEED WIND TURBINE

The following subsections will explain the basic models and control for the DFIG wind turbine [15-20).

The proposed wind turbine model is composed of the following systems:

- Aerodynamic model, evaluates the turbine torque $T_t$ as a function of wind speed $V_v$ and the turbine angular speed $\Omega_t$.
- Pitch system, evaluates the pitch angle dynamics as a function of pitch reference $\beta_{ref}$.
- Mechanical system, evaluates the generator and turbine angular speed ($\Omega_t$ and $\omega_m$) as a function of turbine torque and generator torque $T_{em}$.
- Electrical machine and power converters transform the generator torque into a grid current as a function of voltage grid.
- Control system, evaluates the generator torque, pitch angle and reactive power references as a function of wind speed and grid voltage.

Figure 3.5 shows the interaction between the different subsystems.

Figure: 3.5. Block scheme of a DFIG wind turbine model.
3.2.1.1 AERODYNAMIC WIND TURBINE MODEL

The aerodynamic wind turbine model represents the power extraction of the rotor, calculating the mechanical torque as a function of the air flow on the blades [21-30]. The wind speed can be considered as the averaged incident wind speed on the swept area by the blades with the aim of evaluating the average torque in the low speed axle.

The torque generated by the rotor has been defined by the following expression:

$$ T_r = \frac{\rho \pi R^2 V_e^2}{2} C_r $$

(3.6)

The most straightforward way to represent the torque and power coefficient $C_p$ is by means of analytical expressions as a function of tip step ratio ($\lambda$) and the pitch angle ($\beta$). One expression commonly used, and easy to adapt to different turbines, is

$$ C_p = k_1 \left( \frac{k_2}{\lambda} - k_3 \beta - k_4 \beta e^{k_5} \right) $$

(3.7)

$$ \lambda_t = \frac{1}{\lambda + k_6} $$

(3.8)

With the tip speed ratio,

$$ \lambda = \frac{R \Omega}{V_e} $$

(3.9)

3.2.1.2 MECHANICAL SYSTEM

The mechanical representation of the entire wind turbine is complex. The mechanical elements of a wind turbine and the forces suffered or transmitted through its components are very numerous. It is therefore necessary to choose the dynamics to represent and the typical values of their characteristic parameters. The first is the resonant frequency of the power train. The power transmission train is constituted by the blades linked to the hub, coupled to the slow shaft, which is linked to the gearbox, which multiplies the rotational speed of the fast shaft connected to the generator. For the purpose of this simulation model, representing the fundamental resonance frequency of the drive train is sufficient and a two mass model, as illustrated in Figure 3.6, can then model the drive train.

The second resonance frequency is much higher and its magnitude is lower. All the magnitudes are considered in the fast shaft. Inertia $J_1$ concerns the turbine side masses, while $J_m$ concerns those of the electrical machine. These inertias do not always represent exactly the turbine and the electrical machine. If the fundamental resonance frequency comes from the blades, part of the turbine inertia is then considered in $J_m$. 
The stiffness and damping coefficients, $K_{tm}$ and $D_{tm}$, define the flexible coupling between the two inertias. As for the inertias, these coefficients are not always directly linked to the fast shaft but to the fundamental resonance, which may be located somewhere else. $D_t$ and $D_m$ are the friction coefficients and they represent the mechanical losses by friction in the rotational movement. The turbine rotational speed and driving torque are expressed in the fast shaft by

$$\Omega_{t-ar} = N \Omega_t$$

$$T_{t-ar} = T_t / N$$

where $N$ is the gearbox ratio.

![Figure: 3.6. Two mass mechanical model.](image)

Next

$$J_t \frac{d\Omega_{t-ar}}{dt} = T_{t-ar} - D_t \Omega_{t-ar} - T_{em}$$

$$J_m \frac{d\Omega_{m}}{dt} = T_{em} - D_m \Omega_{m} + T_{em}$$

$$\frac{dT_{em}}{dt} = K_{tm} (\Omega_{t-ar} - \Omega_{m}) + D_m \left( \frac{d\Omega_{t-ar}}{dt} - \frac{d\Omega_{m}}{dt} \right)$$

(3.10)

The model can be simplified by neglecting the damping coefficients ($D_t$, $D_m$, and $D_{tm}$), resulting in a model with two inertias ($J_t$ and $J_m$) and the stiffness ($K_{tm}$). The resulting transfer function relating the generator torque and speed presents a pole at $\omega_{01}$ pulsation and a zero $\omega_{02}$ pulsation:

$$\omega_{01} = \sqrt{\frac{K_{tm}}{J_t J_m}}$$

(3.11)
The pole has a frequency in the range between 1 and 2 hertz for a multi megawatt wind turbine.

3.2.1.3 PITCH SYSTEM

The controller is designed for rotating all the blades at the same angle or each of them independently. This independent regulation gives more degrees of freedom to the control system. This particular operation would reduce the stresses in the blades. The independent regulation of blades is an important innovation that will bring more intelligence into the control system of wind turbines. In studying a dynamic control system, a blade pitch involves many torques and forces.

The representation of this torques requires modeling the structural dynamics of the blade, the behavior of the air around the blades, or the inclusion of friction in the bearings. Moreover, regulation of the speed of rotation around the longitudinal axis of the blades has a bandwidth much greater than that of the control of the angle itself. Given these last two observations, the most standard approach is to represent the loop control, the rate of change of pitch angle, and a linear system of first order containing the main dynamics of the actuator (hydraulic or electric). In fact, when modeling the pitch control, it is very important to model the rate of change of this angle.

Indeed, given the effort sustained by the blades, the variation of the pitch must be limited. It is limited to about 10°/s during normal operation and 20°/s for emergencies. Regulation of the blade angle is modeled as shown in Figure 3.7, by a PI controller that generates a reference rate of change of pitch; this reference is limited and a first order system gives the dynamic behavior of speed control of pitch variation. The pitch angle itself is then obtained by integrating the variation of the angle.

![Figure: 3.7. Pitch system and control model.](image)
3.2.1.4 CONTROL OF VARIABLE SPEED WIND TURBINE (VSWT)

Control of a variable speed wind turbine is needed to calculate the generator torque and pitch angle references in order to fulfill several requirements:

- Extract the maximum energy from the wind.
- Keep the turbine in safe operating mode (power, speed, and torque under limits).
- Minimize mechanical loads in the drive train.

Design of this strategy is a very complicated task strongly related with the aerodynamic and mechanical design of the turbine, and indeed only known by the manufacturers. In this section only the aspects related to the energy extraction and speed–power control will be treated. Figure 3.8 shows a general control scheme for the VSWT, where the two degrees of freedom are the generator torque and the pitch angle [31-39].

![Figure 3.8. Pitch regulated variable speed wind turbine control scheme.](image)

This control is independent of the generator technology and can be simulated without modeling the electrical machine, power converters, and their associated controls just including the torque dynamics as a first-order system. Moreover, for DFIG based wind turbines this limitation also serves to limit the slip of the electrical machine and therefore the voltage must provide the rotor converter. The following subsections describe the wind turbine control strategy and the control objectives.
3.2.1.5 TURBINE SPEED CONTROL REGIONS

The wind turbine control strategy most commonly used is illustrated in Figure 3.9 and consists of four operation zones:

1. Limit the minimum speed of operation.
2. Follow the curve of maximum power extraction from variable speed operation with partial load.
3. Limit the maximum speed at partial load operation.
4. Limit the maximum operating speed at rated power output.

Figure 3.10 shows the wind turbine speed as a function of the wind speed. The minimum speed limit is explained by the fact that we must prevent the turbine from rotating at speeds corresponding to the resonant frequency of the tower. This resonance frequency is about 0.5 Hz and a rotational speed too small can excite it. Moreover, for DFIG based turbines this limitation also serves to limit the sliding of the electrical machine, and hence the rotor voltage, and therefore the voltage that must provide the drive rotor. The imposition of a maximum speed can also be explained by the limitation of sustained efforts by the blades. Indeed, a rotation speed too high can cause inertial loads unbearable by the blades and the turbine shaft. Also, the linear speed of the tip of the blade must be limited.

For DFIG based turbines, this limitation responds to the desire to limit the slip but also the maximum power that passes through the rotor and therefore by the rotor converter and network. With this strategy, the power to operate the converters will be around 30% of the rated power of the electric generator.

Therefore, the wind generator starts to run at the wind speed connection (cut-in wind speed) with a rotating speed \( \Omega_{\text{c.min}} \). When the wind speed becomes more important, it reaches the maximum aerodynamic performance operating in Zone 2. As wind speed increases, the rotation speed also increases until the maximum rotation speed \( \Omega_{\text{c.max}} \). The wind generator then operates in Zone 3. When wind speed reaches its nominal value, the generator works at the rated mechanical power and the energy captured for higher wind speeds should be
regulated at this nominal value. Zone 4 corresponds to operation at full load. Here, the mechanical power can be limited either by varying the pitch or by torque control. Typically, the electromagnetic torque is maintained at nominal value and adjusts the pitch angle to keep the turbine at maximum speed and rated power. Figure 3.10 shows the torque and power in different operation modes.

Figure: 3.10. Curves of power and torque of a pitch regulated wind turbine.
3.2.1.6 REGIONS 1 AND 3

Minimum and Maximum Speed Control The main objective is to maintain a constant speed of rotation of the turbine at its minimum value in Zone 1 and its nominal value in Zone 3. Regarding energy efficiency, maximization is not as high a priority as in Zone 2, where the speed of the turbine may evolve to maintain a specific speed \( \lambda_{\text{opt}} \) corresponding to the maximum power coefficient \( C_{p_{\text{max}}} \). Here, the generator operates at constant speed. The specific speed \( \lambda \) varies with wind speed. Depending on the shape of the curves of power coefficient parameterized by the pitch angle, it might be interesting to vary this angle to optimize aerodynamic performance. It is therefore interesting to plot the curve representing the optimum blade angle, giving it a maximum power coefficient for a given \( \lambda \). The reference pitch of maximum energy efficiency is \( \lambda \), a given specific speed obtained from this curve. See Figure 3.11.

3.2.1.7 REGION 2: MAXIMUM POWER TRACKING

In this operation region, the objective of the speed control is to follow the path of maximum power extraction. In the literature, different methods are proposed to regulate the wind turbine at partial load following the maximum power extraction trajectory. Two different types of controllers have been considered; one consists of taking as the electromagnetic torque reference the electromagnetic torque related to the maximum power curve of Figure 3.10 for each turbine rotational speed value and using the dynamically stable nature of the VSWT around this curve. This controller is called the indirect speed controller (ISC). The second controller generates the optimal turbine rotational speed (this is linked to the optimal tip speed ratio) for each wind speed value, and uses this as the turbine rotational speed reference. Then, it controls the turbine rotational speed with a regulator. It is called the direct speed controller (DSC).
3.2.1.8 INDIRECT SPEED CONTROLLER (ISC)

It can easily be shown that the WT is dynamically stable around any point of the maximum power curve of Zone 2 of Figure 3.10. This means that for any rotational speed variation around a point in the maximum power curve, the VSWT naturally goes back to its operating point.

Imagine that the VSWT is operating at point a of the curve in Figure 3.12a, the wind speed and the electromagnetic torque being fixed. If the turbine rotational speed is reduced to $\Omega_{t, b}$, the operating point passes to point $b$, and the turbine torque is then $T_{t, b}$. The electromagnetic torque is fixed to its preceding value corresponding to $T_{t, a}$, so $T_{t, b}$ is higher than $T_{em}$, and the turbine rotational speed increases until it is again stabilized around the $\Omega_{t, a}$ value.

Considering this stability property, the aerodynamic torque $T_t$ can be kept in the maximum power curve in response to wind variations, if the electromagnetic torque $T_{em}$ is controlled in a way to follow this curve. Actually, imagine that the VSWT is operating at point a of the curve in Figure 3.12b.

When the wind speed value increases from $V_{v1}$ to $V_{v2}$, the operating point becomes $b$, and the turbine torque becomes $T_{t, b}$. The controller provides the electromagnetic torque corresponding to the maximum power curve (point $c$), which is smaller than $T_{t, b}$. This makes the turbine rotational speed increase until it reaches the equilibrium point $c$.

![Figure 3.12](image_url)

When the turbine is working on the maximum power point,

\[ \lambda_{opt} = \frac{R\Omega}{V_t}, \quad C_p = C_{p_{max}}, \quad \text{and} \quad C_t = C_{t_{opt}} \]

The aerodynamic torque extracted by the turbine is then given by
\[
T_r = \frac{1}{2} \rho \pi R^3 \frac{R^2 \Omega_r^2}{\lambda_{opt}^2} \frac{C_{p,\max}}{\lambda_{opt}}
\]  
\quad (3.13)

That is,

\[
T_r = \frac{1}{2} \rho \pi \frac{R^5 \Omega_r^2}{\lambda_{opt}^3} C_{p,\max} \Omega_r^2 = k_{opt,\lambda} \Omega_r^2
\]  
\quad (3.14)

where

\[
k_{opt,\lambda} = \frac{1}{2} \rho \pi \frac{R^5}{\lambda_{opt}^3} C_{p,\max}
\]

It results in an optimal torque evolving as a quadratic function of the wind turbine speed. Moreover, from Equation (3.10) written in steady state,

\[
0 = T_r - D_r N - K_{m,\lambda} (\Omega_m - \Omega_r)
\]  
\quad (3.15)

where \( \Omega_m = N \Omega_r \)

\[
T_{em} = -\frac{T_r}{N} + (D_r + D_m) \Omega_m
\]  
\quad (3.16)

Replacing \( T_r \) in Equation (3.16) by the expression (3.14), we have

\[
T_{em} = -k_{opt,\lambda} \Omega_m^2 + (D_r + D_m) \Omega_m
\]  
\quad (3.17)
where
\[
k_{\text{opt}} = \frac{1}{2} \rho \pi \frac{R^3}{\lambda_{\text{opt}}^2} C_{p,\text{max}} \tag{3.18}
\]

This last expression leads to the controller illustrated in Figure 3.13.

As seen in Equation (3.17), the behavior of the rotational speed \( \Omega_t \) depends on the dynamics of the mechanical coupling.

With the ISC method, the behavior of the electromagnetic torque \( T_{em} \) and that of \( \Omega_t \) is the same, since the relation between \( \Omega_t \) and \( T_{em} \) has no dynamics. The electromagnetic torque is not used to increase the \( \Omega_t \) dynamics as it could be if it were the output of a regulator. Thus, the main disadvantage of the ISC is that the mechanical coupling dynamics is not cancelled out, leading to a fixed soft response of the system.

### 3.2.1.9 DIRECT SPEED CONTROLLER (DSC)

The DSC tracks the maximum power curve more closely with faster dynamics.

![Figure: 3.14. Direct speed control.](image)

Knowing the definition of the tip speed ratio \( \lambda \), the optimal VSWT rotational speed \( \Omega_{t,\text{opt}} \) could be found from the wind speed (\( V_v \)). Unfortunately, \( V_v \) cannot be measured because it is a fictitious wind speed; it does not exist.

The rotational speed optimal value can nevertheless be obtained from an estimation of the aerodynamic torque. An observer based on Equation (3.10) and using magnitudes such as the electromagnetic torque \( T_{em} \) and the turbine rotational speed \( \Omega_t \), directly linked to measured signals, can easily be designed to estimate the turbine aerodynamic torque \( T_{t,\text{est}} \).
Thus, from equation (3.14) in the optimal operating point,

\[ \Omega^*_{n} = N \sqrt{\frac{T_{e,n}}{k_{op,n}}} \]

Once the rotational speed reference is generated, a regulator controls \( \Omega_t \) using the electromagnetic torque value \( T_{em} \). The diagram of the DSC is illustrated in Figure 3.14.

### 3.2.1.10 REGION 4: POWER CONTROL

The most common control structure for controlling the wind turbine in this region is illustrated in Figure 3.15. Here the electromagnetic torque is held constant at its nominal value. Most of the electrical power generated is that of the stator, that is, the electro-magnetic torque produced by the electrical stator pulsations; this structure leads to proper regulation of electric power. The flicker emission is therefore low with this configuration. The electromagnetic torque does not, however, contribute to regulation of the speed of rotation. Another disadvantage is that, since \( T_{em} \) is constant, the mechanical coupling at low fundamental resonance and flexibility of this coupling cannot be dumped.

![Figure 3.15. Power control.](image)

### 3.3 DOUBLY FED INDUCTION GENERATOR (DFIG)

This chapter introduces the operation and control of a Doubly Fed Induction Generator (DFIG) system. The DFIG is currently the system of choice for multi-MW wind turbines. The aerodynamic system must be capable of operating over a wide wind speed range in order to achieve optimum aerodynamic efficiency by tracking the optimum tip speed ratio. Therefore, the generator’s rotor must be able to operate at a variable rotational speed. The DFIG system therefore operates in both sub- and super-synchronous modes with a rotor speed range around the synchronous speed.

The stator circuit is directly connected to the grid while the rotor winding is connected via slip-rings to a three-phase converter. For variable-speed systems where the speed range requirements are small, for example \( \pm 30\% \) of synchronous speed, the DFIG offers adequate performance and is sufficient for the speed range required to exploit typical wind resources [40-44].
An AC-DC-AC converter is included in the induction generator rotor circuit. The power electronic converters need only be rated to handle a fraction of the total power - the rotor power – typically about 30% nominal generator power. Therefore, the losses in the power electronic converter can be reduced, compared to a system where the converter has to handle the entire power, and the system cost is lower due to the partially-rated power electronics. This chapter will introduce the basic features and normal operation of DFIG systems for wind power applications basing the description on the standard induction generator. Different aspects that will be described include their variable-speed feature, power converters and their associated control systems, and application issues.

3.3.1 POWER FLOW/OPERATING MODES OF DFIG

The DFIG stator is connected to the grid with fixed grid frequency \( f_s \) at fixed grid voltage \( V_s \) to generate constant frequency AC Power during all operating conditions and the rotor is connected to the frequency converter/VSC having a variable (slip/rotor) frequency \( f_r = s \cdot f_s \). At constant frequency \( f_s \), the magnetic field produced in the stator rotates at constant angular velocity/speed \( \omega_s = 2 \pi f_s \), which is the synchronous speed of the machine. The stator rotating magnetic field will induce a voltage between the terminals of the rotor. This induced rotor voltage produces a rotor current \( I_r \), which in turn produces a rotor magnetic field that rotates at variable angular velocity/speed \( \omega_r = 2 \pi f_r \). Usually the stator and rotor have the same number of poles \( P \) and the convention is that the stator magnetic field rotates clockwise. Therefore, the stator magnetic field rotates clockwise at a fixed constant speed of \( \omega_s \) (rpm)\(= 120 f_s / P \). Since the rotor is connected to the variable frequency VSC, the rotor magnetic field also rotates at a speed of \( \omega_r \) (rpm)\(= 120 f_r / P \).

3.3.2 SUB-SYNCHRONOUS SPEED MODE

Figure 3.16 illustrates the case where the rotor magnetic field rotates at a slower speed than the stator magnetic field.

![Figure 3.17. Sub-synchronous operating mode of DFIG.](image-url)
The machine is operated in the sub-synchronous mode, i.e., \( \omega_m < \omega_s \),

- if and only if its speed is exactly \( \omega_m = \omega_s - \omega_r > 0 \), and
- both the phase sequences of the rotor and stator mmf's are the same and in the positive direction, as referred to as positive phase sequence (\( \omega_r > 0 \)). This condition takes place during slow wind speeds. In order to extract maximum power from the wind turbine, the following conditions should be satisfied:

  - The rotor side VSC shall provide low frequency AC current (negative \( V_r \) will apply) for the rotor winding.
  - The rotor power shall be supplied by the DC bus capacitor via the rotor side VSC, which tends to decrease the DC bus voltage. The grid side VSC increases/controls this DC voltage and tends to keep it constant. Power is absorbed from the grid via the grid side VSC and delivered to the rotor via the rotor side VSC. During this operating mode, the grid side VSC operates as a rectifier and rotor side VSC operates as an inverter. Hence power is delivered to the grid by the stator.
  - The rotor power is capacitive.

### 3.3.3 SUPER-SYNCHRONOUS SPEED MODE

The super-synchronous speed mode is achieved by having the rotor magnetic field rotate counterclockwise. Figure 3.17 represents this scenario. However, in order to represent the counterclockwise rotation of the rotor, which is analytically equivalent to inverting the direction of the rotor magnetic field.

![Figure 3.17. Super-synchronous operating mode of DFIG.](image)
The machine is operated in the super-synchronous mode, i.e., $\omega_m > \omega_s$,

- if and only if its speed is exactly $\omega_m = \omega_s - (-\omega_r) = \omega_s + \omega_r > 0$, and

- the phase sequence in the rotor rotates in opposite direction to that of the stator, i.e., negative phase sequence ($\omega_r < 0$). This condition takes place during the condition of high wind speeds. The following conditions need to be satisfied in order to extract maximum power from the wind turbine and to reduce mechanical stress:

- The rotor winding delivers AC power to the power grid through the VSCs.

- The rotor power is transmitted to DC bus capacitor, which tends to raise the DC voltage. The grid side VSC reduces/controls this DC-link voltage and tends to keep it constant. Power is extracted from the rotor side VSC and delivered to the grid. During this operating mode, the rotor side VSC operates as a rectifier and the grid side VSC operates as an inverter. Hence power is delivered to the grid directly by the stator and via the VSCs by the rotor.

- The rotor power is inductive.

![Torque-speed characteristics of induction machine.](image)

Fig: 3.18. Torque-speed characteristics of induction machine.

The torque speed characteristic of doubly fed induction generator is shown in Figure 3.18.
3.3.4 SYNCHRONOUS SPEED MODE

The synchronous speed mode is represented by figure 3.19.

The machine is operated in the synchronous speed mode, i.e., $\omega_m = \omega_s$,

- if and only if its speed is exactly $\omega_m = \omega_s - 0 = \omega_s > 0$, and

- the phase sequence in the rotor is the same as that of the stator, but no rotor mmf is produced ($\omega_r = 0$). The following conditions are necessary in order to extract maximum power from the wind turbine under this condition:

  - The rotor side converter shall provide DC excitation for the rotor, so that the generator operates as a synchronous machine. The rotor side VSC will not provide any kind of AC current/power for the rotor winding. Hence the rotor power is zero ($P_r = 0$).

  - A substantial amount of reactive power can still be provided to the grid by the stator. As per the operating modes described above, at any wind speeds a wide range of variable speed operation can be performed to achieve maximum wind power extraction.
3.3.5 MODELLING OF DFIG

The doubly fed induction generator has been used for years for variable speed drives. The stator is connected directly to the grid and the rotor is fed by a bidirectional converter that is also connected to the grid (Figure 3.20). Using vector control techniques, the bidirectional converter assures energy generation at nominal grid frequency and nominal grid voltage independently of the rotor speed. The converter’s main aim is to compensate for the difference between the speed of the rotor and the synchronous speed with the slip control [44-45].

The main characteristics may be summarized as follows:

- Limited operating speed range (-30% to + 20%)
- Small scale power electronic converter (reduced power losses and price)
- Complete control of active power and reactive power exchanged with the grid
- Need for slip-rings
- Need for gearbox (normally a three-stage one)

Figure 3.20. Doubly fed induction machine based wind turbine.

For a DFIG associated with a back-to-back converter on the rotor side and with the stator directly connected to the grid, an SFOC (stator flux oriented control) system is used in order to control separately the active and reactive power on the stator side [45].

Figure 3.21. Phasor diagram of DFIG.
In the dq reference frame rotating synchronously with the stator flux, the stator voltages and flux equations for a DFIG can be written as follows

\[ V_{ds} = R_s i_{ds} + \frac{d\phi_{ds}}{dt} - \omega\phi_{qs} \]  
\[ V_{qs} = R_s i_{qs} + \frac{d\phi_{qs}}{dt} + \omega\phi_{ds} \]

\[ V_{dr} = R_r i_{dr} + \frac{d\phi_{dr}}{dt} \left( \omega_s - \omega \right) \phi_{rq} \]  
\[ V_{qr} = R_r i_{qr} + \frac{d\phi_{qr}}{dt} \left( \omega_s - \omega \right) \phi_{rl} \]

\[ \phi_{ds} = L_s i_{ds} + L_m i_{dr} \]  
\[ \phi_{qs} = L_s i_{qs} + L_m i_{qr} = 0 \]

\[ \phi_{da} = L_s i_{da} + L_m i_{ds} \]  
\[ \phi_{qa} = L_s i_{qa} + L_m i_{qs} \]

where \( \omega_s \) is the stator flux pulsation, \( \omega \) is the rotor electrical speed. In steady state conditions, by neglecting the stator phase resistance and by introducing the magnetizing current \( i_{dms} = \phi_{ds} / L_m \), the stator voltage and current components become

\[ V_{ds} \approx 0 \]  
\[ V_{qs} \approx |V_s| \approx \omega \phi_{ds} \]

\[ i_{ds} = \frac{L_m}{L_s} \left( i_{dms} - i_{dr} \right) \]  
\[ i_{qs} = -\frac{L_m}{L_s} i_{qr} \]

The active and reactive powers are as follows

\[ P_s = 1.5 \left( V_{ds} i_{ds} + V_{qs} i_{qs} \right) \]  
\[ Q_s = 1.5 \left( V_{qs} i_{ds} - V_{ds} i_{qs} \right) \]

By introducing (3.25)–(3.28) in (3.29) and (3.30), it is possible to rewrite the active and reactive power as function of stator voltage and rotor current components, leading to
\[ P_s \approx -1.5|V_s| \frac{L_m}{L_s} i_{qr} \]  
(3.31)

\[ Q_s \approx 1.5|V_s| \frac{L_m}{L_s} \left( \frac{|V_s|}{2\pi f L_m} - i_{ds} \right) \]  
(3.32)

By using (3.31) and (3.32) and assuming constant stator voltage magnitude \( V_s \) and frequency \( f \), it is possible to consider the stator active power proportional to the q-axis rotor current component \( i_{qr} \) and the stator reactive power related to the d-axis rotor current component.

Electromagnetic torque of DFIG is given by

\[ T_e = 1.5z_p \left( \phi_{ds} i_{qs} - \phi_{qr} i_{ds} \right) \]  
(3.33)

The rotor side control of DFIG control system is shown in Fig. 3.22. This control has two cascaded control loops. The outer loop is dedicated to the stator active and reactive power control, whereas the inner loop is related to the control of the dq components of the rotor current [46]. In both cases PI controllers are used. Since the control system is symmetrical, the parameters of the controllers are the same for the d-axis and the q-axis currents loops and for the active and reactive power loops.

The two PI controllers of the outer loop are used to determine the \( dq \) components of the rotor current references on the basis of the active and reactive power errors. The two PI controllers of the inner loop are used to determine the \( dq \) components of the rotor modulating signals using the \( dq \) rotor current errors as input variables.
The transformations from three phase quantities to a dq stationary reference frame and the inverse transformations are performed by the blocks D and \( D^{-1} \) respectively. Being \( \theta_s \) and \( \theta \) the stator flux phase angle and the rotor position angle respectively, the block \( T(\theta_s) \) represents the transformation from a stationary reference frame to a synchronous rotating reference frame, as well as the block \( T(\theta_s-\theta) \) represents the transformation from a rotor reference frame to a synchronous stator flux oriented reference frame. The blocks \( T^{-1}(\theta_s) \) and \( T^{-1}(\theta_s-\theta) \) represent the corresponding inverse transformations.

The control algorithm computes the phase angle \( \theta_s \) of the stator flux vector using the components of the magnetizing current space vector \( i_{msd}^s \) and \( i_{msq}^s \) in the stator reference frame, according to:

\[
\theta_s = \arctan \left( \frac{i_{msq}^s}{i_{msd}^s} \right)
\]  

(3.34)

In order to increase the accuracy in the computation of the phase angle \( \theta_s \), a complex digital filter is applied to isolate the fundamental frequency component of the magnetizing current space vector \( i_{ms}^s \). An alternative solution would be the utilization of a Phase Locked Loop (PLL) system in order to track the fundamental phase angle. Such a solution will be presented in the next paragraph where the grid side control of the back to back converter is discussed.

The complex digital filter was preferred since it allows to extract not only the phase angle but also the magnitude of the magnetizing current space vector that is used for the dynamic emf compensation in the q-axis rotor current loop.

The transfer function of the digital filter in terms of Laplace transform is derived hereafter. In the synchronous reference frame which rotates at a constant angular speed \( 2\pi f_s \), the filtered magnetizing current vector \( \tilde{i}_{ms}^s \) is obtained by applying a first order low-pass filter to the magnetizing current vector \( i_{ms} \) yielding:

\[
\tilde{i}_{ms(filt)}^s = \frac{1}{1 + \tau_s} i_{ms}^s
\]  

(3.35)

where \( \tau \) is the low-pass filter time constant.

The magnetizing current vector in the synchronous reference frame is related to the magnetizing current vector in the stationary reference frame by the following relationship:

\[
\tilde{i}_{ms} = i_{ms}^s e^{-j\theta_s}
\]  

(3.36)

By substituting (3.36) in (3.35), the equation of the filtered magnetizing current vector in the stationary reference frame becomes:
where $\omega_s$ is the stator flux angular frequency, assumed constant and equal to $2\pi f_s$ [rad/s], i.e. the grid angular frequency. Then the $dq$ components of the magnetizing current vector can be derived from (3.37), yielding:

$$i_{msd(fil)}^s = \frac{1}{1+\tau_s-j\omega_s\tau} i_{ms}^s$$

(3.37)

where $\omega_s$ is the stator flux angular frequency, assumed constant and equal to $2\pi f_s$ [rad/s], i.e. the grid angular frequency. Then the $dq$ components of the magnetizing current vector can be derived from (3.37), yielding:

$$i_{msd(fil)}^s = \frac{(1+\tau s)i_{msd}^s - \omega_s\tau i_{msq}^s}{(1+\tau s)^2 + \omega_s^2\tau^2}$$

(3.38)

$$i_{msq(fil)}^s = \frac{(1+\tau s)i_{msq}^s - \omega_s\tau i_{msd}^s}{(1+\tau s)^2 + \omega_s^2\tau^2}$$

(3.39)

Equations (3.38),(3.39) and (3.34) are implemented in the block named “Am-Ph” in the control scheme of Fig. 3.23. It’s worth underlining that an Euler discretization for (3.38),(3.39) may lead to unstable behavior of the complex digital filter for high value of the time constant $\tau$. To overcome this limitation a discretization based on a second order Taylor series expansion has been adopted to make the filter stable for all the time constant values of interest.

Finally the block “A-R” of Fig. 3.23 calculates the stator active and reactive power by using(3.29) and (3.30).Once the relationship between stator and rotor $dq$ current components in the stator flux oriented reference frame has been found, it’s possible to express rotor fluxes and voltages as a function of solely rotor currents.

In fact by substituting (3.27), (3.28) in (3.24) the following expression for the $dq$ rotor fluxes can be retrieved:

$$\varphi_{rd} = \sigma L_s i_{rd} + \frac{L_r^2}{L_s} \left| v_s \right|$$

(3.40)

$$\varphi_{rq} = \sigma L_r i_{rq}$$

(3.41)

where $\sigma$ is the well known leakage factor expressed as:

$$\sigma = \frac{L_s L_r - L_m^2}{L_s L_r}$$

(3.42)
The rotor voltages as a function of the rotor currents can be obtained by substituting (3.27), (3.28), (3.40) and (3.41) in (3.21) and (3.22):

\[ v_{rd} = R_r i_{rd} + \sigma L_r \frac{di_{rd}}{dt} - (\omega_s - \omega)\sigma L_r i_{rq} \]  
\[ v_{rq} = R_r i_{rq} + \sigma L_r \frac{di_{rq}}{dt} + (\omega_s - \omega)\sigma L_r i_{rd} + (\omega_s - \omega) \frac{L_m^2}{L_s L_m \omega_s} \left| v_s \right| \]  

These two equations are used for the design of rotor currents PI controllers as will be shown in the next chapter. If steady state operation is assumed and the rotor active power is computed through the following expression:

\[ P_r = 1.5(v_{rd} i_{rd} + v_{rq} i_{rq}) \]  

combining (3.43), (3.44) and (3.45) leads to:

\[ P_r = 1.5(R_r i_{rd}^2 + R_r i_{rq}^2) + 1.5(w_s - w) \frac{L_m^2}{L_s L_m \omega_s} \left| v_s \right| i_{rq} \]  

Finally introducing in the last term at the right end side the relation between the rotor and stator current components as in (3.28) we find the following expression relating stator and rotor active power under the hypothesis of negligible stator resistances:

\[ P_r = 1.5(R_r i_{rd}^2 + R_r i_{rq}^2) - sp_s \]  

\[ s = \frac{\omega_s - \omega}{\omega_s} \quad \text{and} \quad P_s = 1.5v_{sq} i_{sq} = 1.5\left| v_s \right| i_{sq} \]

Equation (3.47) is useful to understand the working principles and the power flows for this DFIG stator flux oriented control drive. It’s worth noting that the motoring convention was adopted to write the expressions (3.29) and (3.45) for the stator and rotor active power. For this reason positive active power means power absorbed by the machine, whereas negative active power means power delivered by the machine.

Thus taking into account generating operations, \( P_s \) will be always negative and univocally determined by the \( dq \) rotor currents components, whereas the sign of \( P_r \) will depend on the slip sign \( s \), if joule losses are neglected. More specifically if sub synchronous operations are considered (i.e. positive slip operations), the active power on the rotor side will be positive, i.e. power absorbed by the rotor windings. On the other hand if super synchronous operations are considered (i.e. negative slip operations), the active power on the rotor side will be
negative, i.e. power delivered by the rotor windings towards the back to back converter. Obviously (3.47) holds its validity also in motoring operating conditions. In this case stator active power will keep a positive sign, whereas the rotor active power will be delivered towards the converter if sub synchronous operations are considered and absorbed by rotor windings in case of super synchronous operations.

3.3.6 GRID SIDE CONTROL DESCRIPTION

In order to allow sub synchronous and super synchronous operating modes a back to back converter is commonly used on the rotor side of the DFIM. As shown in Fig. 3.3 this converter consists of a traditional inverter on the machine side and of a three phase PWM boost rectifier on the grid side with a common DC link. This topology allows obviously bidirectional power flow operations, i.e. from the machine to the grid and vice versa. Moreover the three phase PWM boost rectifier has other important features as nearly sinusoidal input currents, regulation of input power factor to unity, low harmonic distortion of line currents, adjustment and stabilization of DC link voltage and reduced capacitor size with respects to traditional passive rectifiers. The decoupling filter in Fig. 3.23 serves two main purposes: it’s used as short term energy storage for the boost type converter and keeps the switching noise away from the power grid [46-50].

![Simplified scheme of the back to back converter used to allow bidirectional power flow on the rotor side of the doubly fed induction machine.](image)

In order to fulfill IEEE 519-1992 standards typically an LCL filter is applied between the PWM rectifier and the grid to reduce harmonics around the switching frequency and its multiplications. Anyway the project of such a filter is not a trivial task and is beyond the scope of this thesis. For this reason, in order to ease lab tests and to avoid instability problems linked to the resonant frequency of the LCL filter, three line inductors have been used for this purpose without losing in generality. In literature several strategies can be found for the control of PWM rectifiers such as Voltage Oriented Control (VOC), in which an internal
current loop guarantees high dynamic operations, or Direct Power Control (DPC), that is based on the instantaneous active and reactive power control loops. More recently new methods such as Virtual Flux Direct Power Control (VF-DPC) and Virtual Flux Voltage Oriented Control (VF-VOC) have been developed starting from the interpretation of the grid as a virtual machine in which a virtual flux can be estimated for control purposes.

Both DPC and VOC strategies have been implemented in simulations. Anyway for the experimental tests the VOC algorithm has been preferred since the grid side voltages are accurately measured, thus making the orientation strategy very easy to implement. For this reason only the aspects concerning VOC strategy will be presented in the next. With reference to Fig. 3.24 the set of equations for the PWM rectifier system can be derived as follow:

\[
\begin{align*}
\frac{du_{ga}}{dt} &= R_f i_{ga} + L_f \frac{di_{ga}}{dt} + u_{ca} \\
\frac{du_{gb}}{dt} &= R_f i_{gb} + L_f \frac{di_{gb}}{dt} + u_{cb} \\
\frac{du_{gc}}{dt} &= R_f i_{gc} + L_f \frac{di_{gc}}{dt} + u_{cc} \\
C \frac{dE_{dc}}{dt} &= S_a i_{ga} + S_b i_{gb} + S_c i_{gc} - i_{load}
\end{align*}
\]

where \(R_f\) and \(L_f\) are the resistance and the self inductance coefficient for the line inductors, \(i_{ga}, i_{gb}, i_{gc}\) are the line currents \(S_a, S_b, S_c\) represents the switching states of the three active rectifier legs (respectively 1 if the high side IGBT is conducting and 0 if the low side IGBT is conducting) and \(u_{ca}, u_{cb}, u_{cc}\) are the converter voltages, which can be expressed as:

\[
\begin{align*}
u_{ca} &= \frac{(2S_a - S_b - S_c)}{3} E_{dc} \\
u_{cb} &= \frac{(2S_b - S_a - S_c)}{3} E_{dc} \\
u_{cd} &= \frac{(2S_c - S_a - S_b)}{3} E_{dc}
\end{align*}
\]

Equations (3.49)-(3.55) completely describe the dynamic of the grid side back to back converter. By applying the three phase to two phase transformations and working in the grid voltage space vector reference frame (3.49)-(3.51) become:
Figure: 3.24. Simplified representation of three phase PWM rectifier for bi-directional power flow.

\[
u_{gd} = R_f i_{gd} + L_f \frac{di_{gd}}{dt} - \omega_s L_f i_{gq} + u_{cd}\]  \hfill (3.56)

\[
u_{gq} = R_f i_{gq} + L_f \frac{di_{gd}}{dt} + \omega_s L_f i_{gd} + u_{cq}\]  \hfill (3.57)

where \(\omega_s\) is the grid pulsation. Focusing the attention on the active and reactive power equations it is possible to notice that considering the d-axis of the synchronous reference frame aligned with the grid voltage space vector \((u_{gq}=0)\) the active power is proportional to the \(i_{gd}\) current, whereas the reactive power is in inverse proportion to the \(i_{gq}\) current.

\[
P_g = \frac{3}{2} (u_{gd} i_{gd} + u_{gq} i_{gq}) = \frac{3}{2} u_{gd} i_{gd}\]  \hfill (3.58)

\[
Q_s = \frac{3}{2} (u_{gq} i_{gd} - u_{gd} i_{gq}) = -\frac{3}{2} u_{gd} i_{gq}\]  \hfill (3.59)

Thus a decoupled control of the active and reactive power can be achieved by imposing the proper value of the \(dq\) grid current components through the grid side converter. More in detail, neglecting the filter and converter losses, the active power balance of the line side and DC side gives:

\[
i_{dc} = \frac{3}{2} \frac{u_{gd} i_{gd}}{E_{dc}}\]  \hfill (3.60)

Finally, the DC link voltage dynamic can be written as.

\[
C \frac{dE_{dc}}{dt} = \frac{3}{2} \frac{u_{gd} i_{gd}}{E_{dc}} - i_{load}\]  \hfill (3.61)
From (3.61) it becomes clear that the DC link voltage can be controlled by the d component of the line current. On the other hand controlling the q component, we are able to control the reactive power and therefore the line power factor. For this reason, in order to have a unity power factor, the reference value for the q current component is always kept to zero.

Equations (3.56) and (3.57) shows that, if a perfect compensation of the cross coupling terms is achieved, two PI regulators can be designed considering the system as a first order system if delays due to the processing time of the algorithm, sampling of feedback variables and dead times of the converter are neglected. The direct and quadrature components of the inverter voltages for current regulation can be then computed as:

\[
\begin{align*}
    u^*_c &= u_{gd} + \omega_s L_i^g q + \Delta u_{cd} \\
    u^*_q &= -\omega_s L_i^g d + \Delta u_{cq}
\end{align*}
\]

(3.62)  
(3.63)

\[
\begin{align*}
    \Delta u_{cd} &= K_p (i_{gd} - i^*_{gd}) + K_i \int (i_{gd} - i^*_{gd}) dt \\
    \Delta u_{cq} &= K_p (i_{gq} - i^*_{gd}) + K_i \int (i_{gq} - i^*_{gq}) dt
\end{align*}
\]

(3.64)  
(3.65)

Figure: 3.25. Control scheme block diagram for the three phase PWM rectifier for bi-directional power flow.

where \( u_{gd} \) is the amplitude of the grid side voltage in the chosen reference frame and \( \Delta u_{cd} \) and \( \Delta u_{cq} \) are the output of the two current PI regulators with proportional gain \( K_p \) and integral gain \( K_i \).
Finally an outer DC link voltage control loop is considered. The PI regulator is designed to furnish the proper d reference current component \( i^*_{gd} \) to the inner current loop in order to take the error on the DC link voltage to zero. The whole control scheme for the grid side converter of the back to back is depicted in Fig. 3.25, where the amplitude of the grid voltage space vector used as a feed-forward signal on the d axis loop is computed as:

\[
|u_s| = u_{gd} = \sqrt{u_{gd}^2 + u_{gq}^2}
\]  

(3.66)

The matrixes D and T(\(θ_v\)) represent the three phase to two phase transformation and the stationary to synchronous reference frame transformation respectively; similarly the D\(^{-1}\) and T\(^{-1}\)(\(θ_v\)) are used for the inverse transformation from the synchronous to the stationary reference frame and from two to three phase system.

For a correct tracking of the phase angle of the grid voltage space vector a Phase Locked Loop (PLL) system has been used. This system allows to extract only the phase angle related to the fundamental positive sequence component of the grid voltage space vector. In such a way we are able to keep the voltage orientation even in presence of a strong harmonic distortion on the grid side due both to low pre existing harmonic components and to higher harmonics introduced by inverter commutations.

A block scheme of the employed PLL system is presented in Fig. 3.26. The aim of this closed loop system consists in bringing to zero the error between the actual phase angle of the fundamental positive sequence component of the grid voltage space vector \(γ\) and the synchronous reference frame phase angle \(θ_v\) employed in reference frame transformations.

If we consider a three phase sinusoidal and symmetric voltage system, the two components of the fundamental grid voltage space phasor can be computed as:

\[
\cos γ = \frac{u_{gs}}{\sqrt{u_{gd}^2 + u_{gq}^2}}
\]  

(3.67)

\[
\sin γ = \frac{u_{gq}}{\sqrt{u_{gd}^2 + u_{gq}^2}}
\]  

(3.68)

Subsequently (3.67) and (3.68) are multiplied by the two components of the space phasor used for reference frame transformations as follow:

\[
\sin γ \cos θ_v - \sin θ_v \cos γ = \sin(γ - θ_v)
\]  

(3.69)
Thus the input of the PI regulator is the sine of the error between the two phase angles, whereas its output is the pulsation of $\omega \gamma(t)$, whose variation allows to bring the error to zero. For this purpose such a pulsation $\omega \gamma$ is integrated and its sine and cosine trigonometric functions are used as feedback signals.

During the initial locking phase the input of the PI regulator (3.69) will obviously assumes both positive and negative values. Assuming that $\gamma \gamma(t)$ is lagging behind the fundamental voltage phase angle $\gamma$, there will be a time interval in which the PI regulator will increase the pulsation $\omega \gamma$ (for positive values of the sine of the error) making it closer to the pulsation of the input grid voltage space phasor. Then, for negative values of the sine of the error, there will be a shorter time interval in which the PI regulator will decrease the pulsation $\omega \gamma$, thus increasing the difference between such a pulsation and the fundamental pulsation of the grid voltage space phasor. This asymmetry in time between the positive and negative half wave of the sine of the error produces a positive mean value in the input signal of the PI regulator and therefore a periodic increase of the pulsation $\omega \gamma$ until the output angle $\gamma \gamma(t)$ perfectly tracks the fundamental grid voltage phase angle $\gamma$ with zero steady state error.

In operating conditions close to synchronization the error between the two phase angles $\gamma$ and $\gamma \gamma$ is small and close to zero so that the input of the PI regulator can be approximated to:

$$\sin(\gamma - \gamma) \cong \delta \quad \text{with } \delta = \gamma - \gamma \gamma$$

With such approximation the PLL system can be considered to have a linear phase detector, i.e. an input signal to the PI regulator proportional to the difference between the fundamental component phase angle of the grid voltage and the synchronous reference frame phase angle employed in reference frame transformations.

Typically the design of the PI regulator parameters is performed making reference to the linear approximated system presented in Fig. 3.27. The feed forward open loop transfer function has two poles at the origin. Consequently the steady state error to a ramp input will be zero as requested to a PLL system.
Figure: 3.27. Linearized PLL block diagram for the design of PI regulator parameters.

On the other hand, the closed loop system is a simple second order system with one zero and two poles. The choice of the proportional and integral gains ($K_p$ and $K_i$ respectively) has to be a compromise between a fast dynamic response during the locking phase and a limited bandwidth of the system in order to filter higher order harmonics present in the grid voltage space vector.

Such a bandwidth has been chosen in order to damp the effect of an inverse sequence on the grid voltage consisting in a disturbance on the input signal at a pulsation of $2\omega_s$. Once the system is designed to damp the effect of an inverse sequence, it is consequently able to filter all the higher order harmonics usually present on the grid voltage.

### 3.3.7 GRID MODEL IN DFIG SYSTEM

Grid was defined as a controllable three-phase voltage source [51-54]. The phase voltages defined as:

\[
V_a = V_m \sin \omega t \quad (3.71)
\]

\[
V_b = V_m \sin(\omega t - \frac{2\pi}{3}) \quad (3.72)
\]

\[
V_c = V_m \sin(\omega t - \frac{4\pi}{3}) \quad (3.73)
\]

In the above equations $\omega$ represents the angular frequency and $V_m$ represents the phase voltage amplitude.

The three-phase voltage source line-to-line voltages are defined as:

\[
V_{ab} = V_a - V_b
\]

\[
V_{bc} = V_b - V_c
\]

\[
V_{ca} = V_c - V_a
\]

Figure A.12 presents the vector representation of the grid voltage and current.
Figure 3.28. Phasor diagram for balanced 3 phase voltage.

Figure 3.28 represent vector representation of the symmetrical three-phase grid.

Figure 3.29. Implemented grid model.

Above model was implemented in MATLAB Simulink software and it is presented in Figure 3.29.
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CHAPTER 4

POWER FLOW ANALYSIS OF DFIG WIND TURBINE SYSTEM

4.1 INTRODUCTION

This chapter deals with a power flow analysis of grid connected Doubly Fed Induction generator (DFIG) driven by the wind turbine to estimate the performance of DFIG. Recent advancements in size and technology of wind turbines require sophisticated control systems to effectively optimize energy conversion and enhance grid integration. The wind energy conversion system (WECS) is equipped with a DFIG and a back-to-back converter in the rotor circuit. A control technique is presented for extracting the maximum power from the wind turbine. The proposed control technique is based on using the grid-side converter to regulate the dc link voltage as constant [1-10]. The task of the rotor side converter is to track the maximum power point for the wind turbine. Simulation results for different operating conditions are presented.

Figure: 4.1. Simulink model of DFIG Wind Turbine system.
4.2 SYSTEM PERFORMANCE UNDER RATED WIND SPEED

The power flow performance of DFIG wind turbine can be used to study the behavior and control of the system for the rated wind speed and it is implemented in Simpower system tool Matlab/Simulink and PLECS. The simulink model of DFIG system is shown in Fig 4.1. Based on the analysis, the controller parameter can be designed and optimized. As specified in [11-43], this approach serves to verify the dynamic model under rated wind conditions. In this simulation study, the rated power of DFIG wind turbine is 1.5MW and its parameters are enclosed in Annexure II.

The simulated steady state wave form of stator voltage, stator current, rotor voltage, rotor current, generator speed and torque of DFIG system with rated wind speed of 12m/s are shown in Fig 4.2.

![Simulation results of DFIG for rated wind speed 12 m/s](image)

Figure 4.2: Simulation results of DFIG for rated wind speed 12 m/s: (a) stator voltage, (b) stator current, (c) rotor voltage, (d) rotor current, (e) speed, (f) electrical torque.

From the simulated waveform, we could see the rated electric speed of 200rpm in DFIG wind turbine system and the rated stator current and rotor current of 1800A (line peak),1998A (line-peak) are noted. Figure 4.3 shows the DC bus performance during rated wind speed of 12m/s and the grid side converter does the DC link voltage as constant of 1200V as shown in Figure 4.3. The DC bus current and DC bus power are also shown in Figure 4.3(b) - 4.3(c). Figure 4.4 shows the stator and rotor flux of DFIG system at the rated wind speed. Figure 4.5 shows the grid angle that has calculated from the Phase Locked Loop (PLL).
Figure 4.3: Simulation results of DFIG for rated wind speed 12 m/s: (a) DC current, (b) DC Voltage, (c) DC Power.

Figure 4.4: Simulation results of DFIG for rated wind speed 12 m/s: stator and rotor flux.
Figure 4.6 shows the waveform for Pulse Width Modulation (PWM) signal for Grid side converter and Rotor Side Converter at the steady state operating condition of DFIG system with rated wind speed of 12m/s. The stator active and Stator reactive power are shown in Figure 4.7. From the wave form, we could see that the DFIG system able to generate the stator active power of 1.1MW and the reactive power kept zero during steady state operating condition.
4.3 MAXIMUM POWER POINT TRACKING

Figure 4.7: Simulation results of DFIG for rated wind speed 12 m/s: (a) active Power, (b) Reactive Power.

Figure 4.8: The maximum power point tracking (MPPT) for different wind speeds.
In DFIG Wind turbine, maximum power tracking is implemented using a simple technique that infers the optimal rotational speed of the generator, \( n_g^* \), from the wind speed measurement \( V \) [44-46]. The relationship between optimal generator rotational speed in rpm and wind speed is given by

\[
n_g^* = \frac{60 \lambda_{rpm} n}{2\pi R} \times V
\]

The system rated power of 1.5MW could attain at the rated wind speed of 12m/s with rated electric speed of 2000rpm and its shown in Figure 4.2(e) and also the same set of waveform are generated for different power with different wind speed condition and it is shown in Figure 4.8.

### 4.4 SYSTEM PERFORMANCE UNDER VARIABLE WIND SPEED

**CASE 1: WIND SPEED FROM 12m/s To 8m/s**

The power flow performance of DFIG wind turbine can be used to study the behavior and control of the system for variable wind speed and it is implemented in Simpower system tool Matlab/Simulink and PLECS. Based on the analysis, the controller parameter can be designed and optimized. As specified in [11-43], this approach serves to verify the model under steady state and different operating wind conditions.

![Figure: 4.9](image-url)

Figure: 4.9. (a) Wind Speed, (b) Wind Power, (c) Turbine Speed, (d) Aerodynamic torque.
Figure 4.9 shows the performance of the DFIG wind turbine with different wind speed from 12m/s to 8m/s. Figure 4.9(a) represents the wind speed profile of 12m/s and 8m/s. From time t=0s to t=2s, the wind speed is 12m/s (rated wind speed) and the time t=2s to t=4s, the wind speed reduced to 8m/s. The corresponding power available in the wind with appropriate wind speed and the aero dynamic torque are also shown in Figure 4.9.

![Figure 4.9](image)

Figure 4.10 shows the simulation results of DFIG for wind speed changing from 12 m/s to 8 m/s: (d) stator voltage, (e) stator current, (f) rotor voltage, (g) rotor current.

Figure 4.10 shows the simulation results of DFIG for wind speed changing from 12m/s to 8 m/s and the corresponding stator voltage, stator current, rotor voltage and rotor current are also shown.
Figure 4.1: (h) generator speed, (i) electromagnetic torque, (j) stator reactive and active power.

Figure 4.12: (k) DC bus current, (l) DC bus voltage, (m) $P_{dc}$
The waveforms in Fig. 4.9 describes the wind speed, the power extracted from the wind and mechanical torque with the wind speed changing from 12 m/s to 8 m/s. From t=0.6 s to t= 2 s the machine operates at the wind speed of 12 m/s. From t=2s to t=4s the machine is subjected to operate with a wind speed changing from 12 m/s to 8 m/s. The corresponding stator current, rotor voltage and rotor current, electrical speed, torque, and stator power are presented from top to bottom in Fig.4.10-Fig.4.11. The DC bus current, DC bus voltage and DC bus power are shown in Fig. 4.12.

**CASE 2: WIND SPEED FROM 8m/s To 10.5m/s**

The power flow performance of DFIG wind turbine can be used to study the behavior and control of the system for variable wind speed and it is implemented in Simpower system tool Matlab/Simulink and PLECS. Based on the analysis, the controller parameter can be designed and optimized. As specified in [11-43], this approach serves to verify the model under steady state and different operating wind conditions (from 8m/s to 10.5m/s).

![Figure 4.13: (a) Wind Speed,(b)Wind Power,(c)Turbine Speed,(d)Aerodynamic torque](image)

Figure 4.13 shows the performance of the DFIG wind turbine with different wind speed from 8m/s to 10.5 m/s. Figure 4.13(a) represents the wind speed profile of 8m/s and 10.5m/s. From time t=0s to t=2s, the wind speed is 8m/s and the time t=2s to t=4s, the wind speed increased to 10.5m/s. The corresponding power available in the wind with appropriate wind speed and the aero dynamic torque are also shown in Figure 4.13.
Figure 4.14. Simulation results of WECS for wind speed changing from 8 m/s to 10.5 m/s: (d) stator voltage, (e) stator current, (f) rotor voltage, (g) rotor current.

Figure 4.14 shows the simulation results of DFIG for wind speed changing from 8 m/s to 10.5 m/s and the corresponding stator voltage, stator current, rotor voltage and rotor current are also shown.
Figure 4.15: Simulation results of WECS for wind speed changing from 8 m/s to 10.5 m/s: (h) generator speed, (i) electromagnetic torque.

Figure 4.16: (j) stator reactive and active power
Figure 4.17: (k) DC bus current, (l) DC bus voltage, (m) $P_{dc}$

The waveforms in Fig. 4.13 describes the wind speed, the power extracted from the wind and mechanical torque with the wind speed changing from 8 m/s to 10.5 m/s. From $t=0.6$ s to $t=2$ s the machine operates at the wind speed of 8m/s. From $t=2$ s to $t=4$ s the machine is subjected to operate with a wind speed varying from 8 m/s to 10.5 m/s. The corresponding stator current, rotor voltage and rotor current, electrical speed, torque, and stator power are presented from top to bottom in Fig.4.14-Fig.4.16. The DC bus current, DC bus voltage and DC bus power are shown in Fig. 4.17. From the simulation results we have seen that there is small transients occur at the change of wind speed this could be mitigated using averaged PWM converter.

4.5 SUMMARY

This chapter has presented an analysis and simulation study of DFIG based wind energy generation system operating under rated and varying wind speed condition. The average PWM converter model is adopted in order to get faster dynamic response and longer simulation for the varying wind speed. Also the maximum power point tracking operations are studied and presented. The developed model is particularly suitable for analyzing the transient phenomena that occur during faults or perturbations in the grid. As a consequence, using this model it will be possible to investigate the Low Voltage Ride Trough capability of WECS based on the use of DFIG and it is discussed in chapter 6.
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CHAPTER 5

GRID CODE REQUIREMENTS

INTRODUCTION

This chapter describes the necessary grid code requirements of grid connected wind turbine in the various countries. The grid codes of most countries generally aim to achieve the same thing. Electricity networks are constructed and operated to serve a huge and diverse customer demographic.

Electricity transmission and distribution systems serve, by way of example, the following types of user:

- Large high-consumption industrial factories
- High-sensitivity loads requiring high quality and reliable uninterrupted supplies
- Communications systems (e.g., national)
- Farms
- Shops and offices
- Domestic dwellings
- Large power stations

In simple terms, it is vital that electricity supplies remain “on.” To do this, the system operator not only balances the system with suitable levels of generation to meet demand, but also requires larger capacity users of the system, including both generation and load, to actively participate in ensuring system security.

To achieve this, the following technical requirements are possibly the most crucial and appear common across most European countries:

- Frequency and voltage tolerance
- Fault ride through
- Reactive power and voltage control capability
- Operating margin and frequency regulation
- Power ramping

And future technical requirements may include:

- Inertial response
- Power system stabilizer
- Wind farm control
5.1 FREQUENCY AND VOLTAGE OPERATING RANGE

The electrical behavior of the network, in terms of frequency and voltage, due to its dynamic nature is continuously changing. Generally, these changes occur in very small quantities. It is a requirement that users of the transmission system are able to continue operating in a normal manner over a specified range of frequency and voltage conditions. With respect to frequency and for a 50Hz system, this would be in the range of 49 to 51Hz. With respect to voltage, this range could be + or -10% of the nominal voltage. However, at times the ranges could be wider, although it would normally be expected that the user would continue operating under an extreme condition for a defined period of time, for example, 47 Hz for 15 seconds or +20% of the nominal voltage for 1 hour. Beyond these extremes, the user would normally be required to disconnect from the system [1-4]. Table 5.1 shows a common range of conditions within which a user would be required to operate.

<table>
<thead>
<tr>
<th>Normal Continuous Operation</th>
<th>Required</th>
<th>Very Short Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>49–51 Hz</td>
<td>47.5–49 Hz and 51–52 Hz</td>
</tr>
<tr>
<td>Voltage</td>
<td>±5%</td>
<td>±10%</td>
</tr>
</tbody>
</table>

TABLE: 5.1 Examples of Possible Frequency and Voltage Tolerance Requirement;

As an example, the EON grid code related to the operating times as a function of frequency is illustrated in Figure 5.1.

Figure 5.1. EON Netz GMBH grid code related to frequency.
5.2 REACTIVE POWER AND VOLTAGE CONTROL CAPABILITY

To minimize losses and thus maintain high levels of efficiency, it is preferable that networks operate with voltage and current in phase - that is, the power factor is unity.

However, users of electrical systems often tend to have inductive loads or generation facilities that operate such that voltage and current are out-of-phase. In addition, power system components including lines and transformers, for example, produce or consume large levels of reactive power. From the network user’s perspective (looking from the installation toward the network) an inductive load/generation facility is said to have a leading power factor because the current leads the voltage. Put another way, the user is consuming reactive power [5-8].

As the behavior of the network is continuously changing, users are required to have the ability to adjust their reactive power production or consumption, in order that reactive power production and consumption are balanced over the entire network. In most cases, it is the generators who provide this control ability. The range, for example, could be from 0.95 leading to 0.95 lagging.

An example is the proposed curve of power factor as a function of grid voltage in the EON grid code (see Figure.5.2).

![Figure 5.2. Reactive power control as a function of grid voltage (EON Netz GmbH).]
5.3 VOLTAGE SUPPORT

A generating station may be required to operate over a range of power factors to provide or consume reactive power as discussed and shown above. Alternatively, the installation may be required to operate in voltage control mode, that is, to adjust its reactive power production or consumption in order to control voltage on the local network.

If the network voltage decreases to a level below a predefined range, an installation may be required to supply reactive power to the network to raise the voltage. Conversely, if the network voltage increases to a level above a predefined upper limit, then the installation would be required to consume reactive power to bring the voltage back within acceptable limits [8], [9-12].

5.4 REACTIVE POWER WIND TURBINE OPERATION MODES

In order to accomplish the functionalities mentioned, the following operation modes (Figure. 5.3) for the reactive power control of the wind turbine are typically defined:

- Reactive power control—the wind turbine is required to produce or absorb a constant specific amount of reactive power.
- Automatic voltage control—the voltage in the wind turbine point of common coupling (PCC) is controlled. This implies that the wind farm can be ordered to produce or absorb an amount of reactive power.

![Reactive Power Control and Automatic Voltage Control](image)

*Figure: 5.3. Reactive power operation modes: (a) reactive power Control and (b) automatic voltage control.*
5.5 POWER CONTROL

Some network operators impose limits on power output. This could be during normal continuous operation and/or during ramping up to an increased output or ramping down to a decreased output. This requirement might be necessary in the first case to limit output because of limitations in the capabilities of other generators or the transmission or distribution networks. In the latter case, this might be necessary so that network control systems and other generators have time to respond to a new operating state. When a generator comes on-line it is providing the network with an increased amount of power which not only affects frequency, but also requires existing operating installations to adjust their operational characteristics to adapt to the “new” operating state.

With respect to wind power, for decreasing wind speed conditions there are limitations in the capabilities of wind turbines. If the wind speed is falling, a wind turbine may not be able to maintain its output or fully control the rate of decrease of output. However, wind speed profiles can be predicted and so if a controlled ramp down or clearly defined power reduction rate is required, a wind turbines output can be reduced early, thus reducing the maximum rate of change of output power[13-18]. An example is the proposed curve of power (as a percentage of the momentary possible power production) as a function of grid frequency in the Electricity Supply Board (ESB) National Grid code (see Figure. 5.4).

![Figure 5.4. Power versus frequency in ESB National Grid.](image-url)
5.6 ACTIVE POWER WIND TURBINE OPERATION MODES

In order to accomplish the functionalities mentioned, the following operation modes (Figure 5.5) for the power control of the wind turbine are typically defined [14-18]:

- **Balance control**—whereby wind turbine production can be adjusted downward or upward, in steps, at constant levels.

- **Delta control**—whereby the wind turbine is ordered to operate with a certain constant reserve capacity in relation to its momentary possible power production capacity. This operation mode allows an installation to operate at a margin below its rated power output—maximum power extraction so that it may respond to significant changes in frequency by increasing or decreasing its output.

- **Power gradient limiter**—which sets how fast the wind turbine power production can be adjusted upward and downward. Such a limiter helps to keep production balance between wind farms and conventional power plants.

- **Automatic frequency control**—the frequency measured in the wind farm point of common coupling (PCC) is controlled. The wind turbine must be able to produce more or less active power in order to compensate for a deviant behavior in the frequency.

![Figure 5.5. Active power operation modes: (a) balance control, (b) delta control, and (c) automatic frequency control.](image)

5.7 INERTIAL RESPONSE

Most wind turbine concepts utilize variable rotor speed, as this has major advantages for reduction of drive train and structural loads. All conventional generators are fixed speed; that is, the entire drive train rotates at synchronous speed and therefore provides a substantial synchronously rotating inertia. Rotating loads also provide such inertia, although the generators dominate. This inertia provides substantial short-term energy storage, so that small deviations in system frequency result in all the spinning inertias accelerating or decelerating slightly and thereby absorbing excess energy from the system or providing additional energy as required.
This happens without any control system, effectively instantaneously. Without this, modern power systems could not operate. In addition to this “smoothing” effect in normal operation, the spinning inertia also provides large amounts of energy in the event of a sudden loss of generation: the rate of decrease of system frequency in the first second or so after such an event is entirely governed by the amount of spinning inertia in the system [19-20].

Variable speed wind turbines have less synchronously connected inertia, and in the case of the FC concept, none at all. As wind turbines displace conventional generation, there will be less spinning inertia, and therefore the system will become harder to control and more vulnerable to sudden loss of generation. It is feasible that future grid codes will require all or some generators to provide an inertia effect. This can in principle be provided by variable speed wind turbines, but this requires a control function and cannot occur without intervention. The control function will sense frequency changes and use this to adjust generator torque demand, in order to increase or decrease output power.

The effect is similar to the frequency-regulation function discussed earlier, but is implemented by generator torque control rather than pitch control. A more complex implementation could also include pitch control. It is possible that wind turbines would not need to provide this function for small scale frequency deviations, as conventional generation capacity may still be sufficient. Instead, the requirement could be limited to responses to large-scale deviations associated with a sudden loss of generation.

Initial studies show that, in principle, variable speed wind turbines can provide a greater inertia effect than conventional synchronous machines, because generator torque can be increased at will, extracting relatively large amounts of energy from the spinning wind turbine rotor. This decelerates the wind turbine rotor rapidly, and so may not be sustained for very long before aerodynamic torque is reduced. High generator torque also results in high loads on the drive train, which may add significant cost [21-24]. It is concluded that an inertia effect is available, in principle, but may have implications for wind turbine design and cost. It is not clear if some of the FSWT concepts may provide the necessary control.

5.8 POWER SYSTEM STABILIZER FUNCTION

Power system stabilizer (PSS) functions can be provided by conventional generators. In essence, the output power of the generator is modulated in response to frequency deviations, in order to damp out resonances between generators. These resonances are most likely to occur between two groups of large generators separated by a relatively weak interconnection. Again, because of the tight control of generator torque provided by the DFIG concept, and possibly also FSWT, this function should also be able to be provided if required [25].

However, it should be pointed out that because variable speed wind turbines have very little synchronously connected inertia, the risk of such resonances actually reduces as wind penetration increases. Thus, there is an argument that PSS functions should be provided only by conventional generation.
**5.9 LOW VOLTAGE RIDE THROUGH (LVRT)**

The LVRT fulfillment for wind turbines has become a major requirement from the TSO-DSOs all around the world. The first wind turbines based on squirrel cage asynchronous generators were very sensitive to grid outages. The protections were tuned in such a way that the wind turbine disconnected with even minor disturbances [10-30].

This caused two major problems for the TSO-DSO:

1. The protections were unable to detect faults in lines near wind farms, due to loss of short-circuit current from the wind farms.
2. The loss of wind power generation (reconnection of a fixed speed wind farm takes several minutes) necessitates fast response generation plants (such as hydro) or an increase in the fast reserve power.

So, as mentioned earlier, the first requirement of the TSO is to “keep connected.” But wind turbine behavior during a grid fault is very different depending on the technology (fixed speed or variable speed, and full converter technologies or doubly fed) and also different from conventional power plants based on synchronous generators.

Thus, the TSOs decided to standardize the pattern of current versus voltage during faults, that is, the current that the generator consumes during the fault.

In Chapter 6, the crowbar control strategy and design will be studied in detail. The control strategy must allow the wind turbine:

- To remain connected to the power system and not consume active power during the fault.
- To return to normal operation conditions after the fault.

Voltage recovery is a complementary requirement; wind generators try to minimize the impact of wind parks in the power system during a short circuit and fault clearing. Voltage recovery is performed by reactive current injection of the wind generator.

**5.9.1 VOLTAGE DIPS AND LVRT**

If a defined fault occurs on the transmission system, it is a normal requirement of the transmission system operator that a generating station remain in operation and connected to the system—thus, it “rides through” the fault.

The definition of the fault is derived from the response time of the network protection systems to clear the fault. A normal duration to clear a fault is in the range of hundreds of milliseconds; hence, the requirement of the user will be to ride through a fault that has a significant drop in voltage of some hundreds of milliseconds in duration.

Because this issue is very important for the grid integration of wind energy systems, the following subsections will be oriented to describe the basic concepts:
The electric power system (EPS) and the origin of the dips in the EPS
The definition, classification, and transmission in the EPS of dips
The procedure to validate the simulated LVRT requirements for wind turbines in Europe.

5.9.2 ELECTRIC POWER SYSTEM

The electric power system (EPS) is the set of infrastructures responsible for the generation, transport, and distribution of electrical energy and can be considered as some of the biggest infrastructures in the world. Electric power transmission is the bulk transfer of electrical energy from generating power plants to substations located near population centers. This is distinct from the local wiring between high voltage substations and customers, which is typically referred to as electricity distribution. Transmission lines, when interconnected with each other, become high voltage transmission networks [20-31].

Figure 5.6 shows a schematic diagram of an EPS, with traditional distribution from generation to a residential user. Historically, transmission and distribution lines were owned by the same company, but over the last decade or so many countries have introduced market reforms that have led to the separation of the electricity transmission business from the distribution business. Thus, in many countries, there are one or two transmission system operators (TSOs), several distribution system operators (DSOs), and trading companies.

Wind power generators are commonly connected at all the voltage levels of the EPS, from the most powerful wind farms (from 25 to 250MW) that are connected to transmission or sub
transmission lines (from 66 to 745 kV) to the lower power wind turbines (50 to 500 kW) connected directly to the low voltage (380, 400, 440V) distribution lines.

Therefore, the connection rules (grid codes) for each voltage level are elaborated by the different companies that operate the networks. Another important point is the connection of different transformers and ground (related to the protective systems for lines) at different levels; for example, Figure 5.7 shows a diagram of the European transmission and distribution network. The transmission system operator is responsible for operating the high voltage transmission system. In Europe the TSO operates the 220 and 400 kV transmission system. The 220 and 400 kV systems are connected by means of autotransformers. Big power generation plants such as nuclear, coal, and hydro are connected at this level.

The distribution system operators are responsible for operating the distribution lines and also the sub transmission system necessary to connect the consumer centers to the transmission system. Typical voltages in this sub transmission system are 69 and 132 kV in Europe. The sub transmission system and the transmission system are connected by means of star–star transformers with neutral connected to earth. Once the lines arrive at the consumer centers, it’s necessary to step down the voltage to the proper level for domestic customers. This is done in two steps:

- A high voltage line arrives at the distribution substations where the DSO decreases the voltage levels to 10, 20, 30 kilovolts and distributes the power in different feeders. These transformers have a Delta-Star connection with neutral to ground.

- From each feeder several transformation centers reduce the voltage from medium voltage to low voltage (400 V) and distribute the single-phase lines to domestic customers. These transformers have a Delta connection.

5.9.3 ORIGIN OF VOLTAGE DIPS

Voltage dips are primarily caused by short duration over currents flowing through the power system. The principal contributions to over currents are power system faults, motor starting, and transformer energizing. Power system faults are the most frequent cause of voltage dips, particularly single-phase short circuits. In the event of a short circuit, for a large area of the adjacent network, the voltage in the faulted phase drops to a value between 0 and 1 p.u., depending on the impedance between the point of fault and the point of measurement[15-20].

Voltage dips are caused by faults on the utility network or within the wind farm. A network fault indicates either a short-circuit condition or an abnormal open-circuit condition. The nature of voltage dips can be influenced by the symmetry of a network fault.

Two types of voltage dips are depicted: asymmetrical dip and symmetrical dip.
Figure: 5.7. Typical transmission and distribution network.
The supply network is very complex. The extent of a voltage dip at one site due to a fault in another part of the network depends on the topology of the network and the relative source impedances of the fault, load, and generators at their common point of coupling.

The drop in voltage is a function of the characteristics of fault current and the position of the fault in relation to the point of measurement. The duration of the dip event is a function of the characteristics of system protection and recovery time of the connected loads.

5.9.4 VOLTAGE DIPS

Voltage dips—or sags, which are the same thing—are brief reductions in voltage, typically lasting from a cycle to a second or so, or tens of milliseconds to hundreds of milliseconds. (Longer periods of low or high voltage are referred to as “under voltage” or overvoltage.”) Voltage dips are the most common power disturbance. At a typical industrial site, it is not unusual to see several dips per year at the service entrance, and far more at equipment terminals. The frequency is even higher in the interior of the site or in developing countries that have not achieved the same levels of power quality as more developed nations [2-31].

Dips do not generally disturb incandescent or fluorescent lighting, motors, or heaters. However, some electronic equipment lacks sufficient internal energy storage and therefore cannot ride through dips in the supply voltage. Equipment may be able to ride through very brief, deep dips, or it may be able to ride through longer but shallower dips.

Normally, the grid voltage fluctuates around its nominal value with variations within a maximum range of 10% of that value. A dip is the sudden drop in voltage from one or more phases followed by a rapid restoration to its nominal value after a short space of time between half a period (10 ms at 50 Hz) and 1 minute. For the voltage fall to be considered a dip, the voltage value must be between 1% and 90% of its nominal value (IEC 61000-2-1, EN50160). A drop below 1% is usually called a short interruption. Above 90% it is considered that the voltage is within the normal range of operation.

The voltage dips are normally characterized by the depth and duration, as can be seen in Figure 5.8.

![Figure: 5.8. Parameters of a dip.](image)
In three-phase grids, dips can be divided into two broad categories:

- Three-phase dips, when the voltages of the three phases fall into the same proportion.
- Asymmetric dips, where all three phase drops are not equal and the voltage is unbalanced: for example,
  - Single-phase dips that affect only one phase.
  - Biphasic dips that involve two phases.

The depth measures the voltage drop in relative terms. It is measured at the deepest point of the valley. The voltage is usually measured by the rms value calculated for each half-period; hence, the minimum duration for a voltage dip is set for half a period. The duration is defined as the length of time that voltage is less than 90% of the nominal value.

### 5.9.5 CLASSIFICATION

Bollen and co-workers propose a more intuitive approach to the characterization of three-phase voltage dips. The ABC classification method distinguishes between seven dip types (A to G) by analyzing the possible types of short circuits and the dip propagation through transformers. Table 5.2 summarizes these dip classes as a function of fault type, location and connection of measuring instruments in the AC grid. Figure 5.9 shows voltage phasors for different dip classes, in which the positive sequence, negative-sequence, and zero-sequence impedances are considered to be equal. If the amplitude depth is defined with the variable p, the fault voltages are defined in the equations for each fault type [15-25].

<table>
<thead>
<tr>
<th>Fault Type</th>
<th>Dip Class (measured between phase and neutral)</th>
<th>Dip Class (measured between phase and neutral after a Δy or YΔ transformer)</th>
<th>Dip Class (measured between phases after a Δy or YΔ transformer)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three-phase</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>Single-phase</td>
<td>B</td>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td>Phase-to-phase</td>
<td>C</td>
<td>D</td>
<td>C</td>
</tr>
<tr>
<td>Two-phase-to-ground</td>
<td>E</td>
<td>F</td>
<td>G</td>
</tr>
</tbody>
</table>

TABLE: 5.2 Dip Classes of Several Faults Measured at Different Locations.
<table>
<thead>
<tr>
<th>Type</th>
<th>Phasor Diagram</th>
<th>Phasor Amplitudes</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td>( V_a = 1 - p )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_b = 1 - p )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_c = 1 - p )</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>( V_a = 1 - p )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_b = a^2 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_c = a )</td>
</tr>
<tr>
<td>C</td>
<td></td>
<td>( V_a = 1 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_b = a^2 + j \cdot \frac{\sqrt{3}}{2} \cdot p )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_c = a - j \cdot \frac{\sqrt{3}}{2} \cdot p )</td>
</tr>
<tr>
<td>D</td>
<td></td>
<td>( V_a = 1 - p )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_b = a^2 + \frac{1}{2} p )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_c = a + \frac{1}{2} p )</td>
</tr>
<tr>
<td>E</td>
<td></td>
<td>( V_a = 1 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_b = a^2 \cdot (1 - p) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_c = a \cdot (1 - p) )</td>
</tr>
<tr>
<td>F</td>
<td></td>
<td>( V_a = 1 - p )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_b = \frac{p - 1}{2} - j \cdot \frac{3 - p}{\sqrt{12}} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_c = \frac{p - 1}{2} + j \cdot \frac{3 - p}{\sqrt{12}} )</td>
</tr>
<tr>
<td>G</td>
<td></td>
<td>( V_a = 1 - \frac{p}{3} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_b = \frac{p - 3}{6} - j \cdot \frac{\sqrt{3}}{2} \cdot (1 - p) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( V_c = \frac{p - 3}{6} + j \cdot \frac{\sqrt{3}}{2} \cdot (1 - p) )</td>
</tr>
</tbody>
</table>
5.9.6 TRANSFORMER EFFECT

The ABC classification method was introduced to describe the propagation of voltage dips through transformers. This method of voltage dip classification is the oldest and the most commonly used, possibly due to its simplicity.

Three groups of transformer connections must be analyzed:

- Wye–wye with neutral point connected
- Delta–delta and wye–wye without connecting neutral point
- Wye–delta and delta–wye

The first group of transformers allows circulating common mode currents. The second groups of transformers do not allow circulating common mode currents. This means that the common mode component is eliminated.

The third group of transformers, apart from common mode component elimination, introduces a phase angle between primary and secondary voltages. Note that positive and negative sequences are phase shifted by the opposite signed angle. Due to these reasons, the type of voltage dip in the primary side can be changed in the secondary side. A Type A voltage dip does not change with a transformer because it only has a positive sequence. Figure 5.9 represents the transformation of different types of voltage dip according to the ABC classification method [18-25].

5.6.1 TRANSFORMER EFFECT IN A WIND FARM

The wind turbine can suffer grid outages at the point where it’s connected to the high, medium, or low voltage network. In low voltage networks the turbine is directly connected to the low voltage distribution grid without a transformer. In medium voltage grids (distribution), the turbine is connected by means of the turbine step-up transformer.

Turbines connected to high voltage grids (transmission and sub transmission) are usually found in wind farms with the electrical layout explained in Figure.5.12. In this case a typical example of the electrical circuit between the point of common coupling of the wind farm to the wind turbine is represented in Figure.5.10.

In order to study the effect of transmission network short circuits on the wind turbine, the following elements are modeled:

- The high voltage equivalent grid, represented by the equivalent Thevenin circuit
- The substation transformer with a short-circuit impedance
- The impedance of the feeder from the substation to the wind turbine
- The coupling transformer with a short-circuit impedance
- The internal electrical circuit of the turbine
Figure: 5.10 Transformer effect in the type of voltage dip.
The short circuits can be located in high voltage (HV) or medium voltage (MV) grids and will affect the wind turbine in different ways but due to the transformer configuration only three-phase and two-phase voltage dips will occur at the low voltage connection point of the turbine. The electrical configuration of wind farms is different in each country and the same goes for how the transmission and distribution systems are operated; each example must be considered separately.

Figure: 5.11. Transformer effects in the type of voltage dip for high voltage grid.

Figure: 5.12 Single-line schematic of the electrical system layout.
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CHAPTER 6

LOW VOLTAGE RIDE THROUGH (LVRT) CAPABILITY OF DFIG WIND TURBINE

INTRODUCTION

In the past, most national grid codes and standards did not require wind turbines to support the power system during a disturbance. For example during a grid fault or sudden drop in frequency wind turbines were tripped off the system. However, as the wind power penetration continues to increase, the interaction between the wind turbines and the power system has become more important. This is because, when all wind turbines would be disconnected in case of a grid failure, these renewable generators will, unlike conventional power plants, not be able to support the voltage and the frequency of the grid during and immediately following the grid failure. This would cause major problems for the systems stability [1-13].

Therefore, wind farms will have to continue to operate during system disturbances and support the network voltage and frequency. Network design codes are now being revised to reflect this new requirement. A special focus in this requirement is drawn to both the fault ride-through capability and the grid support capability [1-10]. Fault ride-through capability addresses mainly the design of the wind turbine controller in such a way that the wind turbine is able to remain connected to the network during grid faults (e.g. short circuit faults). While grid support capability represents the wind turbine capability to assist the power system by supplying ancillary services, i.e. such as supplying reactive power, in order to help the grid voltage recovery during and just after the clearance of grid faults. Due to the partial-scale power converter, wind turbines based on the DFIG are very sensitive to grid disturbances, especially to voltage dips during grid faults.

Faults in the power system, even far away from the location of the turbine, can cause a voltage dip at the connection point of the wind turbine. The abrupt drop of the grid voltage will cause over-current in the rotor windings and over-voltage in the DC bus of the power converters [11-18]. Without any protection, this will certainly lead to the destruction of the converters. In addition, it will also cause over-speeding of the wind turbine, which will threaten the safe operation of the turbine [19-25]. Thus a lot of research works have been carried out on the LVRT ability of DFIG wind turbines under the grid fault. These LVRT strategies can be divided into two main types: the active method by improving control strategies, the passive scheme with additional hardware protective devices.
6.1 IMPROVED CONTROL STRATEGIES IMPLEMENTATION

In the operational control of the DFIG, traditional vector control based on stator flux orientation or stator voltage orientation has been widely used. With this kind of control strategy, the PI controller is usually used in order to regulate independently the active and reactive power. But when there is a sharply voltage dip on the grid side, the PI controller will get saturation easily, and it is hard to get back to the effective regulate state. The command ability of the DFIG is then lost. In order to overcome the shortcoming of the traditional vector control, the researchers around the world have proposed many improved strategies to achieve LVRT.

The simulation results of [12-13] show that through the appropriately increasing of the proportional factor of the PI regulator in the current loop of the traditional DFIG vector controller, the generator can remain in a continuous operation within a certain range when a grid fault appears. However, a dynamic response of two important state variables such as rotor current and rotor voltage cannot be obtained. The proposed method can only keep the DFIG operating under a symmetrical three-phase fault, which causes a slight drop in the bus voltage. When the fault causes a serious dip in the bus voltage, over-current and over-voltage are in the exciting converter.

An improved vector control strategy has been proposed in [11] to explain that the dc and negative sequence components are caused in the machine by flux linkages, resulting in a large Electro Motive Force (EMF) induction in the rotor circuit. A new method is proposed to control the rotor-side converter so that the rotor current contains components in order to oppose the undesired components in the stator-flux linkage. A fast observation of the stator-flux linkage components is essential to the control. This constrains the rotor current given by the voltage capability of the converter. An increased machine leakage inductance is useful to the proposed ride-through control method. The advantage of this method is that it can be applied to all types of symmetric and asymmetric grid failures and the disadvantages is that the rotor side converter is used to generate the rotor current, which is opposite to the transient component of the stator flux so that the control effect is limited to the converter capacity.

The dynamic changes of the exciting current are taken into account when designing the controller in [25], which is also based on the traditional vector control method. The improved controller can be obtained by considering the dynamic changes of the exciting current as feed-forward compensation in the rotor current regulator. This method can effectively reduce the rotor over-current under grid voltage drops, but it is achieved by increasing the rotor-side converter output voltage. As the maximum output voltage of the rotor side inverter is limited, this method can be applied to the situation when grid faults caused a slight drop in the generator terminal voltage. But for a serious drop in the generator stator voltage (caused by serious grid faults), the rotor side converter cannot provide a sufficient high exciting voltage. So the rotor currents will still be out of control. In addition, because the method cannot reduce the power fed into the rotor side converter, the stability of the DC voltage is not improved.

The above control strategies are all based on the traditional vector control strategy, because the vector control strategy has a high precision, constant switching frequency and good steady-state performances. But at the same time, in order to achieve a decoupling control of the active power and reactive power, the control structure of the vector control is usually...
complicated. Therefore, there are some researchers who have proposed other control strategies. In order to avoid the impact of the cross-coupling compensation, a doubly-fed generator rotor Flux Magnitude and Phase Angle control (FMAC) is proposed in [14]. Unlike the vector control, which uses the rotor current to achieve control objectives, it uses the rotor flux amplitude to control the generator terminal voltage, and the rotor flux phase angle to control the output active power. Compared with the traditional vector control methods in [18], simulation results show that the new controller has better decoupling control performance on terminal voltage and output power, and when a slight drop happens in the grid voltage, the terminal voltage recovery capability and the power oscillation damping effect under grid faults are better than vector control.

6.2 LVRT STRATEGIES WITH HARDWARE IMPLEMENTATION

Since in doubly fed wind power generation systems, the capacity of rotor side converter is relatively small compared with the rated capacity of generator, the rotor side converter can provide partial control of the generator. Therefore when power system faults occur and a deep drop of generator terminal voltage occurs, the rotor side converter will still lose the control of rotor currents. That is why an additional hardware protection circuit is necessary. The hardware implementation can be in the rotor side, the dc side or the stator side. Currently, the most commonly used protecting scheme is short circuiting the rotor winding through the crowbar protection circuit when rotor currents of the doubly fed generator or DC bus voltage exceed their rated value during the grid fault. Hence a path for the rotor over current is provided, so that the rotor side converter can be well protected [20]. Since the traditional crowbar circuits cannot be turned off shortly after the grid fault because of the thyristors, which does not meet the new grid codes.

Therefore, new active crowbars, using active switches such as IGBT and GTO, are proposed to protect the system [26-30]. The rotor-side converter with this kind of circuit can be still connected to the rotor when a grid fault occurs. And after the fault, the power system can be more flexible, taking less time to return to a normal operating mode. In order to decrease the rotor transient faster, the active crowbar circuit usually has a resistor on the DC side. In [28], the pitch control is used to restrain the over-speeding of the turbine while a crowbar is implemented to protect the system. But there are many time delays to control the pitch angle, so that a damping controller is proposed to reduce the torsional oscillations in the drive train during grid faults before the crowbar is triggered [29]. Then a voltage controller from the rotor-side and a reactive power boosting controller from the grid-side are proposed to support the grid voltage during the fault [30]. With the cooperation of the above three controllers and the crowbar protection, the LVRT capability of the DFIG system can be greatly enhanced.

It should be mentioned that the timing sequence for the crowbar removal affects the variations of currents and the electromagnetic torque after the fault clearance. A PWM control strategy of the active crowbar is proposed in [31-32]. The DC bus is controlled by a PI regulator. Compared to the traditional ON-OFF control method, the new PWM control can effectively reduce the electromagnetic torque ripple and thus a more stable output DC bus voltage is obtained in fault condition. However, rapid switching under this PWM control mode may exacerbate the transient progress of the DFIG, resulting in a higher transient current and a longer recovery time.
6.3 PERFORMANCE OF THE DFIG DURING VOLTAGE DIPS WITH AN ACTIVE CROWBAR

Although the modified vector control strategy can provide adequate control of the DFIG during grid voltage dips, its ride-through capability is limited by the relative small rating of the rotor side converter compared to the generator rating. If the depth of the dip is small and the required voltage does not exceed the maximum voltage that the rotor side converter can generate, the current remains controlled. But for larger dips, an increased rotor voltage will be needed to control the rotor currents. When this required voltage exceeds the voltage limit of the converter, it is not possible any longer to control the current as desired. It is confirmed that if the stator voltage decreases to zero, the required rotor voltage is close to the stator rated voltage instead of the small percentage induced in normal operation. So, a converter with a rated power similar to that of the generator is required therefore the advantages of this wind energy conversion structure are lost.

Therefore, an additional protection device is always needed in the case of large voltage dips. Protection devices such as crowbar circuits [33-46], energy storage system, stator switches and auxiliary parallel grid-side rectifier have already been used to protect DFIG during grid faults. In this chapter, an active crowbar protection system will be modeled. And then an improved control strategy for the crowbar protection coordinated with a demagnetization method of the DFIG and voltage support by both the generator and the grid-side converter will be proposed to enhance the ride-through capability.

6.3.1 CROWBAR PROTECTION CIRCUIT

Crowbar protection systems are commonly used to protect the power converters during voltage dips. The key of this solution is to limit the high current in the rotor and the high voltage across the DC bus. With a crowbar protection circuit, it is possible to ride-through grid faults without disconnection of the turbine from the grid.

6.3.2 DEVELOPMENT OF THE CROWBAR CIRCUIT

(a) antiparallel thyristor  (b) half controlled thyristor bridge  (c) diode bridge and thyristor

Figure: 6.1. Conventional crowbars.
The crowbar circuit is usually implemented between the rotor circuit and rotor-side converter to provide a bypass for the high transient rotor current, which is induced by voltage dips. Initially, the industrial solution implemented was just to short circuit the rotor windings with the crowbar circuit. This conventional crowbar circuit can be constructed in many ways, as illustrated in Figure 6.1 [46].

In Figure 6.1(a), the rotor can be short-circuited by two pairs of anti parallel thyristors connected between the phases. Another alternative is to use a half-controlled thyristor bridge, as it is shown in Figure 6.1(b). The third possibility as in Figure 6.1(c) is to rectify the phase currents with diode bridge and to use a single thyristor to trigger the crowbar. The main drawback of this solution is that the wind turbines are not able to resume in normal operation cooperating with the grid because of its turn-off problem. For crowbars of Figure 6.1(a) and (b), because the rotor currents may have a significant DC component, the phase current reversals that would turn the thyristors off do not exist when they would be needed. And for the crowbar of Figure 6.1(c), as the current through the thyristor is continuous, it does not allow the thyristor to turn off. Moreover, the snubber design for the thyristors of the crowbar may be problematic.

In order to fulfill the newest grid codes, the crowbar circuit should be tripped off after the clearance of the grid faults. Thus fully controllable semiconductor switches are needed to construct an active crowbar [36-46]. From the conventional crowbars, the anti parallel thyristor one is difficult to convert into active crowbar because of the large number of the controlled components. The same problem is faced by the half-controlled bridge one. However, the crowbar circuit with a diode bridge has only one controlled component, thus it is optimal in this transformation. Either a GTO or an IGBT can be used as the fully controllable switch for the active crowbar circuit, as it is shown in Figure 6.2 (a) and (b). As an improvement on the active crowbar, resistances are added to the crowbar to restrict the high rotor current. This solution is most widely used by the manufacturers nowadays. Another kind of improved active crowbar can be constructed by three-phase AC switches and resistors, as illustrated in Figure 6.2 (c).

![Improved active crowbars.](image)

With this improved crowbar, the wind turbine can remain connected to the grid during the dips. Because of the generator and converter can stay connected during the grid fault, they can resume in normal operation immediately after the fault has been cleared. Recently, there
are some papers that discuss the protection scheme of the DFIG with active crowbars during grid disturbances. However, most papers give little information of the protection scheme that is implemented [33-46].

DC side crowbar consists of a chopper and a resistor that are added across to the DC bus of the converter. It can limit the DC voltage from exceeding safe range, as shown in Figure 6.3. The chopper module is not essential for fault ride-through operation but it increases the normal range of DFIG operation by smoothing the dc-link voltage during heavy imbalances of active power on the rotor side and grid side converters. The rotor side converter has to be dimensioned to handle the high current transients in addition to the normal load. Thus oversized components have to be used and make this scheme unattractive [35-46].

6.3.3 MODELING OF THE ACTIVE CROWBAR

As we can see in Figure 6.4, the crowbar protection circuit is connected between the rotor of DFIG and the rotor-side converter. The crowbar protection circuit is composed of three phase bidirectional switches and bypass resistors.
The semiconductors are considered to be ideal and a switching function \( S_c \) is defined for the switches, which takes the values 1 when the switch is closed and 0 when it is open. Then Crowbar protection component can be modeled by a simple equation as:

\[
V_{\text{crow}} = S_c \, R_{\text{crow}} \, i_{\text{crow}}
\]  

(6.1)

The behavior of such systems during grid faults is greatly affected by the resistor value of crowbar. It has been shown by simulation in [45] that a low crowbar resistance leads to a higher electrical torque, over currents and low rotor voltages. High values for the crowbar resistor will result in a lower electrical torque and rotor currents but also higher rotor voltages. Therefore, the crowbar resistors should be sufficiently low to avoid large voltages on the converter terminals. On the other hand, they should be high enough to limit the rotor current. In our study, this resistance value is chosen to be equal to 30 \( R_r \) and \( R_r \) is rotor resistance of DFIG.

6.4 SYNTHETIC CONTROL AND PROTECTION STRATEGY

Although there are many papers, which discuss the control and protection strategy of the DFIG under grid faults, the most of them gives little information of the protection scheme that is implemented. In this chapter, a hysteresis control strategy of crowbar circuit is designed to protect the system in serious grid faults. And a demagnetization method of the DFIG is adopted to decrease the oscillations of the transient current. Moreover, the grid voltage can be supported by both the generator and the grid-side converter.

6.4.1 HYSTERESIS CONTROL OF THE CROWBAR

Commonly the crowbar is triggered in case of over voltage across the DC bus or over current in rotor windings. When the crowbar is triggered, the rotor side converter will be disconnected from the rotor circuit at the same time. As a result, the controllability of the DFIG is lost during the voltage dip, which is the main drawback of the crowbar protection. Moreover, the DFIG then behaves as a classical squirrel cage induction generator with a variable rotor resistance until the crowbar is cut off and the rotor side converter resumes normal operation. In this situation, the DFIG absorbs reactive power from the grid for magnetization, which will even deteriorate the stability of the weak grid. Therefore it is better to reduce the activation time of crowbar.

In order to reduce the operation time of the crowbar, an improved hysteresis control strategy is adopted, as it is shown in Figure 6.5. The maximum absolute value of rotor current \( |i_r|_{\text{max}} \) is compared with a threshold value \( i_{\text{th}} \) and a safety value \( i_{\text{sa}} \). If \( |i_r|_{\text{max}} \) is greater than \( i_{\text{th}} \), the crowbar is activated for protecting the power converters. And when \( |i_r|_{\text{max}} \) decreases to be less than \( i_{\text{sa}} \), the crowbar will be cut off and the rotor side converter is restarted to control the DFIG.
6.4.2 DEMAGNETIZATION OF DFIG UNDER GRID VOLTAGE DIPS

During a symmetrical grid fault, there will be high oscillations of the stator and rotor currents due to the dc component of the stator flux. In [43-58] the authors suggest to control the rotor current in order to compensate for this dc component of the stator flux. Normally, a very large rotor current is needed to count this flux. But due to the limited capacity of the power converter, its capability is greatly restricted. When the stator flux vector is oriented along the \( d \)-axis of the synchronously rotating frame, it can then be expressed as:

\[
\Phi_{ds} = \frac{L_s}{R_s} V_{sd} + L_m i_{dr} \quad (6.2)
\]

Therefore if the direct component of the rotor current is reduced, the stator flux can be reduced and then the oscillations of the currents will be attenuated. A simple demagnetization method can be obtained by setting the reference of \( i_{dr} \) to zero. Moreover, from the flux equations of the DFIG, if the rotor current is reduced, the stator flux will be reduced. So that the reference value of \( i_{qr} \) is also set to zero. This method is used as soon as a voltage dip is detected and a few hundred milliseconds after the clearance of the fault in order to avoid large transients. The control block diagram is shown in Figure 6.6.
6.4.3 REQUIREMENTS AND STRATEGIES

Wind turbine capacity scale increases and when large scale wind turbine generators break from power grid, they would lose the support of voltage, lead to serious effect and cause serious impact on the stable operation of power grids. In response, many foreign power grid operators proposed a mandatory requirement LVRT. The general rules for connecting to the transmission system in Italy are given in [47-50]. The voltage profile for the fault ride-through capability of the wind turbines is given in Figure 6.7.

6.5 SIMULATION RESULTS

The parameters of the turbine and induction machine are given in Annexure II. The parameters have been adapted from a GE (General Electric) 1.5MW turbine [54]. In order to examine the effect of the proposed control strategies, such as demagnetization method and hysteresis control scheme, against three phase voltage dips, simulations for a practical 1.5MW DFIG wind turbine have been carried out using PLECS and Matlab Simulink™.
CASE 1

The system performance of the DFIG is shown in Figure 6.8.

In this case 1, we have not provided any protection circuit during voltage dip of 60% for 500ms. Once the fault occurs at t=3.2s there is tremendous amount of rotor current which is almost four times of the rated current, this current will leads to damage the power converter in the rotor and also there is more ripple voltage in the DC bus. Thus, our aim is to reduce the peak initial current of the rotor during fault and that was implemented in the case 2.
CASE 2

In case 2, when the fault occur at t=3.2s, set the new reference values of $i_{dr}$ and $i_{qr}$ is equal to zero. Once the controller changed to new reference value, the rotor current decreases to zero for the whole period of fault as shown in Figure 6.9. This way we could reduce the high rotor current but it has disadvantage of absorbing reactive power from the network which deteriorate the stability of the weak grid. Also there will be ripple in DC bus voltage. Thus we have implemented a new control strategy which could overcome the entire disadvantage in case 1 and 2 and it would meet the grid codes requirement and it is discussed in case 3.

Figure 6.9. (a) Rotor current, (b) DC bus voltage, (c) Stator Reactive Power.
CASE 3

Figure 6.10 shows the simulated results of the LVRT operation of the DFIG with the proposed protection strategy. A grid voltage dip of 60% which has duration of 500ms is considered.
Figure 6.10: (a) Stator current, (b) Rotor voltage, (c) Rotor current, (d) DC bus voltage, (e) Electric speed, (f) Electric Torque, (g) Stator Reactive power, (h) Stator active power, (i) Crowbar signal.
As soon as the voltage at the wind turbine terminal drops at 3.2s, the demagnetization method is adopted, but the rotor current still exceeds the threshold value because of the limited capability of the power converter. Thanks to the crowbar protection, the rotor current decreases to the secure region rapidly. From Figure 6.10(i), it is clear that crowbar only works for a few milliseconds, which means the DFIG is controllable for most of the time during the voltage dip.

Moreover, with the help of the demagnetization method, the crowbar does not need to be activated after the clearance of the fault, which means that the rotor side converter can control the DFIG to resume normal operation in less time. As we can see in Figure 6.10, about 0.2s after the grid voltage recovers, the DFIG can supply maximum active power captured from the wind again. When the voltage dips remains for a longer time, the generator is required to supply reactive power to help the grid voltage recovery. The proposed protection scheme can also offer the capability to supply reactive power during a voltage dip of 60% which has duration of 500ms.

From the Figure 6.10(c), we can see that immediately after the rotor current decreases to the secure region, the reactive power reference is changed to 0.5MVAR. The supplied reactive power is not as large as in normal grid condition due to the reduced grid voltage. As a result, in most time of the voltage dip, the DFIG can supply reactive power to the weak grid as shown in Figure 6.10(g), which will increase the grid voltage and help the grid recovery.

6.6 SUMMARY

This section is focused on the control strategy of a DFIG wind turbine system which equips with an active crowbar against severe grid faults. In order to reduce the activated time of the crowbar as much as possible, an improved hysteresis control strategy is proposed. Moreover, a simple demagnetization method is adopted to decrease the oscillations of the transient current both during the voltage dips and after the clearance of the faults. With the help of both control schemes, the DFIG is controllable for most of the time during voltage dips while the crowbar provides sufficient protection. As the crowbar is not required to provide a bypass for the potential high rotor current, the wind turbine can resume normal operation in a few hundred milliseconds after the fault is cleared. For longer time voltage dips, the DFIG can even supply reactive power to the weak grid during voltage dips to assist the voltage recovery. Simulation results show the enhanced low voltage ride through capability of the generator with the proposed technique. Future work will be done to improve the power quality of the WECS as well as supplying reactive power during grid faults.

To compensate the faulty line voltage, we have proposed a Dynamic Voltage Restorer (DVR) controller in existing DFIG wind turbine and the detailed working principle and control scheme are explained in the next section.
6.7 DYNAMIC VOLTAGE RESTORER (DVR)

The application of a dynamic voltage restorer (DVR) connected to a wind-turbine-driven doubly fed induction generator (DFIG) is investigated. The setup allows the wind turbine system an uninterruptible fault ride-through of voltage dips. The DVR can compensate the faulty line voltage, while the DFIG wind turbine can continue its nominal operation as demanded in actual grid codes. If an external power electronic device is used to compensate the faulty grid voltage, any protection method in the DFIG system can be left out. Such a system is introduced in [59-90] and is called a dynamic voltage restorer (DVR) that is a voltage source converter connected in series to the grid to correct faulty line voltages. The advantages of such an external protection device are thus the reduced complexity in the DFIG system. The disadvantages are the cost and complexity of the DVR. Note that a DVR can be used to protect already installed wind turbines that do not provide sufficient fault ride-through behavior or to protect any distributed load in a micro grid.

Different DVR topologies are compared with respect to rating in power and voltage in [77]. A medium-voltage DVR is described in [78]. Control structures based on resonant controllers to compensate unsymmetrical voltages are presented in [79] and [80]. A DVR is used to provide fault ride-through capability for a squirrel cage induction generator. A DVR to protect a DFIG wind turbine has been presented in [81], but only symmetrical voltage dips have been investigated in [82], but the reactive power is not considered and measurement results do not cover transient grid faults.

A DVR is a voltage source converter equipped with a line filter (usually LC type). Usually, a coupling transformer is used in series to the grid in order to correct deteriorated line voltages to reduce possible problems on a sensitive load or generator. Different transformer-based topologies are compared with respect to the number of hardware components, switching harmonics, dc-link control, and the ability to inject zero sequence voltages in [85]. Different system topologies are investigated in regard to the connection of the dc link and the rating in power and voltage in [77]. The rating of the DVR system depends mainly on the depth of the voltage fault that should be compensated.

For voltage sags or swells with zero-phase angle jump, the requirement of active power of the DVR is simply given by

\[ P_{DVR} = \left( \frac{V_1 - V_2}{V_1} \right) P_{load} \] (6.3)
6.7.1 CONTROL METHODS

The schematic diagram of DFIG wind turbine system with DVR as shown in Fig 6.11. The basic functions of a controller in a DVR are the detection of voltage sag/swell events in the system; computation of the correcting voltage, generation of trigger pulses to the sinusoidal PWM based DC-AC inverter, correction of any anomalies in the series voltage injection and termination of the trigger pulses when the event has passed. The controller may also be used to shift the DC-AC inverter into rectifier mode to charge the capacitors in the DC energy link in the absence of voltage sags/swells.

![Schematic diagram of DFIG wind turbine system with DVR.](image)

The dqo transformation or Park’s transformation is used to control of DVR. The dqo method gives the sag depth and phase shift information with start and end times. The quantities are expressed as the instantaneous space vectors. Firstly convert the voltage from a-b-c reference frame to d-q-o reference. For simplicity zero phase sequence components is ignored.

Figure 6.12 illustrates a flow chart of the feed forward dqo transformation for voltage sags/swells detection. The detection is carried out in each of the three phases. The control is based on the comparison of a voltage reference and the measured terminal voltage (Va,Vb,Vc). The voltage sags is detected when the supply drops below 90% of the reference value whereas voltage swells is detected when supply voltage increases up to 25% of the reference value. The error signal is used as a modulation signal that allows generating a commutation pattern for the power switches (IGBT’s) constituting the voltage source converter. The commutation pattern is generated by means of the sinusoidal pulse width modulation technique (SPWM); voltages are controlled through the modulation.

Flow chart of technique for DVR is illustrated in Figure 6.12. The Phase Locked Loop (PLL) circuit is used to generate a unit sinusoidal wave in phase with mains voltage.

\[
\begin{bmatrix}
V_d \\
V_q \\
V_0
\end{bmatrix} = 
\begin{bmatrix}
\cos(\theta) & \cos(\theta - \frac{2\pi}{3}) & 1 \\
-\sin(\theta) & -\sin(\theta - \frac{2\pi}{3}) & 1 \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\begin{bmatrix}
V_a \\
V_b \\
V_c
\end{bmatrix}
\]

(6.4)
Equation (6.4) defines the transformation from three phase system a, b, c to dqo stationary frame. In this transformation, phase A is aligned to the d-axis that is in quadrature with the q-axis. The theta (θ) is defined by the angle between phase A to the d-axis.

Figure: 6.12. Flow chart of technique for DVR based on dqo transformation.

Figure: 6.13. Schematic diagram of DFIG wind turbine and DVR control structure.
6.7.2 SIMULATION RESULTS

To show the effectiveness of the proposed technique, simulations have been performed using MATLAB/Simulink and PLECS for a 1.5 MW DFIG wind turbine system and a DVR, as shown in Figure 6.11. The DVR simulation parameters are given in Annexure II. The control structure, as shown in Figure 6.13, is implemented in Simulink, while all power electronic components are modeled in PLECS.

The system performance of the DFIG protected by DVR during a two-phase 37% voltage dip of 100 ms duration is shown in Figure 6.14 [see (a)]. The DFIG reacts with high stator currents $I_s$, and thus, high rotor currents are induced in the rotor circuit. When the wind turbine system is protected by the DVR, as shown in Figure 6.14, the voltage dip can almost be compensated [see Fig. 6.14(c)].

The DFIG response is much less critical, which means that lower stator over currents and rotor over currents are produced. Note that although the stator voltage dip is fairly well-compensated, a slight distortion in the stator currents (dc components), and thus, disturbed rotor currents can be observed. Anyway, the RSC remains in operation and can control stator active and reactive power independently. Thus, the speed is kept constant and a reactive power production ($Q_s = 0.5 Mvar$) during grid fault as demanded in grid codes is performed. Note that a communication between DVR and DFIG is necessary. In Figure 6.14(h), the DVR power to compensate the voltage dip is shown. It becomes clear that the active and reactive power that cannot be fed into the faulty grid during grid fault must be consumed by the DVR.
Figure 6.14. (a) Stator voltage, (b) DVR voltage, (c) Stator voltage, (d) Stator current, (e) Rotor current, (f) Mechanic speed, (g) Stator Reactive power, Stator active power, (h) DVR power.
### 6.7.3 MEASUREMENT RESULTS

Measurement results are taken at a 22 kW test bench and a 30 kVA DVR connected in series to the grid. The schematic diagram of the laboratory setup is similar to the one shown in Figure 6.12. The DVR converter is based on three single-phase full bridge voltage source converters using a common DC link. The DC link is charged with a passive six-pulse diode bridge and protected by a dc chopper. The DFIG is driven by an industrial 18.5 kW induction machine drive to emulate the Fig. 6.15 Measurement results for DFIG with DVR protection: (a) line voltages, (b) DVR voltages, (c) stator voltages, (d) stator currents, and (e) rotor currents. The two-phase 37% grid voltage dip (from 330 to 125 V) of 100 ms duration is generated by a transformer-based voltage sag generator, as described in [84-87].

In all laboratory tests, the grid voltage level has been lowered to 330 V (line to line) by a separate transformer to avoid saturation problems in the series-connected transformers of the DVR. The results have been recorded with a Dewetron data acquisition device. For DFIG with DVR test, the DFIG is operated super synchronous with a slip of $s = -0.2$ (mechanical speed of 1800 r/min), feeding an active stator power of $Ps = 10$ kW to the grid.

Thus, the DVR must be designed to handle these currents and the LSC control should be designed to create no transients, which is not focused here. At nominal operation, the DVR does not compensate the line voltage. The DVR voltages are only slightly distorted by the grid voltage harmonics of the laboratory grid. When the voltage dip occurs, the DVR compensates the missing voltage in the two phases [see Figure 6.15(b)] so that the stator voltage [see Figure 6.15(c)] is only slightly affected by the voltage dip. No mentionary over currents are generated in the stator or rotor currents and the DFIG can continue directly its nominal operation feeding active power. The laboratory test setup is shown in Figure 6.16(b) and the implementation is existing in the real time application and it is shown in figure 6.16(a). Note that in the laboratory, the generator is always operated at unity power factor. For a reactive power production, according to the grid codes, a communication between DVR and DFIG would be necessary. The simulation and measurement results show a very similar behavior. The results of this investigation show that the DVR can fully protect the DFIG system from asymmetrical grid voltage faults to allow uninterruptible low-voltage ride-through. One can conclude that the DVR can compensate voltage dips and swells of symmetrical and asymmetrical nature to allow a low- or high voltage ride-through for any distributed load.
Figure: 6.15. Measurement results for DFIG with DVR protection: (a) line voltages, (b) DVR voltages, (c) stator voltages, (d) stator currents, and (e) rotor currents.
6.7.4 SUMMARY

The application of a DVR connected to a wind-turbine-driven DFIG to allow uninterruptible fault ride-through of grid voltage faults is investigated. The DVR can compensate the faulty line voltage, while the DFIG wind turbine can continue its nominal operation and fulfill any grid code requirement without the need for additional protection methods. The DVR can be used to protect already installed wind turbines that do not provide sufficient fault ride-through behavior or to protect any distributed load in a micro grid. Simulation results for a 1.5 MW wind turbine under an asymmetrical two-phase grid fault show the effectiveness of the proposed technique in comparison to the low-voltage ride through of the DFIG using a crowbar where continuous reactive power production is problematic. Measurement results under transient grid voltage dips on a 22 kW laboratory setup are presented to verify the results.

To improve the DFIG wind turbine performance during unbalanced grid condition, we have proposed Vector Proportional Integral (VPI) controller and it is briefly discussed with simulation results in the next section.
6.8 VECTOR PROPORTIONAL INTEGRAL (VPI) CONTROLLER

Vector Proportional Integral controller improves the dynamic performance of doubly fed induction generator-based wind turbine with the current increase in wind power penetration into the energy market, control and operation of wind turbine generators becomes a major research topic. Wind turbine based on doubly fed induction generator (DFIG), which is sensitive to grid disturbances, is widely used. Under an unbalanced grid voltage condition, oscillations of the DFIG’s electromagnetic torque and instantaneous stator powers strongly affect the dynamic performance of the DFIG.

In this study, a new configuration based on vector proportional–integral (VPI) controller is proposed to eliminate such oscillations. This new configuration is employed in the rotor side converter (RSC) of the DFIG. With the proposed VPI control strategy, decomposition of sequential components and mathematical complexity are reduced. Compared with the conventional field oriented control based on the standard single PI controller, the VPI controller can successfully eliminate torque and stator power oscillations. The effectiveness of the proposed control strategy is validated through simulation results obtained on a 1.5 MW DFIG-based wind turbine system model built in MATLAB/Simulink.

6.8.1 DYNAMIC BEHAVIOUR OF THE DFIG SYSTEM

Various configurations have been used to model the DFIG’s equivalent circuit. For the purpose of this work, a synchronously rotating reference frame with stator voltage fixed to the d-axis is adopted. Figure 6.16 shows the schematic diagram of the DFIG wind turbine system, whereas Figure 6.17 represents its equivalent circuit diagram in the synchronous dq frame.

![Schematic diagram of the DFIG wind turbine system.](image)

With reference to Figure 6.17, the stator and rotor voltages as well as the flux vector quantities are given below.

\[
V_{sdq} = R_s I_{sdg} + \frac{d\psi_{sdq}}{dt} + j\omega_s \psi_{sdq} \\
V_{rdq} = R_r I_{rdg} + \frac{d\psi_{rdq}}{dt} + j(\omega_s - \omega) \psi_{rdq}
\]

(6.5)
\[ \psi_{sdq} = L_s I_{sdq} + L_m I_{rdq} \]
\[ \psi_{rdq} = L_r I_{rdq} + L_m I_{sdq} \]

where \( L_s = L_{os} + L_m \) and \( L_r = L_{or} + L_m \). The subscripts ‘s’, ‘r’ and ‘m’ stand for the stator, rotor and magnetising, respectively. \( V, I \) and \( \psi \) represent the voltage, current and flux space vector quantities, respectively. \( R \) and \( L \) are resistance and inductance, respectively, whereas \( \omega_s \) and \( \omega_r \) stand for the synchronous and rotor speed, respectively. Leakage inductances are represented by \( L_0 \).

During normal operation, only the positive sequence quantities are applicable and all the negative sequence variables are zero. However, under an unbalanced condition the negative sequence component exists in the flux, voltage and current vectors. As a result, these quantities contain the positive and negative sequence components. The study of the DFIG under unbalanced voltage condition has been presented in [91-102].

Consider a DFIG model based on stator voltage orientation in positive \( dq \) frame with positive \( d \)-axis aligned with stator voltage \( V_s \). Figure 6.18 illustrates the spatial relationship between the stationary (\( \alpha \beta \)) and the rotating \( dq \) frames under an unbalanced condition. The positive \( (dq)^+ \) and negative \( (dq)^- \) synchronous frames rotate at \( \omega_s \) and \( -\omega_s \), respectively. On the other hand, the vector \( V \) represents the DFIG’s voltage vector quantity. Flux and current vectors can also be defined in the same fashion as \( V \). The transformation between positive and negative \( dq \) frames for vector \( V \) is given below.

\[ V_{sdq}^+ = V_{sdq}^- e^{-j2\omega_s t}, V_{sdq}^- = V_{sdq}^+ e^{j2\omega_s t} \]
\[ V_{sdq}^+ = V_{sdq}^{++} + V_{sdq}^{+-} = V_{sdq}^{++} + V_{sdq}^{--} e^{-j2\omega_s t} \]

where the subscripts + and – represent positive and negative sequence components, respectively. Similarly, the superscripts + and – correspond to positive and negative reference frames.

![Figure 6.17: Equivalent circuit diagram of the DFIG in dq synchronous frame.](image-url)
As described in \((6.7)\) above, the negative components oscillate at twice the grid frequency \((2\omega_s)\) in synchronous \(dq\) frame while the positive components are realised as dc quantities. A negative sequence component causes fluctuations in the instantaneous stator powers. At this point, stator voltage and current are formed as addition of two space vectors that rotate in the opposite sense at grid frequency. Hence, the stator active and reactive powers can be expressed as follows.

\[
P_s = \frac{3}{2} \text{Re}[V_{sdq}^+ \times I_{sdq}^+] \\
P_s = \frac{3}{2} \text{Re}[(V_{sdq}^+ e^{j\omega_s t} + V_{sdq}^- e^{-j\omega_s t}) \times (I_{sdq}^+ e^{j\omega_s t} + I_{sdq}^- e^{-j\omega_s t})^\dag] \\
Q_s = \frac{3}{2} \text{Im}[V_{sdq}^+ \times I_{sdq}^+] \\
Q_s = \frac{3}{2} \text{Im}[(V_{sdq}^+ e^{j\omega_s t} + V_{sdq}^- e^{-j\omega_s t}) \times (I_{sdq}^+ e^{j\omega_s t} + I_{sdq}^- e^{-j\omega_s t})^\dag] \tag{6.8}
\]

where the superscript \(^\dag\) represents a conjugate of a given complex number.

By proper manipulation of \((6.8)\), the following expression can be obtained.

\[
P_s = \frac{3}{2} \text{Re}[(V_{sdq}^+ \times I_{sdq}^+) + (V_{sdq}^- \times I_{sdq}^-) + (V_{sdq}^+ \times I_{sdq}^- e^{j2\omega_s t}) + (V_{sdq}^- \times I_{sdq}^+ e^{-j2\omega_s t})] \\
Q_s = \frac{3}{2} \text{Im}[(V_{sdq}^+ \times I_{sdq}^+) + (V_{sdq}^- \times I_{sdq}^-) + (V_{sdq}^+ \times I_{sdq}^- e^{j2\omega_s t}) + (V_{sdq}^- \times I_{sdq}^+ e^{-j2\omega_s t})] \tag{6.9}
\]

It can be seen that the first two terms of \((6.9)\) give steady-state active and reactive stator powers, whereas the last two terms introduce pulsation of twice the grid frequency \((2\omega_s)\). Similarly, the same fluctuations are manifested in the electromagnetic torque. If the shaft of the DFIG wind turbine has any resonance near twice the grid frequency, these oscillations
can cause vibrations and mechanical stresses in the rotor assembly. The torque expression can be given as

\[
T_{em} = \frac{3}{2} \rho \text{Im}[\psi_{sdq}^+ \times I_{sdq}^+] \tag{6.10}
\]

Actually, these pulsating terms are the major problems for the DFIG’s performance. In order to have a smooth operation these terms must be eliminated. With this purpose at hand, a dual current control of the DFIG using a standard PI controller has been presented to regulate the four current components of GSC [96] and RSC [97]. However, the negative and positive sequence extraction involved in the vector control scheme not only deteriorates the dynamic performance of the DFIG but also introduces mathematical complexity, making the control design cumbersome.

### 6.8.2 VPI CONTROLLER SYNTHESIS

The standard PI regulator is mostly used in control of ac machines. When a linear PI is used in the synchronous frame, it undesirably introduces significant amplitude droop and phase lag, that is to say, the actual signal produced does not precisely track its reference. This is due to the fact that it gives infinite gain only at dc level (i.e. 0 Hz) with relatively low gain realised at the commanded frequency. To increase the tracking capability of the PI controller, a control philosophy often used for a three-phase system is to transform the control variables to the synchronous rotating dq frame at the desired synchronous frequency \( \omega_s \). Consequently, the frame transformation shifts the control variables and their references towards the left of the frequency spectrum by the same synchronous frequency. In this case, the PI controller can provide zero steady-state error between the tracking and reference signals. Nevertheless, as the synchronous frequency increases, the PI regulator performance is degraded. Definitely, regulating the stator powers and torque pulsations characterised by higher frequency compared with the synchronous frequency requires a precise controller together with reduced computational burdens. Hence, a new VPI controller is proposed to outweigh the capability of the standard PI controller.

The VPI can be derived from the conventional PI controller and the basic open-loop transfer function is given by (6.11) [100-102]. As stated earlier under an unbalanced condition, the electro-magnetic torque and stator powers oscillate at twice the grid frequency (100 Hz) and therefore the controller is tuned at \( 2\omega_s \) to give infinite gain at this frequency.

\[
G_{pi} = \frac{K_p s + (K_i + j 2\omega_s K_p)}{s} \tag{6.11}
\]

For regulating both positive and negative sequence, GPI in (6.11) can be transformed to the stationary reference frame by taking appropriate frequency shift and becomes \( G_{pi}^+ \) for positive sequence components and \( G_{pi}^- \) for negative sequence components.
In order to simultaneously control both negative and positive sequence components, \( G_{pl+} \) and \( G_{pl-} \) are superposed to give, \( G_{vpl}(s) \) which is given in (6.13)

\[
G_{vpl}(s) = G_{pl+} + G_{pl-} = 2 \frac{K_p s^2 + K_i s}{s^2 + (2\sigma \omega_s)^2}
\]  

(6.13)

where \( K_i \) and \( K_p \) are \( G_{vpl}(s) \) controller gains.

**Remark:** This remark describes how to determine the values of controller gains (\( K_p \) and \( K_i \)). These controller gains are selected based on the pole-zero cancellation and second order band-pass filter design techniques [93]. To this end, the controller ‘zero’ is designed to cancel the plant ‘pole’. A closed-loop transfer function using Vector PI \( GVPI(s) \) can be expressed as follows

\[
H(s) = \frac{G_{vpl}(s)F(s)}{1 + G_{vpl}(s)F(s)}
\]

(6.14)

where \( F(s) \) is the DFIG plant model, derived from (1) and (2) in the positive dq synchronous frame.

\[
F(s) = \frac{1}{s\sigma L_r + R_r}
\]

(6.15)

where \( \sigma \) is the leakage factor, \( \sigma = 1 - L_m^2 / L_L \).

Based on (6.15) the closed-loop \( H(s) \) may now be expanded to (6.16)

\[
H(s) = \frac{K_p s^2 + K_i s}{(\sigma L_r)s^3 + (R_r + 2K_p)s^2 + ((2\sigma \omega_s)^2 \sigma L_r + 2K_i)s + ((2\sigma \omega_s)^2 R_r}
\]

(6.16)

When the DFIG plant ‘pole’ depicted in (6.15) is cancelled by the controller ‘zero’ in (6.13), the resulting closed-loop transfer function \( H_c(s) \) resembles that of a standard second-order band pass filter whose centre frequency is \( 2\omega_s \). In this case, the controller time constant can be obtained as \( K_p/K_i = \sigma L_r / R_r \), and all the symbols retain their original definition.

\[
H_c(s) = \frac{2K_p s}{(\sigma L_r)s^2 + 2K_p s + (2\omega_s)^2 \sigma L_r}
\]

(6.17)
From (6.17) the band-pass filter parameters, quality factor (Q) or band-width (BW) can be used to determine the values of the controller gains. With this purpose at hand, the quality factor Q is used to decide the $K_p$ values which control controller selectivity. Smaller the values selected for $K_p$, more selective controller response.

$$K_p = \frac{(2\omega_0)\sigma L_r}{2Q}, K_i = K_p \frac{R}{\sigma L_r}$$  \hspace{1cm} (6.18)

$K_p$ is favoured by selecting $Q > 1/2$ and $K_p > 0$ to maintain a good response and stability margin. A frequency response of the closed-loop $H(s)$ was realised with $K_p = 0.18$ and $K_i = 50$. The overall control methodology is presented in Figure 6.19 below.

Figure: 6.19. Schematic diagram of the proposed VPI control scheme.
6.8.3 SIMULATION RESULTS

Simulations of the proposed control scheme for the DFIG based wind turbine system were performed using a MATLAB/Simulink platform. The schematic diagram of the tested system is shown in Figure 6.20. A single line to ground fault applied on phase ‘a’ was used to create a voltage unbalanced condition in the network at 3.4 s. The voltage unbalance factor during simulation was 20%.

CASE 1

**Single phase fault with conventional controller(20% of 1phase unbalanced grid condition)**

In Figure 6.21, shows that there are severe oscillations on both electromagnetic torque and stator active/reactive powers. Similarly, the stator voltage and current are highly unbalanced. In this case, the conventional field-oriented control for the DFIG using a standard single PI controller was employed to control the DFIG under an unbalanced grid voltage condition. Nevertheless, the control strategy failed to regulate or eliminate the electromagnetic or stator power pulsations.

This is due to the fact that a negative component introduced by unbalanced stator voltage in the stator flux and current vectors was not controlled to zero. In that context, interaction of these components in the machine creates motoring and generating behaviour resulting in serious oscillation.

At this point, a constant torque and power operation is not achieved. This proves that the standard PI controller has no features, which can make it capable of controlling the torque and stator power oscillations.
Figure 6.22 unveil the simulation results when a new controller is applied with two cases, based on power reference generation as detailed in Section 6.8.2. It is observed in Figure 6.22 that, when the proposed scheme is applied with the stator active power $P_s$ and reactive power $Q_s$ selected as illustrated in (6.8) and (6.9), the stator active and reactive powers pulsations are simultaneously eliminated; thanks to the new VPI controller which instantly controlled both positive and negative sequence components generated during network unbalance. In this case, the electromagnetic torque oscillations are still not yet controlled to zero although there are some improvements compared. Rotor current harmonics have also been reduced. This is due to the fact that generated power reference is not precise for torque oscillations cancellation. To be more precise, the torque and stator power oscillations cannot simultaneously be eliminated under this scheme.
Improved DFIG Performance by Single phase fault with VPI controller

CASE 2

Single phase fault with conventional controller (20% of 2 phase unbalanced grid condition)

In Figure 6.23, shows that there are severe oscillations on both electromagnetic torque and stator active/reactive powers. Similarly, the stator voltage and current are highly unbalanced. In this case, the conventional field-oriented control for the DFIG using a standard single PI controller was employed to control the DFIG under an unbalanced grid voltage condition. Nevertheless, the control strategy failed to regulate or eliminate the electromagnetic or stator power pulsations.
This is due to the fact that a negative component introduced by unbalanced stator voltage in the stator flux and current vectors was not controlled to zero. In that context, interaction of these components in the machine creates motoring and generating behaviour resulting in serious oscillation.

At this point, a constant torque and power operation is not achieved. This proves that the standard PI controller has no features, which can make it capable of controlling the torque and stator power oscillations.

Figure 6.23. Single phase fault with conventional controller (20% of 2phase unbalanced grid condition).

Figure 6.24 unveil the simulation results when a new controller is applied with two cases, based on power reference generation as detailed in Section 6.8.2. It is observed in Figure 6.24 that, when the proposed scheme is applied with the stator active power $P_s$ and reactive power $Q_s$ selected as illustrated in (6.8) and (6.9), the stator active and reactive powers pulsations are simultaneously eliminated; thanks to the new VPI controller which instantly controlled both positive and negative sequence components generated during network unbalance.
In this case, the electromagnetic torque oscillations are still not yet controlled to zero although there are some improvements compared. Rotor current harmonics have also been reduced. This is due to the fact that generated power reference is not precise for torque oscillations cancellation. To be more precise, the torque and stator power oscillations cannot simultaneously be eliminated under this scheme.

6.8.4 SUMMARY

This section has proposed a new control strategy of DFIG based wind turbine system to enhance its operation under an unbalanced grid voltage condition. Dynamic behaviour of the DFIG under an unbalanced condition was also investigated in this work. RSC of the DFIG system was controlled to eliminate the electromagnetic torque and stator power oscillations. A new VPI controller in positive synchronous rotating frame was proposed for controlling the RSC of the DFIG under an unbalanced network condition.

The experimental test of DFIG wind turbine under unbalanced grid condition has described in the next section.
6.9 HARDWARE IMPLEMENTATION AND EXPERIMENTAL RESULTS

The control block diagram of DFIG wind turbine is shown in Figure 6.25. The experimental test bench has setup as like in the Figure 6.25 shown. In our test bench, the Doubly fed Induction generator of about 7.5kW is coupled with prime mover of about 7.5kW as a wind turbine emulator. The danfoss PWM converter used as a back to back converter. The parameter for experimental setup has attached in Annexure II.

![Figure: 6.25.Control block diagram of DFIG.](image1)

The experimental test bench of DFIG is shown in Fig. 6.26. The user control front panel is developed in dSPACE with Simulink.

![Figure: 6.26.Experimental test bench of DFIG System.](image2)
6.9.1 CASE 1 (STEADY STATE CONDITION)

The power flow performance of DFIG wind Turbine 7.5kW has done with experimental test and it is verified and the results were shown in Figure 6.27.
6.9.2 CASE 2(Unbalanced Grid Supply)

For protecting the converters, a common used solution is to connect the rotor circuit with a crowbar, which limits the high current in the rotor windings and provides a safe path for the high magnitude transient current [104-105]. Besides to crowbar protection methods there are several control schemes able to limit the over currents and to control the reactive power as discussed in [112] and [114]. In this section different control strategies are compared in order to determine the maximum reactive power that is possible to inject into the grid during the fault, without exceeding the safe converter current.

In case 2, we have done an experiment on low voltage ride through test for DFIG wind turbine. In this test we have considered a unbalanced grid condition (most fault in power system) to check all the possible way for the control strategies which we proposed [92-114] our experimental test.
6.9.3 DERIVATION OF CURRENT REFERENCES FOR DFIG WIND TURBINE

The control block diagram of the DFIG system presented in the paper is shown in Figure 6.25. The rotor supply circuit comprises a grid side inverter and rotor side inverter that are linked through a dc bus. The dc bus capacitor decouples the two inverters, allowing them to be independently controlled. In this paper, we proposed different current control loop in the rotor side to get the reference currents and it is described below [103]-[116].

6.9.3.1 INSTANTANEOUS ACTIVE AND REACTIVE POWER CONTROL (IARC)

The control strategy of instantaneous active and reactive power control is shown in Figure 6.28. In this control, the reference current components are derived from active and reactive power reference and grid voltage in [107]-[112].

![Diagram of Instantaneous Active and Reactive Power Control](image)

Fig: 6.28 Instantaneous active and reactive power control.

6.9.3.2 POSITIVE AND NEGATIVE SEQUENCE COMPENSATION (PNSC)

In positive and negative sequence compensation (PNSC) scheme, the reference current is derived from the positive and negative sequence of the grid voltage [107]-[112] as shown in figure 6.29.

![Diagram of Positive and Negative Sequence Compensation](image)

Figure: 6.29 Positive and negative sequence compensation.
6.9.3.3 AVERAGE ACTIVE AND REACTIVE POWER CONTROL (AARC)

In this scheme, the reference current for DFIG system is derived from the active and reactive power reference and average grid voltage \([107]-[112]\) as shown in Figure 6.30.

![Figure 6.30.Average active and reactive control.](image)

6.9.3.4 BALANCED POSITIVE SEQUENCE (BPS)

In balanced positive sequence scheme, the reference current is derived from active and reactive power reference and positive grid voltage as shown in Figure 6.31 [107]-[112].

![Figure 6.31.Balanced positive sequence.](image)
In this section we have considered two different kind of faults in the grid voltage and the proposed different control schemes are applied during these two faults which are discussed in Case 1 and Case 2. Under steady state conditions the active and reactive power references are 5 kW and 0 VAR respectively, for all control schemes. As the fault is detected the reference value of active power is set to zero and the reactive power reference is increased by different trial tests in order to achieve the maximum allowed safe value.

6.9.4 CASE 1

In this case we considered a fault characterized by a grid voltage reduction of 90% for line A and 60% for line B and line C. The results obtained using the four control schemes are shown in Figures 6.32-6.35. In instantaneous active and reactive power control method, when the unbalanced fault occurs in the grid voltage there will be initial peak current in the rotor, then it is limited to the normal value as per TSO standard. During this fault, the active power tends to 0 kW and the reactive power injection into the grid is 800 VAR to support the grid network as shown in Figure 6.32.

![Image of control strategies and power injection](image-url)

Figure: 6.32.Instantaneous active and reactive power control for DFIG (case 1).
In positive and negative sequence compensation method, when the unbalanced fault occurs in the grid voltage there will be initial peak current in the rotor then it is limited to the normal value as per TSO standard, as in the previous control scheme. During this fault the active power tends to 0 kW and the reactive power injection into the grid is 450 VAR to support the grid as shown in Figure 6.33.

![Figure 6.33](image)

**Fig: 6.33. Positive and negative sequence compensation control for DFIG (case 1).**

In average active and reactive power control method, when the fault occurs in the grid voltage the rotor current shows a transient behavior similar to that of previous control schemes. During this fault, the active power tends to 0 kW and the reactive power injection into the grid is 2000 VAR to support the grid as shown in Figure 6.34.

In balanced positive sequence control method, when the fault occurs in the grid voltage the rotor current shows a transient behavior similar to that of previous control schemes. During this fault, the active power tends to 0 kW and the reactive power injection into the grid is 1200 VAR to support the grid as shown in Figure 6.35.
Fig: 6.34. Average active and reactive power control for DFIG (case 1).

Fig: 6.35. Balanced positive sequence control for DFIG (case 1).
6.9.5 CASE 2

In this case we considered a fault characterized by a grid voltage reduction of 30% for line A and 50% for line B and line C. The results obtained for the four control schemes are shown in Figure (6.36)-(6.39).

In instantaneous active and reactive power control method, when the fault occurs in the grid voltage there will be initial peak current in the rotor then it is limited to the normal value as per TSO standard. During this fault the active power tends to 0 kW and the reactive power injection into the grid is 800 VAR to support the grid as shown in Figure 6.36.

In positive and negative sequence compensation method, when the fault occurs in the grid voltage the rotor current shows a transient behavior similar to that of previous control schemes. During this fault the active power tends to 0 kW and the reactive power injection into the grid is 400 VAR to support the grid as shown in Figure 6.37.

![Figure 6.36: Instantaneous active and reactive power control for DFIG (case 2).](image.png)
In average active and reactive power control method, when the fault occurs in the grid voltage the rotor current shows a transient behavior similar to that of previous control schemes. During this fault the active tends to 0 kW and the reactive power injection into the grid is 2000 VAR to support the grid as shown in Figure 6.38.

In balanced positive sequence control method, when the fault occurs in the grid voltage the rotor current shows a transient behavior similar to that of previous control schemes. During this fault the active tends to 0 kW and the reactive power injection into the grid is 1400 VAR to support the grid as shown in Figure 6.39.

The results obtained for the reactive power injection into the network during fault using the different control strategies are summarized in Table 6.1.
Figure: 6.38. Average active and reactive power control for DFIG (case 2).

Figure: 6.39. Balanced positive sequence control for DFIG (case 2).
Table 6.1: Comparasion of control strategies

<table>
<thead>
<tr>
<th>Control Scheme</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>IARC</td>
<td>800</td>
<td>800</td>
</tr>
<tr>
<td>PNSC</td>
<td>450</td>
<td>400</td>
</tr>
<tr>
<td>AARC</td>
<td>2000</td>
<td>2000</td>
</tr>
<tr>
<td>BPS</td>
<td>1200</td>
<td>1400</td>
</tr>
</tbody>
</table>

6.9.6 SUMMARY

In this section we have analyzed different control strategies for the active and reactive power control of DFIG system under grid fault. From the experimental results it is verified that average active and reactive power control (AARPC) is the most suitable reference current control strategy to be applied during unbalanced grid supply to meet the transmission system operator requirements.
6.10 REFERENCES


CHAPTER 7

ELECTRICAL SIMULATION MODELS-IEC 61400-27-1: DFIG WIND TURBINE (TYPE-3)

INTRODUCTION


The increasing penetration of wind energy in power systems implies that Transmission System Operators (TSOs) and Distribution System Operators (DSOs) need to use dynamic models of wind power generation for power system stability studies. The models developed by the wind turbine manufacturers reproduce the behaviour of their machines with a high level of detail. Such level of detail is not suitable for stability studies of large power systems with a huge number of wind power plants. Firstly because the use of these models requires a substantial amount of input data to represent the individual wind turbine types. Secondly, due to the large number of state variables in the models, the simulation computer time and complexity are hugely increased.

![Figure 7.1. Classification of power system stability according to IEEE/CIGRE Joint Task Force on Stability Terms and Definitions. (© IEEE 2004)](image_url)
The purpose of this standard is to specify generic dynamic models, which can be applied in power system stability studies. IEEE/CIGRE Joint Task Force on Stability Terms and Definitions classified power system stability in categories according to Figure 7.1.

Referring to these categories, the models are developed to represent wind power generation in studies of large-disturbance short term voltage stability phenomena, but they will also be applicable to study other dynamic short term phenomena such as rotor angle stability, frequency stability and small-disturbance voltage stability. Thus, the models are applicable for dynamic simulations of power system events such as short circuits (low voltage ride through), loss of generation or loads, and system separation of one synchronous area into more synchronous areas as specified in the scope.

The complexity of the models has on the one hand to be exact enough with respect to the dynamic behaviour of the turbines terminals, but on the other hand be suitable for large-scale grid studies. Therefore simplified wind turbine models are specified to perform the typical response of known wind turbine technologies.

The wind turbine models specified in this standard are for fundamental frequency positive sequence response.

**The models have the following limitations:**

- The models are not intended for long term stability analysis.
- The models are not intended for investigation of sub-synchronous interaction phenomena.
- The models are not intended for investigation of the fluctuations originating from wind speed variability in time and space. This implies that the models are not including phenomena such as turbulence, tower shadow, wind shear and wakes.
- The models do not cover phenomena such as harmonics, flicker or any other EMC emissions included in the IEC 61000 series.
- The models have not been developed explicitly with eigen value calculation (for small signal stability) in mind.
- The models specified here apply only to wind turbines, and therefore do not include wind power plant level controls and additional equipment such as SVCs, STATCOMs and other devices which will be covered by IEC 61400-27-2.
- This standard does not address the specifics of short circuit calculations
- The models are not applicable to studies of extremely weak systems including situations where wind turbines are islanded without other synchronous generation.

The validation procedure specified in this standard shall be applied to standard models and other fundamental frequency wind turbine models.

**The validation procedure has the following limitations:**

- The validation procedure is not specifying any requirements to model accuracy. It only specifies measures to quantify the accuracy of the model.
- The validation procedure is not specifying test and measurement procedures, as it is based on tests specified in IEC 61400-21.
The simulation model validation is not intended to justify compliance to any grid code
requirement, power quality requirements or national legislation.

The test and measurement procedures introduce errors which limit the possible
accuracy as specified in the validation procedure.

The validation procedure does not include steady state validation, but focuses on
validation of the dynamic performance of the model.

The following stakeholders are potential users of the models specified in this standard:

- TSOs and DSOs are end users of the models, performing power system stability
  studies as part of the planning as well as the operation of the power systems,
- wind plant owners are typically responsible to provide the wind power plant models to
  TSO and/or DSO prior to plant commissioning,
- wind turbine manufacturers will typically provide the wind turbine models to the
  owner, developers of modern software for power system simulation tools will use the
  standard to implement standard wind power models as part of the software library, and
- education and research communities, who can also benefit from the generic models, as
  the manufacturer specific models, are typically confidential.

7.1 WIND TURBINES

PART 27-1: ELECTRICAL SIMULATION MODELS – WIND
TURBINES

7.1.1 SCOPE

IEC 61400-27 shall define standard electrical simulation models for wind turbines and wind
power plants. The specified models will be time domain positive sequence simulation
models, intended to be used in power system and grid stability analyses. The models should
be applicable for dynamic simulations of short term stability in power systems. IEC 61400-27
shall include procedures for validation of the specified electrical simulation models. The
validation procedure specified in IEC 61400-27 shall be based on tests specified in IEC 61400-21.

IEC 61400-27 SHALL CONSIST OF TWO PARTS WITH THE
FOLLOWING SCOPE:

- IEC 61400-27-1 shall specify dynamic simulation models for generic wind turbine
topologies/concepts/configurations on the market. IEC 61400-27-1 shall define the generic
terms and parameters with the purpose of specifying the electrical characteristics of a wind
turbine at the connection terminals. In addition IEC 61400-27-1 shall specify a method to
create models for future wind turbine concepts. The dynamic simulation models shall refer to
the wind turbine terminals (WTT). The validation procedure specified in IEC 61400-27-1
shall focus on the IEC 61400-21 tests for response to voltage dips and setpoint changes.
IEC 61400-27-2 shall specify dynamic simulation models for the generic wind power plant topologies / configurations on the market including wind power plant control and auxiliary equipment. In addition IEC 61400-27-2 shall specify a method to create models for future wind power plant configurations. The wind power plant models shall be based on the wind turbine models specified in IEC 61400-27-1. The electrical simulation models specified in IEC 61400-27 shall be independent of any software simulation tool.

7.1.2 WIND TURBINE MODEL INTERFACE

The purpose of this clause is to specify the interface of the wind turbine models. The wind turbine model interfaces to the grid model in the power system simulation tool and to the wind power plant model specified in IEC 61400-27-2. The General dynamic simulation interface between wind turbine model and grid model is illustrated in Figure 7.2.

![Figure: 7.2. General interface between wind turbine model, grid model and plant control model.](image)

The model can either be excited by an event in the grid model such as a short-circuit, or by a change in a wind turbine reference value from the plant controller. The wind turbine model takes the grid voltages as input from the grid model and gives the grid currents as output. These inputs and outputs refer to the wind turbine terminals (WTT). Wind turbines can receive online reference values, typically via the wind power plant SCADA system from a wind power plant controller or from a remote control. The available set of reference values is different, depending on the wind turbine type, the wind turbine manufacturer and operation mode. The following reference values are considered in the generic wind turbine models:

- Active power reference value.
- Reactive power reference value.
- Voltage reference value.

Note that the wind turbine models can also simulate power factor control mode, but in that case, it is assumed that the power factor reference value of the wind turbine is constant throughout the simulation.
7.2. GENERIC MODULAR STRUCTURE

This standard uses the generic modular structure of the wind turbine model shown in Figure 7.3. The structure is consistent with the interface of the wind turbine model defined in Figure 7.2. The horizontal sequence of blocks in the middle reflects the physical power flow, while protection and control is shown above and below respectively.

Figure: 7.3: Generic modular structure of wind turbine models.

7.3 TYPE 3

7.3.1 DEFINITION OF TYPE 3 (DFIG)

A type 3 wind turbines uses a doubly fed induction generator (DFIG), where the stator is directly connected to the grid and the rotor is connected through a back-to-back power converter. Figure 7.4 shows the main electrical and mechanical components which are considered in the type 3 wind turbine models in this standard. The power converter consists of the generator side converter (GSC), the line side converter (LSC) and the DC link (DCL). Besides the DCL capacitor (C), it may use a crowbar (CB) to protect the GSC during grid faults, and/or a chopper (CH) to prevent overvoltage in the DCL during the grid fault.

Figure: 7.4. Main electrical and mechanical components of type 3 wind turbine.
7.3.2 MODEL SPECIFICATION OF TYPE 3

The generic type 3 model specified in this clause includes modules for the mechanical system as well as the aerodynamics. This level of detail is not always needed. In some cases, one of the generic type 4 models will be sufficient to simulate the behaviour at the wind turbine terminals.

The modular structure for the type 3 wind turbine model is shown in Figure 7.5. The losses in the generator system is neglected setting the wind turbine terminal power \(p_{WTT}\) equal to the generator air gap power \(p_{ag}\). Type 3 models can have a converter sufficiently dimensioned for voltage ride-through without bypassing or disconnecting the converter. However, others type 3 wind turbines include a crowbar device which short circuits the rotor during electromagnetic transients and convert the wind turbine generator during this time into an induction machine.

Therefore, two type 3 models are specified below:

– Type 3A: a model with over dimension of the converter
– Type 3B: a model with crowbar

Figure 7.5: Modular structure for the type 3 wind turbine model.
Figure 7.6 shows the modular structure for the type 3 control models.

The details for each block are given in the Modules referred to in Table 7.1 and Table 7.2.

Table 7.1. Modules used in type 3A model.

<table>
<thead>
<tr>
<th>Block</th>
<th>Module Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerodynamic</td>
<td>Linearised aerodynamic model</td>
</tr>
<tr>
<td>Mechanical</td>
<td>Two mass model</td>
</tr>
<tr>
<td>Generator system</td>
<td>Type 3A generator set model</td>
</tr>
<tr>
<td>Electrical equipment</td>
<td>Circuit breaker model (Transformer model)</td>
</tr>
<tr>
<td>Control</td>
<td>P control model type 3</td>
</tr>
<tr>
<td></td>
<td>Q control model</td>
</tr>
<tr>
<td></td>
<td>Current limitation model</td>
</tr>
<tr>
<td></td>
<td>Pitch angle control model</td>
</tr>
<tr>
<td>Grid protection</td>
<td>Grid Protection model</td>
</tr>
</tbody>
</table>
Table: 7.2. Modules used in type 3B model.

<table>
<thead>
<tr>
<th>Block</th>
<th>Module Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerodynamic</td>
<td>Linearised aerodynamic model</td>
</tr>
<tr>
<td>Mechanical</td>
<td>Two mass model</td>
</tr>
<tr>
<td>Generator system</td>
<td>Type 3B generator set model</td>
</tr>
<tr>
<td>Electrical equipment</td>
<td>Circuit breaker model</td>
</tr>
<tr>
<td></td>
<td>(Transformer model)</td>
</tr>
<tr>
<td>Control</td>
<td>P control model Type 3</td>
</tr>
<tr>
<td></td>
<td>Q control model</td>
</tr>
<tr>
<td></td>
<td>Current limitation model</td>
</tr>
<tr>
<td></td>
<td>Pitch angle control model</td>
</tr>
<tr>
<td>Grid protection</td>
<td>Grid Protection model</td>
</tr>
</tbody>
</table>

7.3.3 LINEARISED AERODYNAMIC MODEL

The linearised aerodynamic model parameters are given in Table 7.3, and the block diagram is given in Figure 7.7.

Table: 7.3. Parameter list for linearised aerodynamic model.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Base unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{\text{avail}}$</td>
<td>$P_N$</td>
<td>Available aerodynamic power</td>
</tr>
<tr>
<td>$\Theta_0$</td>
<td>deg</td>
<td>Pitch angle if the wind turbine is not derated</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>$\Omega_{\text{base}}$</td>
<td>Rotor speed if the wind turbine is not derated</td>
</tr>
<tr>
<td>d$p_{\theta}$</td>
<td>$P_N$/ deg</td>
<td>Partial derivative of aerodynamic power with respect to changes in pitch angle</td>
</tr>
<tr>
<td>d$p_{\omega}$</td>
<td>$P_N/\Omega_{\text{base}}$</td>
<td>Partial derivative of aerodynamic power with respect to changes in WTR speed</td>
</tr>
</tbody>
</table>
7.3.4 MECHANICAL MODELS

TWO MASS MODEL

The module parameters are given in Table 7.4, and the block diagram is given in Figure 7.8.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Base Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{WTR}$</td>
<td>s</td>
<td>Inertia constant of wind turbine rotor</td>
</tr>
<tr>
<td>$H_{gen}$</td>
<td>s</td>
<td>Inertia constant of generator</td>
</tr>
<tr>
<td>$k_{drt}$</td>
<td>$T_{base}$</td>
<td>Drive train stiffness Type</td>
</tr>
<tr>
<td>$c_{drt}$</td>
<td>$T_{base}/\omega_{base}$</td>
<td>Drive train damping Type</td>
</tr>
</tbody>
</table>

Figure: 7.8. Block diagram for two mass model.
7.3.5 ASYNCHRONOUS GENERATOR MODEL

This standard does not specify a model for the asynchronous generator. The standard asynchronous generator model in the simulation tool should be used. Normal practice for stability studies is to include the rotor flux transients and neglect the stator flux transients.

TYPE 3A GENERATOR SET MODEL

The module parameters are given in Table 7.5, and the block diagram is given in Figure 7.9.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Base Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{pc}$</td>
<td>-</td>
<td>Current PI controller proportional gain</td>
</tr>
<tr>
<td>$T_{lc}$</td>
<td>s</td>
<td>Current PI controller integration time constant</td>
</tr>
<tr>
<td>$x_s$</td>
<td>$Z_{base}$</td>
<td>Electromagnetic transient reactance</td>
</tr>
<tr>
<td>$di_{pmax}$</td>
<td>$I_{base}/s$</td>
<td>Maximum active current ramp rate</td>
</tr>
<tr>
<td>$di_{qmax}$</td>
<td>$I_{base}/s$</td>
<td>Maximum reactive current ramp rate</td>
</tr>
</tbody>
</table>

Figure: 7.9.Block diagram for type 3A generator set model.
TYPE 3B GENERATOR SET MODEL

The module parameters are given in Table 7.6, and the block diagram is given in Figure 7.10.

Table 7.6. Parameter list for type 3B generator set model.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Base Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_g$</td>
<td>-</td>
<td>Current PI controller proportional gain</td>
</tr>
<tr>
<td>$d_{ip_{\text{max}}}$</td>
<td>$I_{\text{base}}/s$</td>
<td>Maximum active current ramp rate</td>
</tr>
<tr>
<td>$d_{iq_{\text{max}}}$</td>
<td>$I_{\text{base}}/s$</td>
<td>Maximum reactive current ramp rate</td>
</tr>
<tr>
<td>$x_s$</td>
<td>$Z_{\text{base}}$</td>
<td>Electromagnetic transient reactance</td>
</tr>
<tr>
<td>$F_{du_{\text{CW}}()}$</td>
<td>$s , vs , U_n$</td>
<td>Crowbar duration versus voltage variation look-up table</td>
</tr>
<tr>
<td>$T_{\text{woo}}$</td>
<td>$s$</td>
<td>Time constant for crowbar washout filter</td>
</tr>
<tr>
<td>$M_{\text{WTcp}}$</td>
<td>-</td>
<td>Crowbar control mode</td>
</tr>
</tbody>
</table>

Figure 7.10. Block diagram for type 3B generator set model.


7.3.6 ELECTRICAL EQUIPMENT

SHUNT CAPACITOR MODEL

This standard does not specify a model for shunt capacitors. For fixed capacitor banks (FC), the standard fundamental frequency capacitor model in the simulation tool should be used. For variable capacitor banks (VC), a standard SVC model can be used. Normally, the turbine compensations do not include the reactor, which is standard in SVCs.

CIRCUIT BREAKER MODEL

The standard circuit breaker model in the simulation tool should be used. The circuit breaker model must open the circuit breaker when it receives the $F_{OCB}$ flag.

TRANSFORMER MODEL

This standard does not specify a model for the transformer. The standard transformer model in the simulation tool should be used.

7.4 CONTROL MODELS

7.4.1 PITCH CONTROL EMULATOR MODEL

The module parameters are given in Table 7.7, and the block diagram is given in Figure 7.11.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Base</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{pe}$</td>
<td>$P_N$</td>
<td>s</td>
<td>Time constant in generator air gap power lag</td>
</tr>
<tr>
<td>$K_{sweep}$</td>
<td>$P_N/\omega_{base}$</td>
<td></td>
<td>Aerodynamic power change vs. $\omega$ WTR change</td>
</tr>
<tr>
<td>$K_{droop}$</td>
<td>-</td>
<td></td>
<td>Power error gain</td>
</tr>
<tr>
<td>$K_{p,c}$</td>
<td>-</td>
<td></td>
<td>Pitch control emulator proportional constant</td>
</tr>
<tr>
<td>$K_{I,c}$</td>
<td>s$^{-1}$</td>
<td></td>
<td>Pitch control emulator integral constant</td>
</tr>
<tr>
<td>$p_{max}$</td>
<td>$P_N$</td>
<td></td>
<td>Maximum steady state power</td>
</tr>
<tr>
<td>$p_{min}$</td>
<td>$P_N$</td>
<td></td>
<td>Minimum steady state power</td>
</tr>
<tr>
<td>$T_1$</td>
<td>$s$</td>
<td></td>
<td>First time constant in pitch control lag</td>
</tr>
<tr>
<td>$T_2$</td>
<td>$s$</td>
<td></td>
<td>Second time constant in pitch control lag</td>
</tr>
<tr>
<td>$\omega_{ref}$</td>
<td>$\omega_{base}$</td>
<td></td>
<td>Rotor speed in initial steady state</td>
</tr>
</tbody>
</table>
7.4.2 P CONTROL MODEL TYPE 3

The module parameters are given in Table 7.8, and the block diagram is given in Figure 7.12 (a).

Table: 7.8. Parameter list.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Base Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{\text{offset}}$</td>
<td>$\omega_{\text{base}}$</td>
<td>Offset to reference value that limits controller action during rotor speed changes</td>
</tr>
<tr>
<td>$f_{\text{pdc}}()$</td>
<td>$P_N$ vs. $\Omega_{\text{base}}$</td>
<td>Power vs. speed lookup table</td>
</tr>
<tr>
<td>$K_{\text{pp}}$</td>
<td>$T_{\text{base}}/\Omega_{\text{base}}$</td>
<td>PI controller proportional gain</td>
</tr>
<tr>
<td>$K_{\text{ip}}$</td>
<td>$T_{\text{base}}/\Omega_{\text{base}}/s$</td>
<td>PI controller integration parameter</td>
</tr>
<tr>
<td>$T_{\text{pfilt}}$</td>
<td>s</td>
<td>Filter time constant for power measurement</td>
</tr>
<tr>
<td>$T_{\text{ufilt}}$</td>
<td>s</td>
<td>Filter time constant for voltage measurement</td>
</tr>
<tr>
<td>$T_{\text{oref}}$</td>
<td>s</td>
<td>Time constant in speed reference filter</td>
</tr>
<tr>
<td>$T_{\text{ofilt}}$</td>
<td>s</td>
<td>Filter time constant for generator speed measurement</td>
</tr>
<tr>
<td>$K_{\text{DTD}}$</td>
<td>$P_N/\Omega_{\text{base}}$</td>
<td>Gain for active drive train damping</td>
</tr>
<tr>
<td>$P_{\text{DTDmax}}$</td>
<td>$P_N$</td>
<td>Maximum active drive train damping power</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>-</td>
<td>Coefficient for active drive train damping</td>
</tr>
<tr>
<td>$\omega_{\text{DTD}}$</td>
<td>$\Omega_{\text{base}}$</td>
<td>Active drive train damping frequency, can be calculated from two mass model parameters in Table 7.4.</td>
</tr>
</tbody>
</table>

$$\omega_{\text{DTD}} = \sqrt{k_{\text{drt}} \left( \frac{1}{2H_{\text{WT}}^2} + \frac{1}{2H_{\text{gen}}^2} \right)}$$

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Base Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{pord}}$</td>
<td>s</td>
<td>Time constant in power order lag</td>
</tr>
<tr>
<td>$d_{\text{pmax}}$</td>
<td>$P_N/s$</td>
<td>Maximum wind turbine power ramp rate</td>
</tr>
<tr>
<td>$u_{\text{pdip}}$</td>
<td>$U_n$</td>
<td>Voltage dip threshold for P-control. Part of turbine control, often different (e.g. 0.8) from converter thresholds</td>
</tr>
<tr>
<td>$R_{\text{ramp}}$</td>
<td>$T_{\text{base}}/s$</td>
<td>Ramp limitation of torque, required in some grid codes</td>
</tr>
<tr>
<td>$T_{\text{emin}}$</td>
<td>$T_{\text{base}}$</td>
<td>Minimum electrical generator torque</td>
</tr>
<tr>
<td>$T_{\text{uscale}}$</td>
<td>$T_{\text{base}}/U_n$</td>
<td>Voltage scaling factor of reset-torque</td>
</tr>
<tr>
<td>$M_{PLVRT}$</td>
<td>-</td>
<td>Enable LVRT power control mode (0: reactive power control – 1: voltage control)</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>$d_{TmaxLVRT}$</td>
<td>$T_{base}$/s</td>
<td>Limitation of torque rise rate during LVRT for $S_1$</td>
</tr>
<tr>
<td>$u_{DVS}$</td>
<td>$U_n$</td>
<td>Voltage limit for hold LVRT status after deep voltage sags</td>
</tr>
<tr>
<td>$T_{DVS}$</td>
<td>s</td>
<td>Time delay after deep voltage sags</td>
</tr>
</tbody>
</table>

Figure: 7.12(a). Block diagram for type 3 P control model.
### 7.4.3 Q CONTROL MODEL

The Q-control model supports the 4 different general Q control modes $M_{qG}$ listed in Table 7.9.

Table: 7.9. General wind turbine Q control modes $M_{qG}$.

<table>
<thead>
<tr>
<th>$M_{qG}$</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{G,u}$</td>
<td>Voltage control</td>
</tr>
<tr>
<td>$M_{G,q}$</td>
<td>Reactive power control</td>
</tr>
<tr>
<td>$M_{G,qol}$</td>
<td>Open loop reactive power control (only used with closed loop at plant level)</td>
</tr>
<tr>
<td>$M_{G,pf}$</td>
<td>Power factor control</td>
</tr>
</tbody>
</table>

The Q-control model supports the 3 different LVRT Q control modes $M_{qLVRT}$ listed in Table 7.10. The control modes specify the reactive current injection during the voltage dip, and in an optional post-fault period.

Table: 7.10. LVRT Q control modes $M_{qLVRT}$.

<table>
<thead>
<tr>
<th>$M_{qLVRT}$</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{LVRT,1}$</td>
<td>Voltage dependent reactive current injection</td>
</tr>
<tr>
<td>$M_{LVRT,2}$</td>
<td>Reactive current injection controlled as the pre-fault value plus an additional voltage dependent reactive current injection</td>
</tr>
<tr>
<td>$M_{LVRT,3}$</td>
<td>Reactive current injection controlled as the pre-fault value plus an additional voltage dependent reactive current injection during fault, and as the pre-fault value plus an additional constant reactive current injection post fault</td>
</tr>
</tbody>
</table>

The module parameters for the Q-control module are given in Table 7.11, and the block diagram is given in Figure 7.12(b). Warning: Extreme care should be taken in coordinating the parameters $u_{dbd1}$, $u_{dbd2}$ and $u_{dip}$, $u_{up}$ so as not to have an unintentional response from the reactive power injection control loop.
### Table: 7.11. Parameter list.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Base Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{qG}$</td>
<td>-</td>
<td>General Q control mode (see Table 18 and Table 21)</td>
</tr>
<tr>
<td>$M_{qLVRT}$</td>
<td>-</td>
<td>LVRT Q control modes (see Table 19 and Table 23)</td>
</tr>
<tr>
<td>$T_{ufilt}$</td>
<td>s</td>
<td>Voltage measurement filter time constant</td>
</tr>
<tr>
<td>$T_{pfilt}$</td>
<td>s</td>
<td>Power measurement filter time constant</td>
</tr>
<tr>
<td>$K_{pq}$</td>
<td>$U_d/P_N$</td>
<td>Reactive power PI controller proportional gain</td>
</tr>
<tr>
<td>$K_{ql}$</td>
<td>$U_d/P_N/s$</td>
<td>Reactive power PI controller integration gain</td>
</tr>
<tr>
<td>$K_{Pu}$</td>
<td>$I_{base}/U_n$</td>
<td>Voltage PI controller proportional gain</td>
</tr>
<tr>
<td>$K_{Iu}$</td>
<td>$I_{base}/U_n/s$</td>
<td>Voltage PI controller integration gain</td>
</tr>
<tr>
<td>$u_{db1}$</td>
<td>$U_n$</td>
<td>Voltage dead band lower limit</td>
</tr>
<tr>
<td>$u_{db2}$</td>
<td>$U_n$</td>
<td>Voltage dead band upper limit</td>
</tr>
<tr>
<td>$K_{qv}$</td>
<td>$I_{base}/U_n$</td>
<td>Voltage scaling factor for LVRT current</td>
</tr>
<tr>
<td>$u_{max}$</td>
<td>$U_n$</td>
<td>Maximum voltage in voltage PI controller integral term</td>
</tr>
<tr>
<td>$u_{min}$</td>
<td>$U_n$</td>
<td>Minimum voltage in voltage PI controller integral term</td>
</tr>
<tr>
<td>$u_{ref0}$</td>
<td>$U_n$</td>
<td>User defined bias in voltage reference $u_{WTref} = u_{ref0} + \Delta u_{WTref}$ (used when $M_{qG} = M_{G,u}$).</td>
</tr>
<tr>
<td>$u_{qdip}$</td>
<td>$U_n$</td>
<td>Voltage threshold for LVRT detection in q control</td>
</tr>
<tr>
<td>$T_{qord}$</td>
<td>s</td>
<td>Time constant in reactive power order lag</td>
</tr>
<tr>
<td>$T_{iq}$</td>
<td>s</td>
<td>Time constant in reactive current lag</td>
</tr>
<tr>
<td>$T_{post}$</td>
<td>s</td>
<td>Length of time period where post fault reactive power is Injected</td>
</tr>
<tr>
<td>$q_{max}$</td>
<td>$P_N$</td>
<td>Maximum reactive power</td>
</tr>
<tr>
<td>$q_{min}$</td>
<td>$P_N$</td>
<td>Minimum reactive power</td>
</tr>
<tr>
<td>$i_{qmax}$</td>
<td>$I_{base}$</td>
<td>Maximum reactive current injection</td>
</tr>
<tr>
<td>$i_{qmin}$</td>
<td>$I_{base}$</td>
<td>Minimum reactive current injection</td>
</tr>
<tr>
<td>$i_{qh1}$</td>
<td>$I_{base}$</td>
<td>Maximum reactive current injection during dip</td>
</tr>
<tr>
<td>$i_{qpost}$</td>
<td>$I_{base}$</td>
<td>Post fault reactive current injection</td>
</tr>
<tr>
<td>$r_{droop}$</td>
<td>$Z_{base}$</td>
<td>Resistive component of voltage drop impedance</td>
</tr>
<tr>
<td>$\lambda_{droop}$</td>
<td>$Z_{base}$</td>
<td>Inductive component of voltage drop impedance</td>
</tr>
</tbody>
</table>
Figure: 7.12(b). Block diagram for Q control model.
The external reference $x_{\text{WTref}}$ can either be a reactive power or delta voltage command from the park controller, depending on the Q control mode. If no park controller model is applied, this signal is initialized as a constant input. The general Q control mode is selected by the combination of the mode switches $M_u$, $M_{\text{ol}}$ and $M_{\text{pf}}$ specified in Table 7.12.

**Table 7.12. General Q control mode selection.**

<table>
<thead>
<tr>
<th>General Q control mode</th>
<th>$M_u$</th>
<th>$M_{\text{ol}}$</th>
<th>$M_{\text{pf}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{\text{G},u}$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$M_{\text{G},q}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$M_{\text{G},q_{\text{ol}}}$</td>
<td>-</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$M_{\text{G},pf}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The “LVRT detect” block outputs the FLVRT flag in 1 of 3 stages described in Table 7.13.

**Table 7.13. Description of FLVRT flag values.**

<table>
<thead>
<tr>
<th>$F_{\text{LVRT}}$</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Normal operation ($u_{\text{WT}} &gt; u_{\text{dip}}$)</td>
</tr>
<tr>
<td>1</td>
<td>During fault ($u_{\text{WT}} \leq u_{\text{dip}}$)</td>
</tr>
<tr>
<td>2</td>
<td>Post fault stays in stage 2 with ($u_{\text{WT}} &gt; u_{\text{dip}}$) for $t = T_{\text{post}}$</td>
</tr>
</tbody>
</table>

The “IQLVRT mode” block selects the reactive current during ($F_{\text{LVRT}} = 1$) and post ($F_{\text{LVRT}} = 2$) fault as a sum of contributions from the voltage dependent current $i_{q\text{v}}$, the frozen current $i_{q\text{base}}$ and the constant post fault current $i_{q\text{post}}$. Table 7.14 specifies 3 the reactive current injection for the 3 options defined in Table 19. It should be noted that $i_{q\text{v}}$ will be zero in some configurations by setting $K_{q\text{v}} = 0$.

**Table 7.14. IQLVRT block.**

<table>
<thead>
<tr>
<th>LVRT Q control mode</th>
<th>$F_{\text{LVRT}} = 1$</th>
<th>$F_{\text{LVRT}} = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{\text{LVRT},1}$</td>
<td>$i_{q\text{v}}$</td>
<td>$i_{q\text{v}}$</td>
</tr>
<tr>
<td>$M_{\text{LVRT},2}$</td>
<td>$i_{q\text{base}} + i_{q\text{v}}$</td>
<td>$i_{q\text{base}} + i_{q\text{v}}$</td>
</tr>
<tr>
<td>$M_{\text{LVRT},3}$</td>
<td>$i_{q\text{base}} + i_{q\text{v}}$</td>
<td>$i_{q\text{base}} + i_{q\text{post}}$</td>
</tr>
</tbody>
</table>
The “Voltage droop” block shall calculate the voltage in a point which is located with the serial impedance distance $r+jx$ from WTT (typically a transformer), i.e.

$$
u = \sqrt{\left(\frac{u_{WT}}{u_{WT}} - r_{droop} \frac{p_{WT}}{u_{WT}} - x_{droop} \frac{q_{WT}}{u_{WT}}\right)^2 + \left(x_{droop} \frac{p_{WT}}{u_{WT}} - r_{droop} \frac{q_{WT}}{u_{WT}}\right)^2} \quad (7.1)$$

$T_{eq}$ filter represent fast current dynamics which are fast enough not to consider in this model but the filter is kept because a state is required for freezing on $F_{LVRT} = 1$.

### 7.4.4 CURRENT LIMITATION MODEL

The current limitation model combines the physical limits. The module parameters are given in Table 7.15, and the block diagram is given in Figure 7.13.

**Table: 7.15. Parameter list.**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Base Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_{\text{max}}$</td>
<td>$I_{\text{base}}$</td>
<td>Maximum continuous current at the wind turbine terminals</td>
</tr>
<tr>
<td>$i_{\text{max,dip}}$</td>
<td>$I_{\text{base}}$</td>
<td>Maximum current during voltage dip at the wind turbine terminals</td>
</tr>
<tr>
<td>$M_{DFSLim}$</td>
<td>-</td>
<td>Limitation of type 3 stator current (0: total current limitation, 1: stator current limitation)</td>
</tr>
<tr>
<td>$M_{qpri}$</td>
<td>-</td>
<td>Prioritisation of q control during LVRT (0: active power priority –1: reactive power priority)</td>
</tr>
<tr>
<td>$i_{pVDL}()$</td>
<td>$I_{\text{base}} \text{ vs. } U_n$</td>
<td>Lookup table for voltage dependency of active current limits</td>
</tr>
<tr>
<td>$i_{qVDL}()$</td>
<td>$I_{\text{base}} \text{ vs. } U_n$</td>
<td>Lookup table for voltage dependency of reactive current limits</td>
</tr>
<tr>
<td>$T_{ufilt}$</td>
<td>s</td>
<td>Voltage measurement filter time constant</td>
</tr>
</tbody>
</table>
7.4.5 PITCH ANGLE CONTROL MODEL

The module parameters are given in Table 7.15, and the block diagram is given in Figure 7.14.

Table: 7.15. Parameter list.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Base Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{P_0}$</td>
<td>deg/Ω$_{base}$</td>
<td>Speed PI controller proportional gain</td>
</tr>
<tr>
<td>$K_{I_0}$</td>
<td>deg/Ω$_{base}$/s</td>
<td>Speed PI controller integration gain</td>
</tr>
<tr>
<td>$K_{PC}$</td>
<td>deg/ P$_N$</td>
<td>PN Power PI controller proportional gain</td>
</tr>
<tr>
<td>$K_{IC}$</td>
<td>deg/ P$_N$ /s</td>
<td>Power PI controller integration gain</td>
</tr>
<tr>
<td>$K_{PX}$</td>
<td>Ω$_{base}$/ P$_N$</td>
<td>Pitch cross coupling gain</td>
</tr>
<tr>
<td>$\Theta_{max}$</td>
<td>deg</td>
<td>Maximum pitch angle</td>
</tr>
<tr>
<td>$\Theta_{min}$</td>
<td>deg</td>
<td>Minimum pitch angle</td>
</tr>
<tr>
<td>$d\Theta_{max}$</td>
<td>deg/s</td>
<td>Maximum pitch positive ramp rate</td>
</tr>
<tr>
<td>$d\Theta_{min}$</td>
<td>deg/s</td>
<td>Maximum pitch negative ramp rate</td>
</tr>
<tr>
<td>$T_\Theta$</td>
<td>s</td>
<td>Pitch time constant</td>
</tr>
</tbody>
</table>
7.4.6 GRID PROTECTION MODEL

The grid protection model includes protection against over and under voltage, and against over and under frequency. The grid protection is characterized by a set of protection levels and a corresponding set of disconnection times as defined and tested in IEC 61400-2115. The module parameters are given in Table 7.16.

Table 7.16. Parameter list.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Base Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{\text{over}}$</td>
<td>$U_n$</td>
<td>Set of wind turbine over voltage protection levels</td>
</tr>
<tr>
<td>$T_{\text{over}}$</td>
<td>s</td>
<td>Set of corresponding wind turbine over voltage protection disconnection times</td>
</tr>
<tr>
<td>$u_{\text{under}}$</td>
<td>$U_n$</td>
<td>Set of wind turbine under voltage protection levels</td>
</tr>
<tr>
<td>$T_{\text{under}}$</td>
<td>s</td>
<td>Set of corresponding wind turbine under voltage protection disconnection times</td>
</tr>
<tr>
<td>$f_{\text{over}}$</td>
<td>$f_n$</td>
<td>Set of wind turbine over frequency protection levels</td>
</tr>
<tr>
<td>$T_{\text{over}}$</td>
<td>s</td>
<td>Set of corresponding wind turbine over frequency protection disconnection times</td>
</tr>
<tr>
<td>$f_{\text{under}}$</td>
<td>$f_n$</td>
<td>Set of wind turbine under frequency protection levels</td>
</tr>
<tr>
<td>$T_{\text{under}}$</td>
<td>s</td>
<td>Set of corresponding wind turbine under frequency protection disconnection times</td>
</tr>
</tbody>
</table>
7.5 SIMULATION RESULTS

7.5.1 STEADY STATE ANALYSIS

Figure 7.15 shows the steady state waveform for the Type-3A generator with constant wind speed. From the waveform, we can see that there will be maximum generated power for \( i_{pcmd}=1\text{pu} \) with grid voltage of \( u\_WT\ 1\text{pu} \).

![Figure 7.15. Steady State waveform for the constant wind speed.](image)

7.5.2 LVRT ANALYSIS

The simulations in this section have been carried out using the test system described in [9-21], see also Fig. 7.17. The test system includes a Thevenin equivalent model for the external grid, step-up transformers, the collection cable, a circuit breaker, and the wind turbine generator.
The parameters of the electrical components of the test system can be found in [21]. A typical 3-phase short circuit of 400 ms duration has been simulated at the MV bus, as illustrated in Figure 7.16. The result shows that the priority of the reactive current component is applied in the current limitation block during the LVRT period. This feature provides with the capability to represent a Type-3A WEG response during voltage dips for different grid codes’ requirements regarding the active/reactive current injection during the low voltage instant. In this set of results reactive power current is prioritized during the voltage dip. Figure (7.17)-(7.19) illustrate the voltage, the reactive current components as well as the LVRT and F\textsubscript{postFRT} detection signals. As soon as the short circuit is cleared the F\textsubscript{postFRT} signal remains equal to one for T\textsubscript{post}=1sec.

![Figure: 7.16. Single line diagram of the test system.](image)

![Figure: 7.17. Voltage at the WT terminals during and short after the short Circuit](image)
The active and reactive power response of the WEG is given in Figure 7.20 and 7.21 respectively. Due to the reactive power prioritization, during the voltage dip reactive current is injected as defined in the LVRT strategy applied – see also Section II above –, forcing active power to zero as long as the voltage remains low. At the fault clearance, the sudden increase in the voltage at the WEG terminal leads to a surge of reactive power while in the post fault period, as long as the F\text{postFRT} signal remains equal to one, reactive power is injected to the grid offering voltage support to the grid. Before and after the fault, the Power Factor control has been chosen, thus the WEG keeps unity power factor.
Fig. 7.21. Reactive power response during and short after the short Circuit.

Fig. 7.22. Aerodynamic and airgap power during and short after the short circuit.

Fig. 7.22 shows the results for the aerodynamic and airgap power, which are inputs to the mechanical system of the model. The airgap power is calculated at the generator, thus is equal to the electrical power injected to the grid as no losses are taken into account.

The torsional oscillations, which were simulated using the 2-mass model for the mechanical model, are visible in the rotor speed as well as in the electrical power produced by the WEG, see Figure 7.20 and 7.23. At the fault instant, the low voltage leads to a sudden decrease of the electrical torque resulting in the corresponding increase of the rotor speed as long as the voltage remains low. The oscillation frequency modes of these oscillations can be calculated based on the parameters of the mechanical system [10].
7.6 SUMMARY

In this chapter the implementation and performance of the standard IEC proposed Type 3A model for WEGs has been described and the simulation results were presented. The general structure of the standard models defined in Part 1 of the IEC 61400-27 series has been presented. The standard Type 3A model for WEGs includes a constant aerodynamic torque model, the active and reactive power control loop, a 2-mass mechanical model, the generator model including the current limiter with prioritization of active or reactive power and the protection function for under/over voltage and frequency.

The reactive power loop comprises a LVRT control strategy which defines the reactive current output of the controller during and short after a voltage dip at the wind turbine terminals. Results from a short circuit simulated were shown for the main electrical variables of the system and a comparison has been presented to illustrate the prioritization function of active or reactive power, which is part of the current limiter block.

The performance of the model during and short after the voltage dip is considered realistic as compared to field measurements for voltage dips provided by manufacturers in relevant publications. Validation of this standard Type 3A model implemented in Matlab/Simulink and DIgSILENT Power Factory simulation platform against field measurements is further needed to ensure the applicability of this model in power system studies.

Following the validation procedure described in Part 1 of the IEC 61400-27 series, the model will soon be tested against real measurements provided by manufacturers and the parameterization of the model will be thus improved to match a real WEG performance during transient events in the power system e.g. voltage dips.
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CHAPTER 8

SUMMARY

This chapter summarizes the findings of the presented PhD project “Grid Connected Doubly Fed Induction Generator Based Wind Turbine under LVRT”.

- Detailed dynamic modeling of DFIG based Wind Turbine was developed under simulation tools with respect to power system network.
- Power flow analysis of grid connected DFIG based wind turbine under varying wind velocity was studied.
- Decoupling control algorithm was developed so that the active and reactive power can be controlled independently.
- A control strategy of a DFIG wind turbine system equipped with an active crowbar against severe grid faults was proposed.
- In order to reduce the activated time of the crowbar as much as possible, an improved hysteresis control strategy has been proposed.
- Moreover, the reactive power control has been adopted to decrease the oscillations of the transient current both during the voltage dip and after the clearance of the fault. With the help of the proposed control strategy, the WECS kept under control for most of the time during voltage dip.
- Simulation results have shown that an enhanced low voltage ride through capability of the generator can be achieved with the proposed technique.
- To compensate the faulty line voltage DVR was proposed and the results for simulation and experiments are presented.
- VPI controller was proposed to improve the system performance under unbalanced grid condition.
- IEC standard 61400-27-1 for Type 3 machine (Doubly fed induction generator) was developed using Matlab/Simulink. The type 3 machine was simulated and tested under steady state and LVRT.
- The experimental test was carried out on DFIG wind turbine system under steady state and unbalanced grid supply and the best control strategy was highlighted in the table as per grid support capability.
ANNEXURE I

2MW-DFIG WIND TURBINE SIMULATION USING DIGSILENT

In this section, the power flow analysis of 2MW DFIG wind turbine has simulated using power system simulation tool DIgSILENT, power flow analysis can be used to validate the system behavior with respect to different operating condition. Based on the step response analysis, the controller parameter can be designed and optimized and this approach serves to verify the model under different operating conditions. The parameter of 2MW DFIG is shown in Annexure II.

SYSTEM PERFORMANCE UNDER DETERMINISTIC WIND SPEEDS

![Graphs showing wind speed, pitch angle, generator speed, and active power](image)

In Figure A.I.1 typical quantities of the DFIG Wind turbine system, as pitch angle, generator speed and power are shown for steps in wind of 1 m/s every 20 seconds. Figure A.I.1 indicates that for lower wind speeds below 12 m/s the pitch mechanism is passive and the pitch angle is kept to its optimal value (i.e. zero for the considered turbine). Meanwhile, the
power controller controls the active power to the active power reference signal provided by the maximum power tracking look-up table. The generator speed is continuously adapted to the wind speed, in such a way that maximum power is extracted out of the wind. Notice that the response time in the steps is bigger at lower wind speeds than at higher wind speeds. When the wind steps up to 12 m/s and exceeds rated wind speed (rated wind speed = 11.8 m/s) and the speed reaches its rated value of 1686 rpm, both speed controller and active power controller are active and the power is limited to the rated value of 2 MW.

![Graph of DFIG wind turbine: Wind speed, pitch angle, generator speed and active power for steps in wind of 1 m/s from 12 m/s up to 20 m/s.](image)

The step response of pitch angle, speed and power for wind speeds higher than 12 m/s is presented in Figure A.1.2. The steps in wind speed yield changes in both the pitch angle and the generator speed. The step response of the pitch angle and generator speed does not present big overshoots and oscillations. Notice, that the response of the generator speed is almost identical over the whole speed range between 12 m/s and 20 m/s, a fact that indicates, that the gain scheduling controller, described in [1-5]. The power controller keeps the active power to 2 MW with a small deviation about 0.5 %. Since the pitch mechanism reacts slowly compared to the power controller, dynamic variations in the generator speed and so in the rotational speed of the turbine rotor are allowed in order to absorb fast wind gusts and to
temporarily store surplus power as rotational power in the turbine’s inertia. The simulation results confirm a good dynamic performance of the DFIG wind turbine model and of the developed control strategy during deterministic wind speeds.

**SYSTEM PERFORMANCE UNDER STOCHASTIC WIND SPEEDS**

In the following, simulations under stochastic wind speeds are performed. Three sets of simulations will be presented:

(i) a simulation with a mean wind speed of 8 m/s, when the turbine operates at partial load only,

(ii) a simulation with a mean wind speed of 12 m/s, when the operation of the turbine changes between partial and full load,

(iii) a simulation with a mean wind speed of 20 m/s, where moreover the ability of the DFIG wind turbine to regulate its power to imposed reference values is underlined.

Figure: A.I.3. DFIG wind turbine: Wind speed, pitch angle, generator speed and active power under stochastic wind speed with a mean wind speed of 8 m/s.
Figure A.I.3 shows the turbine quantities pitch angle, rotational speed and active power for a fluctuating wind with a mean wind speed of 8 m/s and a turbulence intensity of 10 %. The turbine operates at partial load only, so that the pitch mechanism is passive. The pitch angle is kept to zero while the speed and the power are adapted to capture the maximal power out of the wind. As expected the speed and the power are tracking the slow variations of the wind speed.

Figure A.I.4 illustrates simulation case (ii) with a mean wind speed of 12 m/s. In this case the pitch mechanism is activated when the speed exceeds its rated value. Notice, that the power is limited to rated power as long as the pitch mechanism is active. Small dynamic variations of the speed above rated speed are allowed to absorb fast wind gusts and to reduce the mechanical stress on turbine and generator system.

![Figure: A.I.4.DFIG wind turbine: Wind speed, pitch angle, generator speed and active power under stochastic wind speed with a mean wind speed of 12 m/s.](image)

Finally, the simulation results of Figure A.I.5 illustrate the ability of the variable speed wind turbine with DFIG to regulate its power production to an imposed reference value and moreover underline the feature of independent active and reactive power control. Figure A.I.5 illustrates the pitch angle, the generator speed as well as the active and reactive power in case of turbulent wind with a mean wind speed of 20 m/s and a turbulence intensity of again 10 %.
The pitch angle signal reflects the stochastic character of the wind and is tracking the slow variations of the wind speed. However, independent of the fluctuations of the wind, the active power can be controlled and limited to 2 MW. The reference power is reduced from 2 MW to 1 MW between 100 and 200 seconds and stepped up back again to 2 MW. Notice that the active power output is following this reference very well. This is however only possible, if the wind speed is sufficiently high. The reduced reference power of 1 MW implies higher pitch angles. The first 250 seconds the reactive power is controlled to zero. Then the same active power control sequence is repeated for a different reactive power reference of 0.5 MVAR. Figure A.I.5 points out, that the designed control strategy of the variable speed wind turbine model with DFIG is able to control active and reactive power independently to specific imposed values, exactly as a conventional power plant does.

The goal of the present work is to develop dynamic simulation models of variable speed wind turbines and to design appropriate control strategies enabling the turbines to act as active components in the power system similar to conventional power plants. Chapter 3 focuses on the design and investigation of the entire control system for a variable speed wind turbine with doubly-fed induction generator, the most commonly used wind turbine concept today. A comprehensive dynamic simulation model is developed in the simulation tool DlgSILENT. In a first step a detailed analysis of the doubly-fed induction generator’s steady state behavior is presented.
The steady state power curves of the generator corresponding to different adjusted rotor voltage vectors are illustrated. Different rotor voltage vectors cause a significant change in the shape of the power curves, which in turn enhances the controllability of the generator and the turbine system. In a second step a dedicated control strategy of the DFIG system is designed. The control is realized by vector control technique using appropriate reference frames. The control of the wind turbine is achieved by two coordinated controllers: a speed controller and a power controller. The turbine power is directly controlled by the converter, while the generator speed is regulated by the pitch angle.

The converter control is furthermore subdivided into rotor side converter control and grid side converter control. The rotor side converter controls the generator's active and reactive power production on the grid, while the grid side converter control maintains a constant DC-link voltage and assures converter operation at unity power factor. The controller parameter are designed and optimized based on a set of step response simulations. A set of simulations is performed in order to illustrate that the presented control method successfully controls the variable speed DFIG wind turbine within a range of normal operational conditions.

At wind speeds less than the rated wind speed the converter seeks to maximize the power according to the MPP-tracking. At large wind speeds the speed controller permits a dynamic variation of the generator speed in order to avoid mechanical stresses, while the converter keeps the power to the rated power. The control strategy facilitates furthermore independent control of active and reactive power to imposed reference values at variable speed. However, active power production is still dependent on the actual wind speed. Nevertheless, it can be concluded, that the DFIG wind turbine can operate in a similar manner as a conventional power plant does.
ANNEXURE II

Design of the Mechanical and Electrical system of 2 MW DFIG Wind Turbine

The most relevant data of the aerodynamical and mechanical system of the wind turbine is given in Table A.II.1. The data is valid for DFIG wind turbine and these data are used for Digsilent simulation.

Table A.II.1: Data of the wind turbine’s mechanical system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotor diameter</td>
<td>80 m</td>
</tr>
<tr>
<td>Rotor inertia</td>
<td>8.6 106 kg m²</td>
</tr>
<tr>
<td>Air density</td>
<td>1.225 kg/m³</td>
</tr>
<tr>
<td>Tip speed ratio</td>
<td>70 m/s</td>
</tr>
<tr>
<td>Rotational rotor speed</td>
<td>9...16.7 rpm</td>
</tr>
<tr>
<td></td>
<td>dyn. 19 rpm</td>
</tr>
<tr>
<td>Optimal pitch angle</td>
<td>0 deg</td>
</tr>
<tr>
<td>Servo time constant</td>
<td>0.1 s</td>
</tr>
<tr>
<td>Pitch angle limits</td>
<td>0...30 deg</td>
</tr>
<tr>
<td>Pitch angle rate of change limitation</td>
<td>10 deg/s</td>
</tr>
</tbody>
</table>

The most relevant data of the DFIG wind turbine’s electrical system is given in Table A.II.2.

Table A.II.2: Data of the DFIG wind turbine’s electrical system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apparent power</td>
<td>2.21 MVA</td>
</tr>
<tr>
<td>Generator active power (p.u. base)</td>
<td>2 MW</td>
</tr>
<tr>
<td>Rating of the IGBT back-to back voltage source converter</td>
<td>0.9 MVA</td>
</tr>
<tr>
<td>Stator voltage</td>
<td>690 V</td>
</tr>
<tr>
<td>Rated speed</td>
<td>1686 rpm</td>
</tr>
<tr>
<td>Synchronous speed (p.u. base)</td>
<td>1500 rpm (= 1p.u.)</td>
</tr>
<tr>
<td>Speed range</td>
<td>800 rpm...1686 rpm</td>
</tr>
<tr>
<td></td>
<td>dynamic limit 1920 rpm</td>
</tr>
<tr>
<td>Pole pairs</td>
<td>2</td>
</tr>
<tr>
<td>Generator inertia</td>
<td>150.9 kg m²</td>
</tr>
<tr>
<td>Gear ratio</td>
<td>101</td>
</tr>
<tr>
<td>DC-link voltage</td>
<td>1.4 kV</td>
</tr>
<tr>
<td>DC-link capacitor</td>
<td>1461 µF</td>
</tr>
</tbody>
</table>
Design of the Mechanical and Electrical system of 1.5 MW DFIG Wind Turbine

The most relevant data of the aerodynamical, mechanical and electrical system of DFIG wind turbine is given in Table A.II.3. The data is valid for DFIG wind turbine and these data are used for Matlab/Simulink/PLECS simulation.

Table A.II.3: Data of the DFIG wind turbines electrical system and DVR.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Power</td>
<td>1.5MW</td>
</tr>
<tr>
<td>Rated Voltage(line)</td>
<td>575V</td>
</tr>
<tr>
<td>Frequency</td>
<td>50Hz</td>
</tr>
<tr>
<td>Stator/rotor turns ratio</td>
<td>1</td>
</tr>
<tr>
<td>Stator resistance</td>
<td>0.0014Ω</td>
</tr>
<tr>
<td>Rotor resistance</td>
<td>0.992mΩ</td>
</tr>
<tr>
<td>Stator leakage inductance</td>
<td>89.98µH</td>
</tr>
<tr>
<td>Rotor leakage inductance</td>
<td>82.09µH</td>
</tr>
<tr>
<td>Magnetizing inductance</td>
<td>1.53mH</td>
</tr>
<tr>
<td>Pole pairs</td>
<td>2</td>
</tr>
<tr>
<td>Bus capacitance</td>
<td>38mF</td>
</tr>
<tr>
<td>Turbine radius</td>
<td>35m</td>
</tr>
<tr>
<td>Rated wind speed</td>
<td>12m/s</td>
</tr>
<tr>
<td>DVR DC Voltage</td>
<td>560 V</td>
</tr>
<tr>
<td>DVR DC Capacitance</td>
<td>7.5mF</td>
</tr>
</tbody>
</table>

Experimental Parameter List

The parameters of experimental setup of DFIG system are shown in Table A.II.4.

Table A.II.4: Data of the DFIG wind turbines electrical system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prime Mover</td>
<td>7.5KW</td>
</tr>
<tr>
<td>Generator</td>
<td>7.5KW</td>
</tr>
<tr>
<td>Converter</td>
<td>5kw</td>
</tr>
<tr>
<td>Sw. freq</td>
<td>10kHz</td>
</tr>
<tr>
<td>DC</td>
<td>650 V</td>
</tr>
<tr>
<td>Phase</td>
<td>3</td>
</tr>
<tr>
<td>V/line-line (RMS)</td>
<td>230V</td>
</tr>
<tr>
<td>Frequency</td>
<td>50Hz</td>
</tr>
</tbody>
</table>
%This file is used for initializing the switching simulation

clear all

% Lookup table data for wind turbine torque model
load('TmLookupData.mat');

% Initial conditions with wind speed = 12 m/s
load('DFIGinit_sw_12.mat'); % loads init_val
Vw1 = 12;
Vw2 = 10.5;

% Initial conditions with wind speed = 10.5 m/s
load('DFIGinit_sw_10_5.mat'); % loads init_val
Vw1 = 10.5;
Vw2 = 8;

% Simulation times
Tstop = 3; % Length of simulation
Tswitch = 1.5; % Time at which wind speed is switched

% Turbine parameters needed for MPT
TSR_opt = 8;
R = 35;
gearbox = 75.7098;

% Grid parameters
Vpp = 470; % Peak phase voltage = 575V line rms
f = 50;
L = 0.6e-3; % Grid side converter inductance

% Rotor converter variables
Udc = 1200;

% Induction Generator Parameters
Rs = 0.0014; % ohm
Ls = 8.998e-5; % H
Rr = 9.918e-4; % ohm
Lr = 8.2088e-5; % H
Lm = 1.526e-3; % H
J = 5; % or 50 % kgm2
zp = 2;
N1 = 1;
N2 = 1;
u = 1;

% Gain of current loop
kp_i = 0.00003;
ki_i = 0.003;

% Power electronics
fs = 10000; % Switching frequency - rotor side converter
fsl = 5000; % Switching frequency - grid side converter
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