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Introduction

Motivations

In the last decades the introduction of pervasive wireless technology revolutionized our daily life making available in almost any time and in any place services able to guarantee communication between people. More recently wireless devices introduced the possibility of connecting to the Internet network not only indoor when using fixed workstations, but also in mobile environments, enabling a myriad of new services capable of sharing data and providing real time information to the end user. Contextually mobile devices, for example cellphones, increased their computational capabilities and different technologies, such as global positioning system (GPS) were incorporated in the same apparatus, opening for the first time the possibility of location-based services, now more and more interconnected with the Internet world. The innovation in wireless computing did not involve the mobile devices for end users only, but also the professional market, as in the case of mobile computing for logistic applications. In this field we faced on the introduction of the concept of “Internet of Things”, defined by MIT Auto-ID Labs, according to which the physical world will be mapped into the Internet space, thus enabling a potentially huge number of novel applications [1, 2, 3]. Ideally, it is expected that every object in our every-day life will be assigned to an IP address and will be responsive to the presence of people. From the technological point of view, a key enabling technology is represented by radio-frequency identification (RFID) [4].

The next technological step could be represented by the increasing of aggregation of different technologies and paradigms, enabling services strictly related to the environment in which the device is operating, whatever its nature is. This is the concept of context-aware networks. Context-awareness has been introduced in several fields related to wireless services, involving every stack layer, from the physical one to applications. The ideas behind context-aware computing have been presented in [5] where the author indicates a phenomenon for which computing takes into account the natural
human environment and allows the computers themselves to vanish into the background. The term was firstly adopted in [6] referring to systems that adapt according to their location of use, the collection of nearby people and objects, as well as changes to those objects over time [7].

The context information can serve on one hand to drive, as anticipated, future applications and services, and on the other hand to improve the network efficiency itself. Examples of both applications can be find in the ideas of context-aware approaches to wireless transmission adaptation [8], context-aware wireless sensor networks [9], context-aware and adaptive security [10] and in a myriad of context-aware applications for monitoring, sensing, security, emergencies, multimedia services [11, 12, 13, 14, 15, 16, 17, 18, 19, 20].

From these works it emerges how the context-awareness, also when intended at application level, implies ad-hoc functionalities that the technology must provide [21, 8, 9, 22, 23]. In fact, context-aware applications need different kinds of information sources. In particular the two pillars are represented by the location information (from which the concept of location-awareness is often derived) and the sensors embedded in the devices able to provide data regarding the surrounding environment. Although available services such as [GPS] can provide accurate location information in outdoor environment, context-aware networking often requires the availability of this information anywhere and anytime, indoor environments included. Indoor positioning is much more challenging than outdoor and, in recent years, an important research activity has been carried out in order to design practical schemes capable of dealing with the main limitations deriving from the propagation environment and the fact that positioning must be guaranteed in many cases by already existing technologies not originally developed for this kind of service. Localization is usually realized by an infrastructure including tagged nodes (agents or tags) attached to or embedded in objects and of reference nodes (anchors) placed in known positions, which communicate with tags through wireless signals to determine their locations [24].

Figure 1 shows an example of context-aware network where several entities are involved. Specifically, we have a set of mobile or fixed reference nodes, whose position is known, which can communicate with active agents for exchanging information and for determining agents’ position. Agents’ localization can be performed by extracting some feature from the signal exchanged with reference nodes (e.g., by measuring the distance thanks to time-of-arrival (TOA) estimation or analyzing the received signal strength indicator (RSSI)) also adopting cooperative techniques according to which agents exchange messages and perform measurements among them. Moreover, relay nodes can be adopted to extend the coverage and repeat the wireless signals, to improve both the communication and the localization
processes. In order to exploit the environmental information sensors can be attached to agents so that their measurements are reported to the reference nodes by using wireless communication. Sensing can be performed also by reference nodes, thanks to the transmission of interrogation signals and the analysis of the environmental response from which the extraction of particular features allows detecting the presence of a certain target (a passive scatter) by using radar techniques. Furthermore, interrogation signals emitted by the reference nodes can be exploited by [RFID] tags capable of modulating them so that the reference node, by analyzing the variations in the interrogation signal response, can detect the presence of the tag. Thanks to the adoption of backscatter modulation a passive wireless channel can be also created between the tag and the reference node so that information can be transmitted (e.g., the data collected by a sensor attached to a tag, or the tag ID). In this example the entities composing the network have to provide communication, localization and sensing. These capabilities must be guaranteed with a reasonable complexity level and the possibility of working in presence of propagation impairments, as happens in indoor environments. Examples of
application scenarios are related to wireless sensor networks (WSN), applications for monitoring factories, security areas (e.g., to detect if intruders are present in a scenario where also authorized persons with tags embedded are moving).

This thesis investigates some topics related to context-aware wireless networks, focusing on technological solutions able to provide these kinds of services and fulfill particular requirements such as availability of the positioning service also in challenging environments as the indoor ones. The focus is mainly related to the physical layer and to signal processing aspects, and several issues are treated such as performance analysis, algorithms development, fundamental limits and practical solutions for implementation. The applications encompass personal communications, monitoring, logistic, social networking, games, sensing and radar. Due to the demand of a technology able of guarantee both communication capability and possibility of high definition localization, also in difficult propagation environments (as indoor due to the multipath propagation) ultrawide-band (UWB) signals are chosen as candidates for certain type of applications.

The main issues related to the development of such context-aware networks and investigated, in part, in this thesis are related to:

- Propagation impairments: presence of line-of-sight (LOS)/non-line-of-sight (NLOS) channel conditions to be detected, design of localization algorithms able to cope with these situations;
- Estimation of position dependent quantities: e.g., TOA estimation, necessity of understanding the achievable accuracy also when adopting low-complexity estimation techniques and in realistic working conditions;
- Adoption of UWB technology: possibility of providing communication with the same signal adopted for localization, necessity of low-complexity demodulation techniques (non-coherent receivers) able to exploit the indoor multipath channel diversity;
- Coverage problems: introduction of relaying techniques for wireless localization and communication;
- Energy efficiency: adoption of semi-passive techniques such as RFID;
- Sensing and enhanced functionalities: integration of radar with communication and localization;
- Cooperation: exploitation of cooperation among nodes for enhanced localization and for sensing (e.g., multistatic radar).
Thesis Outline

Part I, composed of two chapters, focuses on the communication task, presenting some recent advances in the demodulation of UWB signals, with the introduction of a low-complexity architecture able to exploit the propagation environment characteristics thus improving the performance without adopting complex channel estimation schemes. Specifically, autocorrelation receivers (AcRs) and energy detector receivers (EDRs) are considered. A new method for determining the optimum integration time, to be adopted in the receiver, is proposed and characterized in terms of performance in Chapter 1. Improved receiver structures able to enhance the performance in clustered multipath channels are described and characterized in Chapter 2, also providing an analytical performance evaluation and practical solutions for the receivers optimization.

Part II moves onto the problem of time delay estimation (TDE), or TOA estimation, which is the key enabling processing from which accurate ranging information between wireless devices can be obtained. This is the first step for network localization. In particular, fundamental bounds are derived in the case the received signal is partially known or completely unknown at receiver side, as often happens in practice due to multipath propagation or the need of low-complexity solutions for TOA estimation. Moreover practical estimation schemes, such as the well known energy-based estimators, are also revised and their performance compared with the theoretical bounds. The energy detector (ED) is, in fact, well investigated also from the theoretical point of view for what concerns the detection problem, but a very few theoretical attention has been given to energy-based estimators, widely adopted in practice. The results represent fundamental limits, able to drive the design of practical algorithms for the TOA estimation problem with application to wireless localization and synchronization.

Part III, composed of two chapters, is related to positioning aspects of context-aware wireless networks. In particular Chapter 4 introduces an experimentation methodology for characterizing the performance of cooperative localization services in realistic indoor environments. Algorithms for the detection of LOS/NLOS channel conditions are presented and characterized starting from experimental measured data. It is also proposed a method for exploiting the information coming from environment maps or from channel state identification algorithms for improving the localization accuracy. In many applications cooperation among nodes cannot be exploited due to a complexity limitation demand or the impossibility of a direct communication between nodes. For such situations, Chapter 5 focuses on non-cooperative localization networks in which coverage limitations caused by NLOS channel
conditions are mitigated by introducing the idea of non-regenerative relaying for network localization.

Part IV concludes the thesis presenting a broad study on a novel UWB-RFID system, which represents an example of context-aware wireless network particularly suited for logistic and security applications due to its characteristic of providing identification, communication and sensing of the environment also thanks to wireless sensor radar (WSR) methodologies. In this part four chapters analyze different aspects, from system design to implementation, problems related to interference, clutter, multiple access, and propose practical and effective solutions to make the system capable of dealing with these issues maintaining a fundamental low-complexity design. Moreover, a new theoretical derivation presents the fundamental limits in the achievable localization accuracy when adopting passive technologies, such as in the case of the mentioned RFID system or in radar applications.

Contributions

Results presented in this thesis have been, in part, published in the proceedings of international conferences and journals, and in part will be included in following up publications under preparation or revision.

The main results related to non-coherent UWB demodulation, showed in Chapter 1 and Chapter 2 in particular the integration time optimization and the new proposed receiver structure, have been presented in [25] and included in following up journal paper [26].

The new fundamental bounds for the TDE problem, derived in Chapter 3, as well as the results of the comparison with practical estimators, are part of a journal paper currently in preparation [27].
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Part I

Non-Coherent Signal Demodulation
Introduction

There has been considerable interest in utilizing UWB spread-spectrum communications for military, homeland security, and commercial applications. UWB systems, in particular impulse radio (IR-UWB) systems, involve the transmission of extremely narrow pulses in conjunction with time-hopping (TH) and/or direct-sequence spread-spectrum (DS-SS) techniques to allow multiple user access, and pulse position modulation (PPM) or pulse amplitude modulation (PAM) for data transmission. One of the key peculiarities of UWB technology is related to the possibility of performing high-accuracy TOA estimation, opening the possibility to high-definition network localization in harsh, dense multipath environments. The possibility of enabling, with the same signal, both high-speed communication, even in harsh propagation environments, and high-accuracy TOA estimation, and hence positioning, appears very appealing for context-aware networking.

UWB results very robust also in dense multipath environments, (e.g. indoor), where receivers can effectively take advantage of the large number of resolvable multipath components that arise from extremely large transmission bandwidths. One big issue is how to exploit this inherent system diversity. In fact, as the number of multipath components grows, conventional architectures become increasingly inadequate for capturing all the available multipath energy. Furthermore optimal coherent detection of UWB signals, that is a matched filter based detection, requires complex channel estimation at the receiver to build a local reference. These problems can be alleviated by using non-coherent demodulation techniques.

Usually, the non-coherent definition is referred to receivers working on signal envelope, that is, without knowledge of the signal carrier phase. Non-coherent receivers have a complexity advantage since, exploiting the envelope only information, carrier recovery is avoided. When adopting IR-UWB signals a non-coherent receiver can exploit the envelope of the channel response (CR) in this manner it is completely avoided the recovering of the phase, amplitude, and timing information of each multipath component as required for ideal matched filtering. In fact, the optimum non-coherent receiver consist of a filter matched to received waveform envelope (i.e., working without the phase information), followed by an energy evaluation, or ED. Adopting this approach in the IR-UWB case the optimum non-coherent receiver would require a filter matched to the UWB signal envelope, that is, without knowledge of the signal carrier phase.
It is obvious that this process would destroy the complexity advantage, due to the impossibility of prior knowledge of the CR envelope (as well as low-complexity estimation). Hence practical solutions have been proposed in literature, mainly based of two receiver and signaling structures: the AcR in conjunction with transmitted-reference (TR) signaling; the EDR [60].

TR technique was firstly considered in the early 1960s and involves the transmission of a reference and data signal pair, separated either in time [67] or in frequency [68]. Due to the simplicity of TR-signaling, there is renewed interest in its use for UWB systems, in conjunction with PAM [69, 70, 71, 72, 73, 74], to exploit multipath diversity inherent in the environment without the need of channel estimation and stringent acquisition. Multiple variations of the classical TR-signaling have been recently proposed in order to overcome the main limitation of the traditional scheme where a long wideband analog delay line is required at receiver side [75, 76, 77]. Differently, EDRs are based on the observation of the received signal energy, and are adopted with on-off keying (OOK) modulation or PPM [60].

Chapter 1 and 2 treat these non-coherent demodulation techniques, proposing different methodologies able to enhance the performance, by keeping low the complexity of the demodulation process.

\[12\] It is necessary that this pair of signals experiences the same channel, so either the time separation must be less than the channel coherence time, or the frequency separation must be less than the channel coherence bandwidth.
Chapter 1

Integration Time Optimization in Non-Coherent Receivers

1.1 Motivations

In order to achieve optimal performance in a non-coherent UWB system, the integration time $T$ of the AcR and EDR must be optimized \[78, 60\]. If $T$ is small, part of the useful multipath energy will not be collected. On the other hand, large $T$ may result in noise accumulation where multipath is negligible or absent. In literature various works focused on integration time optimization are present, especially for the TR signaling in conjunction with EDRs. The importance of a proper setting of this parameter is underlined in \[79\] where the problem is addressed as a generalized likelihood hypothesis test for channel delay spread estimation or for the maximization of the effective signal-to-noise ratio (SNR) at the receiver. The major difficulty is due to the fact that the optimum integration time is not equal to the channel excess delay since the last multipath components generally exhibit a high attenuation and a consecutive high noise degradation leading, in this way, to a less significant contribution on the captured energy. For this motivation many works are based on particular assumptions on the channel characteristics: \[80, 81, 82, 83\] study the optimal integration time for different channel models such as IEEE 802.15.3a, Saleh-Valenzuela, and exponential power delay profile (PDP). A different approach is followed in \[84\] where a data-aided technique is presented. Other possibilities to improve performance are modified TR schemes, such as TR pulse cluster system \[85\]. In general available techniques assume a given PDP or channel model, assumptions in general too strong for a system capable of working in a real environment. In fact, in a real indoor environment, there are large variations of delay spread values.
as highlighted in various measurements campaigns [56].

In this chapter, a method for determining the integration time, which does not require any a-priori knowledge on the channel propagation characteristics and SNR, is proposed. The strategy is based on information theoretic criteria (ITC) for model order selection.

The discussion is here focused on the AcR with TR signaling, but can be easily extended to others non-coherent UWB demodulation techniques. Moreover, a more general and robust solution, able of further improving the performance is presented in Chapter 2.

The remainder of the chapter is organized as follows. In Section 1.2, system and channel model used for the results validation are introduced. In Sec. 1.3, the proposed integration time determination scheme is described. Some numerical results are presented in Sec. 1.4 where the bit error probability (BEP) expected for TR systems optimized with this blind approach is presented. Finally, a chapter conclusion is given in Sec. 1.5.

1.2 Signal and Channel Models

1.2.1 Transmitted-Reference Signaling

Focusing on a generic user $k$, the transmitted signal, according with the TR scheme, can be decomposed into a reference signal block $b_t^{(k)}(t)$ and a data modulated signal block $b_d^{(k)}(t)$. The transmitted signal is therefore given by

$$s(t) = \sum_i b_t^{(k)}(t - iN_sT_i) + d_i^{(k)} b_d^{(k)}(t - iN_sT_i)$$

(1.1)

where $T_i$ is the average pulse repetition period, $d_i^{(k)} \in \{-1, 1\}$ is the $i$th data symbol, $N_sT_i$ is the symbol duration (i.e., duration of each block), and $N_s/2$ is the number of transmitted signal pulses in each block. The reference signal and modulated signal blocks, for the conventional TR implementation, can be written as

$$b_t^{(k)}(t) = \sum_{j=0}^{N_s/2-1} \sqrt{E_p} a_j^{(k)} p(t - j2T_i - c_j^{(k)}T_p),$$

$$b_d^{(k)}(t) = \sum_{j=0}^{N_s/2-1} \sqrt{E_p} a_j^{(k)} p(t - j2T_i - c_j^{(k)}T_p - T_i)$$

(1.2)
where \( p(t) \) is a unit energy bandpass signal pulse with duration \( T_p \) and center frequency \( f_c \). The energy of the transmitted pulse is then \( E_p = E_s/N_s \), where \( E_s \) is the symbol energy. Considering binary signaling the symbol energy equals the energy per bit, \( E_b \). In order to allow multiple access and mitigate interference, DS-SS and/or TH spread-spectrum techniques can be used as accounted for in (1.2). In case of DS-SS signaling \( \{ a_j^{(k)} \} \) is the bipolar pseudo-random sequence of the \( k \)-th user. For the TH signaling scheme \( \{ c_j^{(k)} \} \) is the pseudo-random TH sequence related to the \( k \)-th user, where \( c_j^{(k)} \) is an integer in the range \( 0 \leq c_j^{(k)} < N_h \), and \( N_h \) is the maximum allowable integer shift. The duration of the received UWB pulse is \( T_g = T_p + T_d \), where \( T_d \) is the maximum excess delay of the channel. To preclude inter-symbol interference (ISI) and intra-symbol interference (ISI), we assume that \( T_r \geq T_g \) and \( N_h T_p + T_r \leq 2 T_f - T_g \), where \( T_r \) is the time separation between each pair of data and reference pulses.

### 1.2.2 Channel Model

The received signal can be written as:

\[
r(t) = s(t) \otimes h(t) + n(t)
\]  

(1.3)

where \( h(t) \) is the channel impulse response (CIR) and \( n(t) \) is zero-mean, white Gaussian noise with two-sided power spectral density \( N_0/2 \). We consider a linear time-invariant multipath channel with CIR \( h(t) = \sum_{l=1}^{L} \alpha_l \delta(t - \tau_l) \), where \( \delta(\cdot) \) is the Dirac-delta distribution, \( L \) is the number of multipath components, and \( \alpha_l \) and \( \tau_l \) respectively denote the amplitude and delay of the \( l \)-th path.

### 1.2.3 Autocorrelation Receiver Structure

Without loss of generality, we consider now a single user system, therefore we omit the index \( k \) in the rest of the chapter. As shown in Fig. 1.1, the conventional \( \text{ACR} \) first passes the received signal through an ideal band-pass zonal filter \( \text{BPZF} \) with center frequency \( f_c \) to eliminate out-of-band noise. If the bandwidth \( W \) of the \( \text{BPZF} \) is wide enough, signal distortions and consequently ISI and i.s.i. caused by filtering is negligible.

The received signal at the output of the \( \text{BPZF} \) can be written as

\[\text{The notation } \otimes \text{ stands for continuous-time convolution.}\]
\[ \tilde{r}(t) = s(t) \otimes h(t) \otimes h_{ZF}(t) + \tilde{n}(t) \]

\[ = \sum_{i} \sum_{j=0}^{N_{s}^2-1} \sum_{l=1}^{L} \sqrt{E_{p} a_{l} a_{j} p(t - i N_{s} T_{1} - j 2 T_{1} - c_{j}^{(k)} T_{p} - \tau_{l})} \]

\[ + \sqrt{E_{p} a_{l} a_{j} p(t - i N_{s} T_{1} - j 2 T_{1} - c_{j}^{(k)} T_{p} - T_{r} - \tau_{l}) + \tilde{n}(t)} \]

\[ = \tilde{w}(t) + \tilde{n}(t), \quad (1.4) \]

where \( h_{ZF}(t) \) is the impulse response of the BPZF and \( \tilde{n}(t) \) is the filtered thermal noise.

The filtered received signal is then passed through a correlator with integration interval \( T \), as shown in Fig. 1.1. Under the hypothesis of perfect synchronization, considering the detection of the data symbol at \( i = 0 \), the decision statistic for TR signaling is then given by

\[ Z = \sum_{j=0}^{N_{s}^2-1} \int_{j 2 T_{1} + T_{r} + c_{j} T_{p} + T}^{j 2 T_{1} + c_{j} T_{p} + T} \tilde{r}(t) \tilde{r}(t - T_{r}) \, dt. \quad (1.5) \]

In the next section we propose a strategy to determine the optimum integration time \( T \).

### 1.3 Integration Time Determination

The aim of this section is to present a totally blind approach to determine the value of the integration time \( T \) that allows the receiver to approach the best compromise between the useful captured energy and the excessive noise accumulation caused by the reference signal.

Figure 1.2 represents the block diagram of the receiver for the integration time determination. The filtered received signal is firstly passed in an ED to
collect signal energy in a certain time slot (or bin) of duration $T_{ED}$ within the observation interval $T_{ob} \leq T_r$. The ED is composed of a square-law device followed by an integrate-and-dump device whose integration time is $T_{ED}$, thus $N_{bin} = \lfloor T_{ob}/T_{ED} \rfloor$ consecutive energy samples (named energy profiles) are collected.

Suppose now to collect $N_{ob}$ received signal energy profiles assuming that the channel is invariant for the entire acquisition time. The collected energy samples can be arranged in a $N_{ob} \times N_{bin}$ matrix, denoted by $Y$, with elements

$$y_{l,n} = \int_{t_n}^{t_{n+1}} \tilde{r}^2(t) \, dt$$

for $n = 0, \ldots, N_{bin} - 1$ and $l = 0, \ldots, N_{ob} - 1$. Integration intervals $t_n$ are chosen to ensure the alignment of the received pulses, for example considering $N_s = 2$ we have $t_n = c_0 T_p + l T_l + T_r + n T_{ED}$.

The probability density function (p.d.f.) of the random variable (r.v.) (1.6) can be evaluated using the equivalent low-pass (ELP) representation of $\tilde{r}(t)$ and the sampling theorem as presented in [86]. In particular, it is possible to show that (1.6) is a non-central Chi-square distributed r.v. with $\nu = 2WT_{ED}$ degrees of freedom, that is with p.d.f. [86]

$$f(y; \lambda_n, \sigma^2) = \frac{W}{\sigma^2} \left( \frac{y}{\lambda_n} \right)^{\frac{\nu}{2} - 1} \exp \left( -\frac{(y + \lambda_n)}{\sigma^2/W} \right) I_{\frac{\nu}{2} - 1} \left( 2\sqrt{\frac{y \lambda_n}{\sigma^2/W}} \right)$$

with $y \geq 0$, where $\sigma^2 = N_0 W$ represents the noise power, $I_m(\cdot)$ is the $m$-th order modified Bessel function of the first kind, $\lambda_n$ is the non-centrality parameter representing the energy of the noise-free received waveform in $T_{ED}$ given by

Figure 1.2: AcR with proposed integration time estimation.
\[ \lambda_n = \int_{t_n}^{t_{n+1}} \tilde{w}(t)^2 \, dt. \]

(1.8)

In the case that a bin contains only noise, (1.7) reduces to a central Chi-square distribution with p.d.f. given by

\[ f(y; \sigma^2) = \left( \frac{W}{\sigma^2} \right)^{\frac{\nu}{2}} y^{\frac{\nu}{2}-1} \frac{\Gamma\left(\frac{\nu}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)} \exp\left(-\frac{W y}{\sigma^2}\right), \quad y \geq 0 \]

(1.9)

where \( \Gamma(\cdot) \) is the Gamma function.

Received signal energy profiles contained in the matrix \( Y \) are then analyzed to detect the last energy bin that contains an useful amount of energy from which the optimum integration time \( T \) is determined. The algorithm used to decide if significant energy is present in a certain bin is based on ITC typically adopted in model order selection problems [87, 88].

The rationale behind the use of model order selection strategy to find the integration time is the following. We define a family of models to fit observed data. The family of models is chosen in a way that for each model, the number of free adjusted parameters (unknown parameters) is univocally related to the number of signal-plus-noise bins. Model order selection chooses the model that best fit the data, which results in a model with the number of unknown parameters that allows to determine the effective sets of signal-plus-noise bins and noise-only bins, respectively [89]. Once the set of signal-plus-noise bins is known, the integration time can be readily calculated from the index of the last bin in this set.

Having defined a family of models to fit the observed data (in our case represented by a matrix \( X \)) dependent on a certain unknown number \( k \) of parameters, \( \Theta^{(k)} \), a model order selection rule has the purpose of choosing the number \( \hat{k} \) of parameters (in our case the number of bins containing useful energy) that allows to best fit the data.

Formalizing the problem, the ITC chooses as \( \hat{k} \) the value that minimizes the function

\[ \text{ITC}(k) = -2 \ln f \left( X; \hat{\Theta}^{(k)} \right) + L(k) \]

(1.10)

where \( f(\cdot; \cdot) \) is the likelihood of observed data \( X \), \( \hat{\Theta}^{(k)} \) is the vector of the estimated parameters under \( k \)-th model order hypothesis, and \( L(k) \) is a penalty factor associated to the specific model order selection rule as defined later.

---

2Since we assume that the noise variance is not known, one of the free adjusted parameters is the noise variance.
In order to exploit this model order selection strategy for our problem, we proceed with an approach similar to that presented in [89] which can be summarized in the following steps.

1. Starting from the collected energy samples \( Y \) construct the vector \( d \), adopted for unknown parameters estimation, by column averaging
\[
d_n = \sum_{l=0}^{N_{\text{bin}}-1} y_{l,n}, \quad n = 0, \ldots, N_{\text{bin}} - 1.
\]

2. Sort the vector \( d \) in decreasing order obtaining \( z \). We indicate with \( \pi = (\pi_0, \pi_1, \ldots, \pi_{N_{\text{bin}}-1}) \) a vector of permutation indexes, so that \( z_n = d_{\pi_n} \). Then, define the matrix of observed data, \( X \), that contains the columns of \( Y \) re-arranged according to the same ordering, that is, \( x_{l,n} = y_{l,\pi_n} \).

3. In the \( k \)-th model order hypothesis, perform estimation of the parameters vector
\[
\hat{\Theta}^{(k)} = \left( \hat{\lambda}^{(k)}_0, \ldots, \hat{\lambda}^{(k)}_{k-1}, 0, \ldots, 0, \hat{\sigma}_2^{(k)} \right)_{k \text{ bins with energy}}, \quad \hat{\sigma}_2^{(k)}_{\text{noise-only bins}}
\]
where
\[
\hat{\lambda}^{(k)}_n = \left( z_n - \frac{\nu \hat{\sigma}_2^{2(k)}}{2W} \right)^+, \quad n = 0, \ldots, k - 1,
\]
is the non-centrality parameter estimate (i.e., signal energy estimate) of the \( n \)-th ordered bin, and \( \hat{\sigma}_2^{2(k)} \) is the maximum likelihood (ML) estimate of noise power \( \sigma^2 \), that is,
\[
\hat{\sigma}_2^{2(k)} = \frac{1}{T_{ED}} \sum_{q=k}^{N_{\text{bin}}-1} \frac{z_q^2}{N_{\text{bin}} - k}.
\]

4. Evaluate \( \text{ITC}(k) \) for \( k = 1, \ldots, N_{\text{bin}} - 1 \) and take as \( \hat{k} \) the value of \( k \) which minimize (1.10), that is
\[
\hat{k} = \text{argmin}_{k \in \{1, \ldots, N_{\text{bin}}-1\}} \text{ITC}(k)
\]

---

3The operator \((x)^+\) stands for the positive part of \( x \), that is \((x)^+ = \max(0, x)\). Note that the maximum likelihood (ML) estimator of the non-centrality parameter of a Chi-square r.v. cannot be expressed in closed-form. However, in [90] it is shown that (1.13) is a good approximation of the ML estimate when \( \nu > 1 \).
5. Now \( \hat{k} \) is an estimate of the number of bins, in the received signal, containing useful energy. Then, the integration time \( T \) in the [AcR] can be set from the permutation vector \( \pi \) as

\[
T = T_{\text{ED}} \cdot \max_{i=0...k-1} \{ \pi_i \}. \tag{1.16}
\]

The joint p.d.f. of the matrix \( X \) in (1.10) can be calculated considering that the output of the energy detector consists of independent random variables in \( n = 0, \ldots, N_{\text{bin}} - 1 \) and \( l = 0, \ldots, N_{\text{ob}} - 1 \). Therefore we have

\[
-2 \ln f \left( X; \hat{\Theta}^{(k)} \right) = -2 \sum_{l=0}^{N_{\text{ob}}-1} \sum_{n=0}^{N_{\text{bin}}-1} \ln f \left( x_{l,n}; \hat{\Theta}_{n}^{(k)}, \hat{\sigma}^{2}_{n} \right) \tag{1.17}
\]

where \( f(\cdot; \cdot) \) is given by (1.7) for the first \( k \) bins containing the useful signal and by (1.9) for the last \( N_{\text{bin}} - k \) bins containing only noise.

The algorithm assumes that, under the model order hypothesis \( k \), the first \( k \) bins contain useful energy and therefore are represented by (1.7), and the last \( N_{\text{bin}} - k \) bins are noise-only bins so they are represented by (1.9). Then, the model that best fit the data is chosen as the estimate, \( \hat{k} \), of the number of signal-plus-noise bins. The complexity in evaluating (1.17) can be drastically reduced using approximations of the statistical distribution of energy samples, \( y_{l,n} \), without significant performance loss, as shown in [89].

Note that, equation (1.7) returns an indeterminate form in the case the estimated parameter (1.13) is equal to zero. However, the noise power estimation is performed on the bins taken from the ordered vector \( z \), hence \( \hat{\sigma}^{2}_{n} \) is always smaller than, or equal to, the energy of the presumed signal-plus-noise bin, guaranteeing that \( \hat{\lambda}_{n}^{(k)} > 0, n = 0, \ldots, k - 1 \).

As far as the penalty factor \( L(k) \) is concerned, it is related to the number \( k + 1 \) of free adjusted parameters, and the number of observations \( N_{\text{ob}} \). Different penalty factors are proposed in literature depending on their capability to correctly estimate the model order. In this work we considered three penalty factors widely adopted in the literature [87, 88, 91]:

- \( L(k) = 2(k + 1) \) (Akaike information criterion (AIC));
- \( L(k) = (k + 1) \log N_{\text{ob}} \) (Bayesian information criterion (BIC));
- \( L(k) = (k + 1)(\log N_{\text{ob}} + 1) \) (consistent Akaike information criterion (CAIC)).

The performance of a [TR AcR] with integration time estimation based on these penalty factors will be compared in the next section.
1.4 Numerical Results

In this section, numerical results are presented to illustrate the performance of the proposed blind integration time estimation scheme. For BEP analysis we have followed the approach presented in [78] using semi-analytical Monte Carlo simulations with 300 different channel realizations for each channel model analyzed. In particular, we consider a TR-AcR scheme that adopts $N_s = 2$ pulses per information bit; root raised cosine (RRC) pulses with pulse width parameter $T_w = 0.95$ ns, roll-off factor $\nu = 0.6$, center frequency $f_c = 3.95$ GHz, and an ideal BPZF with bandwidth $W = 1/T_w$ centered at frequency $f_c$. Results are given for two different multipath channel models. The first one is a tapped-delay line channel model with an exponential [PDP] with $L = 100$ independent paths spaced apart of $T_p$, each with Nakagami-$m$ distributed amplitudes with parameter $m = 2$, a probability $a = 0.8$ of having a path in a given time slot and a power decay factor $G = 0.09$. The second one is the IEEE 802.15.4a CM4 type (indoor office, NLOS) model [92]. Channel impulse responses have been truncated to $T_g = 100$ ns since, with the parameters specified, after $T_g$ seconds the channel impulse response vanishes and does not provide significant energy. For the ITC algorithms an energy detection time $T_{ED} = 5T_p$, $N_{ob} = 128$ channel observations and $T_{ob} = T_g$ have been adopted.

Figure 1.3 compares the BEP for the AcR with fixed integration time and for the AcR with the proposed blind integration time determination algorithm. In particular the curve in dot-dashed line (− · −) is related to the receiver with fixed integration time which captures all the multipath components (integration time equal to the maximum excess delay $T_d = 100$ ns). The dashed curve (− −) is for the receiver with the channel ensemble optimum integration time: this one has been found a-posteriori for the considered channel model as the value that minimize the BEP for each SNR. The continuous curves (−) in the same figure represent the performance of the proposed blind integration time estimation scheme, where for each channel realization, the integration time is determined by the receiver observing $N_{ob}$ energy profiles. The results obtained show that AIC tends to overestimate the useful channel length resulting in noise accumulation that produces performance comparable to that of the fixed (maximum) integration time. Better results are given by the BIC, while CAIC determines the best integration time for the AcR receiver. Despite the proposed algorithm is completely blind, the performance of CAIC is coincident to that with the channel ensemble optimum integration time.

\[\text{See (3.63) for the definition.}\]
Figure 1.3: BEP for the TR AcR as a function of the SNR for exponential PDP channel model, considering different strategies for the integration time determination.

Figure 1.4: BEP for the TR AcR as a function of the SNR for IEEE 802.15.4a CM4 channel model, considering different strategies for the integration time determination.
Figure 1.4 shows the performance of the same system for the IEEE 802.15.4a CM4 channel model. The behavior of the TR-AcR with various integration time determination are essentially the same as in Fig. 1.3. Note that here, the performance obtained with CAIC are in some cases slightly better than the channel ensemble optimum integration time: this is due to the fact that the channel ensemble optimum integration time is an average value determined \emph{a-posteriori} for the given channel model while the ITC algorithm estimates the optimal integration time $T$ for each channel realization.

In both cases it is possible to see that the integration time determined with the proposed algorithm can give about 2 dB gain at $10^{-4}$ BEP over the fixed integration time equal to the channel maximum excess delay. Higher gains for the proposed scheme are expected in real environments where the channel delay spread can exhibits significant variations.

\section*{1.5 Conclusion}

In this chapter, a blind algorithm for the integration time determination in TR-AcR has been proposed. The algorithm is based on information theoretic criteria for model order selection, and is able to find the portion of the received signal that contains useful energy minimizing the collection of noise energy. The algorithm analyzes the energy profile of the received signal and identifies the appropriate integration time without the need of any additional hypothesis on the channel statistics, noise power, and SNR. Simulation results show that the proposed blind algorithm provides at least the same performance as that achievable by the channel ensemble optimum integration time which is determined \emph{a-posteriori} having specified a channel model. The proposed approach requires, in general, synchronization at the receiver side, and presents good performance in dense multipath channels. When the CIR includes clustered multipath, an important improvement can be achieved with the novel solution presented in Chapter 2.
Chapter 2

Stop-and-Go Receivers

2.1 Motivations

In Chapter 1 it has been shown how the integration time $T$ plays a fundamental role on the performance achievable by non-coherent UWB demodulation schemes, as well known from the literature [25, 82, 79, 81, 83, 84, 93]. However, when the channel PDP involves multipath clusters, the collection of excessive noise is unavoidable regardless of the choice of $T$ since a certain amount of the integrated signal is composed of noise only. In order to enhance the effective SNR of non-coherent receivers, different weighting strategies have been proposed for both ACRs and EDRs [94, 95, 96, 97, 98, 99], based on assigning small weights to those portions of the received signal containing a small amount of multipath energy. The main drawback of these techniques is the need of a-priori channel knowledge or a potentially complex weights selection procedure that requires parameters estimation and functions minimization at the receiver.

In this chapter, a low complexity strategy, based on the work [100] and capable of alleviating excessive noise accumulation, for non-coherent UWB demodulation is introduced. The proposed stop-and-go (SaG) scheme allows the ACR and the EDR to stop integrating whenever there is no significant signal energy present in the channel output. The main advantages of the proposed scheme over conventional ACR and EDR are:

- The maximum integration time $T$ can be kept as large as possible (e.g., equal to the maximum expected channel excess delay) without noise penalty;
- No a-priori channel information is required to optimize the performance;
• Better performance than conventional TR-AcR and EDR, even when adopting integration time optimization, in the presence of clustered multipath.

The analysis is here carried out considering the classical TR-binary pulse amplitude modulation (BPAM) implementation with the reference and data pulses separated in time domain when adopting the AcR and binary pulse position modulation (BPPM) when adopting the EDR; however the proposed scheme can be applied to different non-coherent UWB demodulators and different signaling formats such as code-multiplexed TR [76], OOK-EDR or M-PPM-EDR [60].

The remainder of the chapter is organized as follows. In Sec. 2.2, the system and the channel model are introduced. In Sec. 2.3, the proposed scheme is described. In Sec. 2.4, performance in terms of BEP for both AcR with TR BPAM and EDR with BPPM are analyzed. The sampling expansion approach originally proposed in [101] is adopted to analyze the SaG receiver schemes. In particular a semi-analytical method to evaluate the BEP of the SaG exploitable for any kind of multipath channel is derived. Section 2.5 shows different strategies to optimize the performance of the proposed SaG receivers. Numerical results are presented in Sec. 2.6 to show the performance gain of the SaG receivers in comparison with a classical AcR or EDR. Finally, a conclusion is given in Sec. 2.7.

2.2 Signal and Channel Model

2.2.1 TR-BPAM

In TR-BPAM signaling, the transmitted signal for a generic user can be decomposed into a reference signal block $b_r(t)$ and a data modulated signal block $b_d(t)$. The band-pass transmitted signal is given by

$$s_{TR}(t) = \sum_i b_r(t - iT_s) + d_i b_d(t - iT_s)$$  \hspace{1cm} (2.1)$$

where $T_s = N_s T_f^{TR}$ is the symbol time, with $T_f^{TR}$ the average pulse repetition period, $d_i \in \{-1, 1\}$ the $i$th data symbol, and where $N_s/2$ is the number of transmitted signal pulses in each block [69, 102, 70]. The reference signal

\footnote{Without loss of generality we focus on a single user system to simplify the mathematical notation.}
and the modulated signal blocks can be written as

$$b_r(t) = \sum_{j=0}^{\frac{N_s}{2}-1} \sqrt{E_p^{TR}} a_j p(t - j2T_r^{TR} - c_j T_p) ,$$

$$b_d(t) = \sum_{j=0}^{\frac{N_s}{2}-1} \sqrt{E_p^{TR}} a_j p(t - j2T_r^{TR} - c_j T_p - T_r)$$  (2.2)

where \(p(t)\) is the normalized band-pass signal pulse with duration \(T_p\), center frequency \(f_c\) and unit energy. The energy of the transmitted pulse is then \(E_p^{TR} = E_s^{TR}/N_s\), where \(E_s^{TR}\) is the symbol energy associated with TR signaling. In the case of binary signaling that we are considering, the symbol energy equals the energy per bit, \(E_b\). Note that the transmitted energy is equally allocated among \(N_s/2\) reference pulses and \(N_s/2\) modulated pulses. To enhance the robustness of TR systems against interference and to allow multiple access, DS-SS and/or TH spread-spectrum techniques can be used as shown in (2.2). In case of DS-SS signaling \(\{a_j\}\) is the bipolar pseudo-random sequence of the user. For the TH signaling \(\{c_j\}\) is the pseudo-random TH sequence related to the user, where \(c_j\) is an integer in the range \(0 \leq c_j < N_h\), and \(N_h\) is the maximum allowable integer shift. The duration of the received UWB pulse is \(T_g = T_p + T_d\), where \(T_d\) is the maximum excess delay of the channel. To preclude ISI and ISIs, we assume that \(T_r \geq T_g\) and \(N_h T_p + T_r \leq 2T_r^{TR} - T_g\), where \(T_r\) is the time separation between each pair of data and reference pulses. We consider perfect synchronization at the receiver side although, as shown later, the proposed receiver is more robust to synchronization errors with respect to conventional TR.

### 2.2.2 BPPM

In this case, the transmitted signal can be expressed as

$$s_{BPPM}(t) = \sum_i \left[ \left( \frac{1 + d_i}{2} \right) b_1(t - iT_s) + \left( \frac{1 - d_i}{2} \right) b_2(t - iT_s) \right]$$  (2.3)

where \(d_i \in \{-1, 1\}\) is the \(i\)th data symbol, \(T_s = \frac{N_s}{2} T_i^{ED}\) is the symbol duration with \(N_s\) and \(T_i^{ED}\) denoting the number of pulses per symbol and the average

---

Note that other combinations of data and reference pulses are also possible. For simplicity, and without loss of generality, we have adopted the conventional TR signaling, in which the number of reference and data pulses are equal.

The sensitivity analysis to synchronization errors, however, is beyond the scope of this work. See, e.g., [103, 104].

---

2Note that other combinations of data and reference pulses are also possible. For simplicity, and without loss of generality, we have adopted the conventional TR signaling, in which the number of reference and data pulses are equal.

3The sensitivity analysis to synchronization errors, however, is beyond the scope of this work. See, e.g., [103, 104].
pulse repetition period, respectively \[73\]. The transmitted signal for \(d_i = +1\) and \(d_i = -1\) can be written, respectively, as

\[
b_1(t) = \sum_{j=0}^{N_s} \sqrt{E_p} a_j P(t - jT_{1} - c_j T_p),
\]
\[
b_2(t) = \sum_{j=0}^{N_s} \sqrt{E_p} a_j P(t - jT_{1} - c_j T_p - \Delta)
\]

where \(\Delta\) is the time shift between two different data symbols and the other terms are defined as in (2.2). The energy of the transmitted pulse is \(E_p = 2E_s/ N_s\), where \(E_s\) is the symbol energy. Note that, adopting the position modulation, the transmitted energy is allocated among \(N_s/2\) modulated pulses. To preclude ISI and ISI we assume \(\Delta > T_g\) and \(N_h T_p + \Delta \leq T_{1} - T_g\).

### 2.2.3 Channel Model

The received signal can be written as \(r_{TR}(t) = s_{TR}(t) \otimes h(t) + n(t)\) and \(r_{BPPM}(t) = s_{BPPM}(t) \otimes h(t) + n(t)\) for TR-BPAM and for BPPM, respectively, where \(h(t)\) is the CIR and \(n(t)\) is zero-mean, additive white Gaussian noise (AWGN) with two-sided power spectral density (PSD) \(N_0/2\). We consider the linear time-invariant channel model which CIR can be written as \(h(t) = \sum_{l=1}^{L} \alpha_l \delta(t - \tau_l)\) where \(\delta(\cdot)\) is the Dirac-delta function, \(L\) is the number of multipath components, and \(\alpha_l\) and \(\tau_l\) denote the amplitude and delay of the \(l\)th path, respectively \[57\].

### 2.3 Stop-and-Go Receivers

#### 2.3.1 Conventional AcR

As shown in Fig. 2.1a, the conventional AcR first passes the received signal through an ideal band-pass filter with center frequency \(f_c\) to eliminate out-of-band noise. If the bandwidth \(W\) of the filter is wide enough, then the signal passes through undistorted, so ISI and ISI caused by filtering is negligible. The received signal at the output of the band-pass filter is denoted by

\[
\tilde{r}_{TR}(t) = \sum_{i} \tilde{b}_i(t - iT_s) + d_i \tilde{b}_d(t - iT_s) + \tilde{n}(t)
\]

We set \(T_{1}^{TR} = T_{1}^{ED}/2\) so that the two signaling scheme present the same symbol duration.
where $\tilde{b}_r(t) = b_r(t) \otimes h(t) \otimes hZF(t)$ and $\tilde{b}_d(t) = b_d(t) \otimes h(t) \otimes hZF(t)$, $hZF(t)$ is the filter impulse response, and the term $\tilde{n}(t)$ is a zero-mean, Gaussian random process with autocorrelation function $R_{\tilde{n}}(\tau) = WN_0 \text{sinc}(W\tau) \cos(2\pi f_c \tau)$, with $\text{sinc}(x) = \sin(\pi x)/((\pi x))$. Note that, when $|\tau|$ is a multiple of $1/W$, noise samples are statistically independent, and when $|\tau| \gg 1/W$, that is, $|\tau| \geq T_g$, noise samples can be reasonably considered as statistically independent. The filtered received signal is passed through a correlator with integration interval $T$, as shown in Fig. 2.1a. The incoming signal is correlated with a delayed version of the reference signal, thus collecting the received signal energy. The integration interval $T$ determines the number of multipath components (or equivalently, the amount of energy) captured by the receiver, as well as the amount of noise energy accumulated. Hence, for the conventional TR signaling, $T_p \leq T \leq T_g$.

Focusing on the data symbol at $i=0$, the decision statistic generated at the AcR is then given by

$$Z_{TR} = \sum_{j=0}^{N-1} \int_{j2T_i^{TR}+T_r+c_jT_p+T}^{j2T_i^{TR}+T_r+c_jT_p+T} \tilde{r}_{TR}(t) \tilde{r}_{TR}(t - T_r) dt.$$  \hspace{1cm} (2.6)
2.3.2 Conventional EDR

As shown in Fig. 2.11, similarly to the AcR, the conventional EDR first passes the received signal through an ideal band-pass filter with center frequency $f_c$ to eliminate out-of-band noise. The received signal at the output of the band-pass filter can be written as

$$\tilde{r}_{BPPM}(t) = \sum_i \left[ \frac{1 + d_i}{2} \tilde{b}_1(t - iT_s) + \frac{1 - d_i}{2} \tilde{b}_2(t - iT_s) \right] + \tilde{n}(t) \quad (2.7)$$

where $\tilde{b}_1(t) = b_1(t) \otimes h(t) \otimes h_{ZF}(t)$ and $\tilde{b}_2(t) = b_2(t) \otimes h(t) \otimes h_{ZF}(t)$, and the other terms are defined as in (2.5). The filtered received signal is passed through a couple of EDs, with integration interval $T$, that measure the energy in two different time windows separated of $\Delta$. As for the AcR, the integration interval $T$ determines the number of multipath components captured by the receiver, as well as the amount of noise energy accumulated.

Focusing on the data symbol at $i = 0$, the decision statistic generated at
the EDR is then given by

\[
Z_{\text{ED}} = \frac{1}{N_s^2 - 1} \sum_{j=0}^{N_s-1} \int_{T_{j}^{E} + c_j T_p + T}^{T_{j+1}^{E} + c_j T_p + T} (\tilde{r}_{\text{BPPM}}(t))^2 \, dt
\]

\[
- \frac{1}{N_s^2 - 1} \sum_{j=0}^{N_s-1} \int_{T_{j}^{E} + c_j T_p + T + \Delta}^{T_{j+1}^{E} + c_j T_p + T + \Delta} (\tilde{r}_{\text{BPPM}}(t))^2 \, dt.
\]

(2.8)

### 2.3.3 SaG Receivers

As described earlier, the integration interval \( T \) of the conventional AcR and EDR must be suitably designed to avoid excessive noise energy accumulation, while capturing the maximum energy from the desired signal. However, in the presence of clustered multipaths [105], an optimal choice of \( T \) may still lead to excessive noise energy accumulation due to time gaps (inter-cluster intervals) in the received signal that do not contain useful energy. To alleviate this problem, we propose the SaG-AcR shown in Fig. 2.2a and the SaG-EDR shown in Fig. 2.2b. The proposed SaG receivers include a decision device (DEC) composed of an ED (see Fig. 2.3) to detect which portions of the received signal contain useful energy. In particular, the idea is to decompose the integration interval into \( N_{\text{bin}} \) short time slots (or bins) of duration \( T_{\text{ED}} = T / N_{\text{bin}} \), and to select among them only those which contain significant energy from the desired signal. When no significant signal energy is detected in a given bin, that bin is not used by the correlator in the SaG-AcR or not integrated in the SaG-EDR, preventing noise energy accumulation.

The ED adopted for the decision regarding the bins to be integrated operates on the delay path in the case of AcR or in one of the two branches of the EDR when a training sequence is transmitted.\(^5\) We denote the energy

\[^5\text{In case of BPPM the receiver needs to operate in the specific time window where the signal is effectively present, so the presence of a training sequence is assumed. Moreover,}]
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samples at the output of the ED resulting from the \( j \)th received pulse with

\[
E_{j,n} = \int_{t_{TR,n}^{TR} - 1}^{t_{TR,n}^{TR}} \tilde{r}^2_{TR}(t - T_r) \, dt, \quad n = 1, 2, \ldots, N_{\text{bin}}
\]  
(2.9)

for the SaG-AcR with \( t_{TR,n}^{TR} = j2T_f^{TR} + c_jT_p + T_r + nT_{ED} \). In the case of SaG-EDR we consider that the energy samples adopted for the demodulation of the \( j \)th received pulse are collected on the previous data symbol that we suppose part of the known training sequence, that is

\[
E_{j,n} = \int_{t_{ED,n}^{ED} - 1}^{t_{ED,n}^{ED}} \tilde{r}^2_{BPPM}(t - T_s) \, dt, \quad n = 1, 2, \ldots, N_{\text{bin}}
\]  
(2.10)

with \( t_{ED,n}^{ED} = jT_{ED}^{ED} + c_jT_p + nT_{ED} \).

The energy samples \( E_{j,n} \) are then used to select the desired bins through the variable \( u_{j,n} \) which represents the state of the switch in the \( n \)th bin of the \( j \)th pulse. Such a variable is generated by the bin selection strategy as described in Section 2.5. Note that for the generic received pulse \( j \), \( N_{\text{bin}} \) binary decisions \( u_{j,1}, \ldots, u_{j,N_{\text{bin}}} \) are produced by the decision device. For notational convenience, in the following we will use the continuous-time switch signal \( u_j(t) \) that commands the switching at the \( j \)th pulse defined as

\[
u_j^{TR}(t) = \sum_{n=1}^{N_{\text{bin}}} u_{j,n} \text{rect} \left( \frac{t - t_{n-1}^{TR} - T_{ED}/2}{T_{ED}} \right)
\]  
(2.11)

for the SaG-AcR and

\[
u_j^{ED}(t) = \sum_{n=1}^{N_{\text{bin}}} u_{j,n} \text{rect} \left( \frac{t - t_{n-1}^{ED} - T_{ED}/2}{T_{ED}} \right) + \sum_{n=1}^{N_{\text{bin}}} u_{j,n} \text{rect} \left( \frac{t - t_{n-1}^{ED} - \Delta - T_{ED}/2}{T_{ED}} \right)
\]  
(2.12)

for the SaG-EDR, where \( \text{rect}(t/T_{ED}) \) is a unit-amplitude rectangular pulse with duration \( T_{ED} \) centered at the origin. The parameter \( T_{ED} \) determines the ability to separate time intervals containing paths from those containing noise only. Small \( T_{ED} \) results in high temporal resolution but larger \( N_{\text{bin}} \); hence, a trade-off between receiver performance and complexity is expected.

\^\text{after a first phase, it is possible to operate with a decision-feedback approach, similarly to what presented in [95].}

\^\text{Without loss of generality we considerer a training sequence of all +1 so that the channel response is concentrated in the first part each pulse repetition period is divided in.}
Note that with the SaG strategy the maximum integration time $T$ can be kept as large as possible (e.g., equal to the maximum expected channel excess delay) without noise penalty; moreover, in case of imperfect synchronization, noise-only bins preceding the signal TOA do not produce further penalty since they are discarded by the switch driven by the decision device.

### 2.4 Performance Evaluation

#### 2.4.1 SaG-AcR

Considering the presence of the switching signal $u_{j}^{TR}(t)$, the decision variable $Z_{TR}$ in (2.6) can be rewritten as

$$Z_{TR} = \frac{N_s}{2} - \sum_{j=0}^{N_s-1} \int_{0}^{T} \tilde{u}_{j}^{TR}(t) \left( \tilde{b}_{j}(t + j2T_{l}^{TR} + c_{j}T_{p}) + \tilde{n}(t + j2T_{l}^{TR} + c_{j}T_{p}) \right)$$

(2.13)

$$\times \left( d_{0}\tilde{b}_{j}(t + j2T_{l}^{TR} + c_{j}T_{p} + T_{i}) + \tilde{n}(t + j2T_{l}^{TR} + c_{j}T_{p} + T_{i}) \right) \, dt$$

where $\tilde{u}_{j}^{TR}(t) = u^{TR}(t + j2T_{l}^{TR} + c_{j}T_{p} + T_{i})$. Note that if the symbol duration is less than the channel coherence time, all pairs of separated pulses will experience the same channel condition, implying that $\tilde{b}_{j}(t + j2T_{l}^{TR} + c_{j}T_{p}) = \tilde{b}_{j}(t + j2T_{l}^{TR} + c_{j}T_{p} + T_{i})$ for all $t \in [0, T]$. Therefore, we can significantly simplify the expression in (2.13) as follows:

$$Z_{TR} = \frac{N_s}{2} - \sum_{j=0}^{N_s-1} \int_{0}^{T} \tilde{u}_{j}^{TR}(t)(w_{j}(t) + \eta_{1,j}(t))(d_{0}w_{j}(t) + \eta_{2,j}(t)) \, dt = \sum_{j=0}^{N_s-1} V_{j}$$

(2.14)

where $w_{j}(t) \triangleq \tilde{b}_{j}(t + j2T_{l}^{TR} + c_{j}T_{p})$, $\eta_{1,j}(t) \triangleq \tilde{n}(t + j2T_{l}^{TR} + c_{j}T_{p})$ and $\eta_{2,j}(t) \triangleq \tilde{n}(t + j2T_{l}^{TR} + c_{j}T_{p} + T_{i})$ defined over the interval $[0, T]$. With the position made on the $T_{i}$ value to avoid ISI and IIS, the noise samples are then spaced by $T_{r} > T_{g}$ so they can be considered as independent, regardless of $c_{j}$.

We further observe that $V_{j}$ represents the integrator output corresponding to the $j$th received modulated pulse.

Since the received signal is a real band-pass signal of bandwidth $W$, it can be sampled at a frequency greater than or equal to $2W$ [36]. Sampling

\[7\] Hence, no further assumption on $c_{j}$ is required in our analysis.
the received signal at rate $2W$ in the interval $[0, T]$ is then represented by $2WT$ real samples. Following this approach, we can represent $V_j$ as

$$V_j = \frac{1}{2W} \sum_{m=1}^{2WT} \tilde{u}^\text{TR}_j \left( \frac{m}{2W} \right) \cdot \left( d_0 w_{j,m}^2 + w_{j,m} \eta_{2,j,m} + d_0 w_{j,m} \eta_{1,j,m} + \eta_{1,j,m} \eta_{2,j,m} \right)$$

(2.15)

where the $m$th samples in the interval $[0, T]$ of $w_j(t)$, $\eta_{1,j}(t)$ and $\eta_{2,j}(t)$ in (2.14) are respectively denoted as $w_{j,m}$, $\eta_{1,j,m}$ and $\eta_{2,j,m}$. We can now express (2.15) conditioned on $d_0$ and $a_j = +1$ in the form of a summation of squares

$$V_{j,d_0=+1} = \sum_{m=1}^{2WT} \tilde{u}^\text{TR}_j \left( \frac{m}{2W} \right) \left[ \left( \frac{1}{\sqrt{2W}} w_{j,m} + \beta_{1,j,m} \right)^2 - \beta^2_{2,j,m} \right],$$

$$V_{j,d_0=-1} = \sum_{m=1}^{2WT} \tilde{u}^\text{TR}_j \left( \frac{m}{2W} \right) \left[ -\left( \frac{1}{\sqrt{2W}} w_{j,m} - \beta_{2,j,m} \right)^2 + \beta^2_{1,j,m} \right],$$

(2.16)

where $\beta_{1,j,m} = \frac{1}{2\sqrt{W}} (\eta_{2,j,m} + \eta_{1,j,m})$ and $\beta_{2,j,m} = \frac{1}{2\sqrt{W}} (\eta_{2,j,m} - \eta_{1,j,m})$ are statistically independent Gaussian r.v.s with variance $N_0/4$. Due to the statistical symmetry in (2.16) of $V_j$ with respect to $d_0$ and $\{a_j\}$, we simply need to calculate the BEP conditioned on $d_0 = +1$ and $a_j = +1$. For notational simplicity, we define the normalized r.v.s $Y_{\text{TR},1}$, $Y_{\text{TR},2}$, $Y_{\text{TR},3}$, and $Y_{\text{TR},4}$ as

$$Y_{\text{TR},1} = \frac{2}{N_0} \sum_{j=0}^{N} \sum_{m=1}^{\frac{1}{2WT}} \tilde{u}^\text{TR}_j \left( \frac{m}{2W} \right) \cdot \left( \frac{1}{\sqrt{2W}} w_{j,m} + \beta_{1,j,m} \right)^2,$$

$$Y_{\text{TR},2} = \frac{2}{N_0} \sum_{j=0}^{N} \sum_{m=1}^{\frac{1}{2WT}} \tilde{u}^\text{TR}_j \left( \frac{m}{2W} \right) \cdot \beta^2_{2,j,m};$$

$$Y_{\text{TR},3} = \frac{2}{N_0} \sum_{j=0}^{N} \sum_{m=1}^{\frac{1}{2WT}} \tilde{u}^\text{TR}_j \left( \frac{m}{2W} \right) \cdot \left( \frac{1}{\sqrt{2W}} w_{j,m} - \beta_{2,j,m} \right)^2,$$

$$Y_{\text{TR},4} = \frac{2}{N_0} \sum_{j=0}^{N} \sum_{m=1}^{\frac{1}{2WT}} \tilde{u}^\text{TR}_j \left( \frac{m}{2W} \right) \cdot \beta^2_{1,j,m}.$$

(2.17)

Notice that in the summation, $\tilde{u}^\text{TR}_j \left( \frac{m}{2W} \right) \in \{0, 1\}$ and accounts for the inclusion of the $m$th sample resulting from the DD decision. It is thus convenient for convenience it is assumed that $2WT$ is an integer.
to define

\[
N_u^{TR} = \sum_{j=0}^{N_u-1} \sum_{m=1}^{2WT} \tilde{u}_j^{TR} \left( \frac{m}{2W} \right) \leq N_u WT
\]  

(2.18)

as the total number of signal samples accumulated during \(T\), related to a symbol.

Conditioned on the channel, \(Y_{TR,1}\) and \(Y_{TR,3}\) are non-central Chi-square r.v.s with \(N_u^{TR}\) degrees of freedom, whereas \(Y_{TR,2}\) and \(Y_{TR,4}\) are central Chi-square r.v.s with the same degrees of freedom as \(Y_{TR,1}\) and \(Y_{TR,3}\). Both \(Y_{TR,1}\) and \(Y_{TR,3}\) have the same non-centrality parameter \(2 \gamma_{TR}\), where

\[
\gamma_{TR} = \frac{1}{N_0} \sum_{j=0}^{N_u-1} \sum_{n=1}^{N_{bin}} u_{j,n} \lambda_{j,n}^{TR}
\]

(2.20)

which, according to (2.11), can be rewritten as

\[
\gamma_{TR} = \frac{1}{N_0} \sum_{j=0}^{N_u-1} \sum_{n=1}^{N_{bin}} u_{j,n} \lambda_{j,n}^{TR}
\]

(2.20)

where

\[
\lambda_{j,n}^{TR} = \int_{nT_{ED}}^{(n+1)T_{ED}} w_j^2(t) \, dt, \quad n = 1, 2, \ldots, N_{bin}
\]

(2.21)

represents the energy of the noise-free received waveform in the \(n\)th bin. Also, (2.20) suggests that the non-centrality parameter is proportional to the accumulated energy from selected bins (where selection is operated by \(u_{j,n}\)) of the \(N_u/2\) received modulated pulses that form a symbol. More precisely, the parameter \(\gamma_{TR}\) represents the instantaneous SNR obtained by accumulating the energy from a fraction of the received signal bins, hence named accumulated signal-to-noise ratio (ASNR). In fact, \(\gamma_{TR}\) is in general different from the SNR measured at the input of the AFCR due to the possible suppression of certain paths by the bin selection strategy.

The p.d.f.s of \(Y_{TR,1}\), conditioned on \(\gamma_{TR}\), and \(Y_{TR,2}\) are then given by \(f_{Y_{TR,1}}(y_{1} | \gamma_{TR}) = f_{NC}(y_{1}, 2 \gamma_{TR}, N_u^{TR}/2)\) and \(f_{Y_{TR,2}}(y_{2}) = f_{C}(y_{2}, N_u^{TR}/2)\) where

\[
f_{NC}(y, \mu, \nu) = e^{-(y+\mu)} \left( \frac{y}{\mu} \right)^{\nu-1} I_{\nu-1}(2\sqrt{y\mu}), \quad y \geq 0,
\]

(2.22)

\[
f_{C}(y, \nu) = \frac{y^{\nu-1}}{\Gamma(\nu)} e^{-y}, \quad y \geq 0
\]

(2.23)
with \( I_\nu(\cdot) \) the \( \nu \)th order modified Bessel function of the first kind [106, ch. 9, p. 374] and \( \Gamma(\cdot) \) the Gamma function [106, ch. 6, p. 255].

Using the approach presented in [72, 102], the **BEP** of \( T_R \) signaling with \( \text{SaG}_{-}\text{AcR} \) conditioned on the single \( \text{CIR} \) realization and the decisions \( u_{j,n} \) is given by \( P \{ Y_{TR,1} < Y_{TR,2} | d_0 = +1 \} \). Thus, after some mathematical derivations, the **BEP** can be expressed in the closed-form \( P_e(\gamma, N_a) \), where\(^9\)

\[
P_e(\gamma, N_a) = e^{-\gamma} \sum_{i=0}^{N_a-1} \frac{\gamma^i}{i!} \sum_{k=i}^{N_a-1} \frac{1}{2^k (k-i)! (N_a/2 + i - 1)!}.
\]  

(2.24)

### 2.4.2 \text{SaG-EDR}

Considering the presence of the switching signal \( u_{j}^{ED}(t) \), the decision variable \( Z_{ED} \) in (2.8) can be rewritten as \([73, 104]\)

\[
Z_{ED} = \sum_{j=0}^{N_v-1} \int_0^T \tilde{u}_{j}^{ED}(t) \left( \frac{1+d_0}{2} b_1(t+jT_l^{ED}+c_jT_p) + \bar{n}(t+jT_l^{ED}+c_jT_p) \right)^2 \, dt
\]

\[
- \sum_{j=0}^{N_v-1} \int_0^T \tilde{u}_{j}^{ED}(t) \left( \frac{1-d_0}{2} b_2(t+jT_l^{ED}+c_jT_p+\Delta) + \bar{n}(t+jT_l^{ED}+c_jT_p+\Delta) \right)^2 \, dt
\]

(2.25)

where \( \tilde{u}_{j}^{ED}(t) = u_{j}^{ED}(t+jT_l^{ED}+c_jT_p) \). We can now rewrite (2.25) as follows:

\[
Z_{ED} = \sum_{j=0}^{N_v-1} \int_0^T \tilde{u}_{j}^{ED}(t) \left( \frac{1+d_0}{2} w_{1,j}(t) + \eta_{1,j}(t) \right)^2 \, dt
\]

\[
- \sum_{j=0}^{N_v-1} \int_0^T \tilde{u}_{j}^{ED}(t) \left( \frac{1-d_0}{2} w_{2,j}(t) + \eta_{2,j}(t) \right)^2 \, dt = \sum_{j=0}^{N_v-1} V_{j,1} - \sum_{j=0}^{N_v-1} V_{j,2}
\]

(2.26)

where \( w_{1,j}(t) \triangleq \tilde{b}_1(t+jT_l^{ED}+c_jT_p) \), \( w_{2,j}(t) \triangleq \tilde{b}_2(t+jT_l^{ED}+c_jT_p+\Delta) \), \( \eta_{1,j}(t) \triangleq \bar{n}(t+jT_l^{ED}+c_jT_p+\Delta) \) and \( \eta_{2,j}(t) \triangleq \bar{n}(t+jT_l^{ED}+c_jT_p+\Delta) \) defined over the interval \([0, T]\).

\(^9\)See also Appendix 3.D for the derivation.

\(^{10}\)Note that \( (u_{j}^{ED}(t))^2 = u_{j}^{ED}(t) \) and \( \tilde{u}_{j}^{ED}(t+\Delta) = \tilde{u}_{j}^{ED}(t) \) for \( t \in [0, T] \).
Following the approach adopted for the SaG-AcR, we can exploit the sampling expansion representing $V_{j,1}$ and $V_{j,2}$ as

$$V_{j,1} = \frac{1}{2W} \sum_{m=1}^{2WT} \tilde{u}^{ED}_{j} (\frac{m}{2W}) \cdot \left( \frac{1 + d_0}{2} w_{1,j,m} + \eta_{1,j,m} \right)^2,$$

$$V_{j,2} = \frac{1}{2W} \sum_{m=1}^{2WT} \tilde{u}^{ED}_{j} (\frac{m}{2W}) \cdot \left( \frac{1 - d_0}{2} w_{2,j,m} + \eta_{2,j,m} \right)^2$$

(2.27)

where the $m$th samples in the interval $[0,T]$ of $w_{1,j}(t)$, $w_{2,j}(t)$, $\eta_{1,j}(t)$ and $\eta_{2,j}(t)$ in (2.26) are respectively denoted as $w_{1,j,m}$, $w_{2,j,m}$, $\eta_{1,j,m}$ and $\eta_{2,j,m}$. For mathematical convenience, we define the normalized r.v.s $Y_{ED,1}$, $Y_{ED,2}$, $Y_{ED,3}$, and $Y_{ED,4}$ as

$$Y_{ED,1} = \frac{1}{N_0} \sum_{j=0}^{N_0} V_{j,1|d_0=+1} = \frac{1}{N_0} \sum_{j=0}^{N_0} \sum_{m=1}^{2WT} \tilde{u}^{ED}_{j} (\frac{m}{2W}) \cdot \left( \frac{1 + d_0}{2} w_{1,j,m} + \eta_{1,j,m} \right)^2 \cdot \frac{2W}{2W},$$

$$Y_{ED,2} = \frac{1}{N_0} \sum_{j=0}^{N_0} V_{j,2|d_0=+1} = \frac{1}{N_0} \sum_{j=0}^{N_0} \sum_{m=1}^{2WT} \tilde{u}^{ED}_{j} (\frac{m}{2W}) \cdot \frac{2W}{2W},$$

$$Y_{ED,3} = \frac{1}{N_0} \sum_{j=0}^{N_0} V_{j,1|d_0=-1} = \frac{1}{N_0} \sum_{j=0}^{N_0} \sum_{m=1}^{2WT} \tilde{u}^{ED}_{j} (\frac{m}{2W}) \cdot \frac{2W}{2W},$$

$$Y_{ED,4} = \frac{1}{N_0} \sum_{j=0}^{N_0} V_{j,2|d_0=-1} = \frac{1}{N_0} \sum_{j=0}^{N_0} \sum_{m=1}^{2WT} \tilde{u}^{ED}_{j} (\frac{m}{2W}) \cdot \frac{2W}{2W},$$

(2.28)

Again, in the summation, $\tilde{u}^{ED}_{j} (\frac{m}{2W}) \in \{0, 1\}$ and accounts for the inclusion of the $m$th sample resulting from the ED decision. It is thus convenient to define

$$N_u^{ED} = \sum_{j=0}^{N_0} \sum_{m=1}^{2WT} \tilde{u}^{ED}_{j} (\frac{m}{2W}) \leq N_0 WT$$

(2.29)

as the total number of signal samples accumulated during $T$, related to a symbol.

Conditioned on the channel, $Y_{ED,1}$ and $Y_{ED,4}$ are non-central Chi-square r.v.s with $N_u^{ED}$ degrees of freedom, whereas $Y_{ED,2}$ and $Y_{ED,3}$ are central Chi-square r.v.s with the same degrees of freedom as $Y_{ED,1}$ and $Y_{ED,4}$. Since, given the channel $h(t)$, $w_{1,j}(t) = w_{2,j}(t) = w_j(t)$ (i.e., $w_{1,j,m} = w_{2,j,m} = w_{j,m}$), both
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\( Y_{\text{ED},1} \) and \( Y_{\text{ED},4} \) have the same non-centrality parameter \( 2\gamma_{\text{ED}} \), where

\[
\gamma_{\text{ED}} = \frac{1}{2N_0} \sum_{j=0}^{N_s-1} \sum_{m=1}^{2W} \tilde{u}_{j,m}^2 \left( \frac{m}{2W} \right) \cdot \frac{w_{j,m}^2}{2W} = \frac{1}{2N_0} \sum_{j=0}^{N_s-1} \int_0^T \tilde{u}_{j}^2(t) \cdot w_{j}^2(t) \, dt
\]

(2.30)

which, according to (2.12), can be rewritten as

\[
\gamma_{\text{ED}} = \frac{1}{2N_0} \sum_{j=0}^{N_s-1} \sum_{n=1}^{N_{\text{bin}}} u_{j,n} \lambda_{j,n}^{\text{ED}}
\]

(2.31)

where

\[
\lambda_{j,n}^{\text{ED}} = \int_{(n-1)T_{\text{ED}}}^{nT_{\text{ED}}} w_{j}^2(t) \, dt, \quad n = 1, 2, \ldots, N_{\text{bin}}
\]

(2.32)

represents the energy of the noise-free received waveform in the \( n \)th bin. As for the SaG\{AcR\} the parameter \( \gamma_{\text{ED}} \) is the ASNR.

The BEP of the SaG\{EDR\} conditioned on the single CIR realization and the decisions \( u_{j,n} \), is then given by \( \mathbb{P}\{Y_{\text{ED},1} < Y_{\text{ED},2}\} \). Since \( E_{p}^{\text{TR}} = \frac{1}{2} E_{p}^{\text{ED}} \), we have that \( \lambda_{j,n}^{\text{TR}} = \frac{1}{2} \lambda_{j,n}^{\text{ED}} \), so \( \gamma_{\text{TR}} = \gamma_{\text{ED}} \), fixed the CIR realization and the decisions \( u_{j,n} \) (i.e., the same ASNR and \( N_{\text{u}}^{\text{TR}} = N_{\text{u}}^{\text{ED}} \)). Hence the the BEP of the EDR with BPPM \( P_{e,\text{ED}} = P_e(\gamma_{\text{ED}}, N_{\text{u}}^{\text{ED}}) \), where \( P_e(\gamma, N_{\text{u}}) \) is given by (2.24), equals the BEP of the SaG\{AcR\} with TR\{BPAM\} as for conventional AcR and EDR [107, 73, 60]. For this reason in the rest of the chapter we will refer generically to \( \gamma \) and \( N_{\text{u}} \).

In Fig. 2.4, the conditional BEP is plotted as a function of \( \gamma \) for different values of \( N_{\text{u}} \). Fixing the amount of energy captured, or equivalently the ASNR, the performance is worse for dispersive channels that have a long impulse response. In fact, a long CIR implies a high \( N_{\text{u}} \) and consequently more noise is accumulated, as expected in a non-coherent scheme. To obtain the BEP of the SaG receivers, (2.24) can be used in a semi-analytical Monte-Carlo approach that requires the generation of the CIR only and the evaluation of \( N_{\text{u}} \) and \( \gamma \) based on the bin selection strategies described in the following section.

### 2.5 Bin Selection Strategies for the SaG Receivers

The analysis of the SaG receivers has shown how the performance is related to the number of accumulated samples \( N_{\text{u}} \) and to the ASNR \( \gamma \), both dependent
on the bin selection strategy. To perform bin selection related to the $j$th pair of pulses, we consider the observation of $N_a$ previous reference pulses for the SaG-AcR or $N_a$ pulses in the training sequence for SaG-EDR collecting the energy samples $E_{j,n}, E_{j-1,n}, \ldots, E_{j-N_a+1,n}$ for $n = 1, \ldots, N_{bin}$. Without loss of generality and to simplify the notation, in the rest of the chapter we suppress the index $j$, and we define $E_{q,n} = E_{j-q+1,n}$ with $q = 1, \ldots, N_a$ and $n = 1, \ldots, N_{bin}$. Moreover, for notational convenience, let us arrange the energy samples $E_{q,n}$ in a $N_a \times N_{bin}$ matrix $\mathbf{E}$ and define the vector $\mathbf{e} = (e_1, \ldots, e_{N_{bin}})$ obtained by accumulation of $N_a$ previous energy samples, where the $n$th element of the vector is computed as:

$$
\varepsilon_n = \frac{1}{N_a} \sum_{q=1}^{N_a} E_{q,n} \quad n = 1, \ldots, N_{bin}.
$$

Since it is advantageous to start collecting energy from bins with the higher energy (and thus most probably those containing the useful signal), we define a vector $\mathbf{e}' = (e'_1, \ldots, e'_{N_{bin}})$ obtained by sorting $\mathbf{e}$ in decreasing order. In particular, indicating with $\mathbf{\pi} = (\pi_1, \pi_2, \ldots, \pi_{N_{bin}})$ the vector of permutation indexes to sort $\mathbf{e}$ in decreasing order, we have $e'_{n} = e_{\pi_n}$. Similarly, we denote

\footnote{Provided that the CIR remains constant during the time interval $2N_a T_{TR}^{j}$ for the SaG-AcR and $N_a T_{ED}^{j}$ for the SaG-EDR so that $\lambda_{j,n}^{TR} = \lambda_{n}^{TR}$ and $\lambda_{j,n}^{ED} = \lambda_{n}^{ED}$, $\forall j$.}

\footnote{This corresponds to column averaging of $\mathbf{E}$.}
with $\mathbf{\lambda}'$ the ordered version of the vector $\mathbf{\lambda} = (\lambda_1, \ldots, \lambda_{N_{\text{bin}}})$, with elements $\lambda'_n = \lambda_{\pi_n}$ defined in (2.21) and (2.32), and unknown at the receiver. Their estimation can be performed having in mind that $\lambda_n$ is the non-centrality parameter of the Chi-square distributed r.v. $\mathcal{E}_{q,n}$. Unfortunately, the ML estimator of the non-centrality parameter of a Chi-square r.v. cannot be expressed in closed-form. Thus, instead of the ML, we use the simpler estimator

$$\hat{\lambda}'_n = (\varepsilon'_n - \sigma^2 T_{ED})^+$$

with $\sigma^2 = N_0 W$.

### 2.5.1 Threshold-Based Bin Selection Strategy

A simple way to implement a bin selection strategy is to compare each sample $\varepsilon_n$ with a threshold, to make a binary decision regarding the presence of significant useful energy. Intuitively, and in accordance to numerical results, there is an optimum threshold that minimizes the BEP. In fact, if the threshold is zero, all energy samples collected are used in the demodulation process and the scheme is equivalent to conventional AcR or EDR. Conversely, if the threshold is too high, only very few samples contribute to the demodulation process resulting in a drastic reduction of the ASNR. Therefore, in this section we analyze the problem of designing a proper threshold for the SaG receivers, proposing various schemes with different complexities and performance. In a threshold-based SaG receiver the bin selection strategy output is the variable $u_n$ which represents the state of the switch in the $n$th bin (of the $j$th pulse), according to the following rule

$$u_n = \begin{cases} 
1, & \text{if } \varepsilon_n > \xi \\
0, & \text{otherwise}
\end{cases}$$

where $\xi$ represents the threshold. Due to noise averaging in (2.33), more reliable decisions $u_n$ are expected increasing $N_a$.

#### Optimum Threshold

To find the optimum threshold (OT), which guarantees minimum BEP, we calculate the corresponding number of bins to be collected, by analyzing
the vector of ordered average energy samples \( \epsilon' \). In particular, since every collected bin gives a contribution, in terms of accumulated samples, equal to \( N_s W T_{\text{ED}} \), the total number of samples collected by \( k \) bins is \( N_u^{(k)} = k N_s W T_{\text{ED}} \). Considering the ordered vectors \( \epsilon' \) and \( \lambda' \), the ASNR (2.20) or (2.31) corresponding to the selection of the first \( k \) ordered bins can be rewritten as

\[
\gamma^{(k)} = \frac{N_s}{2N_0} \sum_{n=1}^{k} \lambda'_n
\]  

(2.36)

for the \text{SaG-AcR} and

\[
\gamma^{(k)} = \frac{N_s}{4N_0} \sum_{n=1}^{k} \lambda'_n
\]  

(2.37)

for \text{SaG-EDR} Therefore, the optimum number of bins can be expressed as

\[
\hat{k} = \arg\min_{k \in \{1, \ldots, N_{\text{bin}}\}} P_e \left( \gamma^{(k)}, N_u^{(k)} \right)
\]  

(2.38)

where \( P_e(\gamma^{(k)}, N_u^{(k)}) \) is given by (2.24). Once \( \hat{k} \) is calculated, the threshold \( \xi \) in (2.35) can be set as

\[
\xi = \frac{\epsilon'_{\hat{k}} + \epsilon'_{\hat{k}+1}}{2}.
\]  

(2.39)

Note that the minimum search in (2.38) can be stopped when the BEP starts increasing since the energy samples are considered in decreasing order.\(^{17}\)

This optimal approach for the threshold setting requires the knowledge of the ASNR and the noise PSD \( N_0 \). In general, \( \gamma^{(k)} \) is not known a-priori therefore it has to be estimated through (2.36) or (2.37) by substituting \( \lambda'_n \) with \( \hat{\lambda}'_n \) calculated by (2.34). Similarly, if \( N_0 \) is not known, it needs to be estimated as explained in Section 2.5.1.

**Approximate Optimum Threshold**

Analyzing the properties of (2.24), it is possible to avoid its direct evaluation and minimization in (2.38) by an alternative solution which consists on the search for an approximate optimum threshold (AOT) through an iterative approach. For instance, suppose to perform the minimization (2.38) and to

\(^{16}\)The notations \( A^{(k)} \) and \( A_{(k)} \) indicates that the quantity \( A \) refers to the case where only the first \( k \) out of \( N_{\text{bin}} \) bins with indexes \( \pi_1, \ldots, \pi_k \) are selected.

\(^{17}\)This leads to a function with only one absolute minimum.
be at step $k$ having already collected the $k-1$ strongest bins: if we add another bin there is an increase of $\Delta N_u = N_u W T_{\text{ED}}$ collected samples. This increment is favorable only if the corresponding ASNR variation, indicated with $\Delta \gamma$, is such that $P_e(\gamma^{(k-1)}, N_u^{(k-1)}) < P_e(\gamma^{(k-1)}, N_u^{(k-1)} + \Delta N_u)$. Since the increment $\Delta N_u$ depends only on receiver parameters (i.e., $W$ and $T_{\text{ED}}$), it is possible to define the function

$$\Delta P_e(\gamma, \Delta \gamma, N_u) = P_e(\gamma^{(k-1)} + \Delta \gamma, N_u^{(k-1)} + \Delta N_u) - P_e(\gamma^{(k-1)}, N_u^{(k-1)})$$ (2.40)

which represents the variation of the BEP from step $k$ to step $k+1$. This function can be numerically inverted, by setting $\Delta P_e(\gamma, \Delta \gamma, N_u) = 0$, finding the ASNR variation $\Delta \gamma \triangleq g(\gamma, N_u)$ required to decrease the BEP. The particularity that leads us to this approach is the fact that $g(\gamma, N_u)$ is, with good approximation, not function of $\gamma$ and $N_u$ individually but of the ratio $\gamma/N_u$, that is, equivalently $g(\gamma N_u, N_u)$ is only function of $\gamma$. To prove this, in Fig. 2.5 we shows the curves $g(\gamma N_u, N_u)$ as a function of $\gamma$, varying $N_u$; in particular we consider $N_u = 10$ (blue lines with $\circ$) and $N_u = 50$ (red lines with $\Delta$), and different increments of the number of samples collected, that is, $\Delta N_u = 2$, $\Delta N_u = 4$, $\Delta N_u = 8$ and $\Delta N_u = 16$. The figure confirms only a very weak dependence of $g(\gamma N_u, N_u)$ from $N_u$, hence the above approximation appears reasonable. As further confirmed by numerical results in Section 2.6, such an approximation is more than satisfactory, especially for small $\Delta N_u$. Therefore, for a given $\Delta N_u$ we define a new function, $\tilde{g}(s) \approx g(s N_u, \tilde{N}_u)$, reflecting the approximation, where $\tilde{N}_u$ is a fixed value, such that now $\Delta \gamma \approx \tilde{g}(\gamma/N_u)$. This function $\tilde{g}(s)$ is so represented by the curves of Fig. 2.5 substituting $\gamma$ with $s = \gamma/N_u$ in the horizontal axis.

Starting from these considerations it is possible to find the optimum number of bins to be collected with the following iterative algorithm:

1. \[ k = 0 \]
2. \[ \text{repeat} \]
3. \[ k = k + 1 \]
4. \[ \text{calculate } \Delta \gamma = \gamma^{(k)} - \gamma^{(k-1)} \]
5. \[ \text{until } \Delta \gamma < \tilde{g}(\gamma^{(k-1)}/N_u^{(k-1)}) \]
6. \[ \text{set } \hat{k} = k - 1 \]

where $\gamma^{(k)}$ is given by (2.36) or (2.37), depending on the receiver, and assuming $\gamma^{(0)} = 0$, $N_u^{(0)} \neq 0$. Once found $\hat{k}$ the threshold $\xi$ can be set according to (2.39). As for the OT scheme it is necessary to estimate the ASNR and, the noise PSD.

---

18 The value does not affect the result.
19 The function $\tilde{g}(s)$ can be stored in a lookup table.
Channel Ensemble Optimum Threshold

A third method for setting the threshold is based on the a-posteriori analysis of the average BEP, that is, averaged over several CIRs, as a function of the threshold-to-noise ratio (TNR) $\text{TNR} = \xi/N_0$. More precisely, we define the channel ensemble optimum threshold (CEOT), as the one that minimizes the average BEP for each average SNR and for the considered channel model. Such definition is motivated by the numerical results in Section 2.6 showing that the TNR giving the minimum average BEP for the SaG receivers has a weak dependence on the channel model and on the SNR. Therefore, by the use of such curves, it is possible to derive the optimum TNR and consequently the CEOT, once the noise PSD is known. Note that, such threshold is fixed for a given channel and average SNR and does not guarantee optimal performance for each channel response realization as the OT presented in Section 2.5.1 or the AOT search in Section 2.5.1, but it produces the minimum BEP on average over the channel ensemble. The advantage is that once the optimal TNR is known, it does not need any further calculation unless the system parameters are changed, leading to a rather simple implementation.
Noise Power Estimation

All threshold-based proposed SaG receivers require noise power knowledge, hence if $N_0$ is not known a-priori, it must be estimated. A simple method to perform noise power estimation is to consider the average energy of the last $k$ bins taken from the vector $\varepsilon'$ of ordered energy samples, that likely contain noise only. In this manner the estimator for $N_0$ is given by

$$\hat{N}_0 = \frac{\sum_{n=k+1}^{N_{\text{bin}}} \varepsilon'_n}{(N_{\text{bin}} - k) W T_{\text{ED}}}.$$ (2.41)

Obviously the estimation accuracy is related to $\tilde{k}$, $N_a$ and availability of at least $\tilde{k}$ noise-only bins. Therefore, the parameter $\tilde{k}$ needs to be chosen carefully to avoid the presence of signal-plus-noise bins in the last $\tilde{k}$ elements of $\varepsilon'$. Such information requires in general some a-priori knowledge of the CIR duration. If not available, the blind bin selection strategy described in the next section can represent a very robust and viable solution.

2.5.2 Blind Bin Selection Strategy

To derive a bin selection strategy that does not require any a-priori knowledge about the ASNR and the noise PSD and does not need to set-up a threshold, we propose an approach based on ITC for model order selection problems [108, 87, 109, 88]. The key idea is the same as the one already presented for the integration time determination problem in Sec.1.3 and involves determining the bins containing noise only by using model order selection methods. In this way, the decision device in Fig. 2.3 acts as a non-linear excision filter, which allows the deletion of the noise-only bins [89, 110]. In particular, we define a family of models to fit the observed data $\mathcal{E}$. The family of models is defined in a way that for each model, the number of free adjusted parameters is equal to the number of signal-plus-noise bins. With model order selection we then choose the model that best fits the data, which corresponds to the model with the number of free adjusted parameters equal to the actual number of signal-plus-noise bins. Once the bins containing the desired signal are detected, noise-only bins can be deleted by the switch.

Formalizing the problem, the ITC chooses as $\hat{k}$ the value that minimizes the function [87]

$$\text{ITC}(k) = -2 \ln f \left( \mathcal{E}; \hat{\Theta}^{(k)} \right) + \mathcal{L}(k)$$ (2.42)

where $f(\cdot; \cdot)$ is the likelihood function of observed data $\mathcal{E}$ conditioned on the vector of estimated parameters, $\hat{\Theta}^{(k)}$, under model order hypothesis $k$, and
\(L(k)\) is a penalty term that depends on the specific model order selection rule as shown later.

To exploit the model order selection strategy (2.42) the p.d.f.s of the r.v.s representing the observations is required. The energy sample \(E_{q,n}\) at the output of the ED is a non-central Chi-square distributed r.v. whose p.d.f. is

\[
 f_S(\varepsilon; \lambda_n, \sigma^2) = \frac{W}{\sigma^2} f_{\text{NC}}\left(\frac{W}{\sigma^2} \varepsilon; \frac{W}{\sigma^2} \lambda_n, \tilde{\nu}\right), \quad \varepsilon \geq 0 \tag{2.43}
\]

with \(\tilde{\nu} = 2WT_{ED}\) degrees of freedom. For those bins containing noise only, (2.43) reduces to a central Chi-square distribution with p.d.f.

\[
 f_N(\varepsilon; \sigma^2) = \left(\frac{W}{\sigma^2}\right)^{\tilde{\nu}/2} f_{\text{C}}\left(\frac{W}{\sigma^2} \varepsilon, \tilde{\nu}\right), \quad \varepsilon \geq 0 \tag{2.44}
\]

In the \(k\)-th model order hypothesis the parameter vector is

\[
 \hat{\Theta}^{(k)} = \left(\hat{\lambda}_n^{(k)}, \ldots, \hat{\lambda}_k^{(k)}, 0, \ldots, \ldots, 0, \sigma^2(k)\right)
\]

where \(\hat{\lambda}_n^{(k)} > 0\) represents the non-centrality parameter estimate, obtained by (2.34) where \(\sigma^2\) is replaced by its ML estimate, \(\hat{\sigma}^2(k)\), under the hypothesis of having \(N_{\text{bin}} - k\) noise-only bins, that is

\[
 \hat{\sigma}^2(k) = \frac{1}{T_{ED}} \sum_{n=k+1}^{N_{\text{bin}}} \varepsilon'_n
\]

and the corresponding switch state to allow deletion of noise-only bins during symbol detection is \(u_{\pi_n} = 1\) for \(n = 1, \ldots, \hat{k}\) and \(u_{\pi_n} = 0\) elsewhere.

The joint p.d.f. of the matrix \(E\) in (2.42) can be calculated considering that the output of the energy detector produces independent random variables in \(q = 1, \ldots, N_a\) and \(k = 1, \ldots, N_{\text{bin}}\). Therefore, the log-likelihood

---

\(^{20}\)For convenience it is assumed that \(2WT_{ED}\) is an integer.
function of observed data becomes

\[
\ln f(\mathbf{E}; \hat{\Theta}(k)) = \sum_{q=1}^{N_a} \left[ \sum_{n=1}^{k} \ln f_S(\mathbf{E}_q, \pi_n; \hat{\Theta}_n^{(k)}, \hat{\sigma}_n^{(k)}) + \sum_{n=k+1}^{N_{\text{bin}}} \ln f_N(\mathbf{E}_q, \pi_n; \hat{\sigma}_n^{(k)}) \right].
\]

(2.48)

Finally, the term \( \mathcal{L}(k) \) in (2.42) is a penalty term which has different expressions according to the model order selection rule. For the AIC [108, 91] it is \( \mathcal{L}(k) = 2(k + 1) \), since \( k + 1 \) is the number of parameters under the hypothesis \( k \) (\( k \) non-centrality parameters for the \( k \) signal-plus-noise bins, plus the noise variance \( \hat{\sigma}_n^{(k)} \)). For the BIC [112] it is \( \mathcal{L}(k) = (k + 1) \log N_a \).

### 2.6 Numerical Results

In this section, we compare the SaG receivers with the conventional AcR and EDR. In particular, we consider \( N_s = 2 \) and transmitted pulses compliant with the IEEE 802.15.4a standard [113]; RRC pulses with pulse width parameter \( T_w = 1 \) ns, \( \nu = 0.6 \), center frequency \( f_c = 4 \) GHz are adopted. At the receiver, an ideal band-pass filter with bandwidth \( W = 2 \) GHz centered at frequency \( f_c \) is considered. Performance analysis is proposed in the IEEE 802.15.4a multipath channel model [114] and, if not otherwise stated, the channel model CM1 is considered, with channel responses duration truncated up to 150 ns. For both conventional AcR and EDR and SaG receivers we consider a time-bandwidth product \( WT = 300 \), which guarantees to capture the entire CIRs. The BEP, averaged on different channel realizations, as function of the average SNR, is adopted as performance metric.

Figure 2.6 presents the averaged BEP of the proposed SaG receivers as function of \( N_a \) considering the OT bin selection strategy (Section 2.5.1) with perfect knowledge of the noise power and of the non-centrality parameters.

---

21 Note that, because of the ordering imposed to the parameter vector \( \lambda' \) (and as a consequence on the non-centrality parameters in (2.45)) the column indexes in \( \mathbf{E} \) are permuted accordingly to \( \pi \). Equation (2.43) returns an indeterminate form in the case the non-centrality parameter estimate \( \hat{\lambda}_n^{(k)} \) is equal to zero; this fact seems to occur since we adopt the estimator (2.34) that subtracts the average noise energy from each energy sample. However the noise power estimation is performed on the last \( N_{\text{bin}} - k \) energy samples of \( \mathbf{e}' \), hence \( \hat{\sigma}_n^{(k)} \) is always smaller than, or equal to, the energy of the signal-plus-noise bins, guaranteeing that \( \hat{\lambda}_n^{(k)} > 0 \) for \( n = 1, \ldots, k \).

22 See (3.63) for the definition.

23 The correspondent pulse duration is \( T_p \approx 3T_w \).

24 The value of the receiving filter bandwidth \( W = 2/T_w = 2 \) GHz ensures that the signal spectrum of bandwidth \( (1 + \beta)T_w = 1.6 \) GHz passes undistorted.
Figure 2.6: Performance of the proposed SaG receivers as function of the number of accumulations \(N_a\) with optimal threshold. Dashed line (\(-\)) is for the conventional AcR and EDR.

Figure 2.7: Performance of the proposed SaG receivers as function of the integration time \(T_{ED}\) of DEC with optimal threshold. Dashed lines dashed line (\(-\)) is for the conventional AcR and EDR.
Figure 2.8: Performance of the proposed SaG-AcR for different number \( \tilde{k} \) of bins considered for noise PSD estimation. Continuous lines (−) are for the receiver with OT, dotted lines (· ·) are for the receiver with AOT. Dashed line (- -) is for the conventional AcR. Dot-dashed line (· -) is for the prior knowledge of \( N_0 \) and the non-centrality parameters \( \lambda_n \) (ideal receiver). An ED integration time \( T_{ED} = T_w \) is considered. For comparison, the performance of the conventional AcR is reported. The figure shows that the proposed scheme presents a gain of about 3–4 dB with respect to the conventional AcR if a proper number of accumulations on the energy profile is adopted (e.g., \( N_a > 8 \)). In the following, a value \( N_a = 128 \) is considered. The impact of a different ED integration time \( T_{ED} \) of DEC is reported in Fig. 2.7. As expected, the best BEP is achieved for a \( T_{ED} \) comparable to the pulse duration (\( T_{ED} = T_w \)), but significant gains are also present for longer integration times with a consequent decrease of the receiver complexity. In the following results we will assume \( T_{ED} = T_w \).

We now focus the analysis on the effects of the different bin selection strategies. In the following we consider the SaG-AcR.\(^{25}\) Figure 2.8 presents the performance of the SaG-AcR with OT (in continuous lines), for different number of bins \( \tilde{k} \) considered for noise PSD estimation operated by (2.41).

\(^{25}\)It has been demonstrated that the BEP is the same for SaG-AcR and SaG-EDR. However, the EDR performs the bin selection with an effective SNR 3 dB higher than the AcR due to the fact that \( E_{p}^{TR} = \frac{1}{2} E_{p}^{ED} \). The effective performance of the SaG-EDR is then improved due to the possibility of taking more reliable decisions on the bins to be integrated.
Figure 2.9: Performance of the proposed SaG-AcR with fixed threshold $\xi$ as function of TNR for different SNRs. Continuous lines (–) are for the CM1 channel model, dashed lines (- -) are for the CM5 channel model.

From the estimate $\hat{N}_0$, the non-centrality parameters $\hat{\lambda}_n$ are obtained by (2.34). Comparison with the case of perfect noise PSD knowledge and estimation of $\lambda_n$, as well as perfect knowledge of both noise power and $\lambda_n$ is also provided. In the same plot the results obtained with AOT are also reported (in dotted lines). Regarding the AOT, given the adopted $N_u$, $W$ and $T_{ED}$, we have $\Delta N_u = 4$ for the threshold calculation. A realistic implementation accounting for a quantization step of 0.1 dB for $s = \gamma/N_u$ in the lookup table containing $\tilde{g}(s)$ is considered. As we can see, increasing $\tilde{k}$ decreases the variance of noise power estimate with a corresponding performance improvement. The value $\tilde{k} = 50$ allows obtaining a performance almost comparable to the one of the receiver with perfect parameter knowledge at high SNR while a loss of about 1 dB is present at medium SNR correspondent to a BEP of $10^{-3}$. It is important to remark that a significant gain is in any case present with respect to the conventional AcR and the estimation of the non-centrality parameters $\lambda_n$ adopting the simplified estimator (2.34) does not significantly worsen the performance. Moreover, the adoption of the AOT results in a minimum performance loss with respect to the OT. It is important to remark that in this case the threshold setting procedure is significantly simplified.

$^{26}$The curve corresponding to $N_u = 10$ in Fig. 2.5 is adopted.
We now consider on the CEO1 described in Section 2.5.1. Figure 2.9 shows the averaged BEP as function of the TNR for different average SNRs and considering the CM1 and the CM5 channel models. For high TNR, the performance worsens as the bin selection reduces the amount of signal energy at the input of the integrator, while when the TNR is below 2 dB the performance is that of the conventional AcR. For the parameter $T_{ED}$ considered, there is an optimum TNR value between 4 to 4.5 dB, which minimizes the averaged BEP irrespectively, with good approximation, of the SNR and channel model. Hence, it is possible to set up a threshold that depends on $N_0$ and the receiver parameters, in particular the integration time $T_{ED}$. Adopting this approach the only estimation of $\hat{N}_0$ is necessary with a significant reduction of the receiver complexity.\footnote{The value of TNR = 4 dB which results in a minimum BEP is also easily explainable: a noise-only bin has an average energy $N_0 W T_{ED}$, which corresponds to $2 N_0$ since we considered $T_{ED} = T_w$ and $W = 2/T_w$, as a consequence the threshold $\xi$ is just 1 dB above the average energy of noise bins, enough to remove noise-only bins and preserve signal-plus-noise bins.}

In Fig. 2.10 the averaged BEP of the proposed receiver with TNR = 4 dB and that of the conventional AcR are reported as a function of the number $\hat{k}$ of bins considered for noise power estimation. It is important to underline how in this case with $\hat{k} = 10$ only the performance is significantly close to the one of the receiver with perfect noise power knowl-

![Figure 2.10: Performance of the proposed SaG-AcR with fixed threshold TNR = 4 dB for different number $\hat{k}$ of bins considered for noise PSD estimation. Dashed line (---) is for the conventional AcR.](image)
edge: this fact can be explained since adopting this threshold setting method the estimation of the non-centrality parameters $\lambda_n$ operated starting from $\hat{N}_0$ is avoided, with a consequent prevention of estimation errors propagation.

Finally, the performance of the $\text{SaG-AcR}$ receiver with the blind bin selection strategy presented in Section 2.5.2 is reported in Fig. 2.11. For comparison, the results regarding threshold-based bin selection strategies with $\tilde{k} = 10$ are reported. Analyzing the curves we can conclude that the AIC criterion is not the best choice to properly select the bins, especially at high SNR: this is mainly due to the fact that AIC tends to overestimate the model order, that is, the number of bins containing useful multipath energy, hence collecting energy also from noise-only bins [87]. On the contrary, the BIC is a consistent criterion and for a sufficient number of observations, $N_a$, it properly selects the signal-plus-noise bins. Adopting the BIC criterion the performance of the proposed receiver with blind selection strategy is very close to that of the receiver adopting the CEOT and the ideal receiver with OT and a-priori parameters knowledge, and performs better than OT and AOT when noise power and non-centrality parameters $\lambda_n$ need to be estimated. It is interesting to remark despite the CEOT is optimal for the channel ensemble while the OT and AOT are optimized for (hence dependent on) each CIR.
performs better for intermediate SNRs. This behavior can be explained considering that while CEOT requires only noise power estimation, OT and AOVT need also non-centrality parameters estimation, therefore CEOT results to be more robust at low and medium SNR, where estimation errors can be relevant.

### 2.7 Conclusion

In this chapter, novel AcR and EDR schemes for UWB BPAM-TR and BPPM, called SaG receivers have been introduced. They are based on energy detection, that avoid noise energy collection from those intervals of the received signal that do not contain useful energy. The proposed strategy is easy to implement and therefore is attractive for robust low-complexity communication systems. First, a closed-form semi-analytical expression, which provides insight into the impact of noise and energy collection on system performance has been derived. Starting from this, different bin selection strategies with different complexities and performance have been investigated. Finally, the numerical comparison of the proposed receivers with the conventional AcR and EDR and for different bin selection strategies highlights the performance gain that can be obtained adopting the SaG strategy, with a potential extension of the benefits to other non-coherent UWB signaling techniques.
Part II

Time-Delay Estimation
Introduction

Time-delay estimation (TDE), also referred to as epoch estimation or TOA estimation, is a classical signal processing problem and a fundamental operation in different context [115, 116, 117, 118, 119, 120, 121, 122, 51, 123]. TDE is necessary for timing digital receivers, audio processing and source localization [124, 125, 126] radar and sonar target distance estimation [127, 128, 129, 130, 131], synchronization of wired or wireless systems [132, 133], and it is one of the functionalities enabling localization, key feature of context-aware wireless networks [134, 135, 51].

In fact, among different localization techniques, those based on distance estimation (ranging) are more suitable for high localization accuracy. Starting from TOA measurements, that is starting from the knowledge of the propagation time between two devices, it is in fact possible to recover directly the distance (i.e., the range) by simple multiplication for the speed of light. It is well known that ranging accuracy is directly proportional to the signal bandwidth and hence the use of wideband or UWB signals is attractive for ranging applications. In particular, UWB technology offers the potential of achieving high ranging accuracy even in harsh environments [51, 139, 134, 140, 138], due to its ability to resolve multipath [53, 54, 55]. Ranging techniques based on TOA estimation of the first arriving signal path are mainly affected by noise, multipath components, pulse distortion, obstacles, interference, and clock drift [141, 51, 134, 140, 132]. These problems, mainly due to the propagation environment, especially when indoor, pose several limitations on the achievable performance in terms of accuracy since the received signal has embedded some unknown parameters or, in the worst case, must be considered almost totally unknown. In these cases practical estimation techniques have been proposed. Unfortunately, the known bounds are very optimistic when compared to the performance of these practical estimators [51].

The aim of this part is presenting some novel results on performance bounds for TDE when signals are partially known or unknown at the receiver, with applications to the various contexts already remarked and with a particular emphasis on the problem of ranging for location determination.

\[28\] We refer the reader to [24, 52] for more information on the variety of localization techniques and to [136, 137, 138] for the fundamentals bounds.
Chapter 3

Bounds on Time-Delay Estimation for Partially Known and Unknown Signals

3.1 Motivations

Several papers address the TOA estimation problem in the presence of multipath such as [55, 59], where amplitudes and delays of the multipath components are jointly estimated using the ML approach [55, 59] or the generalized ML based technique analyzed in [143] (see for example the survey [51] and the references therein).

Such kind of estimators rely on coherent correlation, that is, they assume local knowledge of the received pulse template, and offer in theory the best performance. However their design and implementation is not always practical for several reasons. In fact the waveform shape estimation might be computationally intensive when signals are distorted by the channel. Even with perfect knowledge of the waveform, especially adopting UWB signals, pulse overlap due to multipath might result in strong signal distortion. In addition, the waveform could not be completely well specified at the transmitter side due to random phase of the local oscillator, as will be clarified later. For these reasons a plethora of approaches with different levels of complexity and performance have been developed in the literature. Among them, of particular interest when dealing with low complexity receivers and unknown waveforms, are those relying on energy measurements [144, 51, 143, 132, 146, 147, 148, 135, 149]. In many of these approaches the energy of the received signal is evaluated in time slots with duration $T$ comparable with the pulse duration. Several techniques are proposed to
identify the index of the time slot containing the first arriving signal components. Unfortunately one drawback of these approaches is that a floor on estimation mean squared error (MSE), equal to $T^2/12$, arises due to time discretization.

Moreover, although energy detection is widely investigated both from the practical and from the theoretical point of view for the signal detection problem, especially when in presence of unknown deterministic signals [86, 150, 151, 152, 153, 111, 154, 155, 156], a general lack of theoretical foundation is present for the TOA estimation problem, despite the broad application of the technique.

Besides specific TOA estimation algorithms, estimation error bounds play a fundamental role since they serve as useful performance benchmarks for the design of TOA estimators.

Cramér-Rao bound (CRB) has been widely used as a performance benchmark for assessing the estimator error [157, 122, 158, 51, 159, 160]. Its use is justified by asserting that the performance of the ML estimator approaches asymptotically to the CRB for sufficiently high SNR. 66. It is well known, however, that the CRB is not accurate at low and moderate SNR. In fact, the performance of the TOA estimator, as all non-linear estimators, is characterized by the presence of distinct SNR regions (i.e., low, medium, and high SNRs) corresponding to different modes of operation. This behavior is referred to as the threshold effect [161] and it has been studied in a variety of contexts (e.g., [116, 162, 117, 163, 118, 119]). In a low SNR region (also known as the a priori region), the MSE is close to that obtained solely from the a priori information about the TOA and signal observations provide little additional information. In a high SNR region (also known as the asymptotic region), the MSE is accurately predicted by the CRB. Between these two extremes, there may be an additional region (also known as the transition region or ambiguity region) where observations are subject to ambiguities that are not accounted for by the CRB [66].

Although CRB accurately predicts the MSE in asymptotic region, operating conditions in such a region are often impractical due to the requirements on emitted power level typical in short-range systems. In addition, the CRB cannot be derived in certain conditions [66]. Therefore other bounds, which are more complicated but tighter than the CRB, have been proposed in the literature. In particular, the Barankin bound identifies the SNR values (thresholds) that distinguish the ambiguity region [164, 165]. The Ziv-Zakai bound (ZZB) [166], with its improved versions such as the Bellini-Tartara bound [167] and the Chazan-Zakai-Ziv bound [168], as well as the Weiss-Weinstein bound (WWB) [163] are more accurate than the Barakin bound. They can be applied to a wider range of SNRs and account for both ambiguity
effects and a priori information of the parameter to be estimated. However, they may not be analytically tractable in many cases or require more complicated evaluations compared to the CRB, especially when operating in the presence of multipath [169] [170] [171] [172].

In [173] the expression of the CRB for multipath environments is given starting from the joint estimation of channel parameters. In [172] the approach developed in [116] [162] for the estimation of the relative delay between two sensors emitting noise-like signals is extended to that emitting UWB signals. The work [174] evaluates the ZZB for Gaussian signals assuming perfect channel knowledge at the receiver. A few results are present for the case where the receiver has a partial or no knowledge about the channel [170] [171]. In particular, in [170] the ZZB using measured data as well as Monte Carlo generated CRBs is investigated, whereas [171] derives the ZZB using second order statistics approach by modeling the received signal as non-stationary Gaussian random process.

The aim of this chapter is to investigate ZZB on the MSE associated with the TOA estimation of partially known and unknown signals. These bounds represent the performance limits of any TOA estimator dealing with the same hypothesis about signal knowledge. To allow for a comprehensive overview of the problems, some previous results are also revised and discussed when necessary.

The key contributions of the chapter can be summarized as follows:

- Derivation of the ZZB for TOA estimation for signals with unknown phase;
- Derivation of the ZZB for TOA estimation for unknown deterministic signals;
- Comparison of the ZZB and CRB with the performance of the revised and derived ML estimators under the same hypothesis on the signal knowledge.

The remainder of the chapter is organized as follows. In Sec. 3.2 the signal and channel models are introduced. The ZZB is reviewed briefly in Sec. 3.3. The bound is then derived in Sec. 3.4 and it is compared to the CRB in the ideal AWGN scenario. Section 3.5 extends the classical ZZB for the case of partially known signals, in particular signals with unknown carrier phase. Section 3.6 derives new fundamental bounds for the case of unknown deterministic signals. For the derivations several tools such as series expansion of signals are revised and extended to particular cases of interest in the appendices. In Sec. 3.7 classical TOA estimators are reviewed considering
the results obtained during the derivation of the bounds. Numerical results are then presented in Sec. 3.8 providing a comparison between the bounds and the estimators performance.

### 3.2 Signal Model

We consider, as transmitted signal, a time-limited waveform \( p(t) \) with duration \( T_p \). When \( p(t) \) has a bandpass nature, we denote by \( f_c \) its central frequency and we refer, for convenience, to its ELP as \( \tilde{p}(t) \) so that

\[
p(t) = \mathbb{R}\{\tilde{p}(t)e^{j2\pi f_c t}\}.
\]  

(3.1)

Bandpass signals are usually generated starting from in-phase and in-quadrature baseband components \( p_I(t) \) and \( p_Q(t) \) that are further used as input to a quadrature modulator adopting a local oscillator with carrier frequency \( f_c \) and initial phase \( \phi \), that is, \( \tilde{p}(t) = \tilde{p}_0(t)e^{j\phi} \), with \( \tilde{p}_0(t) = p_I(t) + j p_Q(t) \).

Note that every physically realizable signal is time-limited, and hence, rigorously, not limited in bandwidth. However, in practice, the signal bandwidth can be truncated to a suitable value \( W \) so that the energy contribution of out-of-band signal components is negligible. More rigorously, we consider \( p(t) \) band-limited at level \( \epsilon \) with bandwidth \( W \), if \( W \) is the smallest value for which

\[
\int_{|f|>W} |P(f)|^2 df < \epsilon
\]

(3.2)

where \( P(f) \) is the Fourier transform of \( p(t) \) and the energy \( \epsilon \) lying outside the frequency range is less than the smallest amount we are able to detect by any means in the real world \([175]\).

Signal \( p(t) \) is transmitted through a channel and the received signal can be expressed as

\[
r(t) = s(t - \tau) + n(t)
\]

(3.3)

where \( s(t) = p(t) \otimes h(t) \) is the CR, \( h(t) \) is the CIR, \( \tau \) is the TOA of the received signal to be estimated, and \( n(t) \) is AWGN with zero mean and two-sided spectral density \( N_0/2 \) in the signal band of width \( W \).\(^2\) We consider the delay introduced by the channel de-embedded from \( h(t) \) and accounted for by \( \tau \). The duration of the received CR \( s(t) \) is \( T_s = T_p + T_d \), where \( T_d \) is the

\[^1\]When \( p(t) \) has a bandpass nature, the integration in (3.2) is performed over the interval \( \{|f| > \{f_c + \frac{W}{2}\} \cup \{|f| < f_c - \frac{W}{2}\}\}.\)

\[^2\]We consider the presence of a zonal filter that removes all the noise components outside \( W \).
maximum excess delay of the channel. In the absence of other information, we assume the TOA $\tau$ to be unknown and randomly distributed in the interval $[0, T_a]$. The goal is to obtain the estimate $\hat{\tau}$ of $\tau$ by observing $r(t)$ in the interval $[0, T_{ob}]$, with $T_{ob} > T_a + T_s$, with partial (even statistical) or no knowledge on $s(t)$ available.

For further convenience, we make use of orthonormal series expansions of signals in $[0, T_{ob}]$ [66, p. 178] using a suitable complete orthonormal basis $\{\Phi_m(t)\}_{m=1}^M$, as detailed in Appendix 3.A. Specifically we can write

$$r(t) = \sum_{m=1}^{M} r_m \Phi_m(t), \quad 0 \leq t \leq T_{ob} \tag{3.4}$$

and

$$n(t) = \sum_{m=1}^{M} n_m \Phi_m(t), \quad 0 \leq t \leq T_{ob} \tag{3.5}$$

with $M = \lceil 2WT_{ob} \rceil + 1$ for lowpass signals and $M = 2(\lceil WT_{ob} \rceil + 1)$ for bandpass signals [176]. Adopting the classical Karhunen-Loève (KL) expansion (see Appendix 3.A.1 and 3.A.2) we have that $n_m = c_m \sigma_n$, with $\sigma^2_n = \frac{N_0}{2}$, where coefficients $\{c_m\}$ are independent zero mean Gaussian r.v.s with unitary variance. According to the previous series expansion, signals $r(t)$ and $n(t)$ are fully represented by the coefficients vectors $r = [r_1, r_2, \ldots, r_M]^T \in \mathbb{R}^M$, and $n = [n_1, n_2, \ldots, n_M]^T \in \mathbb{R}^M$, respectively.

Signal $s(t)$, instead, is by definition time-limited in $0 \leq t \leq T_s$, therefore it can be conveniently expanded, as reported in Appendix 3.A.3 and 3.A.4, using an orthonormal basis $\{\Psi_n(t)\}_{n=1}^N$

$$s(t) = \sum_{n=1}^{N} s_n \Psi_n(t), \quad 0 \leq t \leq T_s \tag{3.6}$$

where $N = \lceil 2WT_s \rceil + 1$ for lowpass signals and $N = 2(\lceil WT_s \rceil + 1)$ for bandpass signals. Since $T_s < T_{ob}$, the dimensionality of coefficients vector $s = [s_1, s_2, \ldots, s_N]^T \in \mathbb{R}^N$ is less than that of $r$, that is, $N < M$.

It is possible to express $y(t) = s(t-\tau)$ in (3.3) over the orthonormal basis $\{\Phi_m(t)\}_{m=1}^M$.

\textsuperscript{3}There is complete freedom on the choice of the orthonormal base. If the same base leading to the KL expansion of random signals is adopted, it has to be remarked that functions $\{\Phi_m(t)\}$ are different from the ones considered in the expansion $n$ of the noise, since they are function of the signal duration (see Appendix 3.A.1). Differently, if the basis leading to the sampling expansion, as reported in (3.77), is adopted, the same basis can be used for expanding signals of different duration.
\{\Phi_m(t)\}_{m=1}^{M} \text{ as follows}

\begin{equation}
y(t) = s(t - \tau) = \sum_{n=1}^{N} s_n \Psi_n(t - \tau) = \sum_{m=1}^{M} y_m \Phi_m(t) \tag{3.7}
\end{equation}

where

\begin{equation}
y_m = \sum_{n=1}^{N} s_n \int_{0}^{T_{ob}} \Psi_n(t - \tau) \Phi_m(t) \, dt = \sum_{n=1}^{N} s_n h_{m,n}^{(\tau)} \tag{3.8}
\end{equation}

and

\begin{equation}
h_{m,n}^{(\tau)} = \int_{0}^{T_{ob}} \Psi_n(t - \tau) \Phi_m(t) \, dt. \tag{3.9}
\end{equation}

Defining the matrix \(H^{(\tau)} = \{h_{m,n}^{(\tau)}\} \in \mathbb{R}^{M \times N}\), expression (3.3) can be expressed equivalently in the following form

\begin{equation}
r = H^{(\tau)} s + n = y + n. \tag{3.10}
\end{equation}

In particular, vector \(y\) lies in a \(N\)-dimensional subspace of \(\mathbb{R}^{M}\) denoted by \(\langle H^{(\tau)} \rangle\), with \(N < M\). In particular, given a vector \(x \in \mathbb{R}^{M}\) containing the series expansion coefficient of a generic signal \(x(t)\), the orthogonal projection of \(x\) onto \(\langle H^{(\tau)} \rangle\) is denoted by \(P_{H^{(\tau)}} x\), where \(P_{H^{(\tau)}}\) is the orthogonal projection matrix (or projector) \(P_{H^{(\tau)}} = H^{(\tau)} \left( H^{(\tau)T} H^{(\tau)} \right)^{-1} H^{(\tau)T}\). Note that the orthogonal projection of \(x\) onto \(\langle H^{(\tau)} \rangle\) corresponds to the projection of \(x(t)\) onto the interval \([\tau, \tau + T_s]\), that is, the signal \(x(t) \cdot \Pi \left( \frac{t - \tau}{T_s} \right)\), for \(t \in [0, T_{ob}]\), with \(\Pi(x) \triangleq 1\) for \(0 < x < 1\), and zero otherwise. The vector \(\hat{y} = P_{H^{(\tau)}} r\) is, in fact, the estimation of the noise-free received signal \(y\) and since we are making the hypothesis of a delay \(\tau\) through \(H^{(\tau)}\), this estimation must be equal to the received signal itself for the portion containing the useful signal, and zero otherwise. In addition it can be shown that

\begin{equation}
x^{T} P_{H^{(\tau)}} x = \int_{-\infty}^{\infty} x^{2}(t) \Pi \left( \frac{t - \tau}{T_s} \right) \, dt = \int_{\tau}^{\tau + T_s} x^{2}(t) \, dt \tag{3.11}
\end{equation}

\(^4\text{This is the span of the column vectors composing } H^{(\tau)}.\)

\(^5\text{See the proof of (3.11).}\)

\(^6\text{The matrix } P_{H^{(\tau)}}, \text{ is, in fact, singular, otherwise it would be possible to recover the received signal } r \text{ from his projection } \hat{y}, \text{ that is clear impossible since different } r \text{ can have the same projection } \hat{y}.\)
which represents the energy of \( x(t) \) in the interval \([\tau, \tau + T_s]\).

**Proof of (3.11)** See Appendix 3.B. The conditional p.d.f. of \( r \) is given by

\[
p\{r|\tau\} = \frac{1}{\left(\sqrt{2\pi\sigma^2}\right)^M} \exp\left\{-\frac{1}{2\sigma^2}\|r - H(\tau)s\|^2\right\}
\]  

(3.12)

with \( \sigma^2 = N_0W \).

In the rest of the chapter we will consider different models for \( s(t) \). The simplest is the model of known deterministic signal for which the shape \( s \) is exactly known. As partially known signal we consider the case of a deterministic signal for which the shape is not completely known, for example because \( s(t) \) has embedded some unknown parameters, such as the carrier phase when it is a bandpass signal. As last we consider an unknown but deterministic signal, for which the shape of the signal \( s(t) \) is totally unknown. In this case the only information available on the signal is its bandwidth \( W \), (its nature of lowpass or bandpass signal) and its duration \( T_s \). For the deterministic signal case (known, partially known or unknown) we define the **SNR** as \( \text{SNR} = \frac{E_s}{N_0} \), having indicated with \( E_s \) the energy of \( s(t) \).

### 3.3 The Ziv-Zakai Lower Bound

For reader convenience, we begin with a brief review of the ZZB\(^8\). It can be derived starting from the following general identity for MSE estimation\(^9\).

\[
\text{MSE} = \mathbb{E}\{\epsilon^2\} = \frac{1}{2} \int_0^\infty z \cdot \mathbb{P}\{|\epsilon| \geq \frac{z}{2}\} \, dz
\]  

(3.13)

where \( \epsilon_\tau \triangleq \hat{\tau} - \tau \) represents the estimation error, and then by finding a lower bound on \( \mathbb{P}\{|\epsilon_\tau| \geq z/2\} \) \[^{167}\]\. It can be easily shown that

\[
\mathbb{P}\{|\epsilon_\tau| \geq \frac{z}{2}\} = 
\int_{-\infty}^{\infty} \left[ p_\tau(\tau) \mathbb{P}\left\{|\hat{\tau} \geq \tau + \frac{z}{2}\} + p_\tau(\tau + z) \mathbb{P}\left\{|\hat{\tau} \leq \tau + \frac{z}{2}\} \right\right\} \, d\tau
\]  

(3.14)

\[^7\|x\|^2 = x^T x.\]

\[^8\]Actually, the Bellini-Tartara improved ZZB version \[^{167}\] is here considered and the correct name should be BTZZB, however we will continue to refer to ZZB for conciseness.

\[^9\]Here the expectation is with respect to \( \tau \) and \( r \).
where \( p_{\tau}(\tau) \) is the p.d.f. of the TOA \( \tau \). The previous expression can be lower-bounded by

\[
2 \int_{-\infty}^{\infty} \min \{ p_{\tau}(\tau), p_{\tau}(\tau + z) \} \times \left[ \frac{1}{2} P \{ \hat{\tau} \geq \tau + \frac{z}{2} \} + \frac{1}{2} P \{ \hat{\tau} \leq \tau + \frac{z}{2} \} \right] d\tau .
\]

(3.15)

The term in square brackets in (3.15) represents the probability of error for testing of two equally probable hypotheses

\[
H_1 : r(t) = s(t - \tau) + n(t) \quad \text{or} \quad r = H^{(\tau)} s + n ,
\]

\[
H_2 : r(t) = s(t - \tau - z) + n(t) \quad \text{or} \quad r = H^{(\tau + z)} s + n
\]

(3.16)

using a suboptimum decision rule in which the parameter is first estimated and a decision is made according to minimum distance between \( \tau \) and \( \tau + z \) as described in [168]. Then (3.15) can be further lower-bounded by replacing the term in square brackets with the error probability \( P_{\min}(\tau, z) \) corresponding to the optimum decision rule based on the log-likelihood ratio test (LRT) [66, p. 26]

\[
l(r) = \ln \frac{p \{ r | \tau \} \quad H_1}{p \{ r | \tau + z \} \quad H_2} \geq 0 .
\]

(3.17)

In general \( P_{\min}(\tau, z) \) does not depend on the delay \( \tau \) thus the bound is formulated with respect to \( P_{\min}(z) \) [168]. When \( \tau \) is uniformly distributed in \([0, T_a]\) (most ignorance case), the ZZB is given by [167, 168]

\[
ZZB = \frac{1}{T_a} \int_{0}^{T_a} z (T_a - z) P_{\min}(z) \, dz .
\]

(3.18)

The main challenge in (3.18) is to design the optimum binary detection scheme based on (3.17) and to derive a tractable expression for its performance \( P_{\min}(z) \). It is interesting to observe that the ZZB is obtained by recognizing that the performance evaluation of an estimation problem can be transformed to a binary detection problem. We will exploit this observation in successive sections to obtain the ZZB for the cases of interest.

### 3.4 ZZB for Known Signals

As explained in Sec. 3.3, the ZZB requires the evaluation of the error probability \( P_{\min}(z) \) corresponding to the optimum binary detector (3.17). Whatever test we design can never be better than a “genie test” in which the genie
provides the receiver with perfect CR $s(t)$, or equivalently $s$, and then the receiver performs the optimum likelihood ratio test conditioned on that CR. This is equivalent to evaluate the error probability $P_{\text{min}}(z|s)$, conditioned on $s$, corresponding to a classical coherent binary communication system employing the waveforms $s(t-\tau)$ and $s(t-\tau-z)$ for hypothesis $H_1$ and $H_2$, respectively, with known $s(t)$. It is well known [66, p. 254] that the optimum binary detector passes its input $r(t)$ through a filter matched to the signal $s(t-\tau) - s(t-\tau-z)$ and samples its output at time $t = T_a$. If the output is positive, it chooses hypothesis $H_1$; if negative, hypothesis $H_2$. Therefore, the error probability is given by [65, p. 129]

$$P_{\text{min}}(z|s) = Q\left(\sqrt{\text{SNR}}\left(1 - \rho_s(z)\right)\right)$$

(3.19)

where $Q(\cdot)$ is the Gaussian $Q$-function, and we have defined $\rho_s(z)$ the normalized auto-correlation function of $s(t)$ as

$$\rho_s(z) = \frac{1}{E_s} \int_{-\infty}^{\infty} s(t) s(t-z) \, dt.$$  

(3.20)

By replacing in (3.18) $P_{\text{min}}(z)$ with $P_{\text{min}}(z|s)$, we obtain the ZZB conditioned on $s(t)$

$$\text{ZZB}|_s = \frac{1}{T_a} \int_0^{T_a} z(T_a-z) P_{\text{min}}(z|s) \, dz.$$  

(3.21)

It is known that in this case for large SNRs the ZZB converges to the CRB given by [168]

$$\text{CRB} = \left[-E\left\{\frac{\partial^2}{\partial \tau^2} \ln p\{r|\tau}\right\}\right]^{-1} = \frac{N_0/2}{(2\pi)^2 E_s \beta^2} = \frac{1}{8\pi^2 \beta^2 \text{SNR}}$$

(3.22)

where $\beta$ is the effective bandwidth of $s(t)$ defined by

$$\beta^2 = \frac{\int_{-\infty}^{\infty} f^2 |S(f)|^2 \, df}{E_s}$$

(3.23)

and $S(f)$ is the Fourier transform of $s(t)$. Moreover, indicating with $\tilde{s}(t)$ the ELP of $s(t)$, in the particular but common case where $\tilde{s}(t) = s_0(t)$ is an even function, (3.23) can be rewritten as

$$\beta_0^2 = \frac{\int_{-\infty}^{\infty} f^2 |S_0(f)|^2 \, df}{2E_s}$$

(3.24)
and $S_0(f)$ is the Fourier transform of $s_0(t)$.

Notice that the denominator of (3.22) is proportional to the energy in the signal, where the constant $\beta$ depends on the shape of the signal and the skewness of its spectrum through (3.23). Having large values of $\beta$, that is, a signal with wide transmission bandwidth and/or large center frequency $f_c$, is beneficial for time-delay estimation.

### 3.4.1 Average ZZB

In the presence of a frequency selective channel, $s(t)$ is characterized statistically according to some channel model and it belongs in general to a random process $S(t)$ modeling the channel characteristics. The unconditional (average) ZZB can be evaluated by averaging (3.21) on $S(t)$, that is,

$$ZZB = \mathbb{E}\left\{ \frac{ZZB}{S(t)} \right\} = \frac{1}{T_a} \int_{0}^{T_a} z (T_a - z) P_{min}(z) \, dz$$

(3.25)

where

$$P_{\text{min}}(z) \triangleq \mathbb{E}\left\{ P_{\text{min}}(z | S(t)) \right\}$$

(3.26)

and the statistical expectation is taken with respect to the realizations of $S(t)$.

We want to stress that the bound in (3.25) assumes that the receiver has perfect knowledge of the CR. This approach was first proposed in [170] for UWB multipath channels. Note that (3.26) can be seen as the average BEP for coherent detection of an ideal binary PPM Rake receiver in the presence of multipath assuming perfect channel state information. Such BEP expressions are known in the literature [179, 180, 174] and can be exploited to derive the ZZB through (3.25).

### 3.5 ZZB for Signals with Unknown Phase

In Section 3.4 we mentioned that usually signal $s(t)$ is obtained through modulation of a baseband component $\tilde{p}_0(t)$. In most cases, the initial phase $\phi$ of the carrier is uncontrolled (non-coherent transmitter), for example, because the local oscillator is free-running and not synchronized with the generator of the baseband signal $\tilde{p}_0(t)$. This means that the shape of the transmitted bandpass signal $p(t)$ is not completely determined at the transmitted side and hence coherent TOA estimation at the receiver does not add any additional information on the TOA as will be clearer later.
The ZZB in (3.21) and the CRB in (3.22) are meaningful when \( s(t) \) is completely recovered at the receiver (corresponding to the adoption of a coherent estimator) and the carrier phase \( \phi \) of the transmitted pulse is perfectly controlled at the transmitted (i.e., a coherent transmitter is adopted). As already anticipated, when the initial phase \( \phi \) of the carrier is uncontrolled, it does not carry any additional information on TOA. Hence, the TOA estimation must rely on the signal envelope \( |\tilde{s}(t)| \) only.

To evaluate the ZZB, the optimum detector can be derived from the following log-LRT \([178, p. 200],[66, p. 87]\)

\[
l(r) = \ln \frac{\int_0^{2\pi} p\{r|\tau, \phi\} p_{\Phi}(\phi) d\phi \geq 0}{\int_0^{2\pi} p\{r|\tau + z, \phi\} p_{\Phi}(\phi) d\phi \geq 0} \tag{3.27}
\]

where the marginal p.d.f.s are evaluated with respect to the uniform distribution \( p_{\Phi}(\phi) = 1/2\pi \) in \([0, 2\pi]\) of the r.v. \( \Phi \) (most ignorance assumption). In this case the optimum detector corresponds to the envelope detector for binary, equally-energy correlated signals \([66, p. 341]\), which error probability expression is given by \([61, p. 312]\)

\[
P_{\text{min}}(z) = Q_1(a(z), b(z)) - \frac{1}{2} e^{-\text{SNR}/2} I_0(a(z) b(z)) \tag{3.28}
\]

with

\[
a(z) = \sqrt{\frac{\text{SNR}}{2}} \left(1 - \sqrt{1 - |\rho_0(z)|^2}\right),
\]

\[
b(z) = \sqrt{\frac{\text{SNR}}{2}} \left(1 + \sqrt{1 - |\rho_0(z)|^2}\right) \tag{3.29}
\]

and where

\[
\rho_0(z) = \frac{1}{2E_s} \int_0^{T_s} \tilde{s}^*(t) \tilde{s}(t - z) dt \tag{3.30}
\]

is the normalized complex-valued correlation coefficient between the ELP \( \tilde{s}(t - \tau) \) and \( \tilde{s}(t - \tau - z) \). \( Q_1(a, b) \) denotes the Marcum Q function and \( I_0(x) \) is the modified Bessel function of first kind of order zero \([106, p. 374]\). When \( z > T_s, \tilde{s}(t - \tau) \) and \( \tilde{s}(t - \tau - z) \) are orthogonal and \( P_{\text{min}}(z) = P_{\text{min}} = \frac{1}{2} e^{-\text{SNR}/2} \), that is, it corresponds to the performance of the optimum envelope detector with orthogonal signals \([61, p. 311]\).

\[\text{Some authors refers to this test as average-LRT (ALRT) [181].}\]
3.5.1 Asymptotic ZZB

In Appendix 3.C it is shown that for large SNR, the asymptotic behavior of \( P_{\min}(z) \) in (3.28) is

\[
P_{\min}(z) \approx \sqrt{\frac{1 - |\rho_0(z)|}{2|\rho_0(z)|}} Q\left(\sqrt{\text{SNR}} \cdot (1 - |\rho_0(z)|)\right) \approx Q\left(\sqrt{\text{SNR}} \cdot (1 - |\rho_0(z)|)\right).
\]

Equation (3.31) is formally identical to (3.19), therefore by following the same approach as in [168] it can be shown that, for high SNR,

\[
\text{ZZB} \approx \frac{1}{8 \pi^2 \beta_0^2 \text{SNR}}
\]

where \( \beta_0 \) is the effective bandwidth of the baseband envelope \( |\tilde{s}(t)| \) defined in (3.24). The result in (3.32) tells us that the ZZB tends to the corresponding CRB evaluated considering the received signal ELP instead of the bandpass signal. Contrary to the bounds (3.21) and (3.22), this bound depends on the signal ELP effective bandwidth only and not on the center frequency \( f_c \). This is one of the motivations that justifies the adoption of wideband or, better yet, UWB signals to achieve accurate ranging. Adopting a wide-band signal, it is possible to achieve high-accuracy time-delay estimation also without exploiting the phase information, through non-coherent estimation techniques and also in the presence of a non-coherent transmitters. Vice versa, to obtain high TOA estimation accuracy with narrowband signals, coherent transmitters as well as coherent receivers are necessary.

Notice that, in the high-SNR region, the SNR gap between the case between a coherent and a non-coherent estimator is \( \Delta \text{SNR} = 10 \log_{10} \left( 1 + \frac{f_c^2}{B_t} \right) \) dB.

3.6 ZZB for Unknown Deterministic Signals

We consider now \( s(t) \) be a deterministic but unknown signal. Note that in the absence of additional hypothesis on \( s(t) \), it is not possible to identify uniquely the TOA because the starting and ending instants of \( s(t) \) would not be defined. Therefore the only assumption we consider is that \( s(t) \) is zero outside the interval \([0, T_s]\), and so it can be represented according to the series expansions presented in Section 3.2. The estimation of the TOA has to embed the estimation of the received waveform \( s(t) \) by means of its series expansion coefficients \( s \) that have to be treated as nuisance parameters.

\( ^{11} \)The CRB resulting from a phase uncertainty on the received signal, hence related to the ELP, is evaluated in [182] p. 278.
3.6.1 Detector Design

In the absence of any statistical characterization of the nuisance parameters (i.e., in presence of an unknown deterministic signal), the test design procedure to determine $P_{\text{min}}(z)$ in (3.18) is not uniquely defined. A possibility could be the adoption of the detector presented in Section 3.4 assuming perfect knowledge of the received waveform. However, as will be shown in the numerical results, the corresponding ZZB would be in general quite loose with respect to the actual performance of realistic estimators.

A practical and usual approach for this kind of problem is to design the detector performing the generalized likelihood ratio test (GLRT) [178, p. 200][66, p. 88]. Unfortunately we cannot state the optimality of the GLRT, then the corresponding ZZB expression is not in general a lower bound. However further considerations about the optimality can be done, considering invariance properties of the detector [183], and will be included in a following up work.

The log-GLRT is obtained by replacing the nuisance parameters $s$ by their ML estimates $\hat{s}_1$ and $\hat{s}_2$, respectively, under hypothesis $H_1$ and $H_2$ true [66, p. 92]

$$l(r) = \ln \frac{p\{r|\tau, \hat{s}_1\}}{p\{r|\tau + z, \hat{s}_2\}} \overset{H_1}{\gtrless} 0$$

(3.33)

where the ML estimates $\hat{s}_1$ and $\hat{s}_2$, obtained as least squares (LS) solutions, are given by

$$\hat{s}_1 = \left(H(\tau)^T H(\tau)\right)^{-1} H(\tau)^T r,$$
$$\hat{s}_2 = \left(H(\tau+z)^T H(\tau+z)\right)^{-1} H(\tau+z)^T r.$$  

(3.34)

As a consequence from (3.12), the statistics $l(r)$ in (3.33) becomes

$$l(r) = \|r - H(\tau+z) \hat{s}_2\|^2 - \|r - H(\tau) \hat{s}_1\|^2 = \|\hat{n}_2\|^2 - \|\hat{n}_1\|^2$$

(3.35)

where

$$\hat{n}_1 = r - H(\tau) \hat{s}_1 = (I_M - P_{H(\tau)}) r,$$
$$\hat{n}_2 = r - H(\tau+z) \hat{s}_2 = (I_M - P_{H(\tau+z)}) r$$

(3.36)

This leads, for the detector performance evaluation, to the perfect measurement bound [66, p. 88].
having defined the projectors $P_{H^{(r)}} = H^{(r)} \left( H^{(r)T} H^{(r)} \right)^{-1} H^{(r)T}$ and $P_{H^{(r+z)}} = H^{(r+z)} \left( H^{(r+z)T} H^{(r+z)} \right)^{-1} H^{(r+z)T}$, with $I_M$ the $M$th order identity matrix. The GLRT is therefore

$$l(r) = r^T P_{H^{(r)}} r - r^T P_{H^{(r+z)}} r = r^T G r \geq 0 \quad \text{(3.37)}$$

where $G = P_{H^{(r)}} - P_{H^{(r+z)}}$.

Proof of (3.37). Recalling that $\|x\|^2 = x^T x$ we have from (3.35) and (3.36) that $l(r) = r^T Q_{H^{(r+z)}}^{T} Q_{H^{(r)+}} r - r^T Q_{H^{(r)}}^{T} Q_{H^{(r)+}} r$ where $Q_{H^{(r)}} = I_M - P_{H^{(r)}}$ and $Q_{H^{(r+z)}} = I_M - P_{H^{(r+z)}}$ are projectors in the spaces $\langle H^{(r)} \rangle$ and $\langle H^{(r+z)} \rangle$, respectively. This imply that $Q_{H^{(r)}}^{T} = Q_{H^{(r)}}$, $Q_{H^{(r+z)}}^{T} = Q_{H^{(r+z)}}$ and $Q_{H^{(r)+}}^{2} = Q_{H^{(r)+}}$, $Q_{H^{(r+z)+}}^{2} = Q_{H^{(r+z)+}}$, so that $l(r) = r^T Q_{H^{(r+z)}} r - r^T Q_{H^{(r)}} r$, which gives immediately the result (3.37).

According to (3.11) it results that

$$l(r) = \int_{\tau}^{\tau+T_0} r^2(t) \, dt - \int_{\tau+T_0}^{\tau+z+T_0} r^2(t) \, dt \geq 0 \quad \text{(3.38)}$$

### 3.6.2 Detector Performance

The GLRT performance is given by the BEP

$$P_{\min}(z) = \frac{1}{2} P \{ l(r|H_1) < 0 \} + \frac{1}{2} P \{ l(r|H_2) > 0 \} \quad \text{(3.39)}$$

where $l(r|H_1)$ and $l(r|H_2)$ denote the GLRT (3.38) specified in the case of $H_1$ true and $H_2$ true, respectively.

Considering that, under $H_1$, $s(t - \tau)$ is by definition zero outside the interval $[\tau, \tau + T_0]$, it is

$$l(r|H_1) = \int_{\tau}^{\tau+T_0} (s(t - \tau) + n(t))^2 \, dt - \int_{\tau+T_0}^{\tau+z+T_0} (s(t - \tau) + n(t))^2 \, dt$$

$$= \begin{cases} \int_{\tau}^{\tau+T_0} (s(t - \tau) + n(t))^2 \, dt - \int_{\tau+T_0}^{\tau+z+T_0} n^2(t) \, dt, & z \geq T_0, \\ \int_{\tau}^{\tau+T_0} (s(t - \tau) + n(t))^2 \, dt - \int_{\tau+T_0}^{\tau+T_0} n^2(t) \, dt, & 0 \leq z < T_0. \end{cases} \quad \text{(3.40)}$$

After similar considerations, under $H_2$, $s(t - \tau - z)$ is by definition zero.
outside the interval \([\tau + z, \tau + z + T_s]\), so that

\[
l(r|H_2) = \int_{\tau}^{\tau + T_s} (s(t - \tau - z) + n(t))^2 \, dt - \int_{\tau + z}^{\tau + z + T_s} (s(t - \tau - z) + n(t))^2 \, dt
\]

\[
= \left\{
\begin{array}{ll}
- \int_{\tau}^{\tau + z + T_s} (s(t - \tau - z) + n(t))^2 \, dt + \int_{\tau}^{\tau + T_s} n^2(t) \, dt, & z \geq T_s, \\
- \int_{\tau + z}^{\tau + z + T_s} (s(t - \tau - z) + n(t))^2 \, dt + \int_{\tau + z}^{\tau + T_s} n^2(t) \, dt, & 0 \leq z < T_s.
\end{array}
\right.
\]

(3.41)

We now proceed with the evaluation of this \(P_{\min}(z)\) in (3.39), corresponding to the detector (3.38). Note that \(P_{\min}(z)\) corresponds to the error probability of a PPM demodulator with partial pulses overlap and energy detection receiver. In the following we make use of the series expansions detailed in Sec. 3.2 and Appendix 3.A, considering separately the case \(z \geq T_s\) and \(0 \leq z < T_s\). Moreover, as will be detailed in the derivation, it is necessary to resort to different approaches when \(z\) is small, depending on the signal type. Specifically, we define the value \(\xi\), so that a different derivation in the detector performance is followed if \(z < \xi\) and if \(z \geq \xi\). In particular, as will be clarified afterward, we have \(\xi = 1/2W\) for lowpass signals, and \(\xi = 1/W\) for bandpass signals.

1) Evaluation of \(P_{\min}(z)\) for \(z \geq T_s\)

Making use of the orthonormal expansions detailed in Appendix 3.A we define the r.v.s

\[
Y_1 = \frac{2}{N_0} \int_{\tau}^{\tau + T_s} (s(t - \tau) + n(t))^2 \, dt = \frac{2}{N_0} \int_0^{T_s} (s(t) + n(t + \tau))^2 \, dt
\]

\[
= N \sum_{m=1}^{N} \left( \sqrt{\frac{2}{N_0}} \eta_m + c_{1,m} \right)^2,
\]

\[
Y_2 = \frac{2}{N_0} \int_{\tau + z}^{\tau + z + T_s} n^2(t) \, dt = \frac{2}{N_0} \int_0^{T_s} n^2(t + \tau + z) \, dt = \sum_{m=1}^{N} c_{2,m}^2,
\]

\[
Y_3 = \frac{2}{N_0} \int_{\tau + z}^{\tau + z + T_s} (s(t - \tau - z) + n(t))^2 \, dt = \frac{2}{N_0} \int_0^{T_s} (s(t) + n(t + \tau + z))^2 \, dt
\]

\[
= \sum_{m=1}^{N} \left( \sqrt{\frac{2}{N_0}} \eta_m + c_{2,m} \right)^2,
\]

\[
Y_4 = \frac{2}{N_0} \int_{\tau}^{\tau + T_s} n^2(t) \, dt = \frac{2}{N_0} \int_0^{T_s} n^2(t + \tau) \, dt = \sum_{m=1}^{N} c_{1,m}^2
\]

(3.42)
where $N$ has been defined in Section 3.2, \{$c_{1,m}\$, \{$c_{2,m}\$} are related, respectively, to the series expansion coefficients of $\sqrt{\frac{2}{N_0}} n(t+\tau)$ and $\sqrt{\frac{2}{N_0}} n(t+\tau+z)$ and \(\eta_m\) are the series expansion coefficients of $s(t)$ for $t \in [0, T_s]$. According to the signal model considered, \{$c_{1,m}\$, \{$c_{2,m}\$} are statistically independent Gaussian r.v.s with zero mean and unit variance. As a consequence $Y_1$ and $Y_3$ are non-central Chi-square distributed, whereas $Y_2$ and $Y_4$ are central Chi-square distributed, each having $p = N$ degrees of freedom. The non-centrality parameter $\mu$ of $Y_1$ and $Y_3$ is given by $\mu = 2\gamma$, where

$$\gamma = \frac{1}{N_0} \sum_{m=1}^{N} \eta_m^2 = \frac{1}{N_0} \int_{0}^{T_s} s^2(t) \, dt = \frac{E_s}{N_0}$$

is the received SNR. In addition $Y_1, Y_2, Y_3$ and $Y_4$ do not depend on $z$, then the probability of error $P_{\min}(z)$ results independent on $z$. Making use of (3.42) we can express the $P_{\min}$ in (3.39), for $T_s \geq z$ as

$$P_{\min}^{(l)} = \frac{1}{2} \mathbb{P}\{Y_1 < Y_2\} + \frac{1}{2} \mathbb{P}\{Y_3 < Y_4\}.$$  

Due to statistical symmetry in (3.42), the BEP can be evaluated as

$$P_{\min}^{(l)} = \mathbb{P}\{Y_1 < Y_2\} = P_Y(\gamma, \lceil p/2 \rceil)$$

where

$$P_Y(\gamma, q) = \frac{\exp(-\gamma/2)}{2^q} \sum_{i=0}^{q-1} \frac{(\gamma/2)^i}{i!} \sum_{j=i}^{q-1} \frac{(j+q-1)!}{2^i(j-i)!(q+i-1)!}$$

whose derivation is given in Appendix 3.D.

---

13 For bandpass signals \(\eta_m\) are for odd $m$ (even $m$) the series expansion coefficients of the in-phase (in-quadrature) components of the ELP $\tilde{s}(t)$ of $s(t)$.

14 The p.d.f.s of these r.v.s are reported in 3.80.

15 Since it is required $2q$ to be even (i.e., $q \in \mathbb{N}$) in the error probability expression (3.46), the ceiling operator $\lceil \cdot \rceil$ is adopted on $p/2$ in (3.45).
2) Evaluation of $P_{\text{min}}(z)$ for $\xi \leq z < T_s$

We now define the r.v.s $Y_i$ for $\xi \leq z < T_s$.

\begin{align*}
Y_1 &= \frac{2}{N_0} \int_{\tau}^{\tau+z} (s(t - \tau) + n(t))^2 \, dt = \frac{2}{N_0} \int_{0}^{z} (s(t) + n(t + \tau))^2 \, dt \\
&= \sum_{m=1}^{p(z)} \left( \sqrt{\frac{2}{N_0}} \eta_{1,m} + c_{1,m} \right)^2,
\end{align*}

\begin{align*}
Y_2 &= \frac{2}{N_0} \int_{\tau+T_s}^{\tau+z+T_s} n^2(t) \, dt = \frac{2}{N_0} \int_{0}^{z} n^2(t + \tau + T_s) \, dt = \sum_{m=1}^{p(z)} c_{2,m}^2,
\end{align*}

\begin{align*}
Y_3 &= \frac{2}{N_0} \int_{\tau+T_s}^{\tau+z+T_s} n^2(t) \, dt = \frac{2}{N_0} \int_{0}^{z} n^2(t - z + T_s) + n(t + \tau + T_s))^2 \, dt \\
&= \sum_{m=1}^{p(z)} \left( \sqrt{\frac{2}{N_0}} \eta_{2,m} + c_{2,m} \right)^2,
\end{align*}

\begin{align*}
Y_4 &= \frac{2}{N_0} \int_{\tau}^{\tau+z} n^2(t) \, dt = \frac{2}{N_0} \int_{0}^{z} n^2(t + \tau) \, dt = \sum_{m=1}^{p(z)} c_{1,m}^2 \quad (3.47)
\end{align*}

where $p(z) = \lfloor 2Wz \rfloor + 1$ for lowpass signals and $p(z) = 2(\lfloor Wz \rfloor + 1)$ for bandpass signals. $\{c_{1,m}\}, \{c_{2,m}\}$ are related, respectively, to the series expansion coefficients of $\sqrt{\frac{2}{N_0}} n(t + \tau)$ and $\sqrt{\frac{2}{N_0}} n(t + \tau + T_s)$ for $t \in [0, z]$, while $\eta_{1,m}$ and $\eta_{2,m}$ are the series expansion coefficients of $s(t)$ for $t \in [0, z]$ and $t \in [T_s - z, T_s]$, respectively. \(\{c_{1,m}\}, \{c_{2,m}\}\) are statistically independent Gaussian r.v.s with unit variance. As a consequence $Y_1$ and $Y_3$ are non-central Chi-square distributed, whereas $Y_2$ and $Y_4$ are central Chi-square distributed, each having $q(z)$ degrees of freedom. The non-centrality parameter $\mu_1(z)$ and $\mu_2(z)$ of $Y_1$ and $Y_3$ are given by $\mu_1(z) = 2\gamma_1(z)$.

\footnote{This corresponds to the representation with at least two elements for a lowpass signal, and with at least two elements for the in-phase and in-quadrature components of the ELP of a bandpass signal.}

\footnote{For bandpass signals $\eta_{1,m}$ and $\eta_{2,m}$ are for odd $m$ (even $m$) the series expansion coefficients of the in-phase (in-quadrature) components of the ELP $\tilde{s}(t)$ of $s(t)$.}
and \( \mu_2(z) = 2\gamma_2(z) \), where

\[
\gamma_1(z) = \frac{1}{N_0} \sum_{m=1}^{p(z)} \eta_{1,m}^2 = \frac{1}{N_0} \int_0^z s^2(t) \, dt,
\]

(3.48)

\[
\gamma_2(z) = \frac{1}{N_0} \sum_{m=1}^{p(z)} \eta_{2,m}^2 = \frac{1}{N_0} \int_{T_z}^{T_s} s^2(t) \, dt,
\]

(3.49)

now both dependent on \( z \). Note that (3.48) and (3.49) represent the SNR captured in the intervals \([0, z]\) and \([T_s - z, T_s]\), respectively, under the two hypothesis. The probability of error results

\[
P_{\text{min}}^{(II)}(z) = \frac{1}{2} P\{Y_1 < Y_2\} + \frac{1}{2} P\{Y_3 < Y_4\}
= \frac{1}{2} P_Y(\gamma_1(z), \lceil p(z)/2 \rceil) + \frac{1}{2} P_Y(\gamma_2(z), \lceil p(z)/2 \rceil).
\]

(3.50)

3) Evaluation of \( P_{\text{min}}(z) \) for \( z < \xi \)

When \( z < \xi \), a lowpass signal is represented, according to Appendix 3.A, with one only element, while a bandpass signal with one element in each of the two components of its ELP. In the following we specify the resulting detector for these two cases.

---

\(^{18}\) In the presence of a waveform with even symmetry with respect to \( T_s/2 \) it is \( \gamma_1(z) = \gamma_2(z) \), hence \( P_{\text{min}}^{(II)}(z) = P_Y(\gamma_1(z), \lceil p(z)/2 \rceil) \).
Lowpass signals

For $2 \leq W < 1$ we use the result (3.70) in Appendix 3.A.
Define the r.v.s

\begin{align*}
Y_1 &= \frac{2}{N_0} \int_0^z (s(t) + n(t))^2 \, dt = \frac{2}{N_0} \int_0^z (s(t + n(t + \tau))^2 \, dt \\
&= \frac{2}{N_0} \left( \eta_{1,1} + \sqrt{N_0 W} \, c_{1,1} \right)^2,
\end{align*}
\begin{align*}
Y_2 &= \frac{2}{N_0} \int_0^{\tau + z + T_s} n^2(t) \, dt = \frac{2}{N_0} \int_0^z n^2(t + \tau + T_s) \, dt = 2 W z c_{2,1}^2,
\end{align*}
\begin{align*}
Y_3 &= \frac{2}{N_0} \int_{\tau + T_s}^{\tau + z + T_s} (s(t - \tau - z) + n(t))^2 \, dt \\
&= \frac{2}{N_0} \int_0^z (s(t - z + T_s) + n(t + \tau + T_s))^2 \, dt \\
&= \frac{2}{N_0} \left( \eta_{2,1} + \sqrt{N_0 W} \, c_{2,1} \right)^2,
\end{align*}
\begin{align*}
Y_4 &= \frac{2}{N_0} \int_0^{\tau + z} n^2(t) \, dt = \frac{2}{N_0} \int_0^z n^2(t + \tau) \, dt = 2 W z c_{1,1}^2 \tag{3.51}
\end{align*}

where $c_{1,1}$ and $c_{2,1}$ are related to the series expansion coefficients of $\sqrt{\frac{2}{N_0}} n(t + \tau)$ and $\sqrt{\frac{2}{N_0}} n(t + \tau + T_s)$ for $t \in [0, z]$, while $\eta_{1,1}$ and $\eta_{2,1}$ are the series expansion coefficients of $s(t)$ for $t \in [0, z]$ and $t \in [T_s - z, T_s]$, respectively. Again, $c_{1,1}$ and $c_{2,1}$ are statistically independent Gaussian r.v.s with unit variance. Now $\sqrt{Y_1}$ and $\sqrt{Y_2}$ are Gaussian r.v.s, with mean, respectively, $\sqrt{\mu_1(z)} = \sqrt{2} \gamma_1(z)$ and $\sqrt{\mu_2(z)} = \sqrt{2} \gamma_2(z)$, where $\gamma_1(z)$ and $\gamma_2(z)$ are given by (3.48) and (3.49), and variance $2 W z$. Differently, $\sqrt{Y_2}$ and $\sqrt{Y_4}$ are Gaussian r.v.s with zero mean and variance $2 W z$. The BEP results

\begin{align*}
P_{\min}^{(III)}(z) &= \frac{1}{2} P \left\{ \sqrt{Y_1} < \sqrt{Y_2} \right\} + \frac{1}{2} P \left\{ \sqrt{Y_3} < \sqrt{Y_4} \right\} \\
&= \frac{1}{2} Q \left( \sqrt{\frac{\gamma_1(z)}{2 W z}} \right) + \frac{1}{2} Q \left( \sqrt{\frac{\gamma_2(z)}{2 W z}} \right). \tag{3.52}
\end{align*}
Bandpass signals  For $z W < 1$ we use the result (3.76) in Appendix 3.A. Define the $\mathcal{E}, \mathcal{V}, \mathcal{B}$:

\[
Y_1 = \frac{2}{N_0} \int_{-\infty}^{\infty} (s(t - \tau) + n(t))^2 \, dt = \frac{2}{N_0} \int_{0}^{z} (s(t) + n(t + \tau))^2 \, dt
\]

\[
= \frac{2}{N_0} \left[ \left( \eta_{1,1,1} + \sqrt{\frac{N_0}{2}} c_{1,1,1} \right)^2 + \left( \eta_{1,2,1} + \sqrt{\frac{N_0}{2}} c_{2,2,1} \right)^2 \right],
\]

\[
Y_2 = \frac{2}{N_0} \int_{-\infty}^{\infty} n(t)^2 \, dt = \frac{2}{N_0} \int_{0}^{z} n^2(t + \tau + T_s) \, dt = W z (c_{2,1,1}^2 + c_{2,2,1}^2),
\]

\[
Y_3 = \frac{2}{N_0} \int_{-\infty}^{\infty} (s(t - \tau - z) + n(t))^2 \, dt
\]

\[
= \frac{2}{N_0} \int_{0}^{z} (s(t - z + T_s) + n(t + \tau + T_s))^2 \, dt
\]

\[
= \frac{2}{N_0} \left[ \left( \eta_{2,1,1} + \sqrt{\frac{N_0}{2}} c_{2,1,1} \right)^2 + \left( \eta_{2,2,1} + \sqrt{\frac{N_0}{2}} c_{2,2,1} \right)^2 \right],
\]

\[
Y_4 = \frac{2}{N_0} \int_{-\infty}^{\infty} n^2(t) \, dt = \frac{2}{N_0} \int_{0}^{z} n^2(t + \tau) \, dt = W z (c_{1,1,1}^2 + c_{2,1,1}^2).
\]  \hspace{1cm} (3.53)

Now $c_{1,1,1}$ ($c_{2,1,1}$) and $c_{2,2,1}$ ($c_{2,2,1}$) are related to the series expansion coefficients of the in-phase (in-quadrature) components of the $\mathcal{E}, \mathcal{V}, \mathcal{B}$ and $\sqrt{\frac{2}{N_0}} n(t + \tau)$ and $\sqrt{\frac{2}{N_0}} n(t + \tau + T_s)$ of $\sqrt{\frac{2}{N_0}} n(t)$ and $\sqrt{\frac{2}{N_0}} n(t + \tau + T_s)$, for $t \in [0, z]$, where, in $c_{i,j,k}$, index $i$ defines the signal (delayed of $\tau$ for $i = 1$ or $\tau + T_s$ for $i = 2$), $j$ defines the in-phase or in-quadrature component, and $k = 1$ since one only coefficient is not zero. Coefficients $\eta_{1,1,1}$ ($\eta_{1,2,1}$) and $\eta_{2,1,1}$ ($\eta_{2,2,1}$) are the series expansion coefficients of the in-phase (in-quadrature) components of the $\mathcal{E}, \mathcal{V}, \mathcal{B}$ and $s(t)$ and $s(t - \tau - z)$ of $s(t)$ and $s(t - \tau - z)$, for $t \in [0, z]$.

Consequently, $\sqrt{Y_1}$ and $\sqrt{Y_2}$ are Ricean $\mathcal{R}, \mathcal{V}, \mathcal{B}$ that is, $\sqrt{Y_1} \sim \text{Rice} \left( \sqrt{\mu_1(z)}, \sqrt{W z} \right)$ and $\sqrt{Y_3} \sim \text{Rice} \left( \sqrt{\mu_2(z)}, \sqrt{W z} \right)$ whereas $\sqrt{Y_2}$ and $\sqrt{Y_4}$ are Rayleigh $\mathcal{R}, \mathcal{V}, \mathcal{B}$ that is, $\sqrt{Y_2} \sim \text{Rayleigh} \left( \sqrt{W z} \right)$ and $\sqrt{Y_4} \sim \text{Rayleigh} \left( \sqrt{W z} \right)$ $^{19}$ Recognizing that the detector under analysis is analogous to the envelope detector with orthogonal signals already known in the literature [61, p. 307], the $\mathcal{E}, \mathcal{V}, \mathcal{B}$

$^{19}$We have $X \sim \text{Rice}(\nu, \sigma)$ with $p.d.f. f_X(x) = \frac{1}{\sigma} \exp \left\{ - \frac{(x^2 + \nu^2)}{2\sigma^2} \right\} I_0 \left( \frac{\nu}{\sigma} \right)$, and $X \sim \text{Rayleigh}(\sigma)$ with $p.d.f. f_X(x) = \frac{x}{\sigma^2} e^{-\frac{x^2}{2\sigma^2}}$, for $x \geq 0$.  
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\[ P_{\text{min}}^{(\text{III})}(z) = \frac{1}{2} \mathbb{P}\{\sqrt{Y_1} < \sqrt{Y_2}\} + \frac{1}{2} \mathbb{P}\{\sqrt{Y_3} < \sqrt{Y_4}\} = \frac{1}{4} \exp\left\{-\frac{\gamma_1(z)}{2Wz}\right\} + \frac{1}{4} \exp\left\{-\frac{\gamma_2(z)}{2Wz}\right\}. \tag{3.54} \]

By substituting (3.45), (3.50), and (3.52) (or (3.54) for bandpass signals) in (3.18), we get the ZZB on TOA estimation MSE with unknown deterministic signal, that is

\[ \text{ZZB} = \frac{1}{T_a} \int_0^\xi z(T_a - z) P_{\text{min}}^{(\text{III})}(z) \, dz + \frac{1}{T_a} \int_\xi^{T_a} z(T_a - z) P_{\text{min}}^{(\text{II})}(z) \, dz + \left(\frac{T_a^2}{6} - \frac{T_a^2}{2} + \frac{T_a^3}{3T_a}\right) P_{\text{min}}^{(\text{I})}. \tag{3.55} \]

The importance of this bound lies in the fact that the evaluation of the CRB is not possible because its derivation requires that the p.d.f. respects some “goodness” conditions not satisfied in our case [66].

### 3.6.3 Asymptotic ZZB

For large SNR and in accordance with numerical results, the dominant term in (3.55) is the first one, related to the integral including \( P_{\text{min}}^{(\text{III})}(z) \) which considers \( P_{\text{min}}^{(\text{II})}(z) \) defined for small values of \( z \). This corresponds to the error probability of distinguishing between \( s(t) \) and a slightly shifted version of itself.

**Lowpass signals**

In this case, for lowpass signals, we have

\[ \text{ZZB} \simeq \frac{1}{T_a} \int_0^{1/2W} z(T_a - z) Q\left(\sqrt{\frac{\text{SNR} \eta(z)}{2Wz}}\right) \, dz \tag{3.56} \]

with

\[ \eta(z) = \frac{1}{E_s} \int_0^z s^2(t) \, dt. \tag{3.57} \]

---

20 We consider, for convenience, a symmetric waveform so that \( \gamma_1(z) = \gamma_2(z) \).
Adopting the approximation for the Gaussian $Q$ function presented in Appendix 3.C, we obtain

$$
\text{ZZB} \simeq \frac{1}{T_a} \int_0^{1/2W} z(T_a - z) \sqrt{\frac{Wz}{\pi \text{SNR} \eta(z)}} \exp \left\{ -\frac{\text{SNR} \eta(z)}{4Wz} \right\} dz
$$

$$
e^{-\text{SNR}} \sqrt{\frac{1}{\text{SNR}}} \int_0^{1/2W} \sqrt{\frac{Wz^3}{\pi \eta(z)}} \exp \left\{ -\frac{\eta(z)}{4Wz} \right\} dz.
$$

(3.58)

Note that, for high $\text{SNR}$, the slope of the ZZB with respect to the $\text{SNR}$ is the same as the CRB and ZZB considering perfect signal knowledge, since the detector performance is expressed in the form $P_{\text{min}}(z) = Q\left(\sqrt{k(z) \cdot \text{SNR}}\right)$, with $k(z)$ a positive constant.

**Bandpass signals**

In this case, for bandpass signals, we have

$$
\text{ZZB} \simeq \frac{1}{2T_a} \int_0^{1/W} z(T_a - z) \exp \left\{ -\frac{\text{SNR} \eta(z)}{2Wz} \right\} dz
$$

$$
e^{-\text{SNR}} \sqrt{\frac{1}{2}} \int_0^{1/W} z \exp \left\{ -\frac{\eta(z)}{2Wz} \right\} dz,
$$

(3.59)

with $\eta(z)$ defined in (3.57).

From these results it can be noted that the asymptotic ZZB is affected by the behavior of $s^2(t)$ in the first $\xi$ seconds (edge behavior).

### 3.7 ML TOA Estimators

#### 3.7.1 ML TOA Estimation of Known Signals

This is a classic non-linear parameter estimation problem where the corresponding ML estimator, which is asymptotically efficient, is simply composed of a filter matched to the signal $s(t)$ (or equivalently of a correlator with template $s(t)$). Therefore the ML TOA estimate can be obtained by evaluating the following classical expression [66]

$$
\hat{\tau} = \arg\max_{\tau} \ln p\{r|\tau\} = \arg\max_{\tau} \int_{T_{\text{ob}}} r(t) s(t - \tau) dt.
$$

(3.60)

The TOA estimation is performed by looking at the time instant corresponding to the peak output of the filter matched to $s(t)$. 
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3.7.2 ML TOA Estimation of Signals with Unknown Phase

Supposing the phase as unknown and statistically averaging its value under the hypothesis of most ignorance as presented in (3.27) (Bayesian approach), the result deals with correlations operated on the signal envelope as given by [182, p. 277]

\[ \hat{\tau} = \arg\max_{\tau} \int_{2\pi} \ln p\{r|\tau, \phi\} d\phi = \arg\max_{\tau} \left| \int_{T_{\text{obs}}} \tilde{r}(t) \tilde{s}^*(t - \tau) dt \right| \]  

where \( \tilde{r}(t) \) and \( \tilde{s}(t) \) are respectively, the ELP of \( r(t) \) and \( s(t) \). In this case, TOA estimation is performed by looking at the time instant corresponding to the peak output of the filter matched to \( \tilde{s}(t) \), having as input the ELP of the received signal.

3.7.3 ML TOA Estimation of Unknown Deterministic Signals

Modeling the signal as unknown but deterministic, the log-likelihood function (3.33) can be used to derive the ML estimate, that is

\[ \hat{\tau} = \arg\max_{\tau, s} \ln p\{r|\tau, s\} = \arg\max_{\tau} \int_{\tau}^{\tau+T_w} r^2(t) dt . \]  

It is important to remark that estimator (3.62) requires a pre-filtering of the received signals to reduce the out-of-band noise since TOA estimation relies on energy measurements without operating correlations.

3.8 Numerical Results

To better highlight the impact on the performance of main signal parameters we analyze the theoretical performance limits of TOA estimation in AWGN channels. As example we consider a RRC received pulse [113], that is

\[ \tilde{g}(t) = \frac{4 \nu}{\pi \sqrt{T_w}} \cos \left( (1 + \nu)\pi t/T_w \right) + \sin \left( (1 - \nu)\pi t/T_w \right) / (4\nu t/T_w) / \left( 1 - (4\nu t/T_w)^2 \right), \]  

where parameter \( T_w \) and roll-off factor \( \nu \) determine the transmitted signal bandwidth \( W = (1 + \nu)/T_w \). In particular, as first example, we consider the lowpass signal \( g(t) = \tilde{g}(t) \), and as second example the bandpass signal \( g(t) = \tilde{g}(t) \cos(2\pi f_c t) \), with \( T_w = 3.2 \text{ ns} \), \( \nu = 0.6 \) and \( f_c = 4 \text{ GHz} \). The
signal (3.63) is exactly band-limited, so its time-limited version is obtained by cutting it to its main two lobes.

Figure 3.1 shows the root-mean-square error (RMSE) for CRBs and ZZBs considering the indicated lowpass signal. In particular, the CRB (3.22), and the ZZB (3.18) with (3.19) and (3.55), where the bound for unknown signal is obtained considering the BEP of the lowpass case (3.52), are reported. A receiver bandwidth $W = 8/T_w$ is considered to make signal distortion negligible. For comparison, the performance of ML estimators (3.60), and (3.62) is depicted in the figure with dashed lines.

The presence of the threshold effect is evident from the ZZB. In fact, the a priori region can be observed in the ZZB which approaches to $T_a/\sqrt{12}$ for low SNR values. On the other hand this behavior cannot be observed in the CRB. For high SNR, that is in the asymptotic region, the estimator is able to lock onto the correct peak of the matched filter (MF) output and the estimation error approaches that predicted by the CRB.

Figure 3.2 shows the RMSE for CRBs and ZZBs using the indicated bandpass signal. In particular, CRB (3.22), (3.32) and the ZZB (3.18) with (3.19) and (3.28) and (3.55), where the bound for unknown signal is obtained considering the BEP of the lowpass case (3.54), are reported. A receiver bandwidth $W = 8/T_w$ is considered. For comparison, the performance of ML estimators (3.60), (3.61) and (3.62) is depicted in the figure with dashed lines.

As expected the resulting non-coherent bounds increase significantly as
they depend only on pulse bandwidth and not on $f_c$. Note that a constant RMSE gap between the ZZB and the CRB can be observed in the ambiguity region between 12 dB and 30 dB for a RRC pulse with $\tau_p = 3.2$ ns. In general, the RMSE gap depends on the ratio between the central frequency $f_c$ and the signal bandwidth $W$ as observed also in [162, 172] considering signal with rectangular spectrum.

In both results related to lowpass and bandpass signals the CRBs and ZZBs obtained with the hypothesis of known signals (also with unknown phase) are very loose, also in the high SNR region. This shows that they are not suitable for performance comparison of non-coherent estimators assuming an unknown signal, as the estimator (3.62). In this case the new expression (3.55) provides a very tight and more realistic bound for all the range of SNR, representing a fundamental tool for the comparison of practical algorithms and for providing design criteria. The importance is even more pronounced by the fact that the CRB for unknown signal is not defined.

### 3.9 Conclusion

In this chapter we have presented new bounds for TDE of partially known and unknown deterministic signals. These bounds represent the performance limit of any practical estimator operating under the same conditions. The ZZB for unknown signals is particularly interesting since the corresponding CRB does not exist for this kind of problem. The derived ZZB foresee the
presence of different regions, clearly showing the SNR threshold values of the ambiguity region, where the signal observation adds a little contribution to the estimation performance, and of the asymptotic region, where the estimator performance is correctly predicted by the CRB (when exists). Moreover the proposed new bound for unknown signals results very tight considering the real performance of ML estimators based on energy measurements on the received signal, as it is the usual approach for the case of unknown signal shape.

3.A Series Expansions of Signals

In this appendix, orthonormal series expansions are used to express the signals, both random and deterministic, as a linear combination of terms, providing a good approximation of the signal energy in a time-limited interval $T$. When representing random processes, the classical KL expansion, leading to uncorrelated coefficients, is adopted [66, 184]. These expansions allow characterizing the signal energy in a time-limited interval, in the presence of Gaussian noise, with the Chi-square distribution, and their adoption is justified by the resulting good accuracy when $WT \gg 1$. In [185] it has been shown that the accuracy is quite good also for moderate and small $WT$. In this chapter we adopt the conventional expansion also for small $WT$, extending the derivation to the case $2WT < 1$ for lowpass signals and $WT < 1$ for bandpass signals.

3.A.1 Series Expansion of Baseband Random Signals

Consider a zero mean, wide-sense stationary (WSS) Gaussian random process $n(t)$ with a flat power spectral density $N_0/2$ in $[-W,W]$ observed in $t \in [0,T]$. Its autocorrelation function is $R_n(\tau) = N_0 W \text{sinc}(2W\tau)$, with $\text{sinc}(x) \triangleq \frac{\sin(\pi x)}{\pi x}$ for $x \neq 0$ and $\text{sinc}(0) \triangleq 1$.

The classical KL series expansion of $n(t)$ over the interval $[0,T]$ is\footnote{The equality in (3.64) means mean square convergence, i.e., $\lim_{M \to \infty} \mathbb{E} \left\{ \left| n(t) - \sum_{m=1}^{M} \sqrt{\lambda_m} c_m \Phi_m(t) \right|^2 \right\} = 0$.}

$$n(t) = \sum_{m=1}^{\infty} \sqrt{\lambda_m} c_m \Phi_m(t) \quad (3.64)$$

where $\{c_m\}$ are independent zero mean Gaussian r.v.s with unitary variance, whereas $\Phi_m(t)$ and $\lambda_m$ are, respectively, the eigenfunctions and eigenvalues.
of the integral equation \[66\] p. 180

\[
\int_0^T R_n(t - \tau) \Phi_m(\tau) d\tau = \lambda_m \Phi_m(t). \tag{3.65}
\]

The eigenfunctions of (3.65), which form a set of complete orthonormal functions \(\{\Phi_m(t)\}\) with support \([0, T]\) are prolate spheroidal wave functions \[186, 187\], whereas the corresponding eigenvalues are given by

\[
\lambda_m = N_0 W T \left[ R_{0m}^{(1)}(\pi W T, 1) \right]^2 \tag{3.66}
\]

being \(R_{0m}^{(1)}(x, 1)\) the radial prolate spheroidal function \[186\]. The coefficient \(\lambda_m c_m^2\) corresponds to the energy along the coordinate function \(\Phi_m(t)\) of a particular random process sample. Therefore the energy of a sample of \(n(t)\) is

\[
E_n = \int_0^T n^2(t) dt = \sum_{m=1}^{\infty} \lambda_m c_m^2. \tag{3.67}
\]

It has been shown in \[186, 188, 189\] that for \(2WT \gg 1\) the eigenvalues \(\lambda_m\) rapidly drops to zero for \(m > \lceil 2WT \rceil + 1\), leading to the well-known “2WT-theorem” \[190, 191, 192\] p.128, according to which the series can be truncated to the first \(N = \lceil 2WT \rceil + 1\) terms. Moreover it is \(\lambda_m \approx \frac{N_0}{2}\) for \(1 \leq m \leq 2WT\), and zero otherwise, so that

\[
n(t) \approx \sqrt{\frac{N_0}{2}} \sum_{m=1}^{N} c_m \Phi_m(t) \tag{3.68}
\]

and \[87\]

\[
E_n = \int_0^T n^2(t) dt \approx \frac{N_0}{2} \sum_{m=1}^{N} c_m^2. \tag{3.69}
\]

Approximations (3.64) and (3.69) get less accurate as \(2WT\) approaches one, and if \(N \leq 1\) (i.e., \(T < 1/2W\)), these approximations are no longer valid. In such a case it is possible to see \[188\] that \(\lambda_m \approx 0\) for \(m > 1\) and \[188\] suggests the approximation \(\lambda_1 \approx \frac{N_0}{2} c_1 \left(1 - \frac{c_1^2}{9}\right)\), with \(c = \pi WT\). Considering the case of very small \(WT\), where effectively only \(\lambda_1 \neq 0\), we adopt here the approximation \(\lambda_1 \approx \frac{N_0}{2} c\) (i.e., \(R_{01}^{(1)}(\pi W T, 1) \approx 1\)), so that \(\lambda_1 \approx N_0 W T\), and then

\[
E_n = \int_0^T n^2(t) dt \approx N_0 W T c_1^2. \tag{3.70}
\]

\[22\]Even if not explicitly specified, functions \(\{\Phi_m(t)\}\) depends on \(WT\).

\[23\]Hence we have that the expected received energy in \(T\) is given by \(\mathbb{E}\left\{\int_0^T n^2(t) dt\right\} = \mathbb{E}\left\{\sum_{m=1}^{\infty} \lambda_m c_m^2\right\} = N_0 WT \ [66\] p. 181].
3.A.2 Series Expansion of Bandpass Random Signals

Consider $n(t)$ to be a bandpass, zero-mean, WSS Gaussian random process with a flat power spectral density $N_0/2$ for $|f| \in [-f_c - W/2, f_c + W/2]$ observed in $t \in [0, T]$. We have that a sample function $n(t)$ of the random process can be written as $n(t) = V(t) \cos(2\pi f_c t + \phi(t))$. Using the conventional approach it is [184, p.159]

$$n(t) = n_I(t) \cos(2\pi f_c t) - n_Q(t) \sin(2\pi f_c t)$$ (3.71)

where $n_I(t)$ and $n_Q(t)$ are, respectively, the in-phase and in-quadrature baseband components of $n(t)$. In this manner we have $n_I(t) = V(t) \cos(\phi(t))$ and $n_Q(t) = V(t) \sin(\phi(t))$. Moreover, the random processes related to $n_I(t)$ and $n_Q(t)$ are statistically independent, zero-mean Gaussian processes. It can be shown that their spectral densities are confined to the region $|f| < W/2$ with intensity $N_0$. The baseband components can be expanded in orthonormal series as previously discussed

$$n_I(t) \approx \sqrt{N_0} \sum_{m=1}^{N/2} c_{1,m} \Phi_m(t),$$
$$n_Q(t) \approx \sqrt{N_0} \sum_{m=1}^{N/2} c_{2,m} \Phi_m(t)$$ (3.72)

with $c_{1,m}$ and $c_{2,m}$ independent zero mean Gaussian r.v.s with unitary variance, and $N = 2([WT] + 1)$. Therefore

$$E_n = \int_0^T n^2(t) dt \approx \frac{1}{2} \int_0^T n_I^2(t) dt + \frac{1}{2} \int_0^T n_Q^2(t) dt = \frac{N_0}{2} \sum_{m=1}^N c_m^2$$ (3.73)

having defined $c_{2m-1} = c_{1,m}$ and $c_{2m} = c_{2,m}$ for $m = 1, 2, \ldots, N/2$. Note that this expression is identical to (3.69). This means that all the analysis carried out for baseband signals still applies for bandpass signals when $WT \gg 1$.

When $N \leq 2$ (i.e., $T < 1/W$), the hypothesis of large $T$ appears difficult.

---

24This requires that spectral density is narrow with respect to the central frequency, i.e., the envelope $V(t)$ and the phase $\phi(t)$ are slowly varying functions of the time, and the observation time $T$ is large enough [184 p. 158].
to validate. In fact, this corresponds to the assumption that

\[ E_n = \int_0^T n^2(t) \, dt = \int_0^T n_I^2(t) \cos^2(2\pi f_c t) \, dt + \int_0^T n_Q^2(t) \sin^2(2\pi f_c t) \, dt \]

\[ - 2 \int_0^T n_I(t) n_Q(t) \cos(2\pi f_c t) \sin(2\pi f_c t) \, dt \]

\[ \approx \frac{1}{2} \int_0^T n_I^2(t) \, dt + \frac{1}{2} \int_0^T n_Q^2(t) \, dt . \]  \( (3.74) \)

If \((3.74)\) is verified with satisfactory approximation\(^{25}\) we have that the approach followed for lowpass signals in Appendix 3.A.1 still applies. In this case we obtain

\[ E_{nI} = \int_0^T n_I^2(t) \, dt \approx N_0 W T c_{1,1} \]

\[ E_{nQ} = \int_0^T n_Q^2(t) \, dt \approx N_0 W T c_{2,1} \]  \( (3.75) \)

and

\[ E_n = \int_0^T n^2(t) \, dt \approx \frac{N_0 W T}{2} (c_{1,1}^2 + c_{2,1}^2) = \frac{N_0 W T}{2} (c_1^2 + c_2^2) . \]  \( (3.76) \)

3.A.3 Series Expansion of Baseband Deterministic Signals

In the case of a deterministic signal \(s(t)\) observed in the interval \([0, T]\), there is a complete degree of freedom in choosing the orthonormal basis. Often the sampling expansion, considering the orthonormal base \(\Psi_n(t) = \sqrt{2W} \text{sinc}(2W t - n)\)\(^{26}\) is adopted \([190, 191]\)

\[ s(t) \approx \frac{1}{\sqrt{2W}} \sum_{n=1}^N s_n \Psi_n(t) \]  \( (3.77) \)

where \(s_n = s(n/2W)\) are the samples of \(s(t)\) taken at Nyquist rate \(2W\) over the interval \([0, T]\). Also in this case, for \(2WT \gg 1\) the following approxima-

\(^{25}\)We will show in the numerical result that, for our problem, approximation \((3.74)\) is satisfactory also for wideband signals.

\(^{26}\)Note that, differently from \(\{\Phi_n(t)\}\), the base \(\{\Psi_n(t)\}\) is not concentrated in the interval \([0, T]\).
tion for the energy of $s(t)$ in the interval $[0, T]$ holds

$$
\int_0^T s^2(t) \, dt \approx \frac{1}{2W} \sum_{n=1}^{N} s_n^2.
$$

(3.78)

In the detector derivation presented in Sec. 3.6.2 it results necessary to represent the signal in a portion $[0, z]$ of the interval $[0, T]$, with $z < T$. In order to obtain a satisfactory approximation also when $z < 1/2W$, it is important to adopt the basis $\{\Phi_m(t)\}$, where now $\{\Phi_m(t)\}$ is related to the interval $Wz$, obtaining

$$
s(t) \approx \sum_{m=1}^{M} \eta_m \Phi_m(t).
$$

(3.79)

### 3.A.4 Series Expansion of Bandpass Deterministic Signals

Consider the signal $s(t)$ as deterministic and bandpass, with non-zero Fourier transform in $|f| \in [-f_c - W/2, f_c + W/2]$, observed in $t \in [0, T]$. We can represent it by its \textit{ELP} $\tilde{s}(t)$, that is $s(t) = \Re \{ \tilde{s}(t) \, e^{2\pi f_c t} \}$. The \textit{ELP} can be decomposed as $\tilde{s}(t) = s_I(t) + js_Q(t)$, therefore we obtain

$$
s(t) = s_I(t) \cos(2\pi f_c t) - s_Q(t) \sin(2\pi f_c t),
$$

(3.80)

where the in-phase and in-quadrature baseband components $s_I(t)$ and $s_Q(t)$ have a spectrum confined to $|f| \leq W/2$. We can then apply all the derivation presented in Appendix 3.A.3 to each of the two baseband components, adopting the expansions

$$
s_I(t) \approx \sum_{m=1}^{M} \eta_{1,m} \Phi_m(t)
$$

(3.81)

$$
s_Q(t) \approx \sum_{m=1}^{M} \eta_{2,m} \Phi_m(t)
$$

(3.82)

with $\eta_{1,m}$ and $\eta_{2,m}$ the series expansion coefficients of $s_I(t)$ and $s_Q(t)$ for $t \in [0, T]$.

\footnote{However, the representation error obtained when adopting $\{\Psi_n(t)\}$ is higher than with $\{\Phi_n(t)\}$ that lead to the best approximation in $t \in [0, T]$ [176].}
3.B Proof of Equation (3.11)

Recalling (3.10) we have that \( r = H^{(\tau)} s + n = y + n \). Consider a different orthonormal bases for \( r(t) \) according to which the series expansion coefficients are written as \( \tilde{r} = S^{(\tau)} s + \tilde{n} = \tilde{y} + \tilde{n} \). In order to prove that \( H^{(\tau)} \left( H^{(\tau)}^T H^{(\tau)} \right)^{-1} H^{(\tau)}^T r \) corresponds to the expansion of the signal \( r(t) \Pi \left( \frac{t-T}{T_r} \right) \) for \( t \in [0, T_{ob}] \), we can try to recover the same results from the expansion \( S^{(\tau)} \left( S^{(\tau)}^T S^{(\tau)} \right)^{-1} S^{(\tau)}^T \tilde{r} \). It is now convenient to choose \( S^{(\tau)} \) so that \( \tilde{r} \) represents the samples of the received signal in \([0, T_{ob}]\), and \( s \) represents the samples of the transmitted signal in \([0, T_s]\). In this case it is easy to show that \( S^{(\tau)} \) has the block structure

\[
S^{(\tau)} = [0_{T,N}, I_N, 0_{M-N-T,N}]^T
\]

with \( T = \lceil \tau / 2W \rceil \).\(^{28}\) \( 0_{A,B} \) the \( A \times B \) null matrix and \( I_N \) the \( N \)th order identity matrix. Moreover, matrix \( S^{(\tau)} \) contains \( N \) linearly independent vectors (it forms an orthonormal basis), and \( P_{S^{(\tau)}} = S^{(\tau)} \left( S^{(\tau)}^T S^{(\tau)} \right)^{-1} S^{(\tau)}^T = S^{(\tau)} S^{(\tau)}^T \). It is immediate to show that

\[
P_{S^{(\tau)}} = \begin{bmatrix}
0_{T,T} & 0_{T,N} & 0_{T,M-N-T} \\
0_{N,T} & I_N & 0_{N,M-N-T} \\
0_{M-N-T,T} & 0_{M-N-T,N} & 0_{M-N-T,M-N-T}
\end{bmatrix}
\]

and \( P_{S^{(\tau)}} r = [0_T, r[T+1], r[T+2], r[T+N], 0_{M-N-T}]^T \), from which results the quadratic form \( r^T P_{S^{(\tau)}} r = \int_{\tau}^{\tau+T_r} r^2(t) \, dt \), that is \( (3.11) \) where \( r(t) \) is a generic \( x(t) \).\(^{29}\)

3.C Asymptotic Expression of \( P_{\text{min}}(z) \)

Adopting, as approximation, the lower bound derived in \(^{193}\) for the Marcum Q-function\(^{30}\)

\[
Q_1(\alpha, \beta) \geq e^{-\frac{\alpha^2+\beta^2}{2}} I_0(\alpha \beta)
\]

we obtain

\[
P_{\text{min}}(z) \approx \frac{1}{2} e^{-\frac{SNR}{2}} I_0 \left( \frac{SNR}{2} \left| \rho_0(z) \right| \right)
\]

\(^{28}\)We consider, for convenience, the lowpass signal case.

\(^{29}\)Note that \( P_{S^{(\tau)}} \) is positive definite.

\(^{30}\)This bound, valid for \( \beta > \alpha \) is very tight especially for high \( \beta \) (i.e., high SNR), see also \(^{193}\).
since \( a^2(z) + b^2(z) = \text{SNR} \) and \( a(z)b(z) = \frac{\text{SNR}}{2} |\rho_0(z)| \). Considering that \( I_0(x) \simeq \frac{e^x}{\sqrt{\pi x}} \) for large \( x \) \cite[eq. 377]{106} we obtain

\[
P_{\min}(z) \simeq \frac{1}{\sqrt{4\pi \text{SNR} |\rho_0(z)|}} \exp \left\{ -\frac{\text{SNR}}{2} (1 - |\rho_0(z)|) \right\}.
\] (3.87)

Adopting now the approximation for the Gaussian Q-function\cite{195}

\[
Q(x) \simeq \frac{1}{\sqrt{2\pi x^2}} e^{-\frac{x^2}{2}}
\] (3.88)
we obtain (3.31).

### 3.D Derivation of \( \mathbb{P} \{ Y_1 < Y_2 \} \)

In this appendix we derive \( \mathbb{P} \{ Y_1 < Y_2 \} \). \( Y_1 \) and \( Y_2 \) are defined in 3.6 with, respectively, non-central Chi-square p.d.f. \( f_{NC}(y, \mu, \nu) \), and central Chi-square p.d.f. \( f_{C}(y, \nu) \), where \( \mu = 2\gamma \) is the non-centrality parameter and \( \nu = 2q \) are the degrees of freedom, that is

\[
f_{NC}(y, \mu, \nu) = \frac{1}{2} e^{-\frac{y+\mu}{2}} \left( \frac{y}{\mu} \right)^\frac{\nu+2}{2} I_{\frac{\nu}{2}-1}(\sqrt{y\mu}), \quad y \geq 0,
\]

\[
f_{C}(y, \nu) = \frac{y^{(\frac{\nu}{2}-1)}}{2^\frac{\nu}{2} \Gamma(\frac{\nu}{2})} e^{-\frac{y}{2}}, \quad y \geq 0
\] (3.89)

with \( I_\nu(\cdot) \) the \( \nu \)th order modified Bessel function of the first kind \cite[p. 374]{106} and \( \Gamma(\cdot) \) the Gamma function \cite[p. 255]{106}.

Consider two new r.v.s \( R_1 \) and \( R_2 \) where \( R_1 = \sqrt{Y_1} \) and \( R_2 = \sqrt{Y_2} \). The p.d.f.s of \( R_1 \) and \( R_2 \) can be found using the r.v.s transformation rule as follows

\[
f_{R_1}(r_1) = 2 r_1 f_{NC}(r_1^2, \mu, \nu),
\]

\[
f_{R_2}(r_2) = 2 r_2 f_{C}(r_2^2, \nu).
\] (3.90)

From (3.90), the cumulative distribution function (c.d.f.) of \( R_2 \) can be obtained as

\[
F_{R_2}(r_2) = \int_0^{r_2} 2 t t^{2(q-1)} 2^{\frac{\nu}{2}} \Gamma(q) e^{-\frac{t^2}{2}} dt.
\] (3.91)

Adopting the transformation \( \frac{r_2^2}{2} = \xi \) we obtain

\[
F_{R_2}(r_2) = \frac{1}{\Gamma(q)} \int_0^{\frac{r_2^2}{2}} \xi^{(q-1)} e^{-\xi} d\xi = \frac{1}{\Gamma(q)^\gamma} \left( q, \frac{r_2^2}{2} \right)
\] (3.92)
where $\gamma(\cdot, \cdot)$ is the lower incomplete gamma function \[106\] p. 260]. Since $\gamma(n, x) = \Gamma(n) \left(1 - e^{-x} \sum_{i=0}^{n-1} \frac{x^i}{i!}\right)$ we get

$$F_{R_2}(r_2) = 1 - e^{-\frac{r_2^2}{2}} \sum_{i=0}^{q-1} \frac{1}{i!} \left(\frac{r_2^2}{2}\right)^i.$$  \hspace{1cm} (3.93)

By using (3.90) and (3.93), we can rewrite $P\{Y_1 < Y_2\}$ as

$$P\{Y_1 < Y_2\} = P\{R_1 < R_2\} = 1 - P\{R_2 < R_1\}$$

$$= 1 - \int_0^\infty F_{R_2}(r_1) f_{R_1}(r_1) \, dr_1$$

$$= 1 - \int_0^\infty \left[1 - e^{-\frac{r_1^2}{2}} \sum_{i=0}^{q-1} \frac{1}{i!} \left(\frac{r_1^2}{2}\right)^i\right] f_{R_1}(r_1) \, dr_1$$

$$= \int_0^\infty r_1^q e^{-\frac{r_1^2}{2} - \mu} \sum_{i=0}^{q-1} \frac{1}{i!} \left(\frac{r_1^2}{2}\right)^i dr_1$$

$$= e^{-\frac{\mu}{4}} \mu^{-\frac{q-1}{2}} \sum_{i=0}^{q-1} \frac{1}{i! \cdot 2^i} \int_0^\infty r_1^{q+2i} e^{-r_1^2} I_{q-1}(r_1 \sqrt{\mu}) \, dr.$$  \hspace{1cm} (3.94)

The following integral is given in \[196\] \[31\]

$$\int_0^\infty x^{m-1} \exp\left(-a^2 x^2\right) I_n(bx) \, dx = \frac{b^n \Gamma\left(\frac{m+n}{2}\right)}{2^{(n+1)} a^{(m+n)} \Gamma(n+1)} \exp\left(\frac{b^2}{4a^2}\right)$$

$$\times _1 F_1\left(\frac{n-m}{2} + 1; n+1; -\frac{b^2}{4a^2}\right)$$  \hspace{1cm} (3.95)

where $_1 F_1(\cdot; \cdot; \cdot)$ is the confluent hypergeometric function of the first kind \[106\] \[32\] ch. 13] that is

$$_1 F_1(c_1; c_2; x) = \sum_{k=0}^{\infty} \frac{(c_1)_k x^k}{(c_2)_k k!}$$  \hspace{1cm} (3.96)

where $(d)_k = \Gamma(d + k)/\Gamma(d)$ is the Pochhammer symbol \[106\] p. 256]. By substituting (3.95) in (3.94), we obtain

$$P\{Y_1 < Y_2\} = \frac{e^{-\frac{\mu}{4}}}{2^i \Gamma(q)} \sum_{i=0}^{q-1} \frac{1}{i! \cdot 2^i} _1 F_1\left(-i; q; -\frac{\mu}{4}\right).$$  \hspace{1cm} (3.97)

\[31\] The expression is derived from \[197\] p. 394|. An equivalent expression in given in \[106\] p. 486|.

\[32\] Also referred as Kummer’s function \[106\] p. 504|. 
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The function \( _1F_1(-c_1; c_2; x) \) for \( c_1 > 0 \) and \( c_2 > 0 \), as in this case, can be rewritten as a finite summation \([106\text{, p. 509}]\), that is

\[
_1F_1(c_1; c_2; x) = \frac{c_1!}{(c_2)_{c_1}} L^{(c_2-1)}(x) \tag{3.98}
\]

having indicated with \( L_n^\alpha(x) \) the associated Laguerre polynomial given by\(^{33}\)

\[
L_n^\alpha(x) \triangleq \sum_{m=0}^{n} \frac{(-1)^m (n + \alpha)!}{(n-m)!(\alpha + m)!m!} x^m. \tag{3.99}
\]

This leads to the following expression

\[
\mathbb{P}\{Y_1 < Y_2\} = e^{-\frac{\mu}{4}} \frac{\mu^q}{2^q} \sum_{i=0}^{q-1} \frac{1}{2^i} \sum_{j=0}^{i} \frac{(i + q - 1)!}{(i-j)!(j+q-1)!} \left(\frac{\mu}{4}\right)^j. \tag{3.100}
\]

We can now rearrange \((3.100)\) obtaining the final formulation

\[
\mathbb{P}\{Y_1 < Y_2\} = e^{-\frac{\mu}{4}} \frac{\mu^q}{2^q} \sum_{i=0}^{q-1} \frac{1}{2^i} \sum_{k=i}^{q-1} \frac{(k + q - 1)!}{2^k(k-i)!(k+q-1)!}. \tag{3.101}
\]

\(^{33}\)Also referred as generalized Laguerre polynomial \([106\text{, p. 775}]\).
Part III

Location-Awareness
Introduction

High-accuracy network localization is essential for a variety of wireless applications including logistic, search and rescue, automotive, medical services, security tracking and military systems, and results one of the key enabling features of context-aware networks \[52\]. Network localization is usually realized by an infrastructure including tagged nodes (agents or tags) attached to or embedded in objects and of reference nodes (anchors) placed in known positions, which communicate with tags through wireless signals to determine tags’ location \[198, 199, 24\].

Common methods to determine the position of tags are based on features measurement from received waveforms, such as TOA, time difference-of-arrival (TDOA), RSSI, and angle-of-arrival (AOA). The choice of the features affects significantly the localization accuracy \[24\].

Future real time locating systems (RTLS) are expected to provide reliable and secure high-accuracy localization of objects while maintaining low power consumption and costs. This is challenging especially in harsh propagation environments such as indoor and urban canyon. In this perspective, UWB technology offers the potential of achieving high ranging accuracy through signal TOA measurements due to its ability to resolve multipath \[47, 51\]. Other advantages of UWB include, low power consumption at the transmitter side, robustness to multipath, low detection probability, and large numbers of devices that can coexist in the same area. These properties encouraged the adoption of UWB radio for active tags (i.e., devices equipped with a radio transmitter), in localization systems \[134, 200, 201\]. Passive tags based on backscattered signaling have been recently proposed for next generation RFID and low-cost localization systems \[50\] and will be analyzed in the last part of this thesis.

The presence of obstacles in real propagation environments generates NLOS channel conditions that may severely degrade ranging accuracy due to direct path blockage, direct path excess delay, lowering of the SNR \[202, 28\]. NLOS conditions can also disable ranging, leading to a limitation of the area covered by the localization system. Several NLOS mitigation approaches have been presented in the literature to improve the localization accuracy in NLOS conditions \[203, 204, 205\]. All these methods and similar assume that, even in NLOS, a signal exchange between nodes is possible with certain amount of degradation. Unfortunately in many scenarios the signal might be completely obstructed by obstacles thus making the above-mentioned techniques not effective.

In the presence of severe NLOS conditions, a typical solution consists in increasing the number of anchors at the expense of higher infrastructure
and deployment costs.\textsuperscript{34} Despite the possibility of increasing the number of anchors, several different approaches can be adopted for improved network localization in these situations. First of all, the possibility of cooperation among tags can be considered \cite{137, 52, 28, 206}.

Chapter 4 presents the results of several experimentation campaign oriented to investigate the advantages of cooperation between nodes, of the prior knowledge of the environment and of the identification of the channel state (i.e., \textsc{los}/\textsc{nlos}) in the positioning process.

Unfortunately cooperation can be exploited only by active tags equipped with sufficient computational capability, often in contrast with low cost requirements. In addition, it has to be remarked that area coverage for localization systems is more demanding than area coverage in communication systems because at least three anchors must be visible simultaneously by a tag in each position to make tag localization in two-dimension feasible without ambiguity. On the other hand, many applications pose several constraints on infrastructure cost, thus a reduction of the number of anchors is desirable regardless the presence of \textsc{nlos} conditions. To address this issue and enable localization with satisfactory performance also in non-cooperative networks, Chapter 5 introduces the idea of relaying techniques for localization, providing practical solutions and performance analysis.

\textsuperscript{34}Note also that anchors have to be tightly time synchronized if time-based positioning approaches are adopted.
Chapter 4

Experimentation for Cooperative Localization

4.1 Motivations

Cooperation among peer nodes at the physical layer can significantly expand the capabilities of wireless networks [207, 208, 209, 210]. In context-aware networks cooperation between nodes can be successfully exploited to improve the performance and to reduce the outages due to an insufficient number of anchors in visibility of a certain node [137, 211]. The performance of such networks depends on the conditions of each link, and thus the experimental characterization of channels associated with all links is essential for the design of cooperative wireless networks.

For what concerns the characterization of cooperative location-aware networks, the following two kinds of measurements are necessary for all links:

1. **range measurements** for estimating the link distance between each pair of nodes; and
2. **waveform measurements** for estimating the range and channel state associated with each link,

both of which are used as inputs to the localization algorithms. Network experimentation based on waveform measurements enables the characterization of cooperative wireless networks for various applications. While there have been numerous works on measurements and models of wireless environments

---

1In principle range information can be extracted from received waveforms. However, this could require network synchronization. In our experimental setting, this is alleviated by radios that enable the collection of range and waveform measurements simultaneously.
they have mainly focused on point-to-point channels.

Providing location-awareness in cluttered environments is challenging primarily due to multipath, LOS blockage, and excess propagation delays through materials. UWB technology can provide accurate localization in such environments due to its ability to resolve multipath and penetrate obstacles. UWB signals provide fine delay resolution, enabling precise TOA measurements for range estimation between two nodes. However, the accuracy and reliability of range-based localization techniques typically degrade in cluttered environments, where multipath, LOS blockage, and excess propagation delays through materials lead to positively-biased range measurements.

We consider in this chapter the problem of network localization in realistic indoor environments, involving anchors (also referred to as beacons) and agents (also referred to as tags or targets). In a noncooperative setting, each agent estimates the distances from neighboring anchors, which are then used as inputs to a localization algorithm for determining its own position. In a cooperative setting, each agent estimates the distances from neighboring agents in addition to that from neighboring anchors. The localization process consists of a measurement phase where agents perform measurements with anchors and others agents (in a cooperative setting), and a location update phase where agents infer their position based on prior knowledge and new measurements. The performance of localization algorithms depends mainly on two factors: (i) the geometric configuration of the network described by the positions of anchors and agents, and (ii) the quality of measurements affected by the propagation conditions of the environment. Localization performance can be improved significantly by selecting appropriate anchors and mitigating the effects of unreliable range measurements.

In this chapter, results of several measurement campaigns are presented, providing a methodology particularly suited for cooperative wireless networks. This enables the performance evaluation of various network localization algorithms under a common setting. The key contributions of the chapter can be summarized as follows:

- Development of experimentation methodology for the characterization of cooperative wireless networks in realistic environments;

---

\[\text{In these environments (e.g., inside buildings, in urban canyons, under tree canopies, and in caves), the global positioning system (GPS) is often inaccessible.}\]
4.2 Network Experimentation Methodology

We now describe the network experiments for design and analysis of cooperative location-aware networks under a common set of measurements. The performance of such networks is dominated by the behavior of range errors. Range estimates based on TOA measurements are typically corrupted by thermal noise, multipath fading, direct path (DP) blockage, and DP excess delay [51]. A range measurement is referred to as a DP measurement if it is obtained from a signal traveling along a straight line between the two nodes. A measurement is non-DP if the DP signal is completely obstructed (i.e., DP

The remainder of the chapter is organized as follows. The experimentation methodology for cooperative location-aware networks is presented in Sec. 4.2. In Sec. 4.3, a range error model is introduced. Section 4.4 describes techniques for range error mitigation and position refinement. Finally, a conclusion is given in Sec. 4.5.
blockage) and the first signal to arrive at the receiver comes from reflected paths only. Another source of error is the [DP] excess delay caused by the propagation of a partially obstructed [DP] components that travels through different obstacles (e.g., walls in buildings)\[3\]

An important observation to be made is that [DP] blockage and [DP] excess delay have the same effects on range measurements: they both add a positive bias to the true distance between the nodes. These measurements are referred to as NLOS measurements. A LOS measurement occurs when the signal travels along an unobstructed [DP].

The geometry of the network, the measurements of all links, and measurements through obstacles, all of which affect the performance of cooperative wireless networks, are described in the following.

### 4.2.1 Network Geometry

We consider wireless networks in realistic indoor environments with a geometric configuration consisting of \( N_b \) anchors deployed in known positions to determine the unknown positions of \( N_a \) agents. In particular, we chose a set

\[ \epsilon_r \]

Given a homogeneous material with relative electrical permittivity \( \epsilon_r \), the speed of the electromagnetic wave traveling inside materials is slowed down by a factor \( \sqrt{\epsilon_r} \) with respect to the speed of light \( c \). Hence the extra delay introduced by a wall of thickness \( d_W \) is \( \Delta \simeq (\sqrt{\epsilon_r} - 1) d_W / c \) (considering wideband signals, since \( \epsilon_r \) is frequency-dependent, a signal distortion is also present).
of positions for anchors and agents, and performed simultaneous range and waveform measurements for all possible links between pairs of nodes\footnote{4}. Two measurement campaigns have been carried out: (i) in a typical apartment with furniture and concrete walls with thickness of 15 and 30 cm (environment A); and (ii) in a typical office indoor environment with furniture and drywall with thickness of 10 cm (environment B). In the environment A, \( N_p = 25 \) possible node positions of which \( N_b = 5 \) are anchors (labeled B1-B5) and \( N_a = 20 \) are agents (numbered 1-20) are considered. In the environment B, \( N_p = 20 \) possible nodes positions (numbered 1-20) are considered, despite the adoption as anchors or agents.

As example, considering environment A, range and waveform measurements for each pair of anchor and agent were made for a noncooperative setting (i.e., \( 5 \times 20 \) possible links). In addition, measurements between each pair of agents were also made for a cooperative setting (i.e., additional \( \binom{20}{2} \) possible links). A total of 1500 measurements were collected for each pair of nodes in both environments, whose maps are reported in Fig. 4.1.

Note that NLOS situations can significantly reduce the SNR at receiver side so that, in some situations, a link between two nodes cannot exist, due to the impossibility of detecting the presence of the signal by the receiving radio. In this case the number of connections is obviously less than in a fully connected network. Figure 4.2 shows this fact presenting, as example, the connectivity matrix related to measurements performed in environment B.

\footnote{4}{In general, the selection of nodes positions can be based on a grid or by choosing key positions in the environment (e.g., particular places in a room or in a corridor).}
4.2.2 Links Characterization

The characterization of cooperative wireless networks requires measurements for all links between pairs of nodes (agent and anchor or two cooperating agents). Such measurements were performed using UWB radios operating in the 3.2 – 7.4 GHz band. These commercial radios can provide (i) range measurements through TOA estimation based on thresholding techniques and (ii) samples of received signal waveforms. Waveform measurements are the CRs to the transmitted signals. When adopting IR-UWB signals these CRs are closely related to the CIRs. Measurement setup examples for LOS and NLOS conditions are shown in Fig. 4.3(a) and Fig. 4.3(b), considering the environment A.

A pair of nodes can be in LOS or NLOS condition depending on their relative positions within the environment. Figure 4.4 shows typical waveform measurements collected, representing channel pulse responses in LOS and NLOS conditions, respectively, in the experimentation environment A. It can be seen from the figures that LOS and NLOS conditions give rise to different behaviors of waveform measurements. The presence of multipath,
typical of indoor environments, is also noticeable in both waveforms. The knowledge of the NLOS condition can be exploited to mitigate ranging errors to significantly improve the performance of the localization algorithms.

Let $d_{i,j}$ denotes the Euclidean distance between two nodes (i.e., an agent and a reference node, which can be either an anchor or a cooperative agent) in positions $p_i$ and $p_j$, respectively. Note that UWB radios provide ranging accuracy on the order of a few centimeters, and thus the true distance between each pair of nodes must be measured with an accuracy better than a centimeter. On the other hand, measuring the true distance between two nodes with obstacles (e.g., walls) in between can be difficult even using laser-based ranging devices. This difficulty is alleviated by using a 3D computer-aided design software.

### 4.2.3 Obstacles Characterization

To characterize the bias of ranging errors due to obstacles, additional range measurements were collected in the environment. The transmitting and receiving nodes were placed in several positions, such that one or two walls with different thicknesses were present between the two nodes, according to

![Figure 4.5: Obstacles characterization setup](image-url)
<table>
<thead>
<tr>
<th>Layout, $d_W$ [cm]</th>
<th>mean bias [cm]</th>
<th>std dev [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 wall, 15.5</td>
<td>16.4</td>
<td>3.7</td>
</tr>
<tr>
<td>1 wall, 30</td>
<td>29.5</td>
<td>3.2</td>
</tr>
<tr>
<td>2 walls, 15.5+30</td>
<td>45.2</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Table 4.1: Mean and standard deviation of ranging bias for different wall thicknesses.

Fig. 4.5  Range measurements were collected using UWB radios located in five sets of short distances (i.e., 20, 40, 60, 80, and 100 cm from both sides of the walls) to isolate the effects of excess delay from those of multipath. A view of the measurement setup is given in Fig. 4.3(b). By using the collected range measurements ensemble (5 × 1500 measurements in total), the mean (bias) and standard deviation of range errors were calculated respectively as: 16.4 cm and 3.7 cm for one wall with thickness $d_W = 15.5$ cm; 29.5 cm and 3.2 cm for one wall with $d_W = 30.0$ cm; and 45.2 cm and 3.0 cm for two walls with total $d_W = 15.5 + 30.0$ cm (see also Tab. 4.1).

As can be noted, the bias appears to increase with the thickness of the wall. The low value of the standard deviation indicates that the range errors are dominated by the effects of excess delay rather than those of multipath and thermal noise. From the collected ensemble of measurements we observe that $\Delta \simeq d_W/c$, thus $\epsilon_r \simeq 4.6$.

In the following sections, the measurements from our network experiments will be used to model ranging errors as well as to analyze signal processing techniques able to improve the localization performance.

### 4.3 Range Error Model

Understanding the behavior of range errors is essential for the development of cooperative localization techniques. In the following, range model based on measurements in Sec. 4.2.2 and range error bias model based on measurements in Sec. 4.2.3 will be developed.

We start by categorizing these link measurements in Section 4.2.2 in terms of the channel state (e.g., the state $H_i$ indicates $i$ walls between a pair of nodes with $i = 0, 1, ..., 4$). Figure 4.6 shows the range error bias (i.e., average range error over 1500 measurements) for each link as a function of the true distance, in LOS ($H_0$) and NLOS ($H_1, H_2, H_3,$ and $H_4$) conditions. Note that the bias depends strongly on the total thickness of the walls. Range errors are

---

6The value of $\epsilon_r$, which depends on the material of the wall, is confirmed by a similar result obtained in [229]. See also [230] for a more accurate wall behavior characterization.
measurements described in Sec. 4.2.2 also show that the range \( r_{i,j} \) between the pair of nodes \( i \) and \( j \), in both LOS and NLOS conditions, can be modeled as

\[
r_{i,j} = d_{i,j} + b_{i,j} + \epsilon_{i,j}
\]

(4.1)

where \( d_{i,j} \) is the true distance and \( b_{i,j} \) is the range error bias. The quantity \( \epsilon_{i,j} \) is modeled as a zero mean r.v., independent of \( b_{i,j} \), with variance \( \sigma^2_{i,j} \). Our link measurements show that \( b_{i,j} \) and \( \sigma^2_{i,j} \) depend on the obstacles (e.g., the number of walls) between nodes \( i \) and \( j \). Equation (4.1) was also used in [225, 138], where \( b_{i,j} \) and \( \sigma^2_{i,j} \) were modeled as a function of true distance.

We expect the bias \( b_{i,j} \) to vary more in a cluttered environment (with many walls, machines, and furniture such as a typical office building) than in an open environment.

When the environmental information (e.g., the number of walls and the excess delay) is available, \( b_{i,j} \) in (4.1) can be modeled as a function of excess delay, namely

\[
b_{i,j} = c \sum_{k=1}^{N_w(i,j)} n_k^{(i,j)} \Delta_k
\]

(4.2)

where \( c \) is the speed of light, the summation is over the \( N_w(i,j) \) different extra delay values, and \( n_k^{(i,j)} \) is the number of walls that result in the same
<table>
<thead>
<tr>
<th>Condition</th>
<th>mean bias [cm]</th>
<th>std dev [cm]</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{H}_0$ (LOS)</td>
<td>1.7</td>
<td>6.9</td>
<td>0.27</td>
</tr>
<tr>
<td>$\mathcal{H}_1$ (1 wall)</td>
<td>32.4</td>
<td>13.9</td>
<td>0.35</td>
</tr>
<tr>
<td>$\mathcal{H}_2$ (2 walls)</td>
<td>64.6</td>
<td>23.3</td>
<td>0.28</td>
</tr>
<tr>
<td>$\mathcal{H}_3$ (3 walls)</td>
<td>N.A.</td>
<td>N.A.</td>
<td>0.05</td>
</tr>
<tr>
<td>$\mathcal{H}_4$ (4 walls)</td>
<td>N.A.</td>
<td>N.A.</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 4.2: Mean bias, standard deviation and frequency in different wall conditions.

extra delay value $\Delta_k$ (e.g., the number of walls with the same material and thickness). We refer to this model as wall extra delay (WED) bias model. The total number of walls between the two nodes is

$$n^{(i,j)} = \sum_{k=1}^{N_{w(i,j)}} n_k^{(i,j)}.$$  (4.3)

When every wall in the scenario has the same thickness and composition (i.e., $\Delta_k = \Delta$ for each $k$), (4.2) simplifies to

$$b_{i,j} = c n^{(i,j)} \Delta.$$  (4.4)

Mean bias, standard deviation and frequency for different number of wall conditions are reported in Tab. 4.2.

We will show in Sec. 4.4 that the WED bias model can be used to mitigate range errors, resulting in significant improvement of localization performance.

### 4.4 Harnessing Environmental Information

The knowledge of the environment can be harnessed to mitigate range errors, and thus to improve localization accuracy. Such knowledge can be obtained from environmental information or by processing the received waveforms using channel state identification techniques. These two cases will be referred to as [WED] bias model with environmental information (the number of walls is known) and [WED] bias model with channel state identification (the number of walls is estimated), respectively. Supposing that no estimation is performed on the receiving signal, but there is availability of the environmental information (i.e., the building map) we have the following algorithm for improved localization performance:

1. **Initial position estimate:** obtain an initial position estimate $\hat{p}^{(1)}$ based on the range measurements;
2. **Range error mitigation:** mitigate bias of the range error from measurements according to the bias model and the initial position estimate \( \hat{p}^{(1)} \);

3. **Position refinement:** update the position estimate \( \hat{p}^{(2)} \) with the corrected range values.

Specifically the step (2) consists in subtract, from the ranging estimates, the bias provided by the number of walls which the signal is supposed to have crossed given the position estimate \( \hat{p}^{(1)} \).

Differently, if prior knowledge of the environment map is not available, but it is possible to estimate the number of walls from the receiving signal we have the algorithm:

1. **Range error correction:** mitigate bias of the range error from measurements according to the bias model and the estimated channel conditions;

2. **Position refinement:** obtain the position estimate \( \hat{p} \) with the corrected range values.

It is clear how, in this case, the first position estimation is avoided. However, although the reduced complexity in the positioning algorithm, there is an increase in the signal processing part due to the waveform elaboration necessary for extracting environmental conditions information (i.e., estimation of the number of walls). Note that, in this case, range measurements are processed according to the estimation results performed on the received waveforms. In the following section an example of this estimation process, with numerical results obtained exploiting the described measurements campaigns, is provided.

### 4.4.1 Previous Works

Several techniques have been proposed recently in order to identify channel conditions in terms of obstruction [203, 231, 232, 233, 234, 235, 236, 237, 238, 239, 240, 241, 242, 204, 243]. Obstruction detection is generally performed by extracting a certain feature from the received waveform that varies with different channel conditions. For example in [238] the identification is based on the first peak amplitude of the received signal and delay between the first

\[\text{Obviously, in case of a high estimation error in the initial position estimate } \hat{p}^{(1)} \text{ the number of walls can be erroneously detected with consequent error propagation.}\]
and the strongest path. In [232, 233], root mean square (rms) delay-spread, mean excess delay and kurtosis parameters are used for that purpose. The detection can also be realized without observing the received waveform directly, which is the case of the non-parametric approach proposed in [231]. This work assumes that multiple and independent TOA measurements between agents and anchors are available and that the change in location of the agents during such measurements is negligible. In these conditions, the p.d.f. of distance estimates between agent and anchor is obtained from the measurements and is compared with the p.d.f. corresponding to LOS propagation. If the distance between the p.d.f.s is less than a given threshold, the channel is declared as LOS, otherwise it is stated as NLOS. Others recent non-parametric solutions based on machine learning can be found in [242, 204, 243]. Here some existing and new channel LOS/NLOS identification algorithms are presented and compared under common conditions.

We consider here the problem of detecting the LOS and NLOS propagation conditions. However, it has been shown in [28] how it is possible, with a similar procedure, to discriminate between the presence of one or more walls.

4.4.2 Channel State Identification Algorithms

Classic Identification Approach

Most of the LOS/NLOS identification techniques proposed in the literature can be summarized according to the following classic binary detection scheme, where the detection is performed by extracting a certain number $N$ of features $\gamma = \{\gamma_1, \gamma_2, \ldots, \gamma_N\}$ from the received signal and applying the classical decision theory with a LRT:

$$\frac{p(\gamma|\text{LOS})}{p(\gamma|\text{NLOS})} \stackrel{\mathcal{H}_0}{\gtrless} \frac{p(\text{NLOS})}{p(\text{LOS})}$$ (4.5)

where $p(\gamma|\text{LOS})$ and $p(\gamma|\text{NLOS})$ are, respectively, the joint p.d.f. of the set of features $\{\gamma_1, \gamma_2, \ldots, \gamma_N\}$ under LOS and NLOS conditions, $p(\text{LOS})$ and $p(\text{NLOS})$ are the prior probabilities of the LOS and NLOS events, respectively. $\mathcal{H}_0$ denotes the hypothesis of a LOS condition and $\mathcal{H}_1$ the presence of a certain obstruction.

Different techniques are then often distinguished by different choice of the set $\gamma$ of signal features. When more than one parameter are extracted from the signal, for example $\gamma_1$ and $\gamma_2$, obtaining the joint p.d.f. can be difficult. A sub-optimal approach is to consider $\gamma_1$ and $\gamma_2$ as independent random
variables. Then, the decision rule becomes

\[
\frac{p(\gamma_1, \gamma_2 | \text{LOS})}{p(\gamma_1, \gamma_2 | \text{NLOS})} = \frac{p(\gamma_1 | \text{LOS})}{p(\gamma_1 | \text{NLOS})} \frac{p(\gamma_2 | \text{LOS})}{p(\gamma_2 | \text{NLOS})} \frac{\mathcal{H}_0}{\mathcal{H}_1} \frac{p(\text{NLOS})}{p(\text{LOS})} .
\] (4.6)

In many practical cases, nodes that are estimating their relative distance perform several consecutive measurements; hence, a large set of waveforms is usually available. In this case, we can decide for one or the other hypothesis observing the complete set of collected waveforms (assuming a quasi-stationary scenario), considering in (4.5) or (4.6) the average value of the parameter(s).

**Distribution-Based Identification Approach**

In this chapter we propose a different method for exploiting the complete set of waveforms instead of taking decision on the single waveform. The idea is to provide an estimation of the probability distribution of the parameter of interest, and to compare it with the reference ones corresponding to LOS and NLOS propagation. The decision is taken in favor of the hypothesis for which the estimated distribution is at minimum “distance” to the reference one. The distance between distributions has to be defined according to a certain metric. Examples of such metrics are the Euclidean distance and the relative entropy or Kullback-Leibler distance. The decision criterion is then given by

\[
\frac{D(\hat{p}_\gamma || p_\gamma^{(\text{nlos})})}{D(\hat{p}_\gamma || p_\gamma^{(\text{los})})} \frac{\mathcal{H}_0}{\mathcal{H}_1} \frac{p(\text{NLOS})}{p(\text{LOS})} .
\] (4.7)

where \(\hat{p}_\gamma\) denotes the estimated joint distribution while \(p_\gamma^{(\text{los})}\) and \(p_\gamma^{(\text{nlos})}\) are the reference distributions of the two hypotheses. For \(N = 1\) and equal prior probabilities for the two channel states, we have

\[
D(\hat{p}_\gamma || p_\gamma^{(\text{nlos})}) \frac{\mathcal{H}_0}{\mathcal{H}_1} D(\hat{p}_\gamma || p_\gamma^{(\text{los})}) .
\] (4.8)

The experimental results related to this identification method presented in Sec. [4.4.3](#) are obtained by using as metric of comparison the Euclidean distance given by

\[
D(p||q) = \sqrt{\int_{-\infty}^{+\infty} [p(x) - q(x)]^2 dx} .
\] (4.9)
Features choice

A fundamental step in designing (4.5) or (4.7) is the choice of the features $\gamma$, extracted by observing the received signal $r(t)$ in a certain observation interval $T$, which are usually more affected by channel conditions.

The first parameter taken into account is the rms delay spread that captures the temporal dispersion of the energy in a signal. It is defined as

$$\tau_{\text{rms}} = \sqrt{\frac{\int_0^\infty (t - \tau_m)^2 |r(t)|^2 dt}{\int_0^\infty |r(t)|^2 dt}} \quad (4.10)$$

where $\tau_m$ is the mean excess delay given by

$$\tau_m = \frac{\int_0^\infty t |r(t)|^2 dt}{\int_0^\infty |r(t)|^2 dt} \quad (4.11)$$

In case of LOS propagation, the strongest path is typically the first one, while in NLOS conditions it is common to have the strongest path preceded by some other smaller echoes resulting in a larger value of the delay-spread. When distributions in (4.5) are unimodal and $p(\text{LOS}) = p(\text{NLOS})$, then (4.5) is equivalent comparing $\gamma$ to a suitable threshold $\lambda$ corresponding to the intersection between $p(\gamma|\text{LOS})$ and $p(\gamma|\text{NLOS})$. In the delay-spread case the decision rule takes the form

$$\text{Decide :} \begin{cases} \text{LOS} , & \text{if } \tau_{\text{rms}} \leq \lambda_r \\ \text{NLOS} , & \text{if } \tau_{\text{rms}} > \lambda_r \end{cases} \quad (4.12)$$

Another parameter taken into account is the kurtosis, defined by

$$\kappa = \frac{1}{\sigma_{|r|}^4} \int_T \left( |r(t)| - \mu_{|r|} \right)^4 dt \quad (4.13)$$

where $\mu_{|r|} = \frac{1}{T} \int_T |r(t)| dt$ and $\sigma_{|r|}^2 = \frac{1}{T} \int_T (|r(t)| - \mu_{|r|})^2 dt$. LOS waveforms usually produce a higher value for the kurtosis. For this reason the decision is taken as

$$\text{Decide :} \begin{cases} \text{NLOS} , & \text{if } \kappa < \lambda_k \\ \text{LOS} , & \text{if } \kappa \geq \lambda_k \end{cases} \quad (4.14)$$

where $\lambda_k$ is the threshold value for the detection performed with this scheme. Parameters $\tau_{\text{rms}}$ and $\kappa$ are strongly related to the shape of the waveform. 

\footnote{This assumption is usually considered when no a priori information is available.}
different feature exploitable for the identification is the energy of the received signal given by
\[
E_r = \int_{T} |r(t)|^2 dt.
\] (4.15)

In this case we decide for the NLOS hypothesis if this energy is below a certain threshold due to walls, objects attenuation and reflections, and decide LOS otherwise.

4.4.3 Experimental Results

The identification methods have been tested with real waveforms obtained from measurements collected in environment B. The totality of collected waveforms has been split in two disjoined sets: a *training set* and a *validation set*. The former is used for the computation of the reference probability distributions under LOS and NLOS hypotheses and the choice of the thresholds \( \lambda_r, \lambda_k, \ldots \), the latter is used for testing the identification algorithms. In Fig. 4.7 an example of relative frequency distributions for \( \tau_{\text{rms}} \) in LOS and NLOS conditions is shown; from that probability distributions are approximated. Each of the two sets contains 500 waveforms collected for each pair of nodes. In this manner we have four disjointed sets; the training set and the validation set for nodes in LOS conditions and the same for nodes in NLOS conditions. In the case of classic identification approaches parameters \( \tau_{\text{rms}} \), \( \kappa \) and \( E_r \) are first computed from the waveform under test; then a decision based on (4.5) or (4.6) is taken. The percentage of agreements is considered as an indicator of the quality of the identification method. Even though the parameters \( \tau_{\text{rms}} \) and \( \kappa \) have been already proposed in other chap-
ters by considering waveforms drawn from the IEEE 802.15.4a channel model characterized by long channel responses (often > 100 ns) [232, 233], here the same approach is tested on real data often characterized by shorter channel responses (about 20 ns).

In the case of distribution-based identification approach, the observation is taken, instead of on the single waveform, on a certain number of waveforms belonging to the validation set related to the same pair of nodes. Specifically the decision is taken according to (4.8), having previously built the reference distributions through the training set of waveforms, and again the percentage of agreements is taken as an indicator of the quality.

For the identification based on delay-spread and kurtosis, waveforms have been filtered with a band-pass filter compliant with spectral emission of the devices used during measurements; subsequently they have been normalized to have unitary energy. In this manner only the shape of the signal plays a role in the identification. For the identification based on received energy, waveforms have been clearly only filtered without any other type of processing.

Table 4.3 shows the rate of correct and incorrect channel condition identification using classical detecting schemes. As can be noted, $\tau_{\text{rms}}$ and $\kappa$ features give similar results. The third column considers the joint distribution (4.6) which leads to an improvement in the detection performance. Results related to the energy parameter (4.15) are reported in column 4 of Table 4.3. Surprising, the performance obtained is remarkable. Probably this result is strictly related to the particular environment under investigation where there is a tight correlation between low SNR and NLOS conditions.

Table 4.4 refers to the proposed distribution-based approach and shows again the rate of correct and incorrect channel condition identification. For
each couple of nodes the distribution is computed using 100 waveforms of the validation set. We can observe how this approach gives in general better results especially when using the kurtosis as parameter. Even in this case using the joint distribution instead of considering a single parameter improves the detection performance.

4.5 Conclusion

The notion of network experimentation and an experimentation methodology particularly suited for cooperative wireless networks have been introduced. Based on this methodology extensive measurement campaigns, including ranges and waveforms measurements, have been performed. The collected measurements enable the modeling of range errors for both LOS and NLOS conditions and the development of channel state identification and range error mitigation techniques. The detection of the LOS/NLOS conditions was performed with a classical binary hypothesis test using rms delay spread and kurtosis of the received waveforms as features for the identification. The two classifiers based on these parameters provide about the same results in terms of correct identifications. The performance can be improved using the two parameters jointly for the test.

Further performance analysis and comparison between localization algorithms harnessing channel state information can be found in [28].
Chapter 5

Relaying Techniques for Network Localization

5.1 Motivations

When cooperation among nodes is not feasible due to the low-complexity requirements (or the impossibility of a direct communication between pair nodes), relaying techniques can be adopted to deal with NLOS channel conditions.

Communication coverage can be increased by using regenerative relays called detect & forward (DF) \[210, 244, 245, 209, 246, 247\]. Localization coverage extension has been addressed in \[248, 249, 250\] for locating and tracking passive point scatterers or regenerative relays using UWB signals. An UWB localization system with a single anchor is proposed in \[251\] where the knowledge of the room geometry is exploited to map the signal reflections onto a set of virtual anchors. This approach requires accurate electromagnetic knowledge of the environment, which is often not available. The adoption of regenerative relays was proposed in \[252\] with the purpose to reduce the overhead and scaling inefficiencies of conventional two-way ranging approaches. A similar approach based on secondary anchors performing ranging is described in \[253\], while in \[254\] regenerative relays are employed in ad hoc networks composed of master and secondary active nodes for localization without need for prior synchronization between the nodes.

A fundamental issue to be addressed to make relaying approaches for localization appealing is the complexity that must be considerably lower than that of the anchor nodes. The above approaches for regenerative relays require the same complexity of anchors because TOA estimation and data communication capabilities are needed for the scheme to work properly.
Moreover, the design of regenerative relays depends on the specific signal format adopted by the localization system. This prevents the possibility to use the same infrastructure to extend the coverage of systems adopting simultaneously active tags, passive tags (based on backscatter modulation), or UWB WSRs for tracking moving untagged nodes.

The above-mentioned limitations can be overcome by using UWB non-regenerative relays where neither modulator nor demodulator sections are present in the relay and the signal is repeated as is. Non-regenerative relays can be active, also called amplify & forward (AF), or completely passive, namely just forward (JF) (also referred to as cold repeaters). Non-regenerative relaying is well known in communication networks; for example JF relays are adopted as gap fillers in broadcast systems and Wi-Fi, to cover shadowed areas, especially in indoor environments. Passive relay solutions in [255, 256, 257, 258] are adopted to increase the coverage of RFID systems in harsh propagation environments such as inside a metal container, pallet or a product container. JF relays are usually composed of a couple of interconnected directive antennas and take advantage of antenna directivity gain to mitigate the additional path-loss caused by obstacles [258]. Non-regenerative relay based systems present in the literature are oriented to improve communication and are not oriented to localization.

This chapter provides the basis for the design and analysis of localization systems with non-regenerative relaying. Both AF and JF are considered for coverage extension and performance improvement in harsh propagation environments (e.g., indoor environment with NLOS propagation conditions). ML position estimators accounting also for relayed signals are designed in order to assess the feasibility of the approach. The benefits of the proposed solution are quantified, enabling a direct comparison between performance of non-relaying versus JF and AF relaying. The key contributions of the chapter can be summarized as follows:

- Introduction of the concept of non-regenerative relaying for localization systems;
- Analysis and design of localization systems with relays accounting for nodes deployment, propagation environment, and channel state information (CSI);
- Quantification of benefits given by relaying techniques on localization performance.

This chapter is organized as follows. Section 5.2 presents non-regenerative relaying, Sec. 5.3 analyzes network localization with non-regenerative relays.
Section 5.4 quantifies the impact of the proposed relaying technique for a case study, and a conclusion is given in Sec. 5.5.

5.2 System Model

We consider (see Fig. 5.1) a localization system with an infrastructure composed of \( N_a \) anchors located in known positions \( p_{(A)}^n \), for \( n = 1, 2, \ldots, N_a \), a set of \( N_r \) non-regenerative unidirectional relays deployed in known positions \( p_{(R)}^i \), for \( i = 1, 2, \ldots, N_r \), and a generic tag in unknown position \( p \) to be determined. Anchors are supposed to be part of a network controlled by the central processing unit and to have a common time scale (i.e., synchronized).

5.2.1 Non-Regenerative Relays

The purpose of relays is to repeat the signal exchange between tags and anchors. Non-regenerative relays can be passive (JF) or active (AF). With reference to Fig. 5.2a, the JF relay is composed of a weak directional antenna (antenna A), an electrical cable and a high gain directional antenna (antenna B). The phenomenon exploited by the relay is the partial compensation of the additional path-loss caused by the two-hop link thanks to the directional properties of the antennas. Relays can be implemented in several ways. Unidirectional relays are sufficient when operating in a localization system with active tags adopting a one-way ranging protocol (e.g., TDOA) [24]. More complex bi-directional relays are necessary in case of two-way ranging protocols in order to ensure two-directional transmission capabilities. In this chapter we focus the attention on unidirectional relays due to their intrinsic...
lower complexity. In Fig. 5.2b, an example of one-way AF relay is depicted. The difference with respect to the JF relay is the insertion of an amplifier in between antenna A and antenna B to reinforce the signal. Mutual coupling between antennas must be controlled through proper isolation and device deployment in order to avoid unstable loops caused by positive feedback that could arise. This effect might cause a limitation on the maximum tolerable signal amplification level. A more complex architecture that adopts echo cancelers can be also adopted in order to increase the robustness against feedback. Other similar solutions can be considered to this purpose (e.g., [259]), even though they still require an external synchronization signal.

A characteristic of non-regenerative relays is the additional thermal noise generation. More specifically, if $T_a = 290$ K is the antenna temperature, and $G$ the gain of the relay ($G < 1$ in JF relays), the equivalent single-side noise PSD results $N_R = k_b F_R$, where $k_b$ is the Boltzmann’s constant and $F_R$ is the relay noise figure ($F_R = 1/G$ in JF relays).

As general guideline, the relays are deployed in such a way that antenna B is in LOS condition with respect to one preferred anchor, and antenna A is LOS with respect to all the possible tag positions of interest intended to be covered by the repeater (e.g., a shadowed area).

### 5.2.2 Signal Model

Tags emit a signal $s(t)$ which may be received by one or more anchors through a direct path (when LOS), through reflections from walls and obstacles, as well as through non-regenerative relays. Tags can coexist in the same environment by a suitable channelization method or a medium access control (MAC) procedure. Consider the transmitted impulse-radio UWB ranging packet $s(t)$. It is, in general, composed of a sequence of $N_u$ UWB pulses modulated
according to a TH sequence \( \{c_k\} \), with \( c_k \in \{0, 1, \ldots, H-1\} \), and/or a direct spreading sequence \( \{d_k\} \in \{-1, 1\} \) to make the transmitted signal unique for each specific tag \[47\]. The transmitted ranging packet can be written as:

\[
s(t) = \sum_{k=0}^{N_r-1} d_k p(t - kT_f - c_k T_h - t_0)
\]

where \( T_f \) identifies the pulse repetition period (PRP), typically chosen larger than the channel excess delay, \( T_h \) is the TH time slot, usually chosen so that \( H T_h < T_f \), and \( t_0 \) represents the time offset of the tag’s internal clock with respect to that of the anchors. The transmission time instant \( t_0 \) is not known to the anchors since, in general, tags and anchors are asynchronous. However, in some system configurations tags can be partially synchronized through a dedicated conventional control channel (e.g., at 2.4 GHz or ultra-high frequency (UHF)) \[264\]. In such a case the initial uncertainty on \( t_0 \) can be significantly reduced.

We define for notational convenience the quantities:

\[
a_{l,m}(p) = \begin{cases} 
    w(p, p_{m}^{(A)}) & \text{for } l = 1, \\
    w(p, p_{l-1}^{(R)}) \sqrt{c_{l-1} w(p_{l-1}^{(R)}, p_{m}^{(A)})} & \text{for } l = 2, \ldots, L,
\end{cases}
\]

\[
\tau_{l,m}(p, t_0) = \begin{cases} 
    \tau(p, p_{m}^{(A)}) + t_0 & \text{for } l = 1, \\
    \tau(p, p_{l-1}^{(R)}) + \delta^{(R)} + \tau(p_{l-1}^{(R)}, p_{m}^{(A)}) + t_0 & \text{for } l = 2, \ldots, L
\end{cases}
\]

where \( L = N_r + 1 \) is the number of signal replicas potentially present at the anchor, \( \tau(p_1, p_2) \triangleq ||p_1 - p_2||/c \) is the travel time taken by the signal to reach position \( p_2 \) from \( p_1 \) being \( c \) the speed of light (time-of-flight), \( G_i \) is the gain of the \( i \)-th relay, and \( \delta^{(R)} \) is the delay introduced by the relay mainly caused by the presence of the electrical cable and/or the amplifier. When a path between generic positions \( p_1 \) and \( p_2 \) exists, the coefficient \( w(p_1, p_2) \) accounts for the transmitted power, antenna gains and path-loss. Especially this coefficients can be expressed as:

\[
w(p_1, p_2) = \sqrt{\frac{1}{L(p_1, p_2)}}
\]

where

\[
L(p_1, p_2) = L_0 ||p_1 - p_2||^{\beta \Psi(p_1, p_2)}
\]

\footnote{Through a proper design of the spreading sequence \( \{d_k\}, \{c_k\} \) it is possible to reduce the multi-user interference in a multi-tag scenario. The analysis of multi-user interference is beyond the scope of this chapter and well investigated in the literature \[260, 261, 262, 263\].}
is the intrinsic channel path-loss, with path-loss exponent $\beta$, and $L_0$ is the channel path-loss at 1 meter. The term $\Psi(p_1, p_2)$ is a comprehensive coefficient which accounts for antennas' radiation patterns. In the absence of a path (severe NLOS propagation condition) it is $w(p_1, p_2) = 0$. Note that the information about radio visibility can be derived from the environment knowledge [28].

The received signal at the $m$th anchor takes the form

$$r_m(t) = s_m(t) + n_m(t)$$

(5.6)

where the term $n_m(t) = \sum_{i=0}^{N_a} n_{i,m}(t)$ accounts for all noise components. In particular, $n_{i,m}(t)$, for $i = 1, \ldots, N_r$ is the thermal noise, with PSD $N_{i,m}$, due to the $i$th relay as seen by the $m$th anchor, and $n_{0,m}(t)$ is the thermal noise due to the anchor with PSD $N_{0,m} = N_0$. The useful term $s_m(t)$ can be expressed as

$$s_m(t) = \sum_{l=1}^{L} a_{l,m}(p) g_{l-1,m}(t - \tau_{l,m}(p, t_0))$$

(5.7)

where $g_{i,m}(t)$, for $i = 1, 2, \ldots, N_r$, are the CRs to $s(t)$ related to the link \{tag $\rightarrow$ $i$th relay $\rightarrow$ $m$th anchor\}, whereas $g_{0,m}(t)$ is the channel response to $s(t)$ related to the link \{tag $\rightarrow$ $m$th anchor\}. They account for multipath propagation effects as well as for signal distortion that might be caused by antennas and circuits frequency selectivity. In this formulation multiple hop paths between relays are neglected, since they are expected to be strongly mitigated by directive antenna radiation patterns. The terms for $l > 1$ in the summation in (5.7) account for all signals repeated by the relays, whereas the term for $l = 1$ accounts for the direct path between the tag and the anchor (even through environmental multipath). In the following we will refer to the complete set of $L$ signals at anchor $m$ with the name replicas.

For the sake of illustration, in Fig. 5.3 an example of signal structure received by anchors A and B in the scenario of Fig. 5.1 is depicted supposing the presence of $N_r = 3$ relays and $N_a = 2$ anchors located in known positions and AWGN channels. Consider the tag is in NLOS condition with respect to anchor 1, e.g., $w(p_1^{(A)}) = 0$. In addition we suppose in the example that $w(p_1^{(A)}, p_3^{(R)}) = w(p_1^{(R)}, p_2^{(A)}) = w(p_2^{(R)}, p_2^{(A)}) = 0$. $\delta^{(R)} = 0$ is assumed for simplicity. As can be seen, the impulse emitted by the tag at time $t = t_0$ is received by relay 1 after $\tau(p_1^{(R)})$ seconds and then repeated. The repeated

\footnote{Antenna frequency selectivity is included in the CR $g_{i,m}(t)$ defined later.}
signal arrives at anchor 1 after $\tau \left( \vec{p}, \vec{p}_1^{(R)} \right) + \tau \left( \vec{p}_1^{(R)}, \vec{p}_1^{(A)} \right)$ seconds. It has to be remarked that the delay $\tau \left( \vec{p}_1^{(R)}, \vec{p}_1^{(A)} \right)$ is known since the positions of anchors and relays are a priori known.

5.3 Localization with Non-Regenerative Relays

In this section, ML position estimation is addressed with the purpose of assessing the feasibility of localization enhancement through the adoption of non-regenerative relays. It has to be remarked that the proposed architecture based on non-regenerative relays is not limited to ML position estimators. Although other state-of-the-art approaches for TOA and position estimation could be adopted [24, 51], with proper adaptation to include the presence of relays, ML estimators have been chosen because of their asymptotic efficiency and wide adoption. In the following, different ML estimators are derived for different CSI availability.

5.3.1 ML Localization with Perfect CSI (Estimator A)

In the following the ML tag’s position estimator is derived considering perfect CSI that is, a perfect knowledge of the CR: $g_{i,m}(t)$ as well as of the channel gain coefficients $w(\cdot, \cdot)$. Obviously, perfect CSI cannot be obtained
in practice, but results obtained are still useful as performance benchmark of other estimators operating under more realistic assumptions.

Considering $N_a$ anchors, the likelihood function related to position $p$ of the tag and ranging packet starting time $t_0$ is

$$\Lambda(p, t_0) = \prod_{m=1}^{N_a} k \exp \left\{ -\frac{1}{N_m} \int_{T_{ob}} [r_m(t) - s_m(t; p, t_0)]^2 \, dt \right\}$$

(5.8)

where $T_{ob}$ is the observation interval that has to be chosen for accommodating all the useful signal replica, $N_m = \sum_{i=0}^{N_i} N_{i,m}$ represents the overall noise PSD at each anchor, $k$ is a constant including all the terms not dependent on $p$ and $t_0$, and where we have made explicit the dependence of $s_m(t)$ on the position $p$ and $t_0$. Taking the logarithm and discarding all the terms that do not contribute to the maximization, the log-likelihood function to be maximized with respect to $p$ and $t_0$ becomes:

$$l(p, t_0) = \sum_{m=1}^{N_a} \frac{2}{N_m} \int_{T_{ob}} r_m(t) s_m(t; p, t_0) \, dt - \sum_{m=1}^{N_a} \frac{1}{N_m} \int_{T_{ob}} s_m^2(t; p, t_0) \, dt .$$

(5.9)

The last integral in (5.9) returns the energy of $s_m(t; p, t_0)$ which does not depend on $t_0$ but only on $p$. The ML position estimate $\hat{p}$ of the tag is therefore

$$\hat{p} = \arg\max_{(p, t_0)} l(p, t_0) .$$

(5.10)

In particular, by replacing (5.7) in (5.9) we obtain

$$l(p, t_0) = \sum_{m=1}^{N_a} \left\{ \frac{2}{N_m} \left[ \sum_{l=1}^{L} a_{l,m}(p) \chi_{l,m}(\tau_{l,m}(p, t_0)) \right] - \frac{E_m(p)}{N_m} \right\}$$

(5.11)

where we have defined the correlation term

$$\chi_{l,m}(\xi) \triangleq \int_{T_{ob}} r_m(t) g_{l-1,m}(t - \xi) \, dt$$

(5.12)

and the energy term

$$E_m(p) \triangleq \int_{T_{ob}} s_m^2(t; p, t_0) \, dt .$$

(5.13)

3In this scenario obtaining CSI is a more challenging task with respect to conventional communication systems, due to the presence of relayed components in the received signal.
The ML estimator involves passing, at each anchor, the received signal through a bank of filters matched to $g_{i,m}(t)$, and observing their weighted outputs in proper time instants depending on the position $p$ under hypothesis. Obviously, the implementation can be drastically simplified by adopting filters matched to a template waveform equal, for example, to the transmitted signal $p(t)$. Notice that, in (5.11), correlators outputs are optimally weighted by the noise PSD $N_m$ at each anchor, in order to take into account the different noise level due to the particular anchor-relay distances.

5.3.2 ML Localization with Partial CSI

We now want to relax the assumption of perfect CSI considering different levels of knowledge available at the receiver. We first derive the ML estimator in case of unknown received signal amplitude; in this case the localization capability is related to the delay-distance dependence of signal TOA only. Secondly, the possibility of adopting a position estimator that does not require the knowledge of the CRs $g_{i,m}(t)$, but exploits both the information on RSSI and TOA is investigated. As last, a blind position estimator that does not require the knowledge of the CRs and exploits the only information of TOA is derived. In these last two cases we assume, for the estimator design purpose, the CRs $g_{i,m}(t)$ as unknown deterministic signals.

For the derivation of the corresponding estimators, we use the well-known result according to which a band-limited signal $x(t)$, with bandwidth $W$, observed in the time-limited interval $(0, T_{ob})$ is described with good approximation (if $WT_{ob} \gg 1$) by a set of $M = 2\lceil WT_{ob} \rceil$ samples obtained by sampling the original signal at times $\delta t = 1/2W$ apart (sampling time). Specifically, it is $x(t) = \sum_{n=1}^{\infty} x_n \text{sinc}(2Wt - n)$, where $\text{sinc}(t) = \sin(\pi t)/(\pi t)$, for $t \neq 0$ and 1 for $t = 0$, and we associate to $x(t)$, $t \in (0, T_{ob})$, the vector of coefficients $\mathbf{x} = \{x_n\}_{n=1}^M$, with $x_n = x(n\delta t)$. Adopting this representation we have also

$$\int_{T_{ob}} x^2(t) \, dt \simeq \frac{1}{2W} \|\mathbf{x}\|^2. \quad (5.14)$$

$\lceil x \rceil$ denotes the smallest integer larger than $x$. $\|\mathbf{x}\|^2 = \mathbf{x}^T \mathbf{x}$. 
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Therefore we have the following associations:

\[ r_m(t) \quad t \in (0, T_{ob}) \rightarrow r^{(m)} \in \mathbb{R}^N \text{ with elements } r^{(m)}_n = r_m(n\delta t), \]

\[ n_m(t) \quad t \in (0, T_{ob}) \rightarrow n^{(m)} \in \mathbb{R}^N \text{ with elements } n^{(m)}_n = n_m(n\delta t), \]

\[ s_m(t) \quad t \in (0, T_{ob}) \rightarrow s^{(m)} \in \mathbb{R}^N \text{ with elements } s^{(m)}_n = s_m(n\delta t), \]

\[ g_{i,m}(t) \quad t \in (0, T_p(i,m)) \rightarrow g^{(m)}_l \in \mathbb{R}^{M(l,m)} \text{ with elements } g^{(m)}_{i,n} = g_{i-1,m}(n\delta t) \]

(5.15)

where \( N = \lceil T_{ob}/\delta t \rceil \) and \( M(l,m) = \lceil T_p(l,m)/\delta t \rceil \), having denoted \( T_p(l,m) \) the duration of the \( l \)-th replica of the received signal at the \( m \)-th anchor.

**Known Signal, TOA-based ML Position Estimation (Estimator B1)**

We now derive the position estimator considering in (5.10) and (5.11) the channel coefficients \( w(\cdot, \cdot) \) unknown quantities. First we define the vector of channel amplitudes

\[ a^{(m)} = [a_{1,m}(p), a_{2,m}(p), \ldots, a_{L,m}(p)]^T \in \mathbb{R}^L. \]  

(5.16)

Taking advantage of the series expansions (5.15), it is possible to rewrite (5.15) in vector terms as

\[ r^{(m)} = W^{(m)}_0(p) a^{(m)} + n^{(m)} \]  

(5.17)

where \( W^{(m)}_0(p) \in \mathbb{R}^{N \times L} \) has the form

\[ W^{(m)}_0(p) = [w^{(m)}_{D_1,m}(p); w^{(m)}_{D_2,m}(p); \ldots; w^{(m)}_{D_{L,m},m}(p)] \]  

(5.18)

and

\[ w^{(m)}_{D_{l,m},m}(p) = [0_{D_{l,m},m}(p); g^{(m)}_l; 0_{N-M(l,m)-D_{l,m},m}(p)]^T \in \mathbb{R}^N \]  

(5.19)

having indicated with \( D_{l,m}(p) \) the discrete version of delay \( \tau_{l,m}(p, t_0) \), that is, \( D_{l,m}(p) \triangleq \lceil \tau_{l,m}(p, t_0)/\delta t \rceil \).

Considering the vector \( a^{(m)} \) unknown but deterministic, the estimation of the position can be realized substituting in (5.10) a ML estimate \( \hat{a}^{(m)} \) of \( a^{(m)} \) for each anchor, that is,

\[ \hat{p} = \arg\max_{(p, t_0)} l(p, t_0; \{a^{(m)}\} = \{\hat{a}^{(m)}\}) . \]  

(5.20)

---

\(^6\)Actually \( W^{(m)}_0(p) \) is a function also of \( t_0 \). However, for notation simplicity, this dependence will be omitted in the rest of the chapter.
The previous expression can be further detailed as

$$\hat{p} = \arg\max_{(p, t_0)} \left\{ -\sum_{m=1}^{N_a} \frac{1}{2\sigma_m^2} \left\| r^{(m)} - W_{q_0}(p) \hat{a}^{(m)} \right\|^2 \right\}$$

(5.21)

where $\sigma_m^2 = N_m W$ is the noise power.

According to the derivation presented in Appendix 5.A, the ML estimator is

$$\hat{p} = \arg\max_{(p, t_0)} \left\{ \sum_{m=1}^{N_a} \frac{1}{2\sigma_m} \hat{\chi}_{q_0}^T(p) \hat{R}_{q_0}^{-1}(p) \hat{\chi}_{q_0}(p) \right\}$$

(5.22)

where the vector $\hat{\chi}_{q_0}(p)$ and the matrix $\hat{R}_{q_0}(p)$, defined respectively in (5.51) and (5.52), have the following continuous-time equivalents

$$\chi_{q_0}(p) = \int_0^{T_{ob}} r_m(t) \begin{bmatrix} g_{0,m}(t - \tau_{1,m}(p, t_0)) \\ g_{1,m}(t - \tau_{2,m}(p, t_0)) \\ \vdots \\ g_{N_m,m}(t - \tau_{L,m}(p, t_0)) \end{bmatrix} dt$$

(5.23)

and $R_{q_0}(p) = \left\{ R_{i,j}^{(m)} \right\}$, where each entry $R_{i,j}^{(m)}$ takes the form

$$R_{i,j}^{(m)} = \int_0^{T_{ob}} g_{i-1,m}(t - \tau_{i,m}(p, t_0)) g_{j-1,m}(t - \tau_{j,m}(p, t_0)) dt.$$  

(5.24)

The implementation of estimator (5.22) can be complex since it requires the evaluation of $\hat{\chi}_{q_0}(p)$ and $\hat{R}_{q_0}(p)$ for each hypothesis $p$, as well as potentially complex matrix inversions. However, if the duration $T_{p}^{l,m}$ of signals $g_{i,m}(t)$ is such that the replicas at each anchor are not overlapped, all the cross-correlations $R_{i,j}^{(m)}$, with $i \neq j$, are zero and $R_{q_0}(p)$ becomes a diagonal energy matrix, independent on $p$, where each non-zero element in the main diagonal $E_k^{(m)} = R_{k,k}^{(m)}$, $k = 1, \ldots, L$ is

$$E_k^{(m)} = \int_0^{T_{ob}} g_{k-1,m}^2(t) dt.$$  

(5.25)

In this case it is possible to simplify (5.22) as

$$\hat{p} = \arg\max_{(p, t_0)} \left\{ \sum_{m=1}^{N_a} \frac{1}{N_m} \sum_{l=1}^{L} \frac{1}{F_{l}^{(m)}} \chi_{l,m}^{2}(\tau_{l,m}(p, t_0)) \right\}$$

(5.26)
where $\chi_{i,j}(\cdot)$ have been defined in (5.12). The position estimator (5.26) relies on the TOA only since the signal amplitudes $a_{l,m}$, supposed unknown, are not present in the expression.

Notice that (5.26) requires the sum of the correlation terms related to all the $L$ replicas at each anchor while, as explained in 5.2.2, only a subset of the relays and anchors will be, in general, in visibility of a tag in position $p$, and this is accounted by the fact that some of the coefficients $w(\cdot, \cdot)$ are zero. Therefore, if this a priori information on blocked signal replicas, obtained for example from environment map, is available, it can be exploited by setting to zero the corresponding coefficients in (5.16). In this case, defining a vector $\lambda(p) \in \mathbb{R}^L$ with elements

$$
\lambda_l(p) = \begin{cases} 
0, & \text{if } a_l = 0, \\
1, & \text{if } a_l \neq 0 
\end{cases}
$$

(5.27)

(5.26) has to be modified leading to

$$
\hat{p} = \arg\max_{(p,t_0)} \left\{ \sum_{m=1}^{N_m} \frac{1}{N_m} \sum_{l,\lambda_l(p) \neq 0} \frac{1}{E_l} \chi_{l,m}^2(\tau_{l,m}(p, t_0)) \right\}.
$$

(5.28)

It is important to remark that both estimators (5.10)-(5.11) and (5.28) require, in general, the knowledge of the complete CRs $g_{l,m}(t)$. This is analogue of considering an ideal all-rake receiver at each anchor able to estimate all the signal replicas. Obviously these estimators can be implemented in sub-optimal manner considering, instead of the complete CR, the first-path only, with a substantial reduction of the complexity.

**Unknown Signal, Joint TOA- and RSSI-based ML Position Estimation (Estimator B2)**

The purpose of the following estimator is to avoid the need for performing the correlation in (5.12) that implies, in general, an implementation at Nyquist rate. The resulting estimator provides a combination of the information available via both RSSI and TOA for position estimation without a priori knowledge of CRs.

We start from the assumption that all the replicas $g_{l,m}(t)$ have the same shape $g(t)$. This assumption is obviously far from the reality considering, as $g_{l,m}(t)$, the complete CR but can be verified with better approximation in the case we consider only the first-path of each replica (now assumed of duration $T_p$), that is equivalent of exploiting the received energy related
uniquely to this part of the signal, without taking advantage of the following multipath components.\footnote{Moreover, when the first-path is resolvable, the following multipath components do not carry any addition information on ranging [51, 136].}

Denote the transmitted energy $E_T = \int_0^{T_p} g(t) \, dt$. Defining $g \in \mathbb{R}^M$, with $M = \lceil T_p / \delta t \rceil$, the corresponding sampled version of $g(t)$, we have $\|g\|^2 = \hat{E}_T$, where $\hat{E}_T = E_T / \delta t$ according to (5.14). Adopting this representation it is possible to rewrite (5.17) in the form:

$$r^{(m)} = H_{\theta_0}(p) \, g + n^{(m)} \quad (5.29)$$

where the matrix $H_{\theta_0}(p) \in \mathbb{R}^{N \times M}$ accounts for the delays and the channel coefficients and can be written as

$$H_{\theta_0}(p) = \sum_{l=1}^{L} a_{l,m}(p) (P_N)^{D_{l,m}(p)} G \quad (5.30)$$

where $P_N$ is the $N$-order basic circulant permutation matrix [265, pag. 26], and $G \in \mathbb{R}^{N \times M}$ is

$$G = \begin{bmatrix} I_M \\ 0_{N-M,M} \end{bmatrix} \quad (5.31)$$

having denoted with $I_M$ the $M$-order identity matrix and with $0_{N-M,M}$ the $N-M \times M$ null matrix. Since we want to derive a non-coherent estimator which does not require the knowledge of the CRs (i.e., the shape of $g$) we perform the estimation substituting the ML estimate $\hat{g}$ of $g$, that is,

$$\hat{p} = \arg\max_{(p,t_0)} \{ l(p, t_0; \{g\} = \{\hat{g}\}) \} \quad (5.32)$$

obtaining

$$\hat{p} = \arg\max_{(p,t_0)} \left\{ - \frac{N_a}{2\sigma_m} \left( \|r^{(m)} - H_{\theta_0}(p) \hat{g}\|^2 \right) \right\}. \quad (5.33)$$

According to the derivation presented in Appendix 5.B, the ML estimator is

$$\hat{p} = \arg\max_{(p,t_0)} \left\{ \sum_{m=1}^{N_a} \frac{\sqrt{\hat{E}_T}}{2\sigma_m} \|H_{\theta_0}^+(p)r^{(m)}\| \mathcal{C}^{(m)}(p) \left( 2 - \frac{\sqrt{\hat{E}_T}}{\|H_{\theta_0}^+(p)r^{(m)}\|} \right) \right\} \quad (5.34)$$

where

$$\mathcal{C}^{(m)}(p) = r^{(m)T} H_{\theta_0}(p) H_{\theta_0}^+(p) r^{(m)}. \quad (5.35)$$
Although estimator (5.34) is in closed form, its implementation complexity can be still high as sampling at Nyquist rate and matrix inversion are required. However further simplifications are possible in the case the signal replicas are not overlapped, as shown in Appendix 5.C, obtaining

$$\hat{p} = \arg\max_{(p, t_0)} \left\{ \sum_{m=1}^{N_a} \frac{1}{N_m} \left( 2 \sqrt{E^{(m)}(p)} \int_{D^{(m)}(p)} r_m^2(t) \, dt - E^{(m)}(p) \right) \right\}$$

(5.36)

where

$$D^{(m)}(p) = \bigcup_{l: \lambda_l(p) \neq 0} \left\{ (\tau_{l,m}(p, t_0), \tau_{l,m}(p, t_0) + T_p) \right\} .$$

(5.37)

The obtained estimator leads to very simple implementation since it requires energy measurements in particular windows of the received signal where, for each hypothesis on \( p \), we suppose to receive a useful contribution. These energy measurements are weighted by the expected received energies (the expected RSSI).

**Completely Unknown Signal, TOA-based ML Position Estimation (Estimator B3)**

If the signal is completely unknown and it is not possible to exploit the amplitude-distance dependence (i.e., the RSSI), localization can be based only on the expected TOA information coming from geometrical considerations.

Equations (5.17) or (5.29) can be now written as

$$r^{(m)} = s^{(m)} + n^{(m)}$$

(5.38)

where \( s^{(m)} \) is treated as an unknown vector. Again, the ML position estimation can be derived as

$$\hat{p} = \arg\max_{(p, t_0)} l(p, t_0; \{s^{(m)}\} = \{\hat{s}^{(m)}\})$$

(5.39)

where the ML estimate of \( s^{(m)} \) is considered, thus obtaining

$$\hat{p} = \arg\max_{(p, t_0)} \left\{ -\sum_{m=1}^{N_a} \frac{1}{2\sigma_m^2} \| r^{(m)} - \hat{s}^{(m)} \|^2 \right\} .$$

(5.40)

Specifically, according to the only available a priori information on the expected TOA, the estimates of \( s^{(m)} \) are those exploiting the knowledge about the CRs arrival time, that is,

$$\hat{s}^{(m)} = r^{(m)} \text{ for } n \in \tilde{D}^{(m)}(p),$$

(5.41)
where we have defined $\hat{D}^{(m)}(p)$ the set of indexes $n$ for which we expect to received signal, given an hypothesis $p$ for the position according to

$$\hat{D}^{(m)}(p) = \bigcup_{l: \lambda_l(p) \neq 0} \{D_{l,m}(p), D_{l,m}(p) + 1, \ldots, D_{l,m}(p) + M - 1\}.$$  \hspace{1cm} (5.42)

Substituting (5.41) in (5.40) and neglecting the terms not dependent on $p$ we obtain

$$\hat{p} = \arg\max_{(p,t_0)} \left\{ \sum_{m=1}^{N_a} \frac{1}{2\sigma_n^2} \sum_{n \in \hat{D}^{(m)}(p)} (r_n^{(m)})^2 \right\}.$$  \hspace{1cm} (5.43)

The corresponding continuous-time estimator is simply

$$\hat{p} = \arg\max_{(p,t_0)} \left\{ \sum_{m=1}^{N_a} \frac{1}{N_m} \int_{\hat{D}^{(m)}(p)} r_m^2(t) \, dt \right\}.$$  \hspace{1cm} (5.44)

The structure of estimator (5.44) is very simple as it consists in collecting the energy in those time intervals in which, according to the hypothesis on $p$ and $t_0$, we expect the presence of signal replica.

### 5.4 Case Study

We now evaluate the performance of the proposed relay-based localization scheme, adopting the derived position estimators. The purpose is, with the presented case study, to demonstrate the feasibility of the relaying approach for network localization. The considered scenario is described in Sec. 5.4.1 the adopted performance metrics are reported in Sec. 5.4.2 and simulation results are presented in Sec. 5.4.3.

#### 5.4.1 Scenario

Figure 5.4 presents the scenario considered for simulations. It is a square cell of $20 \times 20$ meters with four obstacles of one meter width. As worst-case assumption, obstacles are intended to be completely blocking the signal propagation. Anchors are placed at the four corners of the square cell. Four non-regenerative relays are present in the environment, placed at the corners of the four blocking obstacles (i.e., at the corners of the area partially shadowed). Each relay is placed in such a way its directional antenna (antenna B) is oriented towards an anchor node, and its weak directional antenna (antenna A) is oriented toward the shadowed area. In Fig. 5.4 the antennas’
radiation patterns and orientations adopted, respectively, for anchors and relays are also depicted.

An IEEE 802.15.4a compliant UWB transmitted signal is considered \cite{[113]}, with RRC pulses\textsuperscript{8} centered at frequency $f_c = 4$ GHz, roll-off factor $\nu = 0.6$, and a pulse width parameter $T_w = 1$ ns. Tags are supposed to be equipped with an omnidirectional antenna with gain $G_T = 0$ dBi, and with transmitting power compliant to the Federal Communications Commission (FCC)\textsuperscript{9} $-41.3$ dBm/MHz emission limit in the $3-5$ GHz band. Real UWB antennas are considered, with radiation patterns characterized in anechoic chamber. Antennas have been measured in a range of frequencies between $2.5$ and $10.5$ GHz\textsuperscript{9}. Furthermore, antennas have been measured on one plane by steps of $5$ degrees. A Vivaldi UWB antenna presenting a peak gain $G_T = 0$ dBi, and with transmitting power compliant to the Federal Communications Commission (FCC)\textsuperscript{9} $-41.3$ dBm/MHz emission limit in the $3-5$ GHz band. Real UWB antennas are considered, with radiation patterns characterized in anechoic chamber. Antennas have been measured in a range of frequencies between $2.5$ and $10.5$ GHz\textsuperscript{9}. Furthermore, antennas have been measured on one plane by steps of $5$ degrees. A Vivaldi UWB antenna presenting a peak gain

\textsuperscript{8}See (3.63) for the definition.

\textsuperscript{9}Frequency selectivity is here neglected considering the radiation pattern at $4$ GHz only.
$G_A = 5 \text{ dBi}$ and a half power beam width (HPBW) of 101 degrees is adopted for anchors and relay’s antenna A (tag-relay links) \cite{266}. A four-patch array antenna presenting a peak gain $G_A = 12 \text{ dBi}$ and a HPBW of 45 degrees is considered as the relay’s antenna B (relay-anchor links) \cite{267}. Antennas measurements have stressed out how some antennas features, such as the radiation pattern, could drive the choice of adopting an antenna instead of another in a localization context.

Anchors have a noise figure $F = 5 \text{ dB}$. Additive noise at relays should in principle be taken into account. The extra noise power radiated by the relay scales with $G F_R - 1$, where $G$ and $F_R$ have been defined in Sec. 5.2.1. However, when received by an anchor, this power is attenuated by the path-loss between the anchor and the relay. When putting realistic figures, it turns out that in most practical cases the relay noise power received by an anchor is well below the anchor additive noise and is therefore negligible. Consequently, it is $N_{i,m} \ll N_0$, and hence $N_{i,m}$, for $i \neq 0$, are neglected in the following simulation results.

In order to show the performance of the relay-based localization in different propagation conditions, two dense multipath models \cite{102,56} are adopted for the tag-anchor and tag-relay channels, considering a rms channel delay spread of 1.5 ns (softer multipath) and of 5 ns (stronger multipath), respectively. In both cases we consider an exponential PDP with paths separated of 1.5 ns apart, a probability $b = 0.7$ of having a path, each path with Nakagami fading (severity factor $m = 3$) except for the first-path taken as deterministic according to the free-space path loss model ($\beta = 2$)\cite{10}. Due to the high directivity of the relay antenna oriented in the anchor direction, an AWGN relay-anchor channel is considered.

Unless differently reported, a total of $N_s = 256$ pulses is considered in the ranging packet with a PRP $T_f = 100 \text{ ns}$. Ideal knowledge of the delay $t_0$ is assumed.

\footnote{This is, obviously, a best-case assumption since also the first-path (i.e., the direct one) expresses a variance with respect to the deterministic free-space propagation model. However, recently it has been shown how the RSSI measurements performed on UWB signals can lead to an accurate distance estimation, thanks to the capability of mitigating fading effects \cite{268,269}. This estimation capability is a consequence of the small variance experienced by the first path with respect to an ideal propagation condition, motivation of our choice of this deterministic value (furthermore the obtained performance can be intended as a performance limit).}
5.4.2 Performance Metrics

Results have been obtained with Monte Carlo simulations considering the tags uniformly and equally-spaced distributed in the monitored area. In particular a 50 cm grid, resulting in the set of positions \( p_n, n = 1, \ldots, N \), has been defined in the environment, which points are adopted as potential tag locations and test locations for position estimation.

As performance indicator we adopt the localization error outage \( \text{LEO} \), defined as the rate at which the localization error is greater than a given target error \( e_{\text{th}} \) [28] (i.e., the fraction of spatial test locations that do not fulfill a target error requirement), that is

\[
\text{LEO} = \frac{1}{N} \sum_{n=1}^{N} 1_{R+}(e(p) - e_{\text{th}})
\]  

where we have defined the indicator function \( 1_A(x) = 1 \) if \( x \in A \), 0 otherwise, and \( e(p) \) is the localization error in the \( n \)th test position of the grid. The \( \text{RMSE} \) is adopted as error metric \( e(p) \) output of the Monte Carlo simulation, that is

\[
e(p) = \sqrt{\frac{1}{M} \sum_{m=1}^{M} e_m^2(p)}
\]

where the localization error related to the \( m \)th iteration \( e_m(p) \) is the Euclidean distance between the estimated position \( \hat{p}_m \) and the true position, that is \( e_m(p) = ||\hat{p}_m - p|| \), and \( M \) is the number of simulation iterations.

\( \text{LEO} \) is presented as function of the relay gain \( G \), assumed the same for all the relays present in the environment (i.e., \( G_i = G \forall i = 1, \ldots, N_r \)). Results are provided considering a target error \( e_{\text{th}} = 50 \) cm.

The c.d.f. of the \( \text{RMSE} \) and the \( \text{RMSE} \) itself in the two-dimensional (2D) environment are also reported for selected configurations. Each c.d.f. represents the ratio between the number of test locations for which the \( \text{RMSE} \) is lower or equal than a specific value and the total amount of test locations in the grid.

5.4.3 Simulation Results

Figure 5.5 reports the \( \text{LEO} \) for the softer multipath channel. In particular the violet curve (□) refers to the estimator A (5.10). Blue curve (○) refers to the estimator B1 (5.28), yellow curve (△) refers to the estimator B2 (5.36), while the red curve (⋄) refers to the estimator B3 (5.44). Estimator A and estimator B1 have been implemented according to a sub-optimal, and more
practical, realization which considers a template waveform at the receiver equal to the transmitted pulse, without assuming any multipath knowledge or estimation.\textsuperscript{11} Non-coherent estimators B2 and B3, based on energy detection, have been implemented considering $T = 1.6$ ns, that is the time window corresponding, approximately, to the main lobe of the pulse envelope.\textsuperscript{12} For comparison, the LEO in absence of relay is reported with a constant dashed line\textsuperscript{13} considering the equivalent estimator specified in the case of absence of relays (i.e., $N_r = 0$). \textbf{AF} relays corresponds to the first point along the abscissa $G = 0$, while the performance for \textbf{AF} relays is related to the following points on the $x$ axis. As expected, the \textbf{ML} estimator A guarantees the best performance. In particular, for every considered estimator, the LEO decreases by increasing the relay gain $G$, thanks to the additional information carried out from the relayed signals. It is possible to notice how, in this configuration, the adoption of \textbf{JF} relays increase the localization capability of the system. Considering the coherent estimators, \textbf{JF} relays assure a LEO with a 50 cm [RMSE] threshold close to zero, in case of perfect [CSI] and around

\textsuperscript{11}This is equivalent on assuming a filter matched to the first-path only, without taking advantage of the multipath energy.

\textsuperscript{12}This is not the optimum value in case of multipath propagation. Performance can be improved with integration time optimization or weighting techniques for collecting energy from multipath, see, e.g., [41, 25].

\textsuperscript{13}This would be a single point since the relay gain in the $x$ axis does not make sense, the line is plotted for sake of comparison.
the 10% in case of partial CSI, while outage values around the 25–30% are present in absence of relays due to the ambiguities that arise in the shadowed areas. Moreover, employing AF relays, the LEO substantially decreases by increasing the relay gain. In particular, each of the proposed estimators outperforms the corresponding one in absence of relays. As expected the ML coherent estimator A (with perfect CSI) offers the best performance in terms of outage, while the TOA-based non-coherent (estimator B3) requires higher values of gain in order to give an important performance enhancement.

For comparison in Fig. 5.6 the LEO in a stronger multipath environment is reported. Also in this case the adoption of the non-regenerative relaying technique allows a substantial performance improvement with respect to the absence of relays. As it is possible to notice, the performance of the system is strongly related to the propagation environment, so the proposed relaying technique can result suitable or not depending on the application context. In particular, coherent estimators are necessary in harsh propagation environments in order to obtain outages below the 10%.

In order to show how the relaying technique helps the localization process, we report a contour map plot of the localization RMSE in the 2D scenario considering absence of relays (Fig. 5.7a) and presence of JF relays (Fig. 5.7b), the TOA-based coherent estimator \( (5.28) \) and the softer multipath channel. It is possible to notice how, in absence of relays, the localization capabilities in the central area shadowed by the obstacles result very poor, and errors of
several meters can occur due to the lack of anchors visibility. Differently, the adoption of non-regenerative AF relays allows extending the system coverage in the shadowed areas, ensuring enhanced localization performance.

The performance improvement can be shown also in terms of c.d.f. of the localization error. Figure 5.8 shows the results considering absence of relays (in dashed lines) as well as presence of JF relays (in continuous lines), and AF relays with $G = 10$ dB (in dot-dashed lines) for the softer multipath channel. Again, the adoption of relaying assures a benefit in terms of the number of spatial points that can be localized with a target location accuracy without ambiguity.

The presented results proved the effectiveness of the relaying technique for network localization. In the proposed configuration the adoption of both JF and AF produce important benefits.

### 5.5 Conclusion

The idea of UWB non-regenerative relays for network localization has been introduced as a low complexity solution to increase the service coverage in high-definition RTLS based on UWB technique when operating in severe NLOS propagation conditions. The adoption of JF or AF relays increases the number of received signal components that, thanks to the a priori knowledge of relay positions, contribute in decreasing the possibility of ambiguities in ML estimators. Thus the relays act as additional virtual anchors. Numerical results show that significant performance improvement can be achieved, even using simple passive JF relays, with respect to the absence of relays. UWB
non-regenerative relays can also be adopted to reduce the number of anchors with consequent reduction of the network infrastructure cost and complexity.

5.A Derivation of the ML estimator

The ML estimate $\hat{a}^{(m)}$ of $a^{(m)}$ can be easily obtained via LS [161, ch. 8] as

$$\hat{a}^{(m)} = W_{(m)+}(p)r^{(m)}$$

(5.47)

where $W_{(m)+}(p) = (W_{(m)}^T(p)W_{(m)}(p))^{-1} W_{(m)}^T(p)$ is the Moore-Penrose pseudo-inverse matrix [265, p. 421]. Substituting (5.47) in (5.21) and neglecting the term not function of $p$ we obtain

$$\hat{p} = \arg\max_{(p,t_0)} \left\{ \sum_{m=1}^{N_a} \frac{1}{2\sigma^2_m} \left( 2r^{(m)T}W_{(m)}(p)W_{(m)+}(p)r^{(m)} - \|W_{(m)}(p)W_{(m)+}(p)r^{(m)}\|^2 \right) \right\}.$$  

(5.48)
Considering that

\[
\frac{1}{\sigma^2} \sum_{m=1}^{N_s} \tilde{\chi}_{(\phi)}^T(p) \tilde{R}_{(\phi)}^{-1}(p) \tilde{\chi}_{(\phi)}(p)
\]

the final form of (5.48) is

\[
\hat{p} = \arg\max_{(p,t_0)} \left\{ \sum_{m=1}^{N_s} \frac{1}{\sigma^2} \tilde{\chi}_{(\phi)}^T(p) \tilde{R}_{(\phi)}^{-1}(p) \tilde{\chi}_{(\phi)}(p) \right\}
\]

where

\[
\tilde{\chi}_{(\phi)}(p) = W_{(\phi)}^T(p) r(m)
\]

\[
= \begin{bmatrix}
    w_{(m)}^T \chi_{1,m}(p) r(m) & w_{(m)}^T \chi_{2,m}(p) r(m) & \cdots & w_{(m)}^T \chi_{L,m}(p) r(m)
\end{bmatrix} \in \mathbb{R}^L
\]

is the vector of correlation between the received signal and the delayed versions of the template pulses \(g_l\), and

\[
R_{(\phi)}(p) = W_{(\phi)}^T(p) W_{(\phi)}(p)
\]

\[
= \begin{bmatrix}
    w_{(m)}^T \chi_{1,m}(p) w_{(m)}^T \chi_{1,m}(p) & w_{(m)}^T \chi_{1,m}(p) w_{(m)}^T \chi_{2,m}(p) & \cdots & w_{(m)}^T \chi_{1,m}(p) w_{(m)}^T \chi_{L,m}(p) \\
    w_{(m)}^T \chi_{2,m}(p) w_{(m)}^T \chi_{1,m}(p) & w_{(m)}^T \chi_{2,m}(p) w_{(m)}^T \chi_{2,m}(p) & \cdots & w_{(m)}^T \chi_{2,m}(p) w_{(m)}^T \chi_{L,m}(p) \\
    \vdots & \vdots & \ddots & \vdots \\
    w_{(m)}^T \chi_{L,m}(p) w_{(m)}^T \chi_{1,m}(p) & w_{(m)}^T \chi_{L,m}(p) w_{(m)}^T \chi_{2,m}(p) & \cdots & w_{(m)}^T \chi_{L,m}(p) w_{(m)}^T \chi_{L,m}(p)
\end{bmatrix}
\]

is the cross-correlation matrix of the template pulses.

### 5.8 Derivation of the ML estimator

The ML estimate \(\hat{g}\) of \(g\) can be obtained adopting the LS technique \[161\] ch. 8 as

\[
\hat{g} = \sqrt{\frac{E_T}{\|H_{(\phi)}(p) r(m)\|^2}} H_{(\phi)}^+(p) r(m)
\]

where \(H_{(\phi)}^+(p) = (H_{(\phi)}^T(p) H_{(\phi)}(p))^{-1} H_{(\phi)}^T(p)\) is the Moore-Penrose pseudoinverse matrix \[265\] p. 421, and the normalization is imposed in such a way

---

\[14\] Proof of (5.49)

Considering that \(\|x\|^2 = x^T x\), and posing \(\Xi = W_{(\phi)}(p) W_{(\phi)}^+(p)\), we have \(\Xi r(m) = (\Xi^T \Xi)^{-1} \Xi^T \Xi r(m)\). Since \(\Xi\) is an orthogonal projection matrix \[161\] pag. 231, that is, a symmetric (\(\Xi^T = \Xi\)) and idempotent (\(\Xi^2 = \Xi\)) matrix, we obtain directly (5.49).
the estimate is consistent according to the transmitted energy assumption $\|g\|^2 = \tilde{E}_T$. Substituting (5.53) in (5.33) and neglecting the terms not dependent on $p$ we obtain

$$
\hat{p} = \arg\max_{(p,t_0)} \left\{ \sum_{m=1}^{N_a} \frac{1}{2\sigma_m} \left( 2\sqrt{\tilde{E}_T} \frac{r^{(m)}^T H_{\theta_0} p H_{\theta_0}^+ r^{(m)}}{\| H_{\theta_0} p H_{\theta_0}^+ r^{(m)} \|^2} - \tilde{E}_T \| H_{\theta_0} p H_{\theta_0}^+ r^{(m)} \|^2 \right) \right\}.
$$

(5.54)

Considering that (same proof of 5.A (5.49) considering $H_{\theta_0} p$ instead of $W_{\theta_0} p$)

$$
\| H_{\theta_0} p H_{\theta_0}^+ r^{(m)} \|^2 = r^{(m)}^T H_{\theta_0} p H_{\theta_0}^+ r^{(m)}
$$

(5.55)

we get the expression (5.34).

5.C Derivation of the ML estimator

In the case of not overlapped replicas matrix $H_{\theta_0} p$ takes the form of a block matrix

$$
H_{\theta_0} p = \begin{bmatrix}
0_{D_1,m} p M & H_1^{(m)} p \\
H_1^{(m)} p & 0_{D_2,m} p - D_1,m p - M, M
\end{bmatrix}
$$

(5.56)

where $H_i^{(m)} p = a_{i,m}(p) I_M$, $i = 1, \ldots, L$, are $M \times M$ scalar matrices. Exploiting the property of block matrix product, the block $H_{\theta_0}^T p H_{\theta_0} p$ in (5.34) takes the form

$$
H_{\theta_0}^T p H_{\theta_0} p = \sum_{l=1}^{L} H_l^{(m)} p = \sum_{l=1}^{L} a_{l,m}^2 p I_M.
$$

(5.57)

Consequently we can define the scalar matrix $D = \left( H_{\theta_0}^T p H_{\theta_0} p \right)^{-1}$ with non zero elements on the main diagonal equals to $\left( \sum_{l=1}^{L} a_{l,m}^2 p \right)^{-1}$. It is so
possible to rewrite (5.35) as

\[
\mathcal{E}^{(m)}(p) = r^{(m)\top} H_{\varnothing\sigma}(p) D H_{\varnothing\sigma}^{\top}(p) r^{(m)}
\]

\[
= \frac{1}{\sum_{l=1}^{L} a^{2}_{l,m}(p)} r^{(m)\top} H_{\varnothing\sigma}(p) H_{\varnothing\sigma}^{\top}(p) r^{(m)}
\]

\[
= \frac{1}{\sum_{l=1}^{L} a^{2}_{l,m}(p)} \left\| r^{(m)\top} H_{\varnothing\sigma}(p) \right\|^2 . \quad (5.58)
\]

It is now easy to show that

\[
\left\| r^{(m)\top} H_{\varnothing\sigma}(p) \right\|^2 = \sum_{i=1}^{L} \sum_{j=1}^{L} a_{i,m}(p) a_{j,m}(p) \sum_{n=0}^{M-1} r_{D_{i,m}(p)+n} r_{D_{j,m}(p)+n} \quad (5.59)
\]

and consequently

\[
\mathcal{E}^{(m)}(p) = \frac{1}{\sum_{l=1}^{L} a^{2}_{l,m}(p)} \sum_{i=1}^{L} \sum_{j=1}^{L} a_{i,m}(p) a_{j,m}(p) \sum_{n=0}^{M-1} r_{D_{i,m}(p)+n} r_{D_{j,m}(p)+n} . \quad (5.60)
\]

With similar considerations and operations on block matrices, it is possible to show that \(\| H_{\varnothing\sigma}^{\top}(p) r^{(m)} \|^2 \) in (5.54) takes the form

\[
\left\| H_{\varnothing\sigma}^{\top}(p) r^{(m)} \right\|^2 = \frac{1}{\left( \sum_{l=1}^{L} a^{2}_{l,m}(p) \right)^2} \sum_{i=1}^{L} \sum_{j=1}^{L} a_{i,m}(p) a_{j,m}(p)
\]

\[
\times \sum_{n=0}^{M-1} r_{D_{i,m}(p)+n} r_{D_{j,m}(p)+n} . \quad (5.61)
\]

By substituting (5.60) and (5.61) in (5.54) the following formulation of the estimator is obtained

\[
\hat{p} = \arg\max_{(p,t_0)} \left\{ \sum_{m=1}^{N_s} \frac{1}{2\sigma^2_m} \left[ 2 \left( \tilde{E}_T \sum_{i=1}^{L} \sum_{j=1}^{L} a_{i,m}(p) a_{j,m}(p) \sum_{n=0}^{M-1} r_{D_{i,m}(p)+n} r_{D_{j,m}(p)+n} \right) \right]^{1/2} - \tilde{E}_T \sum_{l=1}^{L} a^{2}_{l,m}(p) \right\} . \quad (5.62)
\]
This estimator has an immediate continuous-time equivalent as
\[
\hat{p} = \arg\max_{(p, t_0)} \left\{ \sum_{m=1}^{N_a} \frac{1}{N_m} \left[ 2 \left( E_T \sum_{l=1}^{L} a_{l,m}^2(p) \int_{\tau_{l,m}(p)}^{\tau_{l,m}(p)+T_p} \tau_{m}^2(t) \, dt \right) + \sum_{i=1}^{L} \sum_{j=1,j\neq i}^{L} a_{i,m}(p) a_{j,m}(p) \int_{0}^{T_p} r_m(t-\tau_{i,m}(p)) r_m(t-\tau_{j,m}(p)) \, dt \right]^{1/2} - E_T \sum_{l=1}^{L} a_{l,m}^2(p) \right\}.
\]  
(5.63)

If now we make the assumption \[ r_m(t-\tau_{i,m}(p)) \simeq \frac{a_{i,m}(p)}{a_{j,m}(p)} r(t-\tau_{j,m}(p)) \text{ for } t \in (0, T_p) \] we have that (5.63) simplifies to
\[
\hat{p} = \arg\max_{(p, t_0)} \left\{ \sum_{m=1}^{N_a} \frac{1}{N_m} \left( 2 \sqrt{E_T \sum_{l=1}^{L} a_{l,m}^2(p) \sum_{k=1}^{L} \int_{\tau_{l,m}(p)}^{\tau_{l,m}(p)+T_p} r_m^2(t) \, dt} - E_T \sum_{l=1}^{L} a_{l,m}^2(p) \right) \right\}.
\]  
(5.65)

By considering that \( E_T \sum_{i=1}^{L} a_{l,m}^2(p) \) is the overall received energy \( E^{(m)}(p) \) from a tag in position \( p \) at the anchor \( m \), collected considering the \( L \) replicas, we get the final estimator form
\[
\hat{p} = \arg\max_{(p, t_0)} \left\{ \sum_{m=1}^{N_a} \frac{1}{N_m} \left( 2 \sqrt{E^{(m)}(p) \int_{D^{(m)}(p)} r_m^2(t) \, dt} - E^{(m)}(p) \right) \right\}
\]  
(5.66)

where we have indicated with
\[
D^{(m)}(p) = \left\{ (\tau_{1,m}(p, t_0), \tau_{1,m}(p, t_0) + T_p) \cup (\tau_{2,m}(p, t_0), \tau_{2,m}(p, t_0) + T_p) \cup \ldots \cup (\tau_{L,m}(p, t_0), \tau_{L,m}(p, t_0) + T_p) \right\}
\]  
(5.67)

the set of time intervals in which replica contributions are expected when tag’s position \( p \) is under hypothesis.

Notice that in this case the estimator takes advantage of the knowledge of the expected received energy for each replica, through the vector \( \{5.16\} \), so

\[15\] This assumption is verified with increasing confidence while increasing the SNR.
in the formulation (5.66) it would be expected that the energy measurements related to replicas corresponding to $w(\cdot, \cdot) = 0$ were discarded. Conversely in (5.66) the energy measurement is performed on the overall set of $L$ replicas, also if some of these do not carry useful signal contribution. The problem arises due to the approximation (5.64): in fact, in the exact formulation of the estimator in (5.63) each correlation and energy measurement is properly weighted and discarded if related to replicas with $w(\cdot, \cdot) = 0$ (i.e., replicas not effectively present at the receiver.). Therefore, in order to maximize the performance for the simplified implementation (5.66) it is important to restrict the integral extremes at only the windows where, for each hypothesis, we effectively expect useful signal, in order to not add noise or interference contributions. This can be accounted for by adopting $D^{(m)}(p)$, defined in (5.37), instead of $\tilde{D}^{(m)}(p)$ in (5.66), leading to (5.36).
Part IV

A Case-Study: The UWB-RFID System
Introduction

One of the more interesting applications of context-aware networks is related to the possibility of monitoring environments, such as security areas or factories, in this second case mainly in order to increase the efficiency of the logistic process. In fact, in recent years, a significant number of industrial realities have moved towards the so-called supply chain management (SCM) approach [270], relying on the administration of the various logistics aspects of the company. One of the main requirements of the SCM approach is the visibility of the goods along the chain. More precisely, it is necessary to know what a given object is (the who question), and where it can be found (the where question) at a given instant in time (the when question). Existing automatic identification (AI) technologies (e.g., bar codes or RFID) and the RTLS are not able to provide a complete solution. In fact, both of them suffer from significant limitations. On the one hand, AI systems are able to answer to the “who” question, but they are weak on the “where” question. To obtain the complete item visibility, items have to be scanned and a position information must be manually inserted or read from a separate source (e.g., another tag). These aspects severely reduce the efficiency of SCM and introduce uncertainty because of manual operations. On the other hand, RTLS satisfy mainly the location requirement, but fail to manage the identification requirement when the item is out of the RTLS working area. Moreover, the current generation of RTLS is based on active tags. This leads to two deficiencies: a limited battery lifetime and a high cost of the tag. As a consequence, the wide spreading of RTLS systems is still not fully exploited.

Recently it has been shown that IR-UWB is a very promising technique, which could meet the stringent requirements of passive tag localization in terms of accuracy [50]. In [271] a passive UWB-RFID scheme has been proposed, showing its potential operating range/data rate trade-off. The advantage of such a technology is to provide the typical accuracy of UWB-RTLS by employing a very simple tag, which adopts backscattering modulation instead of using a complete UWB active transmitter. However one of the most important issues in these systems is the energy supply. Combining UWB (semi-)passive RFID with already existing UHF technologies can be a possible solution to exploit energy harvesting [272] or to implement wake-up strategies in order to increase the battery life of semi-passive tags. Moreover the UHF module can be employed to ensure compatibility with already existing RFID systems working in the UHF band.

In this last part of the thesis the study of a UHF-UWB semi-passive RFID system is presented as example of possible context-aware network solution which enables localization and tracking features. Chapter 6 introduces the
system concept providing an overview of the main features and issues related to the realization of such a network. Chapter 7 investigates the feasibility of the system from the signal demodulation point of view, highlighting particular characteristics and signal processing techniques for dealing with impairments such as the clutter. Chapter 8 analyzes the problem of multi tag interference providing design guides of solution able to counteract these effects, also in presence of hardware non idealities. Finally, Chapter 9 focuses on the localization aspect deriving the fundamental limits on the achievable accuracy adopting this kind of system. The work has been carried out in the context of the European project SELECT\[16\] The scopes of the project are related to the investigation of this new technology able of combining functionalities of detection, identification and localization by fusing the concept RFID based on backscatter modulation, and adopting semi-passive tags, and RTLS\[16\] In additions sensing capabilities are supposed to be provided by the networks thanks to the adoption of WSR techniques [273, 274, 275, 276, 277, 278, 279, 280, 281] for detection and tracking of untagged objects.

\[16\]www.selectwireless.eu
Chapter 6
System Overview

6.1 Introduction

We consider here a UWB-RFID system composed of a network of readers monitoring an area where tags are present. In particular, tags are semi-passive and based on backscatter modulation, where the low energy available from harvesting or batteries is used only for memory access or modulation operation without powering an active transmitter. The high accuracy estimation of the TOA from the backscatter signals enables accurate localization of tags in addition to their detection [50, 136, 51]. The joint use of the RFID and UWB technology is an appealing solution, as UWB leads to advantages in terms of communication robustness, localization accuracy, multi-tag capability, even in harsh propagation environments [53, 48].

Figure 6.1 shows an example of such an architecture. In particular, the network of readers cover a scenario where several tagged objects are present. Readers act as reference nodes and are placed in known positions. They are the only active entity capable of transmitting, receiving and processing signals. The goal of the network is detect the presence of tagged objects by the analysis of the response (i.e., the backscatter) of the tags. Moreover, in addition to the detection, high-accuracy localization, enabled by TOA estimation, is performed by the readers’ network to locate tagged objects. The passive link between the tag and the reader can be also exploited to transmit information between these two entities, for example the tag ID or data collected by sensors attached to tags. In addition, the same readers infrastructure is exploited as a radar sensor network (RSN) to detect and locate untagged entities (i.e., passive scatters) not equipped with tags. This is possible adopting radar techniques able to track the changes in the environment response caused by the movement of untagged objects.
The standard application scenario, composed a square cell monitored by four readers is depicted in Fig. 6.2.

6.2 UWB Backscattering Principle

Backscatter communication is based on the modulation of the interrogation signal emitted by a reader. This modulation, operated by a tag, is realized by changing the load connected to the tag antenna [4].

An example of the received signal at reader side, when backscatter modulation at tag side is adopted, is shown on Fig. 6.3 where the received backscatter signal for three states of the load impedance $Z_L$ connected to the tag antenna is presented. In one of them (black), the load is 50 Ohms, which equals the antenna internal impedance. In this case, the backscatter signal is called *structural mode* and is dominated by the physical structure of the antenna and its various parts. In the two other cases, we distinctly see that a portion of the signal depends on the load impedance. This part of the backscatter signal is named *antenna mode* and it is the one that allows differential detection through the tag load impedance state.

The round trip backscatter CIR is the result of the convolution between the reader-tag propagation CIR convoluted by itself and the backscatter antenna mode response of the tag. The contours of a complete backscatter channel model encompassing all these contributions have been described in [283]. The UWB round trip backscattering channel is strongly unfavorable from the energetic point of view, since the received backscattered signal experiences pathloss between the reader and the tag twice. Basically, similarly to the radar equation, the distance-dependence of the received signal power scales, in free space, with the 4th power of the reader-tag distance, which means a detection distance much smaller than for an ordinary communica-
Figure 6.2: Example of a square cell monitored by four readers.

It is important to underline that the tag backscattering behavior is strongly impacted by the presence of the object on which it is attached \[284\]. Together with the tag response the reader receives the signal reflected by the surrounding environment, that is the clutter component. A scheme of these propagation effects is reported in Fig. 6.3.

### 6.3 System Architecture and Main Function- alities

The overall RFID network architecture is depicted in Fig. 6.5. It comprises a central unit, readers and tags. Moreover, relay nodes, that are devices unconnected to the wired core network, can be incorporated herein \[30\]. Each reader communicates with the central unit mostly for transferring the signal processing data (e.g., the TOA estimate allowing the tag positioning). In addition these wired connections can be exploited in order to ensure a general coarse synchronization between the readers, as well as for network

\[1\] These are, for example, the relays described in Chapter 5.
maintenance. Reader synchronization will be further detailed in Sec. 6.3.2.

In Fig. 6.6 and Fig. 6.7, the architecture proposed in [271] and analyzed in [285] for UWB readers and tags adopting backscatter modulation is reported. This architecture represents the UWB core enabling the backscattering scheme for localization and tracking.

In particular, the reader is composed of a transmitter and a receiver section. During the interrogation cycle, the reader transmits a sequence of UWB pulses modulated by a periodic binary spreading sequence \( \{d_n\} \) of period \( N_c \) with \( d_n \in \{-1, 1\} \), specific of that particular reader (reader’s code). In general, \( N_{pc} \) pulses are associated to each code symbol (chip) of duration \( T_c \) seconds. To accommodate the signals backscattered by tags corresponding to an entire packet of \( N_t \) bits, the UWB interrogation contains \( N_t = N_c N_s \) pulses, where \( N_s = N_c N_{pc} \) is the number of pulses associated to each bit. Pulses are separated by \( T_p \) seconds, thus the chip time is \( T_c = N_{pc} T_p \). Each transmitted pulse is backscattered by the tag’s antenna as well as by all the surrounding scatterers present in the environment which form the clutter component.

In Fig. 6.6, an example of UWB tag architecture employing a binary backscatter modulator composed of an UWB switch is shown. The switch
is controlled by a micro-controller whose purpose is to change the switch status (short or open circuit) at each chip time $T_c$ according to the data to be transmitted and a zero mean (balanced) periodic tag’s code $\{c_n\}$, with $c_n \in \{-1, +1\}$, of period $N_c$. The adoption of balanced codes ensures the removal of the clutter as will be demonstrated in Chapter 7 and Chapter 8. Specifically, each tag information bit $b_k \in \{-1, +1\}$ is associated to $N_s$ pulses, thus the symbol time becomes $T_s = T_c N_c = T_p N_s$. In this way the polarity of the reflected signal changes according to the tag’s code during a symbol time, whereas the information symbol (bit) affects the polarity of all pulses composing the sequence each symbol time.

By analyzing the received signal components shown in Fig. 6.8, it can be noted that the antenna mode scattered component only is modulated by the combination of the tag’s and reader’s codes $\{c_n\}$ and $\{d_n\}$, whereas all clutter signals components (included the antenna structural mode scattering) are received modulated by the reader’s code $\{d_n\}$ only. This property is exploited at the reader receiver section to remove the clutter component through a proper processing, therefore isolating the useful component coming from the intended tag. The presented MAC scheme is fundamentally a direct-sequence code division multiple access (CDMA) approach, according to which a despreading phase at reader side can be exploited to detect and demodulate a specific tag signal. However, several issues arise due to tag multi-user interference (MUI) and near-far effects, as will be presented in Chapter 8.

An example of possible receiver scheme is that reported in Fig. 6.6 where a correlator-based demodulator is considered. This scheme performs a despreading operation (i.e., the accumulation of the $N_s$ pulses composing a
symbol) using the combined code \( \{c_n \cdot d_n\} \), which identifies both the reader and the desired tag.

Several signal processing tasks have to be accomplished by the readers in order to provide to the RFID network detection and localization capabilities. In particular the first task consists of tag detection, that is the process thanks to which the network knows that a certain tag is present in the monitored area. When tags multiple access is performed with CDMA and a certain spreading code is uniquely assigned to a tag, a decision at the output to the de-spreading phase is sufficient to accomplish the identification purpose. If the network aim is only confined to detection and localization, the second task to be accounted is related to TOA estimation, thanks to which localization capabilities are provided. If the tag itself has data to transmit to the reader (e.g., because it has an embedded sensor, or data related to the object to which it is attached, or because the spreading code associated to it is not unique), the reader must perform signal demodulation in addition to detection.

As already mentioned, TOA estimation enables localization capabilities, thanks to the location estimation process realized at central unit by fusing the data provided by at least three readers. For this kind of system, due to the low complexity of the tag and to the fact that tags cannot directly communicate, no cooperative techniques can be exploited for performance improvement and coverage extension, so that every point of the monitored
The most interesting unique feature of the UWB-RFID network is related to the possibility of performing all these functionalities, tag detection, signal demodulation, TOA estimation and location determination, not only reader by reader as independent entities, but at network level, providing an inherent diversity. Some examples will be provided in the following sections.

6.3.1 Tags Synchronization

Tags synchronization is a fundamental task allowing several benefits in the UWB-RFID system. In fact, if tags code generators are completely free-running, the reader must perform an exhaustive code acquisition search in order to synchronize its code generator used for de-spreading with the incoming tag signal. A (partial) synchronization of the system allows exploiting particular codes families able to better mitigate the multi-user interference (see Chapter 8). To accomplish this task, the UHF link can be used to derive the synchronization signal necessary to reset the tags’ spreading code generators.

Specifically, according to Fig. 6.9, the reset of the tag code generator is performed on the falling edge of a wake up UHF carrier received by the tags. This signal enables powering up a UHF circuit by charging a capacitor via the antenna and a rectifier circuit. The resulting voltage is used to power a control circuit that, at the time the transmission of the continuous wave (CW) signal has ended, activates the switch via powering its control logic from the

---

2 Also relaying techniques can be adopted as presented in Chapter 5.

3 We consider a hybrid solution including both UWB and standard UHF readers and tags.
battery, thus, initiating the backscatter modulation of the UWB signals. In this way the propagation-dependent capacitor charge time does not play a significant role in the synchronization jitter, since the discharge starting event is not affected by the pathloss and depends only on the tags’ positions and orientations. This wake-up synchronization process is depicted in Fig. 6.10.

6.3.2 Readers Synchronization

Readers must be kept synchronized in order to ensure satisfactory performance (presented in Sec. 8.6.2) and to allow multistatic functionalities that will be described in the following sections. Readers coarse synchronization can be provided with the wired readers-central unit links (realized, e.g., with a standard Ethernet protocol). Readers fine synchronization can be based on UWB signals by re-using the same hardware developed for tag detection. In fact the direct reader-to-reader link, associated with the de-spreading performed accumulating a number of pulses $N_s$, ensures a very high SNR for the demodulation of the interfering reader signal, allowing very accurate (sub-nanosecond), TOA estimation. In this case the de-spreading is operated according to the incoming reader’s code. Since the reader-reader distance is

---

Footnote: 4This is due to the narrowband UHF signals that may experience selectively channels, and to different reader-tag distances.
fixed, TOA estimation can be compared with the expected propagation time between the two readers’ antennas, adjusting consequently the reader’s clock according to the difference between the estimated and expected range. The process can be further iterated until the difference in the clock adjustment falls below a threshold, indicating the reached synchronism.

6.3.3 Tag Detection

Generically, tag detection can be realized at each reader if the de-spread signal level related to a specific tag code is above a certain threshold. Since more than one reader is supposed to perform this de-spreading, the decision on the tag presence can be taken, instead reader by reader, from the central unit, by properly combining the different observations.

Moreover, especially in conjunction with time division multiple access (TDMA) readers MAC, each reader can perform the de-spreading also when an other reader is interrogating the tag, adopting, as de-spreading code, the other reader one combined with the tag code. In this manner, if a network of \( N_R \) readers is monitoring a certain area (e.g., \( N_R = 4 \) in our square reference scenario), up to \( N_R^2 \) observations can be combined for robust tag detection.

\(^5\)This requires a synchronous readers network.
The analysis of tag detection strategies and performance analysis, considering a single reader, will be presented in Chapter 8.

### 6.3.4 Signal Demodulation

Signal demodulation allows data communication between tags and readers. In this manner the tag ID can be transferred to the network or, if the tag has embedded sensors, the network can receive these data.

As for the tag detection, also signal demodulation can benefit of the inherent diversity provided by the multi-reader architecture. As example, suppose that each reader demodulates the signal of a specific tag. The demodulation result, with soft or hard decisions, can be then forwarded to the central unit for a proper combining and to take a final decision on the received message, enabling improved performance also without high rate channel coding strategies.

The analysis of signal demodulation performance, considering a single reader, will be presented in Chapter 7.
6.3.5 Time of Arrival Estimation

TOA estimation enables the ranging and localization, and it can be operated with high precision thanks to the adoption of UWB signals [51]. Diversity in TOA estimation is ensured by the fact that each reader can perform the estimate not only when it is transmitting, but also when other readers are sending their signals. In this manner we are in the presence of a multistatic network similar to that generally adopted in WSR systems, as explained in the following section.

6.3.6 Localization

The availability of TOA estimates between the different readers allow the central unit to properly fuse the data obtaining the position estimate as intersection, as example, of circles and ovals. The fundamental limits for the accuracy of this technique will be analyzed in Chapter 9.

Moreover, filtering techniques can be adopted for improving the position estimation when tags are moving.

6.3.7 Untagged Object Detection and Tracking

There is growing on interest in new radar applications, especially for indoor and outdoor monitoring of high-security areas to prevent intruders [282, 286, 274, 275, 276, 277, 278]. One of the key features of the UWE RFID network is the possibility of providing, with the same readers infrastructure, radar capabilities, basically detection and tracking of untagged objects in addition to detection, demodulation and localization of tags.

Tracking of moving untagged objects can be realized by analyzing the changes in the clutter components caused by object movement. To this purpose the reader has to isolate the clutter component generated by its own interrogation signal by de-spreading the received signal using only the reader code. Static clutter is usually removed through differential operations [287, 288, 289, 290, 291].
Chapter 7

Performance Analysis in Ideal Conditions

7.1 Motivations

Chapter 6 introduced the general concept of UWB RFID system, presenting an overview and some design and implementation challenges. Here in this chapter the mathematical system description and the performance analysis in realistic conditions but in absence of hardware constraints are presented. In particular the signal structure proposed in [50, 292, 271] for semi-passive UWB RFID with clutter suppression is extended to a multi-tag scenario. The potential performance of backscatter RFID communication using UWB signals is investigated in terms clutter suppression and multiple access capability using both simulated and experimental data obtained in realistic environments. A generic correlation-based receiver is here considered, while performance analysis in presence of simplified low-complexity non-coherent schemes and hardware impairments will be addressed in Chapter 8.

7.2 Backscatter Communication using UWB Signals

Consider a scenario where a reader interrogates $N_{tag}$ tags located in the same area. In Fig. 7.1 the architectures for tag and reader are shown. The reader is composed of a transmitter and a receiver section both connected to the same UWB antenna through a TX/RX switch. During the interrogation phase, the reader transmits a sequence of UWB pulses, each having energy $E_p$. An
interrogation sequence or $N_r$ symbols is here considered, that is,

$$s_{\text{reader}}(t) = \sum_{m=0}^{N_r} s(t - mN_cT_c)$$

(7.1)

with

$$s(t) = \sum_{n=0}^{N_c} d_ng(t - nT_c)$$

(7.2)

and

$$g(t) = \sum_{k=0}^{N_{pc}-1} p(t - kT_p)$$

(7.3)

indicating the composite waveform associated to each code symbol (chip) $d_n$ composed of $N_{pc}$ elementary UWB pulses $p(t)$, centered at frequency $f_c$ and with bandwidth $W$, each of energy $E_p = \int_0^{T_p} p^2(t) \, dt$. Moreover, the pulse energy $E_p$ and the PRP $T_p$ are set to guarantee a radiated spectrum emission compliant with the regulation mask (in terms of effective radiated isotropic power (EIRP)) \cite{29}. The PRP $T_p$ is chosen so that all backscattered signals are received by the reader before the transmission of the successive pulse, thus avoiding inter-frame interference. In indoor scenario $T_p = 50 - 100$ ns is usually sufficient for this purpose \cite{92}. In the following of this chapter we consider for convenience $d_n$ as an infinite periodic sequence.

During the transmission of each pulse the antenna is connected to the transmitter section. It is then kept connected to the receiver section during the remaining time until the successive pulse is transmitted. Each pulse in (7.1) is backscattered by all tags as well as by all the surrounding scatterers present in the environment that form the clutter component. As shown in Fig. 7.1, the tag changes its scattering properties by varying the antenna
load between open and short circuit conditions. In \cite{271} it is shown that
this affects the polarity of the backscattered antenna mode component. To
make the uplink communication between the \( k \)th tag and the reader robust
to the presence of clutter, interference, and to allow multiple access, each tag
is designed to change its status (short or open circuit) at each chip time \( T_c \),
with \( T_c = N_{pc} T_p \), according to the data to be transmitted and a periodic
tag’s code \( \{ c_n^{(k)} \} \), with \( c_n^{(k)} \in \{-1, +1\} \), of length \( N_c \) chips. Specifically,
each tag information symbol \( b_n^{(k)} \in \{-1, +1\} \) is associated to
\( N_s = N_c N_{pc} \) pulses, resulting in a symbol time \( T_s = T_p N_s \). In this way the polarity
of the reflected signal changes according to the tag’s code sequence during
a symbol time, whereas the information symbol affects the entire sequence
pulse’s polarity at each symbol time. The reader and the tags have their own
clock sources and hence they have to be treated as asynchronous. We denote
with \( \Delta^{(k)} = \delta^{(k)} + T_c u^{(k)} \), with \( u_k \) integer and \( 0 \leq \delta^{(k)} < T_c \), the clock offset
of the \( k \)th tag with respect to the reader clock. Therefore, the backscatter
modulator signal, commanding the tag’s switch, can be expressed as

\[
\begin{align*}
    m^{(k)}(t) &= \sum_{n=-\infty}^{\infty} \sum_{i=0}^{N_c-1} c_i^{(k)} b_{n}^{(k)} \Pi \left( \frac{1}{T_c} \left[ t - nT_s - iT_c - \Delta^{(k)} \right] \right) \\
    &= \sum_{n=-\infty}^{\infty} c_n^{(k)} b_{f(n)}^{(k)} \Pi \left( \frac{1}{T_c} \left[ t - (n + u^{(k)})T_c - \delta^{(k)} \right] \right) \tag{7.4}
\end{align*}
\]

having defined \( f(n) \triangleq \lceil n/N_s \rceil \) and \( \Pi(t) \triangleq 1 \) for \( t \in [0, 1] \) and zero otherwise.
In the following analysis the tag response due to the antenna mode (depend-
ing on the data) is examined whereas the antenna structural mode will be
treated as a part of clutter since it does not depend on data symbols. The
signal received by the \( k \)th tag is

\[
    r_{\text{tag}}^{(k)}(t) = \sum_{n=-\infty}^{\infty} d_n \cdot p^{(k)}(t - nT_c) \tag{7.5}
\]

where \( p^{(k)}(t) \) is the down-link (reader-tag) channel response to \( g(t) \) which
includes also the propagation delay.

According to \eqref{eq:7.5} and \eqref{eq:7.4}, and considering perfect pulse symmetry in
the two antenna load conditions, the signal scattered by the \( k \)th tag can be
written as (see also the example in Fig. \ref{fig:7.2} where \( N_{pc} = 1 \) is considered for
simplicity)

\[ s_{\text{tag}}^{(k)}(t) = r_{\text{tag}}^{(k)}(t) \cdot m^{(k)}(t) \]

\[ = \sum_{n=-\infty}^{\infty} d_n \left[ c_{n-u^{(k)}}^{(k)} b_{f(n-u^{(k)})}^{(k)} p_{I}^{(k)}(t - nT_c) \right. \]

\[ + c_{n-u^{(k)}-1}^{(k)} b_{f(n-u^{(k)}-1)}^{(k)} p_{II}^{(k)}(t - nT_c) \] \quad (7.6)

where we define

\[ p_{I}^{(k)}(t) \triangleq p^{(k)}(t) \cdot \Pi \left( \frac{t - \delta^{(k)}}{T_c - \delta^{(k)}} \right), \quad (7.7) \]

\[ p_{II}^{(k)}(t) \triangleq p^{(k)}(t) \cdot \Pi \left( \frac{t}{\delta^{(k)}} \right). \quad (7.8) \]

The main task of the receiver section of the reader is to detect the useful backscattered signal component (i.e., the antenna mode scattering dependent on antenna load changes) from those backscattered by the antenna structural mode and other scatterers (clutter) that are, in general, dominant [271]. The received signal at the reader is

\[ r_{\text{reader}}(t) = \sum_{k=1}^{N_{\text{tag}}} r_{\text{reader}}^{(k)}(t) + \sum_{n=-\infty}^{\infty} d_n w^{(C)}(t - nT_c) + n(t), \quad (7.9) \]

where \( n(t) \) is the AWGN with two-sided power spectral density \( N_0/2 \) and \( w^{(C)}(t) \) is the backscattered version of the waveform \( g(t) \) due to the clutter component which also accounts for pulse distortion, multipath propagation, and tag’s antenna structural mode. The signal \( r_{\text{reader}}^{(k)}(t) \) represents the received useful component due to the \( k \)th tag, that is,

\[ r_{\text{reader}}^{(k)}(t) = \sum_{n=-\infty}^{\infty} d_n \left[ c_{n-u^{(k)}}^{(k)} b_{f(n-u^{(k)})}^{(k)} w_{I}^{(k)}(t - nT_c) \right. \]

\[ + c_{n-u^{(k)}-1}^{(k)} b_{f(n-u^{(k)}-1)}^{(k)} w_{II}^{(k)}(t - nT_c) \] \quad (7.10)

having denoted \( w_{I}^{(k)}(t) \) and \( w_{II}^{(k)}(t) \), respectively, the uplink channel response to \( p_{I}^{(k)}(t) \) and \( p_{II}^{(k)}(t) \) (see Fig. 7.2). Note that \( w^{(k)}(t) = w_{I}^{(k)}(t) + w_{II}^{(k)}(t) \) is the round-trip response to \( g(t) \) of the backscatter link.
7.3 Multiple Users Interference and Clutter

Consider the reader’s receiver scheme reported in Fig. 7.1 where the received signal is correlated with a local composite waveform template \( h(t) \) with unitary energy. The output is then sampled at sampling intervals \( t_{i,m} = i T_c + m T_s + \tau_0 \), with \( i = 0, 1, \ldots, N_s - 1 \) and where \( \tau_0 \) accounts for the
propagation delay, thus obtaining the samples

\[ v_{i,m} = \int_0^{T_c} h(t) r_{\text{reader}}(t - t_{i,m}) \, dt = r_{\text{reader}}(t_{i,m}) \otimes h(-t_{i,m}) \]

\[ = \sum_{k=1}^{N_{\text{tag}}} v_{i,m}^{(k)} + v_{i,m}^{(C)} + z_{i,m} \]  

(7.11)

where

\[ v_{i,m}^{(k)} = \sum_{n=-\infty}^{\infty} d_n \left[ c_{n-u(k)}^{(k)} b_{f(n-u(k))}^{(k)} \gamma_{I}^{(k)}(i T_c + m T_s + \tau_0 - n T_c) \right. \]

\[ + \left. c_{n-u(k)-1}^{(k)} b_{f(n-u(k)-1)}^{(k)} \gamma_{II}^{(k)}(i T_c + m T_s + \tau_0 - n T_c) \right] \]  

(7.12)

and

\[ v_{i,m}^{(C)} = \sum_{n=-\infty}^{\infty} d_n \gamma^{(C)}(i T_c + m T_s + \tau_0 - n T_c) . \]  

(7.13)

In (7.11) and (7.12) we have defined \( \gamma_{I}^{(k)}(t) = w_{I}^{(k)}(t) \otimes h(-t) \), \( \gamma_{II}^{(k)}(t) = w_{II}^{(k)}(-t) \otimes h(-t) \), \( \gamma^{(C)}(t) = w^{(C)}(t) \otimes h(-t) \), \( z(t) = n(t) \otimes h(-t) \), and \( z_{i,m} \). Without loss of generality, we consider the problem of detecting the data bit \( b_{m}^{(1)} \) of tag \( k = 1 \) (useful tag). As shown in [50], to remove the clutter component at the receiver, the sampled signal \( v_{i,m} \) is multiplied by the composite sequence \( \{c_n d_n\} \), which identifies both the reader and the desired tag. In particular, all \( N_c \) resulting samples at the output of the correlator composing a data symbol are summed up to form the \( m \)th decision variable at the detector input. Considering that \( c_{i+mN_s} = c_i^{(k)} \), \( d_{f(m+i)} = d_i^{(k)} \) and \( b_{i+mN_s} = b_i \forall i \), the decision variable for the \( m \)th symbol \( b_{m}^{(1)} \) becomes

\[ y_m = \sum_{i=0}^{N_c-1} c_i^{(1)} d_i v_{i,m} \]

\[ = \gamma_{I}^{(1)}(\tau_0) \sum_{i=0}^{N_c-1} \left[ d_i^2 c_i^{(1)} c_{i-u(1)}^{(1)} b_{f(m-u(1))}^{(1)} \right] \]

\[ + \gamma_{II}^{(1)}(\tau_0) a_0^2 c_0^{(1)} c_{-u(1)-1}^{(1)} b_{f(m-u(1)-1)}^{(1)} \]

\[ + \gamma_{II}^{(1)}(\tau_0) \sum_{i=1}^{N_c-1} \left[ d_i^2 c_i^{(1)} c_{i-u(1)-1}^{(1)} b_{f(m-u(1)-1)}^{(1)} \right] \]

\[ + \xi_m + y_m^{(C)} + z_m \]  

(7.14)
where
\[
y_m^{(C)} = \sum_{i=0}^{N_c-1} c_i^{(1)} d_i \sum_{n=-\infty}^{\infty} d_n \gamma^{(C)}(iT_c + mT_s + \tau_0 - nT_c) = \gamma^{(C)}(\tau_0) \sum_{i=0}^{N_c-1} c_i^{(1)}
\] (7.15)

and \(z_m = \sum_{i=0}^{N_c-1} d_i c_i z_{i,m}\) is a Gaussian distributed r.v. with zero mean and variance \(\sigma_z^2 = N_c N_0/2\). The component \(\xi_m\) accounts for the MUI and can be expressed as follows
\[
\xi_m = \sum_{k=2}^{N_{ag}} \sum_{i=0}^{N_c-1} c_i^{(1)} d_i v_i^{(k)}
= \sum_{k=2}^{N_{ag}} \left\{ \gamma_1^{(k)}(\tau_0) \sum_{i=0}^{N_c-1} \left[ d_i^2 c_i^{(1)} c_i^{(k)} b_i^{(k)} f_{i-u(k)}^{(m-u(k))} \right] 
+ \gamma_2^{(k)}(\tau_0) a_0^2 c_0^{(1)} c_{u(k)-1}^{(k)} b_0^{(k)} f_{-u(k)+1}^{(m-u(k)+1)} 
+ \gamma_2^{(k)}(\tau_0) \sum_{i=1}^{N_c-1} \left[ d_i^2 c_i^{(1)} c_{i-u(k)-1}^{(k)} b_i^{(k)} f_{i-u(k)-1}^{(m-u(k)-1)} \right] \right\}
\] (7.16)

which effect on the decision variable strictly depends on the cross-correlation property between codes \(\{c_i^{(1)}\}\) and \(\{c_i^{(k)}\}\).

### 7.3.1 Perfect Timing Acquisition

In the following we assume that a perfect code synchronization is achieved after an initial acquisition phase, that is, \(u^{(1)} = 0\). From (7.14) we have
\[
y_m = b_m^{(1)} \left[ \gamma_1^{(1)}(\tau_0) N_c + \gamma_2^{(1)}(\tau_0) \sum_{i=1}^{N_c-1} c_i^{(1)} c_i^{(1)} \right] 
+ \gamma_2^{(1)}(\tau_0) c_{i-1}^{(1)} c_0^{(1)} d_{m-1}^{(1)} + \xi_m + y_m^{(C)} + z_m.
\] (7.17)

Looking at (7.17) it can be noted that the useful term depends on the auto-correlation properties of code \(\{c_i^{(1)}\}\). In addition, we assume that a perfect TOA estimate is available. The TOA estimator robust to clutter proposed in [294] can be adopted to this purpose. Once the TOA is known, the reader can adjust its internal clock so that it becomes synchronous to that of the intended tag, that is, \(\delta^{(1)} = 0\), and the optimal choice for \(\tau_0\) can be derived. In such a case
\[
\gamma_1^{(1)}(\tau_0) = E_w = \int_{-\infty}^{\infty} |w^{(1)}(t)|^2 dt
\] (7.18)
and (7.17) can be further simplified leading to

\[ y_m = b_m^{(1)} N_c \gamma_1^{(1)} (\tau_0) + \xi_m + y_m^{(C)} + z_m \]

\[ = b_m^{(1)} \rho E_s + y_m^{(C)} + \xi_m + z_m, \] (7.19)

where \( E_s = N_c E_w \), and \( \rho \) is the normalized cross-correlation between pulses \( w_1^{(1)}(t) \) and \( h(t) \), which accounts for the mismatch due to pulse distortion.\(^1\)

Parameters \( E_w \) and \( E_s \) represent the average received energy per chip and symbol, respectively.

### 7.4 Code Choice for Clutter Removal and Multiple Access

Looking at (7.14) and (7.15), it can be noted that only the antenna mode scattered signals result to be modulated by the combination of the tag’s and reader’s codes \( \{ c_i^{(k)} \} \) and \( \{ d_i \} \), whereas all clutter signals components (including the antenna structural mode scattering) are received modulated only by the reader’s code \( \{ d_i \} \). This suggests, as can be deduced from (7.15), that to completely remove the clutter component it is sufficient that the tag’s code \( \{ c_i^{(1)} \} \) has zero mean, that is, \( \sum_{n=0}^{N_c-1} c_n^{(1)} = 0 \), leading to \( y_m^{(C)} = 0 \), if a quasi-stationary scenario within the symbol time \( T_s \) is assumed. Regarding the MUI, the situation is similar to what happens in conventional CDMA systems where the performance is strictly related to the partial cross-correlation properties of codes \( \{ c_i^{(1)} \} \) and \( \{ c_i^{(k)} \} \). Classical codes such as Gold codes or \( m \)-sequences offer good performance. However, they are composed of an odd number of symbols and hence there is no way to obtain a zero mean code to completely remove the clutter. However, considering that \( m \)-sequences have a quasi-balanced number of \( ` ` + 1 ` ` \) and \( ` ` - 1 ` ` \), that is, their number differs no more than 1, one option to deal with clutter removal is to lengthen the code by one symbol in such a way the resulting code has zero mean by accepting a certain degradation in terms of multiple access performance. In the numerical results this aspect will be investigated.

When the scenario is quasi-synchronous, that is, \( u^{(k)} = 0 \ \forall k \) and \( \delta^{(k)} \neq 0 \), orthogonal codes, such as Hadamard codes, represent a good choice and \( \xi_m = 0 \). This could be the situation where a downlink communication channel is available (either UWB or UHF) and coarse code synchronization between the reader and tags is then feasible. Further details on code assignment strategies will be provided in the next chapter.

\(^1\)Note that under perfect timing condition \( w_1^{(1)}(t) = w^{(1)}(t) \) and \( w_1^{(1)}(t) = 0 \).
7.5 Numerical Results

In order to evaluate the performance of the proposed passive UWB-RFID communication system, a RRC signal \( Z \), compliant to the EU-UWB mask in the bandwidth \( \frac{3.1 - 4.8 GHz}{4} \) is used as transmitted signal. At the receiver side, a receiver noise figure \( F = 4 \text{ dB} \) and a single-path matched filter (SPMF) are considered. The SPMF is adapted to the received pulse at the reference distance in free-space propagation and at the orientation of tag’s maximum radiation.

7.5.1 BER Analysis with Measured Signals

Measurements were performed in typical indoor environment such as a laboratory, as described in [292]. In particular, a rectangular grid of nine points, spaced out of about 1m in depth and 70 cm in width, was defined in a room with furniture and having dimensions (5.13 × 4.49) m\(^2\) (see Fig. 7.3). In Fig. 7.4 the bit error rate (BER) as a function of the number of pulses per symbol \( N_s \) when \( N_{tag} = 6 \) tags are present is reported. Curves are obtained for \( T_p = 64 \text{ ns} \). The signal measured from the location D of the grid is considered as the signal backscattered by the useful tag, and the backscattered signals coming from locations A, B, C, E, F are considered as MUI. In the

\(^2\)See [3.63] for the definition.
asynchronous scenario, where reader and tag code generators are not synchronized, it is possible to observe how considering extended $m$-sequences at length 31, 63, 127 is beneficial. In the same plot we show the performance obtained when only one interfering tag located in F is present. Again, the use of an extended $m$-sequence leads to an improved performance. This confirms that extended $m$-sequences are a good solution for clutter and MUI mitigation in asynchronous scenario.

### 7.5.2 BER Analysis in the 802.15.4a Channel

We analyze now the BER in a more complex scenario in which 59 interfering tags are present, as a function of the total number of pulses per symbol $N_s$, with $T_p = 128$ ns and $N_c = 1024$. Results has been obtained by Monte Carlo simulations, starting from channel responses obtained considering the 802.15.4a CM1 channel model [92]: a double convolution of the transmitting pulse with a channel impulse response has been performed in order to take into account the two-way link of the backscattered signal. The useful tag have been placed at 7 m distance from the reader having an antenna with 5 dBi gain, while the 59 interfering tags have been considered uniformly distributed in one meter around the useful one. For what the clutter is concerned, a uniform power delay profile in the overall interval $T_p$ has been considered, with paths spaced apart of 0.95 ns, each path with Nakagami-$m$ fading, with $m = 3$ and a root-mean-squared value of 0.5 mV at the receiver.
In Fig. 7.5 results related to different spreading codes are compared. In a quasi-synchronous scenario, where tags and reader code generators are synchronized and the time of arrival of interference depends on the tag’s position, the performance of zero-mean orthogonal Hadamard codes is not sensitive to both the MUI and clutter. On the contrary, orthogonal codes do not allow good performance when reader and tags code generators are asynchronous, due to the interference caused by the presence of multipath and the poor cross-correlation properties of the shifted sequences. For what m-sequences are concerned, significant performance degradation is obtained in the presence of strong clutter since sequences are not balanced. On the other hand, the choice of zero mean codes still seems a promising solution to avoid clutter effects at the expense of a slight performance loss due to degraded cross-correlation properties, as can be noticed in Fig. 7.5.

7.6 Conclusion

In this chapter we have addressed UWB RFID systems adopting backscatter modulation by proposing a reader and tag architecture able to work in the presence of strong clutter and interference. The performance has been investigated using simulated and measured data collected in realistic environments. It has been shown that clutter is one of the main limiting factor and that it can be mitigated or suppressed through the architecture here.
proposed and the adoption of zero mean spreading codes without compromis-
ing the performance in multi-tag scenario. A more detailed analysis in
the presence of strong multi-tag interference and with hardware constraints,
as well as without assuming perfect timing at receiver side will be provided
in the following chapter.
Chapter 8

System Design and Tag Detection in Presence of Hardware Constraints

8.1 Motivations

In the UWB-RFID system several issues arise due to the presence of clutter (the signal backscattered by the environment), multi-tag interference, tag clock drift (due to typical poor local oscillator performance), and the poor link budget intrinsic of the backscattering mechanism [285, 33, 283]. In particular, the near-far interference effect could be detrimental for the reader-tag communication, as classic power control approaches cannot be adopted contrary to what happens in active CDMA systems. These issues have been only partially and separately investigated in the literature [271, 33, 295, 294, 285].

In this chapter the design of a system architecture capable of tag detection even in presence of multi-tag interference and of strong drift is presented. A low complexity non-coherent detection scheme is proposed and analyzed. Spreading code design strategies are investigated. Specifically, the near-far interference problem which derives from the semi-passive nature of the system is addressed, and a solution to counteract this issue is proposed in order to guarantee good tag detection performance. Finally, simulation results assess the performance in terms of tags detection capabilities.

The key contributions of this chapter can be summarized as follows:

- Presentation of an analysis of the UWB-RFID system based on backscatter modulation in presence of multi-tag interference and non-idealities such as clock drift;
• Introduction of a low-complexity non-coherent tag-detection scheme able to counteract near-far interference effects characteristic of the semi-passive nature of the system;

• Investigation on how the system parameters such as code length, interference level, and clock drift entity affect the system performance and hence system design guidelines;

• Description of practical implementation issues and introduction of strategies to deal with that.

The remainder of the chapter is organized as follows. The considered backscatter communication mechanism is described in Sec. 8.2. In Sec. 8.3 an analysis on the design of the tag codes which takes into account all the non-idealities present in the considered system is reported. In Sec. 8.4 a low-complexity tag detection scheme both in single-tag and multi-tags scenario is introduced. Numerical results assessing the system performance are then shown in Sec. 8.5. Various implementation issues are finally described in Sec. 8.6.

8.2 Backscatter Communication

For the reader’s convenience we report, in part, the transmitting signal format described in Chapter 7 including details due to non-idealities such as clock drift effects.
8.2.1 Transmitted Signal Format

Initially, tags are assumed to be in sleeping mode, with the backscattering section turned off in order to save energy. We consider here the adoption of a wake-up signal (e.g., in the UHF band) exploited for waking up all the $N_{\text{tag}}$ tags present in the environment monitored by the reader. After the transmission of the wake-up signal, the reader starts sending the UWB interrogation signal described in (7.1).

After the transmission of each pulse, the reader’s receiving section (see Fig. 8.1) collects the backscatter response from the tags located in the environment, as well as the environment response (i.e., the clutter) in order to detect the intended tag as will be detailed in the next section.

8.2.2 Tag-to-Reader Communication

When tags are woken up thanks to the wake-up signal, they activate their backscatter modulator that starts switching the antenna load according to the tags’ codes $\{c_n^{(k)}\}$. The reader and the tags have independent clock sources, thus they have to be considered asynchronous. However, the wake-up signal can also be exploited to reset the tag spreading code generator. This allows considering the system as quasi-synchronous, thus drastically reducing the code acquisition time as will be clarified afterward.

The presence of a low cost oscillator in the tag and the typical long duration of the symbol\footnote{The duration is higher with respect to conventional active UWB transmission schemes due to the need to counteract the poor link budget typical of two-hop links through the collection of a higher number of UWB pulses per symbol \cite{283}.} make clock drift effects not negligible after the reception of a few symbols. We consider here a simplified model where the clock drift mainly derives from the presence of a tag oscillator with frequency slightly different from the nominal one\footnote{This is equivalent to consider, as first approximation, the effects of the phase noise constant on a symbol time $T_s$, (i.e., neglecting the presence of a fast jitter).}. According to this assumption, the clock skew between the $k$th tag and the reader can be modeled as $\delta^{(k)}(t) = T_{o}^{(k)} + D^{(k)} t$, where $T_{o}^{(k)}$ is the residual initial offset after the wake-up, and $D^{(k)}$ is the clock drift entity. Therefore, the backscatter modulator signal commanding the switch of the $k$th tag, already introduced in (7.4), can be written as

\[
m^{(k)}(t) = \sum_{m=0}^{N_c-1} \sum_{n=0}^{N_c-1} c_n^{(k)} \cdot \Pi \left( \frac{1}{T_c} \left[ t - mN_c\tilde{T}_c^{(k)} - n\tilde{T}_c^{(k)} - T_{o}^{(k)} \right] \right) \tag{8.1}
\]

with $\tilde{T}_c^{(k)} = T_c \left( 1 + D^{(k)} \right)$ and $\Pi(t)$ denoting the rectangular function of unitary...
duration for $t \in [0, 1]$. In this way the polarity of the reflected signal changes each chip time (i.e., every $N_{pc}$ pulses) according to the $k$th tag’s code value $c_n^{(k)}$.

Due to the reciprocity principle, the signal backscattered by the tag propagates to the reader antenna on the same wireless channel related to the reader-tag transmission. The received signal at reader side can be written as

$$r_{\text{reader}}(t) = \sum_{k=1}^{N_{\text{tag}}} \left[ (s_{\text{reader}}(t) \otimes h^{(k)}(t)) \cdot m^{(k)}(t) \right] \otimes h^{(k)}(t) + s_{\text{reader}}(t) \otimes h^{(C)}(t) + n(t) = w(t) + n(t) \quad (8.2)$$

where $h^{(k)}(t)$ is the one-way CIR related to the reader-$k$th tag link, $h^{(C)}(t)$ is the environment comprehensive of tags’ structural scatterings (that is, the unmodulated response), and $n(t)$ is AWGN with two-sided power spectral density $N_0/2$. We consider the CIRs $h^{(k)}(t)$ and $h^{(C)}(t)$ static over the $N_s$ interrogation symbols.\(^3\) The tag antenna structural mode is treated as part of clutter since it is not affected by data modulation. Note that the received signals are obtained through the double convolution of the transmitted signal with the one-way CIR\(^2\).[296] [283].

It is interesting to remark that the clock drift in conventional active UWB communication systems affects the instant in which UWB pulses are transmitted by tags: thus the TOA and the PRP as seen at the receiver, result different from that expected, and proper synchronization schemes have to be implemented if $T_s$ is not small. On the contrary, the TOA (hence the PRP) of the backscattered pulses in backscattering communication are not affected by the clock drift (because generated by the reader itself), since clock drift modifies only how signals are modulated at the tag side. As direct consequence tag’s code as seen by the reader (which is tuned on the expected symbol duration $T_s$) start exhibiting an increasing offset after the transmission of a certain number of data symbols, in addition to the initial residual offset of the wake-up phase.

### 8.2.3 Signal De-Spreading

As a result of the spreading process at the transmitter, and the backscatter modulation in the tag, the signal backscattered by the generic intended tag $\hat{k}$ results to be spread by the composed code $\{d_n \cdot c_n^{(k)}\}$, whereas the clutter

\(^3\)For the validity of the following discussions and schemes it is sufficient the CIR static on the symbol time $T_s$. 
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results to be spread by the reader code \( \{ d_n \} \) only. Therefore, through the de-spreading process shown in Fig. 8.1, it is possible to discriminate an intended tag signal from the other tags’ signals (that act as interference) and from the clutter and the noise. Specifically, the tag backscattered signal de-spreading is operated coherently accumulating the \( N_s \) CRs composing a symbol, using the combined code \( \{ d_n \cdot c_n^{(k)} \} \) related to the intended useful tag of index \( \hat{k} \). This allows discriminating the backscatter signal associated to a specific reader-tag couple. We define the periodically repeated sequences (with period \( N_s \)) \( \{ \tilde{c}_l^{(k)} \} \equiv \{ c_{l/N_{pc}}^{(k)} \} \) and \( \{ \tilde{d}_l \} \equiv \{ d_{l/N_{pc}} \} \), for \( l = 0, 1, \ldots N_s - 1 \), with \( c_{l+N_s}^{(k)} = c_l^{(k)} \) and \( d_{l+N_s} = d_l \).

The wake-up offset \( T_o^{(k)} \) and the clock drift \( D^{(k)} \) generate an uncertainty on the offset (phase) of the tag spreading code with respect to the reader’s local clock. To overcome tag clock drift effects, the simplest solution is to adopt codes with \( N_{pc} \gg 1 \) (i.e., with higher chip time \( T_c \)), more robust to the presence of drift, as will be detailed in Sec. 8.3. Alternatively, tag detection can be performed jointly with code acquisition, requiring the availability of de-spreading outputs for different code shifts within the expected maximum acquisition range. This is achieved by correlating the backscatter response with differently shifted versions of \( \{ \tilde{c}_l^{(k)} \} \) and in-phase version of \( \{ \tilde{d}_l \} \). We consider \( N_{\text{span}} \) shifts with span step \( \Delta \) for code acquisition, determining an overall acquisition range of \( \Delta(N_{\text{span}} - 1) \). The values of \( N_{\text{span}} \) and \( \Delta \) have to be determined according to the robustness of codes to shifts and to the expected clock drift and initial offset due to the non ideal wake-up procedure. In addition \( N_{\text{span}} \) should be chosen not too large in order to keep the system complexity affordable.

Without loss of generality, we consider the detection of tag \( \hat{k} = 1 \) by observing the first symbol (i.e., acquiring \( N_s \) pulses). The received signal \( r_{\text{reader}}(t) \) is first passed through an ideal bandpass filter of bandwidth \( W \) with center frequency \( f_c \) to eliminate out-of-band noise.\(^5\) The filtered signal is denoted by

\[
\tilde{r}(t) = \tilde{w}_u(t) + \tilde{n}(t)
\]

where \( \tilde{w}_u(t) = w(t) \otimes h_F(t) \), \( h_F(t) \) is the impulse response of the filter, and the term \( \tilde{n}(t) = n(t) \otimes h_F(t) \) is a zero-mean Gaussian random process with autocorrelation function \( R_{\tilde{n}}(\tau) = WN_0 \text{sinc}(W\tau) \cos(2\pi f_c \tau) \). De-spreading

---

\(^4\)This is equivalent to a process gain, (i.e., an enhancement of the SNR), of a factor \( N_s \).

\(^5\)This operation is necessary since the receiver we will consider is energy-based.
is operated by coherently accumulating $\Ns\CR$s. Specifically we have

$$y_n(t) = \sum_{l=0}^{\Ns-1} \tilde{d}_l \tilde{c}_{l+(n+\nu)\Delta} \tilde{r}(t-l\Tp)$$  \hfill (8.4)

with $\nu = -(\Ns\span+1)/2$, $n = 1, 2, \ldots, \Ns\span$. In case a code acquisition scheme is not adopted, because the code is sufficiently robust to the expected offset (i.e., if $\Npc \gg 1$ as will be clarified in Sec. 8.3), we have $\Ns\span = 1$ and thus $(n + \nu)\Delta = 0$.

In particular it is possible to decompose (8.4) as $y_n(t) = x_n(t) + z_n(t)$, with the noise term $z_n(t)$ given by

$$z_n(t) = \sum_{l=0}^{\Ns-1} \tilde{d}_l \tilde{c}_{l+(n+\nu)\Delta} \tilde{n}(t-l\Tp)$$  \hfill (8.5)

which is a zero-mean, Gaussian random process with autocorrelation function $\Ns R_\tilde{n}(\tau)$. The term $x_n(t)$ can be instead expressed as

$$x_n(t) = \sum_{l=0}^{\Ns-1} \tilde{d}_l \tilde{c}_{l+(n+\nu)\Delta} \tilde{r}_u(t-l\Tp) + \sum_{l=0}^{\Ns-1} \tilde{d}_l \tilde{c}_{l+(n+\nu)\Delta} \tilde{r}_c(t-l\Tp)$$  \hfill (8.6)

where the received useful signal component $\tilde{r}_u(t)$ is given by

$$\tilde{r}_u(t) = \sum_{k=1}^{\Ntag} \left[ p_{\text{reader}}(t) \otimes h^{(k)}(t) \right] \cdot \left[ m^{(k)}(t) \otimes h^{(k)}(t) \otimes h_F(t) \right].$$  \hfill (8.7)

Note that here we comprise in $\tilde{r}_u(t)$ both the useful and the interferer tags’ responses. Signal $\tilde{r}_c(t)$ denotes the clutter component $\tilde{r}_c(t) = s_{\text{reader}}(t) \otimes h^{(C)}(t) \otimes h_F(t)$. With the assumption on the clutter CIR $h^{(C)}(t)$ stationary over a symbol time $T_s$, we have that the clutter channel response is given by $\tilde{r}_c(t-l\Tp) = \tilde{d}_t \zeta(t)$, for $t\in[0,T_T]$, $\forall t$, with $\zeta(t) = p(t) \otimes h^{(C)}(t) \otimes h_F(t)$. In this manner, the clutter component at the output of the de-spreading process yields

$$\sum_{l=0}^{\Ns-1} \tilde{d}_l \tilde{c}_{l+(n+\nu)\Delta} \tilde{r}_c(t-l\Tp) = \zeta(t) \sum_{l=0}^{\Ns-1} \tilde{c}_{l+(n+\nu)\Delta} \cdot t \in [0,T_T].$$  \hfill (8.8)

Equation (8.8) shows that the clutter component at the output of the de-spreading process is canceled provided that the tag code $\{\tilde{c}^{(1)}_t\}$ (i.e., $\{\tilde{c}^{(1)}_l\}$) is exactly balanced (i.e., with the same number of $’ + 1’$ and $’ - 1’$). This and other properties that tags’ codes have to fulfill are presented in the following section.
8.3 Tags Code Assignment Strategies

The backscatter communication scheme hides several potential issues that have to be addressed during the design of spreading codes used by the \( N_{\text{tag}} \) tags in the monitored area. In fact, it is necessary to fulfill various requirements, such as the suppression or mitigation of the multi-tag interference, provide a sufficient available number of codewords for a specific code length \( N_c \), and counteract other effects such as clutter and clock drift. Here below we detail these aspects, and their impact on code design.

**Number of available codewords** A system with \( N_{\text{tag}} \) tags in the same environment requires the adoption of \( N_{\text{tag}} \) different codewords, apart from special cases where the same codeword is assigned to different users. Considering that longer codewords imply higher complexity and a longer symbol time, it is necessary to adopt the shortest code length available which leads to the fulfillment of the other requirements here reported.

**Link-budget constraints** The de-spreading process at receiver side must guarantee an accumulation of at least \( \hat{N}_s \) pulses per symbol to reach the target SNR after the de-spreading which lets to achieve a reliable communication between reader and tags, as described in Sec. 8.5.2. There are several ways to fulfill such a requirement. The simplest option is to assign codes of length \( N_c = N_s \geq \hat{N}_s \) (i.e., with \( N_{pc} = 1 \)). An alternative solution is represented by the use of a shorter code of length \( N_c < N_s \) with \( N_{pc} > 1 \) pulses per chip, with \( N_s = N_c N_{pc} \geq \hat{N}_s \). The first option lets to manage a greater number of users in the environment, as the number of available codewords, is greater than adopting \( N_c < N_s \). On the contrary, the second solution reduces the tag complexity and power consumption since the UWB switch works at lower frequency, but at the expense of less codewords available given a specific \( N_s \).

**Clutter removal constraints** For what clutter removal is concerned, in Sec. 8.2.3 we have seen that if the tag code is exactly balanced, the clutter is completely removed at the output of the de-spreading process, regardless the reader’s code \( \{d_n\} \). Differently, if the code is not exactly balanced a clutter residual might be present. Specifically, according to (8.8), if the number of \( ' + 1' \) and \( ' - 1' \) differs for one chip, as happen for example for \( m \)-sequences (odd codes), we have \( N_{pc} \) clutter responses \( \tilde{r}_c(t) \) summed up to the useful...\(^6\)

\(^6\)This is possible adopting proper code families and assigning the same sequence with a different initial phase (shift) to different users. Here we consider each tag with a unique sequence.
Table 8.1: Clutter rejection and process gain properties of odd codes.

<table>
<thead>
<tr>
<th>Code type $N_{pc} \times N_c$</th>
<th>$N_s$</th>
<th>Clutter residual $N_s$</th>
<th>Clutter rejection [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 8191$</td>
<td>8191</td>
<td>1:8191</td>
<td>78</td>
</tr>
<tr>
<td>$2 \times 4095$</td>
<td>8190</td>
<td>2:8190</td>
<td>72</td>
</tr>
<tr>
<td>$4 \times 2047$</td>
<td>8188</td>
<td>4:8188</td>
<td>66</td>
</tr>
<tr>
<td>$8 \times 1023$</td>
<td>8184</td>
<td>8:8184</td>
<td>60</td>
</tr>
<tr>
<td>$16 \times 511$</td>
<td>8176</td>
<td>16:8176</td>
<td>54</td>
</tr>
<tr>
<td>$32 \times 255$</td>
<td>8160</td>
<td>32:8160</td>
<td>48</td>
</tr>
<tr>
<td>$64 \times 127$</td>
<td>8128</td>
<td>64:8128</td>
<td>42</td>
</tr>
<tr>
<td>$128 \times 63$</td>
<td>8064</td>
<td>128:8064</td>
<td>36</td>
</tr>
</tbody>
</table>

de-spreaded signal in (8.4). Table 8.1 summarizes this effect considering odd codes starting from a code with $N_{pc} = 1$ and increasing $N_{pc}$ till 128, under the constraints $N_s > \hat{N}_s = 8000$. In particular, the second column shows the reduction of the process gain $N_s$ while increasing $N_{pc}$ since original codewords are odd. The third and fourth columns put in evidence the decreasing in clutter rejection capability, which decreases as $N_{pc}$ increases.

When strong clutter is present in the environment the adoption of an odd code with $N_{pc} > 1$ may compromise the functionality of the system. Coherently with [33], the adoption of an exactly balanced even code, able to cancel out the clutter component, is mandatory to avoid clutter effects in harsh environments.

**Interference mitigation constraints** The tag code must guarantee a reliable reader-tag communication depending on the scenario considered in terms of reader-tag synchronization capability and multi-tag interference. Specifically, the code behavior in presence of these effects (lack of synchronization and presence of interference) must be separately analyzed for $N_{pc} = 1$ and $N_{pc} > 1$.

In case we considered an ideal synchronous scenario, with all tags’ codes synchronous at [PRP] level, orthogonal codes would result the best option, since the interference would be always canceled out and clutter perfectly removed as they are perfectly balanced [285]. In this ideal case, there is no difference between the two approaches in terms of interference rejection. Unfortunately a perfect synchronization for all the tags is difficult to achieve.

---

7This value is taken from the link budget analysis carried out in Sec. 8.5.2
Table 8.2: Interference mitigation properties of PN codes.

<table>
<thead>
<tr>
<th>Code type</th>
<th>$N_{pc} \times N_c$</th>
<th>$N_s$</th>
<th>$\theta^{(peak)}$</th>
<th>$\hat{\theta}^{(peak)}$</th>
<th>Min. interf. residual</th>
<th>Min. interf. mitigation [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $\times$ 8191</td>
<td>8191</td>
<td>129</td>
<td>129</td>
<td>129:8191</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>2 $\times$ 4095</td>
<td>8190</td>
<td>129</td>
<td>258</td>
<td>258:8190</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>4 $\times$ 2047</td>
<td>8188</td>
<td>65</td>
<td>260</td>
<td>260:8188</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>8 $\times$ 1023</td>
<td>8184</td>
<td>65</td>
<td>520</td>
<td>520:8184</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>16 $\times$ 511</td>
<td>8176</td>
<td>33</td>
<td>528</td>
<td>528:8176</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>32 $\times$ 255</td>
<td>8160</td>
<td>33</td>
<td>1056</td>
<td>1056:8160</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>64 $\times$ 127</td>
<td>8128</td>
<td>17</td>
<td>1088</td>
<td>1088:8128</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>128 $\times$ 63</td>
<td>8064</td>
<td>17</td>
<td>2176</td>
<td>2176:8064</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

as well as to maintain due to the clock drift effect $D^{(k)}$ and the residual wake-up offset $T_o^{(k)}$ described in Sec. 8.2.2.

Considering, instead, a completely asynchronous scenario where tags’ codes are not kept synchronized and each backscatter modulator is completely free-running, it is well known that pseudo-noise (PN) codes represent, in general, a good solution which allows to control the interference [297]. As PN codes are composed of odd sequences, extended PN codes are a potential solution to completely remove clutter without a significant performance loss, as proposed in [285]. On the contrary, orthogonal codes offer in this scenario poor performance due to the not optimal cross-correlation properties when not aligned. In case (extended) PN codes are adopted, the two considered approaches, that is, $N_{pc} = 1$ and $N_{pc} > 1$, are not equivalent. In fact, suppose of having a set of codewords of length $N_c$. Define the periodic cross-correlation function (CcF) between a pair of different code sequences $x$ and $y$ of length $N_c$ as $\theta_{x,y}(m)$, for $m = 0, 1, \ldots, N_c - 1$, where $\theta_{x,y}(m) = \langle x, T^m y \rangle$, with $\langle a, b \rangle$ denoting the inner product between sequences $a$ and $b$, and $T^m$ denoting the operator which shifts vectors cyclically to the left by $m$ places. The behavior of the CcF determines the interference level at the output of the de-spreading process [285]. Let us now indicate with $\hat{x}$ and $\hat{y}$ the code sequences obtained as chip repetition of a factor $N_{pc}$ of $x$ and $y$. We have that $\hat{\theta}_{\hat{x},\hat{y}}(l)$, for $l = 0, 1, \ldots, N_s - 1$, is the CcF between the pair of code sequences $\hat{x}$ and $\hat{y}$ of length $N_s$. When $N_{pc} = 1$, $N_s = N_c$ and obviously

---

$^8$Sequences $x$ and $y$ denote, respectively, the intended useful tag code $\{c^{(k)}_i\}$ and the $k$-th tag code $\{c^{(k)}_i\}$ assigned to another user, with $k \neq \hat{k}$.
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\[ \hat{\theta}_{x,y}(l) = \theta_{x,y}(m) \text{, since } \hat{x} = x \text{ and } \hat{y} = y. \]

Differently, if \( N_{pc} > 1 \) is adopted, the resulting code of length \( N_s \) exhibits a CcF \( \hat{\theta}_{x,y}(l) \) which can be expressed as a function of the original \( \theta_{x,y}(m) \) as

\[ \hat{\theta}_{x,y}(l) = N_{pc} \theta_{x,y}([l/N_{pc}]) + (l \mod N_{pc})[\theta_{x,y}([l/N_{pc}]+1) - \theta_{x,y}([l/N_{pc}])] \]

(8.9)

As it is possible to observe from (8.9), when adopting \( N_{pc} > 1 \), the CcF peak \( \hat{\theta}^{(\text{peak})} = \max \{ |\hat{\theta}_{x,y}(l)| \} \), given by \( \hat{\theta}^{(\text{peak})} = N_{pc} \max_l \{ |\theta_{x,y}([l/N_{pc}])| \} \), is worsened of a factor \( N_{pc} \) with respect to the original code, that is \( \hat{\theta}^{(\text{peak})} = \theta^{(\text{peak})} = N_{pc} \max_m \{ |\theta_{x,y}(m)| \} = N_{pc} \theta^{(\text{peak})} \). Thus, the adoption of a code with \( N_{pc} > 1 \) results in an increasing of the peak (and average) value of the CcF \( \hat{\theta}(l) \), as indicated in Table 8.2. We have thus two conflicting factors: on one side, the interference level is increased by the fact that \( N_{pc} > 1 \), but on the other side it is decreased thanks to the adoption of a shorter code \( N_c < N_s \).

Table 8.2 shows the values of the peak CcF \( \theta^{(\text{peak})} \) and \( \hat{\theta}^{(\text{peak})} \) for different \( N_{pc} \), as well as the minimum interference mitigation level for classical PN codes, in particular codes derived from maximal connected sets of \( m \)-sequences presenting the optimal three-valued cross correlation spectrum \( \{-1, \theta^{(\text{peak})}, \theta^{(\text{peak})} - 2\} \) (e.g., Gold sequences) \[297\]. Looking at the last column on the right of Table 8.2 it is evident how the gain in interference mitigation capability presented by the adoption of a code with shorter \( N_c \) is not sufficient to counteract the decreasing in interference mitigation capability due to the increased \( N_{pc} \) necessary for guaranteeing the target \( N_s \). Due to this effect, considering an asynchronous scenario, we have that the best performance in terms of interference mitigation is achieved by adopting the strategy with \( N_{pc} = 1 \).

**Wake-up offset and clock drift constraints** Due to the non-idealities of the wake-up process described in Sec. 8.2.2, small residual offsets with respect to the reader timing of tag codes are present (quasi-synchronous scenario). In this case it is important to exploit this peculiarity, by assigning (to tags)

---

9 The expression is derived from [297] eq. 1.11.

10 For \( N_c = 4095 \) and \( N_c = 255 \) there are no preferred pairs of \( m \)-sequences so the corresponding CcF do not exhibit the optimal three-valued spectrum.

11 Similar considerations can be formulated for extended PN codes considering a less favorable interference mitigation capability.
codes able to guarantee the orthogonality (or very small cross-correlation values) even in the presence of these small offsets. In the presence of significant clock drift, the scenario from quasi-synchronous can become asynchronous, so that codes are also required to preserve good correlation properties also in asynchronous conditions.

Moreover a code presenting \( N_{pc} > 1 \) is intrinsically more robust to synchronization errors and the presence of clock drift. As an example, consider the useful tag code is shifted of \( q \) PRPs with respect to the code generator at reader side due to the presence of offsets. Thus, the process gain, instead of being \( N_s \), as expected, is equal to the code autocorrelation function \( \hat{\text{AcF}} \) evaluated in \( q \), that is \( \hat{\theta}_{x,x}(q) \), where \( \hat{x} \) is the tag code \( \{ \hat{c}_l^{(k)} \} \). According to (8.9), as \( N_{pc} \) increases, the \( \hat{\text{AcF}} \) function presents smoother transitions making the de-spreading more robust to synchronization errors.

To counteract the effects of the wake-up offset and of clock drift we may operate in two directions. The first and simplest solution is to adopt \( N_{pc} \gg 1 \), which guarantees a lower receiver complexity at the expense of a reduced number of available codewords and lower interference mitigation. This corresponds to set \( n = N_{\text{span}} = 1 \) and thus \((n+\nu)\Delta = 0\) in (8.1). The second and more complex approach, which uses smaller values of \( N_{pc} \) (ideally \( N_{pc} = 1 \) for the best interference mitigation), requires the adoption of tag code acquisition schemes at the receiver to deal with the non ideal wake-up offset, as well as code tracking schemes to compensate the clock drift. In this case the adoption of a code with good \( \hat{\text{AcF}} \) (ideally, \( m\)-sequence) is beneficial for acquisition and tracking. It has to be remarked that with small \( N_{pc} \) it becomes important to adopt a small span step \( \Delta \) (e.g., \( \Delta = 1 \) if \( N_{pc} = 1 \)) to have a refined code acquisition search which can increase the complexity in case of high wake-up offset \( T_0^{(k)} \). As will be investigated in the numerical results, a trade-off between \( N_{pc} \), hence the required \( \Delta \), and the corresponding system complexity has to be found.

### 8.4 Tag Detection

#### 8.4.1 Tag Detection Scheme

The first task to be accomplished by the reader is the tag detection, that is the process to detect the presence of a specific tag in the monitored area. The detection in parallel of \( N \) tags requires that \( N \) detection circuits are employed at receiver section, with a consequent increase of complexity. For this reason, the tag detection scheme we propose is a partially non-coherent approach based on energy detection, which helps to keep the system complexity
affordable, thanks to the possibility of adopting sub-Nyquist sampling rates.

According to the considerations made in Sec. 8.3, we assume to adopt balanced codes, so that (8.6) reduces to

\[ x_n(t) = \sum_{l=0}^{N_s-1} \tilde{d}_l \tilde{c}_l(t) \tilde{r}_u(t-lT_p). \]  

(8.10)

The term \( x_n(t) \) can be further detailed considering that \( \tilde{r}_u(t) \) is the combination of \( N_{\text{tag}} \) tags CRs (backscatter), that is

\[ x_n(t) = \sum_{l=0}^{N_s-1} \tilde{d}_l \tilde{c}_l(t) \sum_{k=1}^{N_{\text{tag}}} \omega^{(k)}(t-lT_p) \]  

(8.11)

where the single-tag channel response is

\[ \omega^{(k)}(t) = \left[ (s_{\text{reader}}(t) \otimes h^{(k)}(t)) \cdot m^{(k)}(t) \right] \otimes h^{(k)}(t) \otimes h_{\text{ZF}}(t). \]  

(8.12)

The de-spreading process is then followed by energy evaluations performed over the PRP \( T_p \), that is

\[ e_{n,m} = \int_{(m-1)T_{\text{ED}}}^{mT_{\text{ED}}} \left| g_n(t) \right|^2 dt \quad n = 1, 2, \ldots, N_{\text{span}}, \quad m = 1, 2, \ldots, N_{\text{bin}} \]  

(8.13)

with \( N_{\text{bin}} = \lfloor T_p/T_{\text{ED}} \rfloor \) representing the number of integration bins each PRP is divided into, and with \( T_{\text{ED}} \) the integration time. The detection strategy consists of comparing each element \( e_{n,m} \) with a threshold \( \xi_{n,m} \). If the energy value of at least one bin is above the threshold, then the tag is considered detected. Obviously, the challenging issues is the evaluation of the threshold \( \xi_{n,m} \).

To this purpose, we define the global probability of false alarm (PFA) as the probability of deciding that the tag is present when it is not present in the considered environment, and the global probability of detection (PD) the probability of taking the correct decision when the tag is present. We then define \( H_1 \) and \( H_0 \) the hypotheses related to the presence and absence of the tag, respectively. The choice of the threshold affects the performance of the detection scheme in terms of PD and PFA. Low values for the threshold lead to higher PFA and higher PD. The vice versa holds for high values of \( \xi_{n,m} \). For further convenience we define the single-bin PFA as the probability that the single bin energy exceeds the threshold when the tag is not present, and the single-bin PD as the probability that the single bin exceeds the threshold when the tag is effectively present. Global PFA and PD are indicated
in the following with capital letters, specifically $P_{FA}$ and $P_D$, respectively, the single-bin PFA and PD for the bin of coordinate $(n, m)$, are indicated with lower cases, specifically $p_{FA}^{(n,m)}$ and $p_{D}^{(n,m)}$, respectively. If the threshold is exceeded, the coordinates $(\hat{n}, \hat{m})$ associated to the maximum provide an estimate of the tag clock offset and a coarse estimate of the signal TOA respectively, thanks to the adoption of UWB signals. The maximum resolution in TOA estimation (and hence ranging) is determined by $T_{ED}$ [51]. TOA estimates can be further improved by adopting ranging strategies as described in [51].

### 8.4.2 Threshold Evaluation Criteria

The usual strategy for signal detection is defining a fixed threshold, that is a threshold $\xi_{n,m} = \xi$ [11]. However, this approach is not suitable in UWB RFID systems based on backscatter modulation in presence of multi-tag interference. In fact, the useful tag can be hidden by interference peaks coming from tags closer to the reader than the intended useful one (i.e., a near-far effect). This fact is clearly depicted in Fig. 8.2 which shows an example of energy matrix $E = \{e_{n,m}\}$ where the near-far effect is evident. If a constant threshold over all bins were adopted, the PFA would increase significantly due to the presence of interferers close to the reader. The effect is very pronounced in this kind of system due to the two-hop propagation channel, as the received power, in free-space propagation, is proportional to $d^4$, where $d$ is
the reader-tag distance \[50, 283\]. Assuming a useful and an interferer tag at distance, respectively, \(d_U\) and \(d_I\) from the reader, the difference in the receiving power at reader side from the two tags is \(40 \log_{10}(d_U) - 40 \log_{10}(d_I)\) dB. For example, considering a useful and an interferer tag placed, respectively, at \(d_U = 10\) m and \(d_I = 2\) m from the reader, we find a difference of approximately 27 dB in the signals amplitude. If this difference is not properly managed by the interference mitigation capability provided by the tag codes, a high PFA due to near-far effects is expected. Unfortunately classical power control approaches, as usually adopted in CDMA systems, cannot be used due to the passive nature of the communication here considered. Therefore we propose a bin-dependent threshold strategy able to counteract near-far effects. In the following the threshold will be analytically computed considering a constant target PFA \(P_{FA}^{*}\), under the hypothesis of absence and presence of multi-tag interference.

Consider now the elements \(e_{n,m}\) of the energy matrix. The presented decision rule consist in

\[
\text{Decide : } \begin{cases} \hat{H}_0 & \text{if } e_{n,m} < \xi_{n,m} \forall n, m, \\ \hat{H}_1 & \text{if } \exists \{n, m\} \text{ s.t. } e_{n,m} \geq \xi_{n,m}. \end{cases} \tag{8.14}
\]

Define now the normalized test

\[
\Lambda^{(n,m)} = \frac{2}{N_s N_0} e_{n,m} \xi_{n,m} \hat{H}_1 \geq \hat{H}_0 \tag{8.15}
\]

where \(\hat{\xi}_{n,m} = \frac{2}{N_s N_0} \xi_{n,m}\). According to the approach proposed in [86] we have

\[
\Lambda^{(n,m)} = \frac{2}{N_s N_0} \int_{(m-1)T_{ED}}^{mT_{ED}} y_n^2(t) dt \simeq \frac{1}{\sigma^2} \sum_{i=(m-1)N}^{mN} y_{n,i}^2(t) \tag{8.16}
\]

where \(N = 2WT_{ED}\), \(\sigma^2 = N_s N_0 W\) is the noise variance, and \(y_{n,i}\) are for odd \(i\) (even \(i\)) the samples of the real (imaginary) part of the ELP \(\hat{y}_n(t)\) of \(y_n(t)\), with \(y_n(t) = \Re\{\hat{y}_n(t)e^{j2\pi f_c t}\}\), taken at Nyquist rate \(W/2\) in each interval \(T_{ED}\).\(^{13}\)

It is well known that the output of the energy detector is distributed according to a central Chi-square distribution, with p.d.f. \(f_{C}(y, \nu)\), under \(H_0\), and according to a non-central Chi-square distribution, with p.d.f. \(f_{NC}(y, \lambda, \nu)\), under \(H_1\) \([86]\). For further convenience we report the p.d.f.s of these r.v.s, \(^{12}\)

\(^{12}\)The effects are obviously even more pronounced in presence of multiple interfering tags and multipath propagation.

\(^{13}\)We consider \(WT_{ED} \in \mathbb{N}\).
having indicated with \( \nu \) the number of degrees of freedom, and with \( \lambda \) the non-centrality parameter, that is

\[
f_{NC}(y, \lambda, \nu) = \frac{1}{2} e^{-\frac{y+\lambda}{\lambda}} \left( \frac{y}{\lambda} \right)^{\frac{\nu-2}{2}} I_{\frac{\nu-2}{2}}(\sqrt{y\lambda}), \quad y \geq 0, \tag{8.17}\]

\[
f_{C}(y, \nu) = \frac{y^{\frac{\nu-1}{2}}}{2 \Gamma\left(\frac{\nu}{2}\right)} e^{-\frac{y}{2}}, \quad y \geq 0 \tag{8.18}\]

where \( I_{\kappa}(\cdot) \) denotes the \( \kappa \)th order modified Bessel function of the first kind [106, p. 374] and \( \Gamma(\cdot) \) is the gamma function [106, p. 255].

In the following we propose two different threshold criteria according to the presence or not of multiple tags in the environment.

### Single-Tag Scenario

In the absence of interference (i.e., \( N_{\text{tag}} = 1 \)) the only component at the de-spreader output under hypothesis \( H_0 \) is the noise \( z_n(t) \) (i.e., \( x_n(t) = 0 \)). A threshold-crossing event in absence of the useful tag, causing a false alarm, happens when the r.v. \( \Lambda_{n,m} |_{H_0} \) is above the threshold \( \tilde{\xi}_{n,m} \), where we have indicated with \( \Lambda_{n,m} |_{H_0} \) the test (8.15) under the hypothesis \( H_0 \), that is

\[
\Lambda_{n,m} |_{H_0} = \frac{2}{N_s N_0} \int_{(m-1)T_{ED}}^{m T_{ED}} z_n^2(t) \, dt \approx \frac{1}{\sigma^2} \sum_{i=(m-1)N}^{mN} z_{n,i}^2 \tag{8.19}\]

where \( z_{n,i} \) are the sampling expansion coefficients of the ELP \( \tilde{z}_n(t) \) of \( z_n(t) \). Since \( z_{n,i} \) are statistically independent Gaussian r.v.s with zero mean and unit variance, the test \( \Lambda_{n,m} |_{H_0} \) is central Chi-square distributed, with \( N \) degrees of freedom. This results in a single-bin PFA \( p_{FA}^{(n,m)} \) given by

\[
p_{FA}^{(n,m)} = f_{C}(y, N) \, dy = \frac{\Gamma\left(\frac{N}{2}, \frac{\tilde{\xi}_{n,m}}{2}\right)}{\Gamma\left(\frac{N}{2}\right)} = \tilde{\Gamma}\left(\frac{N}{2}, \frac{\tilde{\xi}_{n,m}}{2}\right) \tag{8.20}\]

where we used [111, 62] to solve the integral, and with \( \Gamma(a, x) = \int_x^{\infty} x^{a-1} e^{-x} \, dx \) the upper incomplete gamma function and \( \tilde{\Gamma}(\cdot, \cdot) \) the gamma regularized function. Since the only component at the de-spreader output is the noise \( z_n(t) \), the single-bin PFA results to be the same in each bin, that is \( p_{FA}^{(n,m)} = p_{FA}, \forall n, m \). This leads to a constant threshold \( \tilde{\xi}_{n,m} = \tilde{\xi}, \forall n, m \). Under the assumption of independent energy bins in \( n \) and \( m \) we have that the global


\[ P_{FA} = 1 - (1 - p_{FA})^M \approx Mp_{FA} \]  

(8.21)

where \( M = N_{\text{bin}} \times N_{\text{span}} \). The threshold \( \xi \), corresponding to the global \( P_{FA} \), can be then calculated by inverting (8.21) and (8.20) obtaining

\[ \xi = \frac{N_s N_0}{2} \cdot 2 \hat{\Gamma}^{-1} \left( \frac{p_{FA}^{*} M}{2} \right) \]  

(8.22)

which now depends on the target \( P_{FA}^{*} \).

Once the threshold is set to guarantee a certain \( P_{FA} \), we can determine the correspondent single-bin \( P_{D} \). Under the hypothesis \( \mathcal{H}_1 \), the ED statistics \( \Lambda^{(n,m)}|_{\mathcal{H}_1} \) is given by

\[ \Lambda^{(n,m)}|_{\mathcal{H}_1} = \frac{2}{N_s N_0} \int_{(m-1)T_{\text{ED}}}^{mT_{\text{ED}}} (x_n(t) + z_n(t))^2 \, dt \simeq \frac{1}{\sigma^2} \sum_{i=(m-1)N}^{mN} (x_{n,i} + z_{n,i})^2 \]  

(8.23)

where \( x_{n,i} \) are the sampling expansion coefficients of the ELP \( \hat{x}_n(t) \) of \( x(t) \). Since \( z_{n,i} \) are statistically independent Gaussian r.v.s with zero mean and unit variance, the non-central Chi-square distributed, with \( N \) degrees of freedom, and non-centrality parameter \( \lambda_{n,m} = 2\gamma_{n,m} \), where the SNR per bin is denoted by

\[ \gamma_{n,m} = \frac{1}{N_s N_0} \int_{(m-1)T_{\text{ED}}}^{mT_{\text{ED}}} x_n(t)^2 \, dt \simeq \frac{1}{2\sigma^2} \sum_{i=(m-1)N}^{mN} x_{n,i}^2 . \]  

(8.24)

The single-bin \( P_{D}^{(n,m)} \) is then given by

\[ P_{D}^{(n,m)} = Q_k \left( \sqrt{\lambda_{n,m}}, \sqrt{\hat{\xi}} \right) \]  

(8.25)

where \( k = N/2 \) and \( Q_k(\alpha, \beta) = \int_{\beta}^{\infty} x (\frac{x}{\alpha})^{k-1} \exp \left\{ -\frac{x^2+\alpha^2}{2} \right\} I_{k-1}(\alpha x) \, dx \) is the generalized Marcum’s Q function of order \( k \). The global \( P_{D} \) can be finally computed as

\[ P_{D} = 1 - \prod_{n=1}^{N_{\text{span}}} \prod_{m=1}^{N_{\text{bin}}} \left( 1 - p_{D}^{(n,m)} \right) \]  

(8.26)

under the assumption of having independent energy bins.

---

14 This assumption is exact in case of \( N_{\text{span}} = 1 \), since the energy bins are independent, while results an approximation when \( N_{\text{span}} > 1 \) as the energy matrix elements are correlated for different code shifts. Consequently, (8.22) leads to a threshold more conservative than the necessary and, consequently, a \( P_{D} \) lower than expected.
Multi-Tags Scenario

We now extend the derivation 8.4.2 to include the multi-tag interference effect in the threshold evaluation process. As previously discussed, a proper threshold design is fundamental to avoid the detrimental effects of near-far interference.

We consider now \( N \) tag tags placed in the environment. Without loss of generality we consider tag \( \hat{k} = 1 \) as the intended one to be detected, while tags for \( k = 2, 3, \ldots, N \) are considered as interferers. In this case, also in absence of the useful tag, \( x_n(t) \neq 0 \) due to the presence of the residual interference term after the de-spreadings \[285\]. For further convenience, we distinguish the case whether the desired tag is present or absent, by defining

\[
\begin{align*}
    x_n^{(H_0)}(t) &= \sum_{l=0}^{N_s-1} \tilde{d}_l \tilde{c}_{l+(n+\nu)\Delta} \sum_{k=2}^{N_{tag}} \sum_{l=0}^{N_s-1} \tilde{d}_l \tilde{c}_{l+(n+\nu)\Delta} \omega_k(t), \\
    x_n^{(H_1)}(t) &= \sum_{l=0}^{N_s-1} \tilde{d}_l \tilde{c}_{l+(n+\nu)\Delta} \omega_1(t).
\end{align*}
\] (8.27)

Since \( z_{n,i} \) are statistically independent Gaussian variables with zero mean and unit variance, under both hypotheses \( H_0 \) and \( H_1 \) the r.v. \( \Lambda \), that is, the ED output, is non-central Chi-square distributed with \( N \) degrees of freedom, and with a non-centrality parameter depending on \( H_0 \) and \( H_1 \). Under the hypothesis \( H_0 \) (no useful tag), the ED output results in

\[
\Lambda^{(n,m)}|_{H_0} = \frac{2}{N_s N_0} \int_{(m-1)T_{ED}}^{mT_{ED}} (x_n^{(H_0)}(t) + z_n(t))^2 dt \approx \frac{1}{\sigma^2} \sum_{i=(m-1)N}^{mN} (x_{n,i}^{(H_0)} + z_{n,i})^2
\] (8.28)

where \( x_{n,i}^{(H_0)} \) are the sampling expansion coefficients of the ELP \( \hat{x}_n^{(H_0)}(t) \) of \( x_n^{(H_0)}(t) \), leading to the non-centrality parameter \( \lambda_n^{(H_0)} = 2\gamma_n^{(H_0)} \) where the interference-to-noise ratio (INR) per bin is defined as

\[
\gamma_n^{(H_0)} = \frac{1}{N_s N_0} \int_{(m-1)T_{ED}}^{mT_{ED}} x_n^{(H_0)}(t)^2 dt \approx \frac{1}{2\sigma^2} \sum_{i=(m-1)N}^{mN} (x_{n,i}^{(H_0)})^2.
\] (8.29)

A threshold-crossing event in absence of the useful tag, causing the false alarm event, happens when the \( \Lambda^{(n,m)}|_{H_0} \) is above the threshold \( \bar{\xi}_{n,m} \). This results in a single-bin PFA \( \hat{p}_{FA}^{(n,m)} \) given by

\[
\hat{p}_{FA}^{(n,m)} = \int_{\bar{\xi}_{n,m}}^{\infty} f_{NC}(y, \lambda_n^{(H_0)}, N) dy = Q_k \left( \sqrt{\lambda_n^{(H_0)}}, \sqrt{\bar{\xi}_{n,m}} \right)
\] (8.30)

where we used \[111, 62\] to solve the integral. The non-centrality parameters are strictly related to the interference level at each bin \( e_{n,m} \), then a constant
in each bin, that is $p_{FA}^{(n,m)} = p_{FA}$, $\forall n, m$, is obtained if a bin-dependent threshold $\xi_{n,m}$ is adopted according to (8.30). In particular, under the assumption of independent energy bins in $n$ and $m$ as in (8.21), the threshold $\xi_{n,m}$ can be calculated from (8.21) and (8.30) as

$$\xi_{n,m} = \frac{N_sN_0}{2} \cdot \left[ Q_k^{-1}\left( \sqrt{\lambda(H_0)_{n,m}} \cdot \frac{P_{FA}^*}{M} \right) \right]^2 \quad (8.31)$$

with $Q_k^{-1}(\cdot, \cdot)$ denoting the inverse generalized Marcum $Q$ function. Again, once the bin-dependent threshold is set to guarantee a certain $P_{FA}$, we can determine the corresponding single-bin $P_D$. Under the hypothesis $H_1$, the ED output is described by

$$\Lambda^{(n,m)}|_{H_1} = \frac{2}{N_uN_0} \int_{(m-1)T_{ED}}^{mT_{ED}} (x_{(H_1)}^{(n)}(t) + z_{n}(t))^2 dt \simeq \frac{1}{\sigma^2} \sum_{i=(m-1)N}^{mN} (x_{n,i}^{(H_1)} + z_{n,i})^2 \quad (8.32)$$

where $x_{n,i}^{(H_1)}$ are the sampling expansion coefficients of the ELP $\hat{x}_{n}^{(H_1)}(t)$ of $x_{n}^{(H_1)}(t)$, leading to the non-centrality parameter $\lambda_{n,m}^{(H_1)} = 2\gamma_{n,m}^{(H_1)}$, where the interference-plus-signal-to-noise-ratio (ISNR) per bin is defined as

$$\gamma_{n,m}^{(H_1)} = \frac{1}{N_uN_0} \int_{(m-1)T_{ED}}^{mT_{ED}} x_{n}^{(H_1)}(t)^2 dt \simeq \frac{1}{2\sigma^2} \sum_{i=(m-1)N}^{mN} (x_{n,i}^{(H_1)})^2. \quad (8.33)$$

The single-bin $P_D^{(n,m)}$ is then given by

$$P_D^{(n,m)} = Q_k\left( \sqrt{\lambda_{n,m}^{(H_1)}}, \sqrt{\xi_{n,m}} \right) \quad (8.34)$$

and the global $P_D$ can be computed according to (8.26).

The presented tag detection scheme in the presence of interference requires the knowledge of the INR per bin in order to define the proper bin-dependent threshold $\xi_{n,m}$ according to (8.31) necessary to keep $P_{FA} < P_{FA}^*$. In Sec. 8.5 practical approaches for defining the threshold without exact a-priori knowledge of the interference level will be detailed.

Note that the detection performance in terms of $P_D$ in (8.25) and (8.34) is related to $N_u$. Since the transmitting power of the UWB transmitter is constrained by maximum spectrum emission masks, $N_u$ results the design parameter to be determined to guarantee a target $P_D$ given a certain reader-tag distance. Numerical results in Sec. 8.5 will provide an example of system design.
8.5 Numerical Results

In this section we present an example of system design, and performance evaluated in realistic conditions. Specifically we analyze the tag detection rate as a function of the false alarm rate considering the low complexity non-coherent scheme based on energy detection proposed in Sec. 8.4.

8.5.1 Simulation Parameters

We assume to perform the tag detection in a preamble consisting of data symbols \( \{ b^{(k)}_m \} \) of all ‘+1’. We considered a scenario with a system composed of one reader, and one or more tags placed in the direction of reader’s antenna maximum radiation. In addition, we considered the signal backscattered by any untagged object as part of the clutter.

We adopt \( T_p = 128 \text{ ns} \).\(^{15}\) A reader with \( G_r = 5 \text{ dBi} \) antenna gain, tags equipped with an \( G_r = 1 \text{ dBi} \) antenna and \( L_t = 2 \text{ dB} \) switch losses have been considered. Results have been obtained starting from multipath channel responses with exponential power delay profile and Nakagami-\( m \) fading (severity factor \( m = 3 \)), a \( \text{RCS} \) channel delay-spread of \( 10 \text{ ns} \) and paths separated of \( 2 \text{ ns} \) apart. A transmitted signal compliant with the IEEE 802.15.4a emission mask in the \( 3-5 \text{ GHz} \) is considered, adopting \( \text{RRC} \) pulses\(^{17}\) with pulse width parameter \( T_w = 1 \text{ ns} \), roll-off factor \( \nu = 0.6 \) and center frequency \( f_c = 4 \text{ GHz} \). For what concerns the clutter, a worst-case of uniform power delay profile in the overall interval \( T_p \) is considered, with paths spaced \( 0.95 \text{ ns} \) apart, each path with amplitude characterized by Nakagami-\( m \) fading, with \( m = 3 \), and a \( \text{RCS} \) value of \( 0.5 \text{ mV} \) at the receiver. In addition, at receiver side a figure noise \( F = 4 \text{ dB} \) is considered and an ideal bandpass filter bandwidth \( W = 2 \text{ GHz} \) and center frequency \( f_c = 4 \text{ GHz} \). Energy evaluations are performed with a bin of width \( T_{ED} = 1 \text{ ns} \).

8.5.2 System Design

Link budget and system parameter choice

The principal parameter to be accounted in the system design is the number of pulses per symbol \( N_s \), in order to guarantee a target \( [PD] P^*_P \) at a certain

\(^{15}\)This and the next system specifications are driven by the outcome of the European project SELECT, http://www.selectwireless.eu

\(^{16}\)This value is comprehensive of the two-way link of the backscatter signal \[283].

\(^{17}\)See \[263] for the definition.
maximum reader-tag distance, which poses a constraint on a minimum $\hat{N}_s$. Thus, the relation $N_s \geq \hat{N}_s$ has to be satisfied.

This parameter can be easily derived under some approximations. In particular we assume i) AWGN conditions, ii) that the received pulse always falls entirely in one bin, iii) absence of interference and ideal tag code phase retrieving with $N_{\text{span}} = 1$. In this case the single-bin detection probability $p_D^{(n,m)}$ equals the system detection probability $P_D$, which will be imposed equal to the target $P^*_D$. Specifically, according to (8.25), we have

$$P^*_D = Q_k \left( \sqrt{\lambda(d)}, \sqrt{\hat{\xi}} \right)$$

(8.35)

with $\lambda(d) = 2 \text{SNR}_p(d)$, having indicated with $\text{SNR}_p(d)$ the SNR obtained in AWGN and free-space conditions after the de-spreading process for a reader-tag distance $d$, that is

$$\text{SNR}_p(d) = \frac{N_s}{N_0} \frac{E_p}{P_L(d)}.$$  

(8.36)

The factor $P_L(d)$ indicates the free-space pathloss, that is

$$P_L(d) = \left( \frac{4\pi d f_c}{c} \right)^4 \frac{L_t}{G_t^2 G_i^2}$$

(8.37)

with $c$ denoting the speed of light. Noticing that $\hat{\xi}$, given by

$$\hat{\xi} = 2 \tilde{\Gamma}^{-1} \left( \frac{P_{FA}^*}{N_{\text{bin}}}, W T_{\text{ED}} \right)$$

(8.38)

is not function of $N_s$, it is possible to obtain the number of pulses per symbol inverting (8.35) as

$$N_s \geq \left[ \frac{N_0 P_L(d)}{2 E_p} \right] Q_k^{-1} \left( P_D^*, \sqrt{\hat{\xi}} \right)^2$$

(8.39)

with $Q_k^{-1}(\cdot, \cdot)$ denoting the inverse generalized Marcum Q function, $N_0 = k_B F T_o$, $T_o = 290 K$ the reference temperature, and $k_B$ the Boltzmann constant. Substituting the simulation parameters indicated in Sec. 8.5.1 and considering $P_{FA}^* = 10^{-3}$ and $P_D^* = 0.9$, we obtain the curve providing $N_s$ as function of the distance depicted in Fig. 8.3. For comparison, in the same figure, results obtained considering a transmitting power exceeding the FCC

---

18Here we adopt a central-frequency approximation. The reader gain $G_r$ is only accounted once since the transmitted energy $E_p$ already accounts for it at transmitting side.
Figure 8.3: Minimum number of pulses per symbol as function of the reader-tag distance.

mask of 10 dB is also reported, as well as the resulting $N_s$ coming from a different analysis, specifically from the fulfillment of a requirement of BEP $P_{eb}$ higher of a target $P_{eb}^* = 10^{-3}$. Considering an ideal MF and AWGN conditions this can be derived from

$$N_s \geq \frac{N_0 P_L(d)}{E_p} \operatorname{erfc}^{-1} (2P_{eb}^*)^2 . \quad (8.40)$$

It is possible to notice how the number of minimum pulses per symbol is significantly higher for the receiver here considered. This is mainly due to the fact that the detection process is non-coherent. Moreover, considering that it is important to keep the symbol time not too high in order to ensure a channel static (for clutter removal) and the phase noise constant on a symbol (for clock drift problems), practical values of $N_s$ are around 10000. This corresponds to a detection range between 6 and 7 so not satisfactory for some applications. In this case it can be noticed how an increasing of the transmitting power is high effective for reducing the number of pulses needed. Differently, it is necessary to adopts more sophisticated receivers,

19Note that the presented architecture does not allow coherent bit demodulation since it is energy-based. However, sub-optimal hybrid solutions, as for example presented in [299], allow taking advantage of the low-complexity receiver structure here described also allowing bit demodulation provided that symbols are differentially encoded (i.e., with differential binary phase shift keying [DBPSK] modulation at tag side).

20Moreover it is possible to adopt antennas with higher gain, but in this case the effective
able to collect the energy from the environmental multipath, and combine it for detection and demodulation purposes. In the following performance analysis we adopt $N_s = 8192$, corresponding to a symbol time $T_s \approx 1$ ms.

Tag Code Assignment

For what concerns the code family choice, an interesting possibility for the UWB-RFID system is to adopt Orthogonal Gold codes [300]. These codes are exactly orthogonal in the synchronous scenario ($l = 0$) and maintain the properties of extended Gold Codes (low cross-correlation) in the asynchronous scenario. They are constructed by lengthening of one chip the Preferentially-Phased Gold codes [301], that present the optimum value $-1$ of cross-correlation between all the pairs of codewords when aligned. In this manner an even code is obtained enabling the complete clutter cancellation. By using these codewords, the detection procedure is performed in a quasi-orthogonal environment without suffer of interference. The possibility of adopting such a family of codes is very interesting in presence of wake-up offset and possibility of avoiding code acquisition by increasing $N_{pc}$: since the codes present an orthogonal behavior when aligned, increasing $N_{pc}$ does not causes excessive interference degradation during the detection phase.

8.5.3 Results in Multi-Tags Scenario

In Fig. 8.4 we report the receiver operating characteristic (ROC) corresponding to perfectly synchronous and asynchronous scenarios with ideal code phase retrieving, related to a useful tag placed at 7 m from the reader. We consider 59 interfering tags uniformly distributed in two meters around the useful tag, to reproduce interference effects. In particular, orthogonal Walsh codes in synchronous scenario represent the benchmark, since the interference is completely removed. On the contrary, their performance drastically degrades when the scenario becomes asynchronous. For what extended Gold codes are concerned, obtained by lengthening of one chip the Gold codes without any kind of phase optimization when aligned, they evidence a loss while the scenario is synchronous, but they allow satisfactory detection capabilities also in asynchronous conditions. Orthogonal Gold codes represent instead the best trade-off for both scenarios since they achieve a detection rate higher than 0.8 with a false alarm of $10^{-3}$ also in the asynchronous scenario, while maintaining the optimal behavior of Walsh codes in perfectly

improvement is given by the antenna gain at receiver side only, since the regulations are imposed on the EIRP. This means that the adoption of a higher gain at transmitting side requires a decrease of the transmitting power of the same amount.
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It should be remarked that in this simulation near-far effects are negligible, as all the users were approximately placed at the same distance from the reader. To understand this problem, Fig. 8.5 shows the ROC when the useful tag is placed at 6 m from the reader, and 19 interfering tags are uniformly distributed between 2.8 m and 3.2 m. Orthogonal Gold codes are adopted, a synchronization offset of 500 ns, and a drift of 100 ppm are considered. The 16th bit of the transmitted preamble (a sequence of all ‘+1’) is analyzed for detection purposes and the acquisition window is fixed to $40T_p$ when performing synchronization. As clearly depicted in Fig. 8.5, the system suffers from near-far effects when a constant threshold over all the bins is considered (dashed lines). Thus a possible solution is represented by the adoption of a threshold which accounts for the interference effects, that is, a bin-dependent variable threshold computed such that, in the presence of interference, the PFA is constant for each bin. An empirical approach adopted for simulations considers a threshold reflecting the tag pathloss behavior until the tag energy, evaluated in $T_{ED}$, falls below the noise floor $N_0 W T_{ED}$, then fixing the threshold to a constant value for the last bins. Figure 8.5 shows that, when the bin-dependent threshold is adopted (continuous lines), near-far effects are significantly mitigated and a detection rate higher than 0.8 with a false alarm rate of 0.01.
alarm of $10^{-3}$ can be achieved when $N_{\text{span}}$ is set to 41 to counteract the clock offset. Vice-versa, adopting $N_{\text{span}} = 11$, a lower detection rate is obtained since the synchronization scheme is less robust for the considered $N_c = 1024$. Fixing $N_{\text{span}} = 1$, that is, without code acquisition, no detection capabilities can be assured even when a bin-dependent threshold is chosen. Further results assessing the performance of the proposed bin-dependent threshold and comparing the effects of different code assignment strategies will be included in a following up publication [37].

8.6 Implementation Issues

We now report several implementation issues to be addressed for the practical realization of the system, as well as solutions to cope with these problems and impairments.

8.6.1 Receiver Dynamic Range

In practical implementation it is important to ensure a correct level of the received signal (both useful and interfering) in order to reduce the possibility of analog-to-digital converter (ADC) saturation or under quantization. For
This reason it is important to analyze the characteristics of the signal expected at the reader receiving antenna. The overall signal present at the input of a specific reader is composed of different components:

- The signals backscattered by the tags related to the interrogation of the specific reader itself;
- The signals backscattered by the tags related to the interrogation signal of other readers (i.e., an interference component);
- Other readers direct interference, that is, the ensemble of signals emitted by other readers;
- The clutter, that is the signal emitted by the specific reader and reflected by the environment.

These components must be carefully considered, in order to define the dynamic range at the reader input port and possible issues related to it. For the sake of a complete characterization of the dynamic range, it is important to comprehend if the strongest received signal comes from an interfering reader, or it comes from the reflections of the environment, as well as the ratio between the strongest input signal and the tag backscattered signal (which is supposed to be strongly attenuated from the backscattering two-way channel).

The pathloss related to the different received signals, obtained adopting the free-space propagation model at a single central frequency, can be written as

\[
PL^{r-t} = \frac{P_T}{P_{R}^{t}} = \left[ G_r^2 G_t^2 \left( \frac{\lambda}{4\pi d_{r-t}} \right)^4 \right]^{-1}, \quad (8.41)
\]

\[
PL^{r-r} = \frac{P_T}{P_{R}^r} = \left[ G_t^2 \left( \frac{\lambda}{4\pi d_{r-r}} \right)^2 \right]^{-1}, \quad (8.42)
\]

\[
PL^{r-obj} = \frac{P_T}{P_{R}^{obj}} = \left[ \sigma G_t^2 \left( \frac{\lambda^2}{(4\pi)^3} \frac{1}{d_{r-t}} \right)^4 \right]^{-1} \quad (8.43)
\]

where \( P_T \) is the transmitted power, \( P_{R}^t, P_{R}^r \) and \( P_{R}^{obj} \) are the received powers from tag, reader and objects, respectively, \( G_r \) the reader antenna gain, \( G_t \) the tag antenna gain, \( \lambda \) is the wavelength, \( d_{r-t} \) is the reader-tag distance, \( d_{r-r} \) is the reader-reader distance, and \( \sigma \) is the reflectivity of the objects.
is the reader-reader distance. The first term $PL_{r-t}$ accounts for the useful reader-tag-reader backscattering information signal, that is the useful signal component of interest for detection, TOA estimation and packet demodulation. The second term, $PL_{r-r}$ accounts for the direct path coming from an interfering reader: for a localization system we have in fact to deploy a network composed of at least three readers in order to perform trilateration once estimated the reader-tag distances. The last term $PL_{r-obj}$ accounts for one of the clutter components, due to the reflection on a scatter with a radar cross section (RCS) $\sigma$ (e.g., the object to which the tag is attached). In fact it is supposed that each tag is attached to a bigger object whose reflection properties, characterized by its RCS, could determine the presence of a strong clutter component having the same TOA of the useful signal. In particular, equations (8.41) and (8.43), that represent respectively the pathloss for tag and object backscattering, derive from the well known radar range equation. On the contrary, equation (8.42), that is the interfering signal coming from an other reader, is derived from the well known Friis formula.

![Typical dynamic range of a UWB-RFID system](image)

Figure 8.6: Typical dynamic range of a UWB-RFID system.

In Fig. 8.6 the peak of the received signals are reported considering three different reader-reader distances (i.e., three different square cell sizes), an object to which the tag is attached presenting the worst case RCS of a square cell.

---

21 For UWB signals all the terms should be characterized as function of the frequency. This is a central-frequency approximation useful for understanding the signal level at the receiver side.
metallic plate of 50 × 50 cm. The figure illustrates how the maximum received signal is usually the one coming from the opposite reader, depending on the cell dimensions. This means that the strongest signal at the reader input port is, in many situations, determined by the direct interference coming from the opposite reader.

8.6.2 Multi-Reader Interference

As already described, in the UWB RFID network several readers (e.g., four as in the square cell scenario we are considering) are in charge of monitoring a determined area. It is clear how, in this manner, it is necessary to enable the possibility of accessing the same tag by multiple readers, with a potential problem of inter-reader interference.

For this analysis we consider the square scenario reported in Fig. 6.2 with the four readers placed at the corners of the cell. We now neglect the presence of obstacles, assuming that the greatest interference comes from the opposite reader in case of free-space propagation. Focusing, without loss of generality, on the interference generated by Reader 3 (opposite Reader) and received by Reader 1, we can thus foresee three different situations:

1. The interfering signal is reflected (backscattered) by the useful tag (i.e., the tag which Reader 1 wants to detect or demodulate);

2. The direct path (or the multipath) between Reader 3 and Reader 1 (i.e., the already analyzed strongest interfering signal) exists;

3. The interfering signal is reflected by a tag different from the useful one.

We assume that the interrogation signals transmitted by Reader 3 and Reader 1 are generated adopting, respectively, the spreading codes \( \{ d_i^{(3)} \} \) and \( \{ d_i^{(1)} \} \), and that that the useful and the interfering tags have codes \( \{ c_i^{(u)} \} \) and \( \{ c_i^{(int)} \} \), respectively. To detect the presence of the useful tag, Reader 1 performs a de-spreading using the composed code \( \{ d_i^{(1)} \cdot c_i^{(u)} \} \), according to the procedure that described in detail in Chapter 7 and Sec. 8.4.

22Typical system parameters for antennas are accounted in the derivation. See, for a description, Sec. 8.5.1.

23In general we can assume a lower level for the interference of the two neighbor readers in the case of partial directive antennas at transmitting and/or receiving stage, while a higher level for the interference coming from the two neighbor readers in case of adoption of omnidirectional antennas.
As anticipated, the direct link between Reader 3 and Reader 1 represents the strongest interfering signal. Considering, in fact, the intended useful tag placed, for example, at the center of the square cell at distance \( d = 7 \) m from the Reader 1, we have that the received tag backscatter signal scales with \( d^4 \), while the interfering Reader 3 direct signal scales with \((2d)^2\). It is immediate from free-space propagation equations (8.41) and (8.42) that the difference in the received power (in dB) between the interfering reader and the useful tag is given by

\[
20 \log (d) - 20 \log \left( \frac{c}{2 \pi f_c} \right)
\]

(8.44)

where \( c \) denotes the speed of light and \( f_c \) the signal central frequency, and where we have adopted, for simplicity, a unitary tag antenna gain. Substituting the value \( d = 7 \) m we obtain a difference between the two received powers of about 55 dB. If a CDMA-based technique is adopted for readers’ MAC even a very small de-spreading residual interference component can completely vanish the possibility of detecting and demodulating a tag signal. Moreover, as seen in Sec. 8.3, readers’ code has to fulfill several requirements. In particular, relating to the previously presented three cases, the multi-reader interference is cancelled provided that the following three conditions are satisfied:

1. Cancellation of the multi-reader interference component modulated by the useful tag:

\[
\sum_{i=1}^{N_s} d_i^{(1)} c_i^{(u)} d_i^{(3)} c_i^{(u)} = \sum_{i=1}^{N_s} d_i^{(1)} d_i^{(3)} = 0
\]

(8.45)

2. Cancellation of the direct reader-reader interference:

\[
\sum_{i=1}^{N_s} d_i^{(1)} d_i^{(3)} c_i^{(u)} = 0
\]

(8.46)

3. Cancellation of the multi-reader interference component modulated by an other tag:

\[
\sum_{i=1}^{N_s} d_i^{(1)} c_i^{(u)} d_i^{(3)} c_i^{(int)} = 0
\]

(8.47)

These stringent requirements\(^{24}\) pose several challenges on readers’ codes design, especially for the almost-ideal interference cancellation capability required. Moreover, the cancellation can be obtained by suitable orthogonal

\(^{24}\)For example, the requirement 3 must be fulfill for all the possible tag sequences since it is necessary to remove the interference due to all the possible tags.
codes, but this fact poses further constraints on the synchronization level that the readers network has to provide.\footnote{See Sec. 6.3.2.}

For this reason it is clear how a CDMA-based readers MAC scheme is critical, and simpler solutions, such as TDMA, have to be accounted at reader side, especially for low-complexity realizations. Specifically, it consists of alternating in a cyclic way the transmitting reader, with the other readers in receiving mode. Adopting TDMA the interference problem coming from other readers is completely avoided.

TDMA can be performed at different rates considering the alternation of the transmitting reader, for example, each symbol or each packet. Decreasing the switching rate between readers (e.g., implementing TDMA at packet level) allows preventing problems deriving from synchronization mismatches, whereas the main drawback is the reduction of the update rate and constraints on the maximum tags’ allowed speed, when object tracking is performed.

It is worthwhile to highlight that even the MAC at reader level were TDMA-based, the access from each reader to multiple tags would be still CDMA-based.

### 8.6.3 Analog-to-Digital Conversion

The main reader functionality is to perform the signal de-spreading in order to detect and demodulate the tag signal, and to ensure the clutter cancellation. In principle this process can be performed in the analog or digital domain, as well as pre or post a matched filtering operation. If the de-spreading is realized in analog (both pre or post matched filtering and sampling), the output signal to be digital converted consists simply of the useful tag contribution and interference residual, as seen in Chapter 7 and Chapter 8. In this case the ADC dynamic can be adjusted on the maximum tag expected signal, considering, for example, a tag as close as much allowed to the reader.

Notice that, when a synchronization scheme is adopted exploiting the direct reader-to-reader UWB signals, or a multistatic WSR capability has to be guarantee, it is necessary to ensure that the interfering reader signal does not saturate the low-noise amplifier (LNA) at receiver side, also if TDMA is adopted as readers MAC. In this case a fixed amplifier gain is sufficient, since the signal amplitude is fixed once the cell size is defined. Vice versa, if readers’ synchronization is not performed exploiting the UWB transceivers, multistatic techniques are not adopted, and TDMA is adopted as readers MAC the input LNA can be designed in order to prevent saturation due to
the clutter. In this case a variable-gain amplifier (VGA) allows the system operation for different clutter levels of the environment (and different reflecting properties of objects where the tags are attached, in case these can be placed very close to the readers).

The number of quantization levels is then designed, as usual, for ensuring a satisfactory signal-to-quantization-noise ratio (SQNR) for what concerns a tag at the maximum allowed distance. Notice that, in this case, the number of quantization bits is in general higher than for a traditional one-way active communication due to the two-hop channel and its poor link budget.

![Figure 8.7: SQNR at the ADC output.](image)

However, an analog implementation of the de-spreading process is often too complex for a practical realization, mainly due to the large signal bandwidth, so a digital realization is preferred. In this case the clutter removal is performed on the digital domain so that, now, the ADC dynamic must be adjusted on the maximum expected signal at reader input port, that is, in absence of multi-reader interference, the clutter, as presented in Sec. 8.6.1. Furthermore, if readers synchronization is conducted exploiting UWB signals, as detailed in Sec. 6.3.2, or if the reader MAC is CDMA-based, the ADC dynamics must be adjusted on the interfering reader signal amplitude. It is clear that this situation is strongly unfavorable due to the very high dynamic range at input port when a tag is far from the reader. Figure 8.7, as example, presents the SQNR obtained at the output of the ADC which

---

26Moreover, in order to prevent sampling at Nyquist rate, suboptimal techniques, such as the double quadrature receiver proposed in [299] can be adopted.
maximum dynamic is adjusted on the interfering opposite reader signal on a $10 \times 10\, \text{m}$ square cell, as function of the reader-tag distance and for different number of quantization bits $m$, with $m = \log_2 (L)$ and $L$ the number of quantization levels. It is immediate to observe how, in this case, a very high number of bits is necessary in order to provide a satisfactory SQNR for example a value so that the quantization noise is negligible with respect to the thermal noise. Fortunately, this requirement can be relaxed, by considering the presence of the digital de-spreading process, which can significantly help.

In fact, in Appendix 8.A it is shown that, in presence of low SNR conditions, as the case of the UWB-RFID system for the received tag signal, the process gain is beneficial not only for increasing the effective SNR but also for the SQNR. In particular, if $N_s$ CRs are accumulated at receiver side, both the SNR and the SQNR are enhanced of a factor $N_s$ with respect to the same quantities at the output of the ADC prior the de-spreading stage. In this manner it is possible to significantly reduce the target SQNR at the output of the ADC without suffering of quantization noise on the effective de-spreaded signal. The number of quantization bits can be in this manner significantly reduced.

### 8.7 Conclusion

In this chapter we have presented the UWB-RFID systems based on backscatter modulation, in presence of interference, wake-up synchronization offset and clock drift, considering a practical low-complexity tag detection scheme. Tag detection performance has been evaluated in terms of detection and false alarm probability, to analyze the robustness of different code families in different scenarios. It has been shown that the joint use of orthogonal Gold codes with proper low-complexity detection and code acquisition schemes involving bin-dependent thresholding is a promising solution to overcome implementation impairments and near-far effects. Several implementation issues have been analyzed and possible solutions to cope with problems of dynamic range, A/D conversion and multi reader interference proposed.

### 8.A Effect of De-Spreading on A/D Conversion

The purpose of this analysis is to derive the relationship between the SQNR at the output of the ADC and of the de-spreader as a function of the number of pulses $N_s$. Figure 8.8 shows the analyzed ADC and de-spreader, where
the ADC output is multiplied by the tag code, and then it is accumulated for \(N_s\) times.

In particular, we can express the input signal \(X\) as:

\[
X = x_u + x_c + n_i
\]  

where \(x_u\) is the useful signal component, \(x_c\) is the clutter/interference component (which mainly affects the upper bound of the dynamic range at the ADC input), and \(n_i\) is the additive thermal noise. The useful signal component and the clutter component are assumed uniformly distributed respectively in \([X_{min}, X_{max}]\) and \([-X_{c,max}, X_{c,max}]\), but they are considered both constant within a symbol time.

We can express \(\hat{X}\) as

\[
\hat{X} = x_u + x_c + n_i + \epsilon_x
\]

where \(\epsilon_x\) is the quantization noise error. We assume the quantization noise uniformly distributed in \([0, \delta]\), where \(\delta\) corresponds to the quantization step amplitude.\(^{27}\)

Now, if we look at the output of the accumulator, we can express \(\hat{Y}\) (under the hypothesis of zero mean code) as

\[
\hat{Y} = N_s \cdot x_u + n_{out} + \epsilon_y
\]

where \(n_{out}\) is given by

\[
n_{out} = \sum_{i=1}^{N_s} c_i \cdot n_i
\]

and \(c_i\) represents the \(i\)-th chip of the codeword.

The SQNRs \(\text{SQNR}_{\text{in}}\) and \(\text{SQNR}_{\text{out}}\), respectively, at the output of the ADC and of the accumulator are:

\[
\text{SQNR}_{\text{in}} = \frac{\mathbb{E}\left\{x_u^2\right\}}{\mathbb{E}\left\{\epsilon_x^2\right\}}
\]

\(^{27}\text{Assuming that a sufficient high number of quantization bits is adopted and that the sum of signal and noise is above the quantization step.}\)
and

\[ \text{SQNR}_{\text{out}} = \frac{N_s^2 \cdot \mathbb{E} \{ x_u^2 \}}{\mathbb{E} \{ \epsilon_y^2 \}} \]  

(8.53)

In the following, we find the relationship between \( \mathbb{E} \{ \epsilon_y^2 \} \) and \( \mathbb{E} \{ \epsilon_x^2 \} \). In particular, we can write the second-order moment of \( \epsilon_y \) as

\[
\mathbb{E} \{ \epsilon_y^2 \} = \mathbb{E} \left\{ \left( \sum_{i=1}^{N_s} c_i \cdot \epsilon_{x_i} \right)^2 \right\} 
= \mathbb{E} \left\{ \sum_{i=1}^{N_s} c_i^2 \cdot \epsilon_{x_i}^2 + 2 \cdot \sum_{i=1}^{N_s-1} \sum_{j=i+1}^{N_s} c_i \cdot \epsilon_{x_i} \cdot c_j \cdot \epsilon_{x_j} \right\} \]  

(8.54)

We derive now (8.54) for two extreme cases: low SNR (where the thermal noise amplitude is larger than the quantization step and the useful signal amplitude), and high SNR (thermal noise negligible with respect to the useful signal and the quantization step). The first is the condition of interest for the UWB-RFID system, while the second is reported for sake of completeness.

**Analysis at low SNR** In this case, we can assume that \( \epsilon_{x_i} \) and \( \epsilon_{x_j} \) are independent (due to the Gaussian thermal noise), obtaining:

\[
\mathbb{E} \left\{ 2 \cdot \sum_{i=1}^{N_s-1} \sum_{j=i+1}^{N_s} c_i \cdot \epsilon_{x_i} \cdot c_j \cdot \epsilon_{x_j} \right\} = 0 \]  

(8.55)

and thus we can write

\[
\mathbb{E} \{ \epsilon_y^2 \} = \mathbb{E} \sum_{i=1}^{N_s} c_i^2 \cdot \epsilon_{x_i}^2 = \mathbb{E} \left\{ \sum_{i=1}^{N_s} c_i^2 \cdot \epsilon_{x_i}^2 \right\} 
= \sum_{i=1}^{N_s} c_i^2 \cdot \mathbb{E} \{ \epsilon_{x_i}^2 \} = N_s \cdot \mathbb{E} \{ \epsilon_x^2 \} . \]  

(8.56)

Finally we have the expression:

\[
\text{SQNR}_{\text{out}} = \frac{N_s^2 \cdot \mathbb{E} \{ x_u^2 \}}{N_s \cdot \mathbb{E} \{ \epsilon_x^2 \}} = N_s \cdot \text{SQNR}_{\text{in}} \]  

(8.57)

where it is evident the processing gain of \( N_s \) shown also in Fig. 8.9. In the same figure, it is evident how five bits are not sufficient for the quantization, and thus there is no gain in the \( \text{SQNR} \).
Analysis at high SNR  If we assume to work at high SNR we can neglect $n_i$ with respect to $x_u$. Consequently, equation (8.55) is no more valid, since $\epsilon_{x_i}$ and $\epsilon_{x_i}$ are not statistically independent (considering one observed bit, clutter is constant and the useful signal assumes only 2 values). Considering that $\epsilon_x$ depends only on the transmitted chip (+1 or -1), we can write (8.54) as:

$$\mathbb{E} \left\{ \epsilon_y^2 \right\} = \mathbb{E} \left\{ \sum_{i=1}^{N_s} c_i^2 \cdot \epsilon_{x_i} + \sum_{i=N_s+1}^N c_i^2 \cdot \epsilon_{x_i} \right\}$$

$$= \mathbb{E} \left\{ \sum_{i=1}^{N_s/2} \sum_{j=i+1}^{N_s/2} c_i \cdot \epsilon_{x_i} \cdot c_j \cdot \epsilon_{x_j} + \sum_{i=N_s/2+1}^{N_s-1} \sum_{j=i+1}^{N_s} c_i \cdot \epsilon_{x_i} \cdot c_j \cdot \epsilon_{x_j} \right\}$$

where we assumed to have for simplicity a sequence of +1 until $N_s/2$ and of -1 from $\left(\frac{N_s}{2} + 1\right)$ until $N_s$, and that $\epsilon_{x_i+1}$ and $\epsilon_{x_i-1}$ depends only on the
transmitted chip (it means $\epsilon_{x,i-1} = \epsilon_{x,-1}$ and $\epsilon_{x,i+1} = \epsilon_{x,1}$ for any $i$-th chip. Then we can write

$$E\{\epsilon_y^2\} = E\left\{(\frac{N_s}{2} \cdot \epsilon_{x,i+1})^2\right\} + E\left\{\left(-\frac{N_s}{2} \cdot \epsilon_{x,i-1}\right)^2\right\}$$

(8.59)

$$= \frac{N_s^2}{4} \cdot E\{\epsilon_{x,i+1}^2\} + \frac{N_s^2}{4} \cdot E\{\epsilon_{x,i-1}^2\} = \frac{N_s^2}{2} \cdot E\{\epsilon_x^2\}$$

where

$$E\{\epsilon_x^2\} = \frac{1}{2} E\{\epsilon_{x,i+1}^2\} + \frac{1}{2} E\{\epsilon_{x,i-1}^2\}.$$  (8.60)

We finally obtain the SQNR\(_{\text{out}}\) expression as

$$\text{SQNR}_{\text{out}} = \frac{N_s^2 \cdot E\{x_u^2\}}{\frac{N_s^2}{2} \cdot E\{\epsilon_x^2\}} = 2 \cdot \text{SQNR}_{\text{in}}$$  (8.61)

where no dependence on $N_s$ is present, and the processing gain for the SQNR is 3 dB only.
Chapter 9

Theoretical Bounds on the Localization Accuracy

9.1 Motivations

One of the main motivations supporting the introduction of the UWB-RFID system is related to the possibility of performing, with the same network adopted for identification, high-accuracy localization. The aim of the following derivation is understanding the fundamental limits in the achievable position accuracy with such a kind of network. This provides an insight on how the different system parameters and the readers deployment play a role on the maximum localization performance. Moreover it allows the quantification of the benefits deriving from the exploitation of multistatic techniques for localization, as in WSR. The comparison is obtained with the position error bound (PEB) introduced in [138] for active localization networks. In particular the derivation is valid not only for the UWB-RFID network object of this thesis, but also for WSR also refereed to as RSN [287].

9.2 System Model

Both RFID networks and WSR networks are composed of transmitting entities, emitting the signals, tags or targets acting as reflectors, and receiving entities that detect the presence of the reflecting object and estimate the distance starting from the extraction of a feature from the received signal. The proposed performance bound is so applicable to both RFID networks and WSR networks. Due to the analogies in the backscatter processes, in the following we will refer to both tags and targets with the name objects.
With reference to Fig. 9.1 we will analyze two different configurations for what the level of cooperation between reference nodes is regarded:

(a) **Monostatic networks**: \( N_r \) transceivers (i.e., co-located transmitters and receivers) are employed in known positions \( \mathbf{p}_{R_i} = (x_{R_i}, y_{R_i}) \), with \( i = 1, 2, \ldots, N_r \). Each reference node emits an interrogation signal and analyses the corresponding backscattered signals. This is the common operating mode proposed for RFID systems \[50\]. In this configuration, objects’ position estimation is performed by exploiting \( N = N_r \) observations;

(b) **Multistatic networks**: the network is composed of \( N_t \) transmitters and \( N_r \) receivers located in known positions \( \mathbf{p}_{T_j} = (x_{T_j}, y_{T_j}) \) and \( \mathbf{p}_{R_i} = (x_{R_i}, y_{R_i}) \), respectively, with \( j = 1, 2, \ldots, N_t \), and \( i = 1, 2, \ldots, N_r \). Transmitters and receivers can be separated or co-located. Each receiver can potentially receive all the backscattered signals corresponding to the \( N_t \) transmitters. In this configuration up to \( N = N_t \times N_r \) observations are exploited by the network for position estimation.

Hybrid solutions, where a receiver listens to a subset of the transmitted interrogation signals, are possible.\(^1\) We want to underline that the adoption of multistatic RFID is a novelty for this kind of technology where transmitters and receivers are usually co-located \[27\] \[50\].

\(^1\)See, as example, the case of one only transmitter and \( N_r \) receivers proposed for the WSR in \[287\].
9.2.1 Ranging Models and Localization

Since TOA estimation affects directly the performance theoretical bound, we define here the model adopted for the ranging error resulting from the processing operated on the de-spreaded signals analyzed in the previous chapters.

We assume tagged objects equipped with antennas presenting an omnidirectional radiation pattern (we neglect the angular dependency of the backscattered signal power) as well as we consider transmitter and receivers equipped with omnidirectional antennas. Moreover, we account for LOS propagation in the distance estimates.

Monostatic Networks

In this case transmitters and receivers are co-located. Since we have \( j = i \), for simplicity we drop the index \( j \) considering the ranging estimates \( r_i(p_k) = r_{i,j}(p_k) \). Denote \( d_{R_i} \) the distance between the \( i \)th reference node and the object, and consider that at least three receivers have detected the target. In ideal conditions (perfect range estimates), object’s position \( p_k \) is given by the intersection of circles centered in the reference nodes’ positions with radius equal to the reference node-target distance (trilateration).

Each distance measurement \( r_i(p_k) \) is assumed to be Gaussian distributed, that is, \( r_i(p_k) \sim \mathcal{N}(2d_{R_i}, \sigma_i(d_{R_i})) \), with \( \sigma_i^2(d_{R_i}) \) the estimation variance, which is a function of the target position \( p_k \). The factor 2 in the mean value accounts for the doubled estimated distance due to the two-hop link. Then, the distance estimation variance can be modeled, for example, according to the CRB with \( \sigma_i^2(d_{R_i}) = \sigma_0^2 d_{R_i}^{2\alpha} \), where \( \sigma_0^2 \) is the variance on ranging error of an object at distance \( d_{R_i} = 1 \) m from the reference node and \( \alpha \) is the pathloss exponent. The exponent \( 2\alpha \) accounts so for the two-hop link. This model is also suggested by the behavior of ML TOA estimators, considering the estimation variance as function of the SNR, that is, as function of the signal propagation distance.

---

2These assumptions can be also easily removed and different reflection behaviors or tag/target random orientations can be accounted for by including, for example, the derived PEB expressions in Monte Carlo simulations.

3The derivation can also be extended accounting for biases due to NLOS propagation as in [138].

4In presence of distance estimation errors several approaches can be found in the literature [24].

5Here and in the following we do not indicate the dependence on \( p_k \) of \( d_{R_i} \) and \( r_i \) for convenience of notation.
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Multistatic Networks

In this case \( N_t \) transmitters are present and \( N_r \) receivers perform demodulation of the backscatter signals. Denote \( d_{Tj} \) the distance of the generic object from the \( j \)th transmitter and \( d_{Ri} \) the distance from the \( i \)th receiver.

Now distance estimates through signal TOA are related to the sum \( d_{Tj} + d_{Ri} \). Once this distance is estimated, in ideal conditions object’s position can be obtained by the intersection of ellipses with foci on the \( j \)th transmitter and on the \( i \)th receiver \[274\]. If the transmitter and receiver are co-located, the ellipse collapses in a circumference as for the monostatic case and thus the position estimation relies on the intersection of both ellipses and circles (in particular, \( N_r \) circumferences and \( N_r (N_r - 1) \) ellipses). In this scenario, we still model each distance measurement \( r_{i,j}(p_k) \), related to the \( i \)th receiver and the \( j \)th transmitter, according to a Gaussian distribution \( r_{i,j}(p_k) \sim \mathcal{N}(d_{Tj} + d_{Ri}, \sigma_{i,j}(d_{Tj}, d_{Ri})) \). The estimation variance can be modeled according to the CRB with \( \sigma_{i,j}^2(d_{Tj}, d_{Ri}) = \sigma_0^2 d_{Tj} d_{Ri} \), where \( \sigma_0^2 \) is, again, the variance for the distance estimation of an object at distance of 1 m from both the transmitter and the receiver. In this case both \( d_{Tj} \) and \( d_{Ri} \) are function of \( p_k \).\(^6\)

9.2.2 Ranging Error and System Parameters

In order to compute the PEB it is necessary to model the ranging estimation variance at the reference distance \( \sigma_0^2 \). This can be related directly to system parameters considering the CRB bound of the distance estimator, once the estimator typology is defined. Considering, for example, TOA estimation, the expression for the CRB is \[51\]  
\[
\sigma_0^2 = \frac{c^2}{8 \pi^2 \beta^2 \text{SNR}_0} \tag{9.1}
\]
where \( \text{SNR}_0 \) is the SNR of the received signal \( p(t) \) at the reference distance \( d_0 = 1 \) m, \( c \) is the speed of light, \( \beta \) is the effective bandwidth of \( p(t) \) defined in \[3.23\].

The SNR of the received signal can be obtained considering its PSD, the receiver noise and the number of coherently integrated pulses \( N_s \) as \[274\]  
\[
\text{SNR}_0 = \frac{N_s T_p}{N_0} \int_{f_l}^{f_u} \frac{S_t(f)G_t^2(f)\sigma(f)c^2}{(4\pi)^3 f^2} \, df \tag{9.2}
\]

\(^6\)We do not indicate the dependence on \( p_k \) also of \( d_{Tj} \) and \( r_{i,j} \) for convenience of notation.

\(^7\)See also \[3.22\] and Chapter 3.
for untagged objects (i.e., in WSR) and (8.36) considering $d = d_0$ for tagged objects (i.e., in RFID networks), where $S_t(f)$ is the transmitted one-sided PSD generally imposed by emission masks, $G_t(f)$ is the antenna gain of transmitters and receivers, and $f_L$, $f_U$ are, respectively, the lower and upper extreme of the signal bandwidth.

9.3 Localization Performance Bounds

The lower bound on the MSE of any position estimator $\hat{p}_k = (\hat{x}_k, \hat{y}_k)$ of $p_k$ that exploits $N$ distance observations $r = [r_1, r_2, \ldots, r_N]$ is given by the CRB [66]

$$E_r \{(p_k - \hat{p}_k)(p_k - \hat{p}_k)^T\} \succeq J^{-1}(p_k) \quad (9.3)$$

where $E_r \{\cdot\}$ is the expectation with respect to the vector $r$ and $J(p_k)$ is the Fisher information matrix (FIM) given by

$$J(p_k) = E_r \{[\nabla_{p_k} \ln(f(r|p_k))][\nabla_{p_k} \ln(f(r|p_k))]^T\} \quad (9.4)$$

having indicated with $f(r|p_k)$ the p.d.f. of the observation vector $r$ conditioned on $p_k$. The PEB is then defined as [138]

$$\text{PEB}(p_k) \triangleq \sqrt{\text{tr}\{J^{-1}(p_k)\}} \quad (9.5)$$

where tr{·} is the trace of a square matrix. Considering the observations as independent we have

$$f(r|p_k) = \prod_{i=1}^{N} f_i(r_i|p_k) \quad (9.6)$$

where $f_i(r_i|p_k)$ is the p.d.f. of the $i$th observation conditioned on $p_k$. Considering that

$$\nabla_{p_k} \ln(f(r|p_k)) = \sum_{i=1}^{N} \frac{1}{f_i(r_i|p_k)} \left[ \frac{\partial f_i(r_i|p_k)}{\partial x_k} \frac{\partial f_i(r_i|p_k)}{\partial y_k} \right] \quad (9.7)$$

8In Sec. 9.2 we defined $r$ as a bidimensional vector for multistatic networks. For simplicity of notation here we consider a one dimensional vector containing all the $N = N_t \times N_r$ elements.

9$A \succeq B$ means that $A - B$ is non-negative definite.

10This is generically reasonable in the monostatic configuration. For multistatic networks it is still reasonable, for example, adopting the TDMA-based MAC for the $N_t$ transmitters, if $N_t > 1$. 209
we obtain

\[
J(p_k) = \mathbb{E}_r \left\{ \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{1}{f_i(r_i|p_k) f_j(r_j|p_k)} \times \left[ \frac{\partial f_i(r_i|p_k)}{\partial x_k} \frac{\partial f_j(r_j|p_k)}{\partial y_k} - \frac{\partial f_i(r_i|p_k)}{\partial y_k} \frac{\partial f_j(r_j|p_k)}{\partial x_k} \right] \right\}.
\] (9.8)

As showed in [138] all terms in (9.8) for \(i \neq j\) are 0 so that

\[
J(p_k) = \mathbb{E}_r \left\{ \sum_{i=1}^{N} \frac{1}{f_i(r_i|p_k)^2} \times \left[ \left( \frac{\partial f_i(r_i|p_k)}{\partial x_k} \right)^2 \frac{\partial f_i(r_i|p_k)}{\partial y_k} - \frac{\partial f_i(r_i|p_k)}{\partial y_k} \left( \frac{\partial f_i(r_i|p_k)}{\partial x_k} \right)^2 \right] \right\}.
\] (9.9)

The PEB can be obtained by computing \(J(p_k)\) using (9.9) for each network configuration, and then according to (9.5).

### 9.3.1 Monostatic Networks

In order to compute the FIM (9.9) it is necessary to derive the expression of \(\frac{\partial f_i(r_i|p_k)}{\partial x_k}\) and \(\frac{\partial f_i(r_i|p_k)}{\partial y_k}\). Considering that the p.d.f. of the distance estimate results

\[
f_i(r_i|p_k) = \frac{1}{\sqrt{2\pi\sigma_i^2d_{R_i}^2}} \exp \left\{ -\frac{(r_i - 2d_{R_i})^2}{2\sigma_i^2d_{R_i}^2} \right\}
\] (9.10)

we obtain

\[
\frac{\partial f_i(r_i|p_k)}{\partial x_k} = \frac{1}{\sqrt{2\pi\sigma_i^2}} \exp \left\{ -\frac{\nu_i^2}{2\sigma_i^2} \right\} \left( \frac{\alpha\nu_i^2}{\sigma_i^2d_{R_i}^2} + \frac{2\nu_i}{\sigma_i^2} - \frac{\alpha}{d_{R_i}} \right) \left( \frac{\partial}{\partial x_k} d_{R_i} \right),
\] (9.11)

\[
\frac{\partial f_i(r_i|p_k)}{\partial y_k} = \frac{1}{\sqrt{2\pi\sigma_i^2}} \exp \left\{ -\frac{\nu_i^2}{2\sigma_i^2} \right\} \left( \frac{\alpha\nu_i^2}{\sigma_i^2d_{R_i}^2} + \frac{2\nu_i}{\sigma_i^2} - \frac{\alpha}{d_{R_i}} \right) \left( \frac{\partial}{\partial y_k} d_{R_i} \right)
\] (9.12)

where \(\nu_i = (r_i - 2d_{R_i})\). We have also

\[
\frac{\partial}{\partial x_k} d_{R_i} = \frac{x_k - x_i}{d_{R_i}} = \cos \theta_i,
\] (9.13)

\[
\frac{\partial}{\partial y_k} d_{R_i} = \frac{y_k - y_i}{d_{R_i}} = \sin \theta_i
\] (9.14)
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having indicated with $\theta_i$ the angle between the object and the $i$th receiver, measured with respect to the horizontal. We can now rewrite (9.9) as

$$J(p_k) = \sum_{i=1}^{N} \Gamma_i(d_{Ri}) \left[ \begin{array}{ccc} \cos^2 \theta_i & \cos \theta_i \sin \theta_i & \sin^2 \theta_i \\ \cos \theta_i \sin \theta_i & \sin \theta_i & \cos \theta_i \\ \sin^2 \theta_i & \cos \theta_i \sin \theta_i & \cos^2 \theta_i \end{array} \right]$$

(9.15)

where $\Gamma_i(d_{Ri})$ accounts for the expectation in (9.9) and is given by

$$\Gamma_i(d_{Ri}) = \int_{-\infty}^{\infty} \frac{1}{f_i(r_i|p_k)} g_i^2(\nu_i) \, d\nu_i$$

(9.16)

with

$$g_i(\nu_i) = \frac{1}{\sqrt{2\pi}\sigma_i^2} \exp\left\{-\frac{\nu_i^2}{2\sigma_i^2}\right\} \left(\frac{\alpha\nu_i^2}{\sigma_i^2 d_{Ri}} + \frac{2\nu_i}{\sigma_i^2} - \frac{\alpha}{d_{Ri}}\right).$$

(9.17)

Substituting (9.17) in (9.16) the integral results

$$\Gamma_i(d_{Ri}) = \frac{4}{\sigma_i^2} + \frac{2\alpha^2}{d_{Ri}^2}.$$  

(9.18)

Moreover we can rewrite $J$ in the form

$$J(p_k) = \left[ \begin{array}{c} \sum_{i=1}^{N} \Gamma_i^{(1)}(p_k) \\ \sum_{i=1}^{N} \Gamma_i^{(2)}(p_k) \\ \sum_{i=1}^{N} \Gamma_i^{(3)}(p_k) \\ \sum_{i=1}^{N} \Gamma_i^{(4)}(p_k) \end{array} \right] = \left[ \begin{array}{cccc} \sum_{i=1}^{N} \Gamma_i(d_{Ri}) \cos^2 \theta_i & \sum_{i=1}^{N} \Gamma_i(d_{Ri}) \cos \theta_i \sin \theta_i & \sum_{i=1}^{N} \Gamma_i(d_{Ri}) \sin \theta_i & \sum_{i=1}^{N} \Gamma_i(d_{Ri}) \sin^2 \theta_i \end{array} \right].$$

(9.19)

The determinant of this matrix is given by

$$\det J(p_k) = \left(\sum_{i=1}^{N} \Gamma_i(d_{Ri}) \cos^2 \theta_i\right) \left(\sum_{i=1}^{N} \Gamma_i(d_{Ri}) \sin^2 \theta_i\right) - \left(\sum_{i=1}^{N} \Gamma_i(d_{Ri}) \cos \theta_i \sin \theta_i\right)^2.$$  

(9.20)

Finally, it is so possible to derive $J^{-1}$ as

$$J^{-1}(p_k) = \frac{1}{\det J(p_k)} \times \left[ \begin{array}{cccc} \sum_{i=1}^{N} \Gamma_i(d_{Ri}) \sin^2 \theta_i & -\sum_{i=1}^{N} \Gamma_i(d_{Ri}) \cos \theta_i \sin \theta_i \\ -\sum_{i=1}^{N} \Gamma_i(d_{Ri}) \cos \theta_i \sin \theta_i & \sum_{i=1}^{N} \Gamma_i(d_{Ri}) \cos^2 \theta_i \end{array} \right].$$

(9.21)
obtaining for the PEB the expression

\[
\text{PEB}(p_k) = \sqrt{\left(\sum_{i=1}^{N} \Gamma_i(d_{Ri}) \cos^2 \theta_i\right)\left(\sum_{i=1}^{N} \Gamma_i(d_{Ri}) \sin^2 \theta_i\right) - \left(\sum_{i=1}^{N} \Gamma_i(d_{Ri}) \cos \theta_i \sin \theta_i\right)^2}.
\]

(9.22)

This expression is formally equal to the one derived in [138] for active localization networks, with a different expression for the terms in (9.18) characteristic of these passive localization networks.

### 9.3.2 Multistatic Networks

For convenience of notation we rewrite (9.9) by introducing a double sum accounting for the \( N = N_t \times N_r \) observations due to the contribution of \( N_t \) transmitters and \( N_r \) receivers, that is

\[
\text{J}(p_k) = \mathbb{E}_r \left\{ \sum_{i=1}^{N_r} \sum_{j=1}^{N_t} \frac{1}{\left| f_{i,j}(r_{i,j}|p_k) \right|^2} \cdot \exp \left\{ -\frac{(r_{i,j} - d_{Tj} - d_{Ri})^2}{2\sigma_0^2 d_{Tj} d_{Ri}} \right\} \right\}
\]

(9.23)

where \( f_{i,j}(r_{i,j}|p_k) \) is given by

\[
f_{i,j}(r_{i,j}|p_k) = \frac{1}{\sqrt{2\pi\sigma_0^2 d_{Tj} d_{Ri}}} \exp \left\{ -\frac{(r_{i,j} - d_{Tj} - d_{Ri})^2}{2\sigma_0^2 d_{Tj} d_{Ri}} \right\}.
\]

(9.24)

The partial derivatives in (9.23) can be easily computed obtaining

\[
\frac{\partial f_{i,j}(r_{i,j}|p_k)}{\partial x_k} = \frac{1}{\sqrt{2\pi\sigma_0^2 d_{Tj}^2 d_{Ri}^2}} \exp \left\{ -\frac{\alpha^2}{2\sigma_0^2 d_{Tj}^2 d_{Ri}^2} \right\}
\]

\[
\times \left[ \left( \frac{\alpha \bar{\nu}_{i,j}^2}{2\sigma_0^2 d_{Tj}^2} + \frac{\bar{\nu}_{i,j}}{\sigma_0^2 d_{Tj}} - \frac{\alpha}{2 d_{Tj}} \right) \left( \frac{\partial}{\partial x_k} d_{Tj} \right) \right]
\]

(9.25)
and
\[
\frac{\partial f_{i,j}(r_{i,j} | \mathbf{p}_k)}{\partial y_k} = \frac{1}{\sqrt{2\pi \sigma^2_{i,j}}} \exp \left\{ - \frac{\tilde{\nu}^2_{i,j}}{2\sigma^2_{i,j}} \right\}
\]
\[
\times \left[ \left( \frac{\alpha \tilde{\nu}^2_{i,j}}{2\sigma^2_{i,j} d_{T_j}} + \frac{\tilde{\nu}_{i,j}}{\sigma^2_{i,j}} - \frac{\alpha}{2d_{T_j}} \right) \left( \frac{\partial}{\partial y_k} d_{T_j} \right) + \left( \frac{\alpha \tilde{\nu}^2_{i,j}}{2\sigma^2_{i,j} d_{R_i}} + \frac{\tilde{\nu}_{i,j}}{\sigma^2_{i,j}} - \frac{\alpha}{2d_{R_i}} \right) \left( \frac{\partial}{\partial y_k} d_{R_i} \right) \right]
\]
(9.26)

where \( \tilde{\nu}_{i,j} = (r_{i,j} - d_{T_j} - d_{R_i}) \). We have also
\[
\frac{\partial}{\partial x_k} d_{T_j} = \frac{x_k - x_j}{d_{T_j}} = \cos \phi_j ,
\]
(9.27)
\[
\frac{\partial}{\partial y_k} d_{T_j} = \frac{y_k - y_j}{d_{T_j}} = \sin \phi_j
\]
(9.28)

having indicated with \( \phi_j \) the angle between the \( j \)th transmitter and the object, measured with respect to the horizontal.

Considering the structure of the matrix \( \mathbf{J}(\mathbf{p}_k) \) in (9.23)
\[
\mathbf{J}(\mathbf{p}_k) = \begin{bmatrix} J_{1,1}(\mathbf{p}_k) & J_{1,2}(\mathbf{p}_k) \\ J_{2,1}(\mathbf{p}_k) & J_{2,2}(\mathbf{p}_k) \end{bmatrix}
\]
(9.29)

we obtain the terms
\[
J_{1,1}(\mathbf{p}_k) = \sum_{i=1}^{N_i} \sum_{j=1}^{N_i} \frac{1}{\sqrt{2\pi \sigma^2_{i,j}}} \int_{-\infty}^{\infty} \exp \left\{ - \frac{\tilde{\nu}^2_{i,j}}{2\sigma^2_{i,j}} \right\} \times (k_{T_j} \cos \phi_j + k_{R_i} \cos \theta_i)^2 \, d\tilde{\nu}_{i,j},
\]
(9.30)
\[
J_{2,2}(\mathbf{p}_k) = \sum_{i=1}^{N_i} \sum_{j=1}^{N_i} \frac{1}{\sqrt{2\pi \sigma^2_{i,j}}} \int_{-\infty}^{\infty} \exp \left\{ - \frac{\tilde{\nu}^2_{i,j}}{2\sigma^2_{i,j}} \right\} \times (k_{T_j} \sin \phi_j + k_{R_i} \sin \theta_i)^2 \, d\tilde{\nu}_{i,j},
\]
(9.31)
\[
J_{1,2}(\mathbf{p}_k) = J_{2,1}(\mathbf{p}_k) = \sum_{i=1}^{N_i} \sum_{j=1}^{N_i} \frac{1}{\sqrt{2\pi \sigma^2_{i,j}}} \int_{-\infty}^{\infty} \exp \left\{ - \frac{\tilde{\nu}^2_{i,j}}{2\sigma^2_{i,j}} \right\} \times (k_{T_j} \cos \phi_j + k_{R_i} \cos \theta_i) (k_{T_j} \sin \phi_j + k_{R_i} \sin \theta_i) \, d\tilde{\nu}_{i,j}
\]
(9.32)
where

\[ k_{Tj} = \left( \frac{\alpha \tilde{\nu}_{i,j}^2}{2\sigma_{i,j}^2 d_{Tj}} + \frac{\tilde{\nu}_{i,j}}{\sigma_{i,j}^2} - \frac{\alpha}{2d_{Tj}} \right) \]  

(9.33)

and

\[ k_{Ri} = \left( \frac{\alpha \tilde{\nu}_{i,j}^2}{2\sigma_{i,j}^2 d_{Ri}} + \frac{\tilde{\nu}_{i,j}}{\sigma_{i,j}^2} - \frac{\alpha}{2d_{Ri}} \right) . \]  

(9.34)

The integrals can be solved in closed form, obtaining:

\[ J_{1,1}(p_k) = \sum_{i=1}^{N_r} \sum_{j=1}^{N_t} \left[ \left( \frac{1}{\sigma_{i,j}^2} + \frac{\alpha^2}{2d_{Tj}^2} \right) \cos^2 \phi_j + \left( \frac{1}{\sigma_{i,j}^2} + \frac{\alpha^2}{2d_{Ri}^2} \right) \cos^2 \theta_i \right. \]
\[ + \left. \left( \frac{2}{\sigma_{i,j}^2} + \frac{\alpha^2}{d_{Tj} d_{Ri}} \right) \cos \phi_j \cos \theta_i \right] , \]  

(9.35)

\[ J_{2,2}(p_k) = \sum_{i=1}^{N_r} \sum_{j=1}^{N_t} \left[ \left( \frac{1}{\sigma_{i,j}^2} + \frac{\alpha^2}{2d_{Tj}^2} \right) \sin^2 \phi_j + \left( \frac{1}{\sigma_{i,j}^2} + \frac{\alpha^2}{2d_{Ri}^2} \right) \sin^2 \theta_i \right. \]
\[ + \left. \left( \frac{2}{\sigma_{i,j}^2} + \frac{\alpha^2}{d_{Tj} d_{Ri}} \right) \sin \phi_j \sin \theta_i \right] , \]  

(9.36)

\[ J_{1,2}(p_k) = J_{2,1}(p_k) = \sum_{i=1}^{N_r} \sum_{j=1}^{N_t} \left[ \left( \frac{1}{\sigma_{i,j}^2} + \frac{\alpha^2}{2d_{Tj}^2} \right) \cos \phi_j \sin \phi_j \right. \]
\[ + \left. \left( \frac{1}{\sigma_{i,j}^2} + \frac{\alpha^2}{2d_{Ri}^2} \right) \cos \theta_i \sin \theta_i \right. \]
\[ + \left. \left( \frac{1}{\sigma_{i,j}^2} + \frac{\alpha^2}{2d_{Tj} d_{Ri}} \right) \sin (\phi_j + \theta_i) \right] . \]  

(9.37)

We can now compute the PEB as

\[ \text{PEB}(p_k) = \sqrt{\frac{J_{1,1}(p_k) + J_{2,2}(p_k)}{\det J(p_k)}}. \]  

(9.38)

Notice that if the \( j \)-th transmitter is co-located with the \( i \)-th receiver (i.e., \( i = j \), so with \( d_{Tj} = d_{Ri} \) and \( \phi_j = \theta_i \)) we have that the \( i \)-th contributions in (9.35), (9.36) and (9.37) degenerates, as expected, into the FIM elements already derived in (9.19).
9.4 Case Studies

We present, as case study, results in terms of the PEB derived in Sec. 9.3 related to TOA-based UWB-RFID localization. First we report, in Sec. 9.4.1, the system parameters considered in simulations necessary to determine the ranging error at reference distance $\sigma_0^2$. Numerical evaluation of the PEB has been carried out in a square cell of $(20 \times 20)$ m$^2$, with 4 reference nodes placed at the corners if not differently specified. Specifically, 5 different configurations are analyzed, showing as first the PEB in the 2D scenario (Sec. 9.4.2), and then the performance in terms of LEO (Sec. 9.4.3).

9.4.1 System Parameters

We consider a symbol composed of $N_s = 8192$ pulses$^{11}$ with PRP $T_p = 200$ ns. Transmitters and receivers have an antenna gain $G_r = 2$ dBi, while tags are equipped with an antenna with gain $G_t = 1$ dBi$^{12}$. The backscattering modulation loss due to the presence of the switch in the tag is $L_t = 2$ dB. The transmitted signal, adopting RRC pulses with pulse width parameter $T_w = 1$ ns, roll-off factor $\nu = 0.6$, center frequency $f_c = 4$ GHz, is compliant with the IEEE 802.15.4a emission mask in the $3.2 − 4.7$ GHz. The pathloss coefficient and the receiver noise figure are, respectively, $\alpha = 2$ and $F = 4$ dB.

9.4.2 PEB in the 2D Scenario

Here we report the PEB mapped in the cell for each analyzed configuration. Note that we assume the same omnidirectional antennas for each case, while these can be optimized for any specific configuration.

Configuration #1. Figure 9.2 presents the PEB contour plot in the 2D scenario adopting a monostatic configuration. It is interesting to notice the presence of a wide central area where the localization error is almost constant to values close to 40 cm, which is quite interesting for many potential applications.

Configuration #2. Figure 9.3 reports the PEB considering an ideal multistatic configuration, where each receiver is able to process the signal emitted by each transmitter. In this case the localization performance is obviously significantly improved with respect to the monostatic configuration, and the error presents a different distribution in the 2D scenario. The best perfor-

$^{11}$This is a typical value for the number of pulses per symbol.

$^{12}$We neglect frequency dependence as first approximation.
Figure 9.2: Configuration #1. PEB considering 4 reference nodes (transceivers) at the corners (monostatic).

Figure 9.3: Configuration #2. PEB considering 4 reference nodes (transceivers) at the corners, each processing the signals of every transmitter (multistatic).

mance is guarantee in the areas close to the reference nodes.\footnote{Note that in this figure the scale is limited in the interval \([0 - 0.4]\) m for a better visualization.}

Configuration #3. A different configuration is examined in Fig. 9.4, where
two transmitters are placed in [0, 0] and [20, 20], and two receivers in the other two corners with coordinates [20, 0] and [0, 20]. Each receiver processes the signal of both the transmitters, and the best coverage is again in the areas close to the reference nodes. Moreover, it is interesting to notice that there is no distinction, for what concern the localization capability, if a tagged object is close to a transmitter or to a receiver. The performance is in general worse than that in configurations #1 and #2 mainly because the number of transmitter and receivers is halved.

**Configurations #4 – 5.** Other two multistatic configurations, with only one transmitter and 4 receivers, are investigated in Fig. 9.5 and Fig. 9.6. In configuration #4 the transmitter is co-located with the receiver in [0, 0], whereas in configuration #5 the transmitter is placed in the center of the monitored area in [10, 10]. As will be quantified in the next section, configuration #5 is particularly attractive when a good compromise between the number of transmitters/receivers and localization coverage is desired.

### 9.4.3 Localization Error Outage

In order to compare the different topologies from the quantitative point of view, we now analyze the performance in terms of LEO. In particular, the LEO is defined as the probability that the expected localization accuracy, where the expectation is taken over all the possible time instants and lo-
cations, does not satisfy a threshold accuracy level $\epsilon$ [52, 28]. Figure 9.7 reports the LEO as function of the target localization accuracy $\epsilon$ and for the different configurations investigated in Sec. 9.4.2. It is possible to notice how the multistatic configuration #2 with 4 transmitters and receivers ensures the highest performance in terms of outage achieving a target localization accuracy < 30 cm in almost all the locations of the area. The monostatic configuration #1 represents a trade-off among the investigated configurations, but cannot guarantee an error lower than about 35 cm in any location when our system parameters are considered. The adoption of more directive antennas can be an interesting solution for this specific case.

Differently, if we take into account configurations which employ a number of transmitters lower than 4, configuration #5 represents an interesting solution which guarantees performance close to that of configuration #2 with the advantage of a less power consuming network.

It is important to underline that the previous result did not account for the effective network localization update rate, that is the frequency at which the network is able to refresh the position estimate of a certain target object [52]. In fact, considering a network adopting $N_t$ transmitters working with a TDMA-based MAC to guarantee the absence of mutual interference between transmitters, a new target location estimate is available after a time not less than $N_pN_sN_t$ seconds, that is, the time to transmit $N_t$ ranging packets each one composed of $N_pN_s$ pulses. If now we assume to work with a network
composed of a lower number of transmitters, as in configurations #3 − 5, the same localization update rate can be guaranteed considering a symbol with a higher number of pulses $N_s$.[14] The corresponding increase of the effective SNR exploited by the receivers leads to a performance improvement. For a fair comparison between configurations, Fig. 9.8 shows the LEO considering the same setting as in Fig. 9.7 where results are obtained at constant update rate, that is, by considering $N_s = 2 \times 8192$ for configuration #3 and $N_s = 4 \times 8192$ for configurations #4 − 5. In this setting, it is interesting to see how the multistatic configuration #5, with one only transmitter placed at the center of the cell, is able to outperform also the multistatic case #2 with 4 co-located transmitters and receivers. Moreover, all multistatic configurations outperform the monostatic configuration #1.

It has to be remarked that results provided so far are related to performance bounds which serve as benchmarks for any practical localization estimator as well as useful tools for identifying the best network deployment topology and configuration once the parameters are set as in Sec. 9.4.1. In practical setting, other issues must be taken into account, such as reference nodes synchronization, especially in multistatic configurations, and not omni-directional and frequency dependent object RCS. Reference nodes antennas gain and directivity play also an important role in the performance evaluation that needs to be investigated.

[14] We consider the ranging packet composed of a fixed number of symbols.
9.5 Conclusions

In this chapter theoretical bounds on the localization accuracy for non-cooperative objects (tagged and untagged) have been derived for monostatic and multistatic network configurations. These bounds are quite general and allow the investigation of the localization performance as a function of system parameters, network topology and configuration. The case studies analyzed have shown how the developed analytical framework is useful in identifying the best network topologies and configurations that maximize the localization coverage.

Figure 9.7: Localization error outage for different network configurations.
Figure 9.8: Localization error outage for different network configurations when fixing the localization update rate.
Conclusions

This thesis covered different topics related to context-aware wireless networks, that are networks capable to adapt their behavior to the context and to the application, thanks to the possibility of enabling communication, sensing and localization, even considering active nodes and/or (semi-)passive nodes (i.e., nodes not equipped with transmitters). Problems of signals demodulation, signal parameters estimation and localization have been addressed. In particular low complexity solutions for demodulation and time-of-arrival (TOA) estimation, also adopting ultrawide-band (UWB) signals, have been investigated. The localization problem has been addressed from a practical point of view, introducing solutions to cope with non-line-of-sight (NLOS) channel conditions. Novel radio-frequency identification (RFID) technologies have been investigated as case-study of context-aware wireless networks. Analytical methods have been exploited to derive theoretical bounds and analyze, in closed form, the performance of the proposed techniques. Experimentation has been adopted for characterizing the performance of real networks and to develop algorithms starting from real measured signals. Practical techniques and ad-hoc system designs have been devised to deal with implementation issues or demand of low-complexity realizations.

Specifically, in Chapter 1 a new blind method for the determination of the integration time in non-coherent UWB receivers has been proposed. It is based on information theoretic criteria (ITC) for model order selection problems, and it does not require any a priori knowledge or explicit features estimation from the propagation environment, as usual assumed with other techniques. This allows exploiting part of the multipath channel diversity without adopting complex receiver architectures. In Chapter 2 novel non-coherent receiver structures, called stop-and-go (SaG) receivers, have been introduced and analyzed. This SaG strategy, based on energy detection, can be adopted with transmitted-reference (TR)-autocorrelation receivers (AcRs) or energy detector receivers (EDRs), and it is able to further improve the signal demodulation performance with respect to conventional receivers in clustered multipath channels, also in presence of synchronization errors. Moreover dif-
ferent optimization techniques, requiring different complexity and enabling
different receiver performance, have been proposed and characterized, pro-
viding closed-form expressions for the receiver bit error probability (BER).

In Chapter 3 the problem of time delay estimation (TDE) (or TOA es-
estimation) has been addressed from a theoretical point of view. This process
is the key feature enabling network localization based on ranging measure-
ments. Even if this issue has been widely investigate in the literature, no
significant theoretical analyses are available in case of partial or no knowl-
dge of the received signal waveform available. Along this direction, new
fundamental bounds on TDE have been derived for different conditions, in
particular in the case the received signal is partially known or totally un-
known at receiver side, as often occurs in practice due to multipath propaga-
tion or due to the need of considering low-complexity estimators. Practical
estimators, such as energy-based estimators, have been revised in the context
of the novel theoretical derivation, and their performance compared with the
new bounds. This comparison has highlighted how the new bounds are very
tight for all SNRss of interest, providing a new design method previously not
available due to the impossibility of defining the Cramér-Rao bound (CRB)
in the case of unknown signals. Thanks to the presented derivation the esti-
mator performance can be, in fact, characterized analytically. The obtained
results represent also a more general outcome with applications to different
signal processing problems involving audio processing, source localization,
and synchronization.

In Chapter 4 an experimentation methodology for the characteriz ation of
coperative localization networks in realistic indoor environments has been
introduced. In the same chapter practical algorithms able to improve the ac-
curacy in NLOS channel conditions have been proposed and tested on mea-
surement databases realized during the experimentation. In particular it has
been shown using experimental data how it is possible to detect the presence
of LOS and NLOS channel conditions by a proper processing of the received
waveform, and how this information, as well as the prior knowledge of the
environment map, can improve the localization accuracy. With the purpose
of enhancing the localization coverage seriously compromised by the pres-
ence of NLOS channel conditions, in Chapter 5 the idea of non-regenerative
relaying for network localization has been introduced. A system analysis
has been presented and ad hoc position estimation techniques, accounting
for the presence of relay nodes in the network, have been devised. The case
studies investigated have highlighted the significant localization coverage im-
provement achievable in NLOS conditions using the proposed low complexity
relaying scheme.

In Chapter 6 the concept of UWB-RFID systems for detecting and locat-
ing semi-passive tags based on backscatter modulation has been introduced as example of context-aware wireless network. Performance analysis for what concerns signal demodulation in ideal conditions and with ideal hardware has been presented in Chapter 7 to assess the system feasibility. A deep study involving low-complexity receiver structures and with hardware constraints has been provided in Chapter 8. Specifically, receiver architectures able to work in realistic conditions and capable to deal with problems related to multi-tag interference, synchronization mismatches and clock drift have been introduced and characterized in terms of performance. Moreover the main design challenges and practical solutions for implementation concerning receiver dynamic range, A/D conversion, synchronization and multiple access have been investigated. Finally, theoretical bounds on the localization accuracy of RFID-UWB systems have been derived in Chapter 9. These bounds are useful to characterize not only the RFID-UWB network from the point of view of the localization accuracy, but can be also applied to other passive localization networks such wireless sensor radars (WSRs). In particular the behavior of different network configurations can be described, allowing the characterization of monostatic, bistatic and multistatic networks.

Several issues investigated in this thesis are under extension for further publications. In particular, for what concerns the problem of TDE, the introduction of non-idealities on the signal model, such as fading and interference effects will be considered in the future in the analysis of theoretical bounds. This allows describing in analytic form the behavior of non-coherent TOA estimators in presence of these effects. The introduction of the same non-idealities can be considered for deriving the BEP expressions characterizing the SaG receivers proposed in Chapter 2. In the field of location-awareness, novel experimental campaigns, started from the work carried out at MIT, are in preparation in order to test different localization algorithms in different operating scenarios under a common database. Moreover the feasibility of the relaying scheme will be proved with experimental measurements in realistic propagation conditions, in cooperation with CEA-LETI, a partner of the European project SELECT. The different components of the UWB-RFID system and the signal processing tasks introduced and analyzed are currently under development and a proof of concept of the feasibility of this system will be provided in the following months within the European project SELECT. The framework developed so far for passive localization can represent a starting point for further investigations on localization networks involving active and passive tags or offering WSR functionalities in conjunction with multistatic approaches. Finally, as introduced in Chapter 6, multistatic techniques can be investigated in the UWB-RFID system not only for tags localization, but also for enhanced detection and robust tag to reader communication.
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