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Executive summary of the thesis 

 

by Marco Paglione 

 

Atmospheric aerosol particles directly impact air quality, visibility and atmospheric transparency, 

through scattering and absorption of light (i.e., direct climate forcing effect) and by modulating the 

formation and properties of clouds (i.e., indirect climate forcing effect) which in turns contribute to 

control the climate system at both regional and global scales (Ravishankara, 2005; IPCC, 2007; 

Ghan, 2007). Organic Aerosol (OA) in general accounts for a large fraction (10–90%) of the global 

submicron (PM1) particulate mass (Kanakidou et al., 2005; Zhang et al., 2007) whereas the rest of 

the mass consists of soot, inorganic salts, metals and elements. The inorganic and elemental fraction 

of the particle mass has been quite well characterized, while much less is known about the 

composition of the organic fraction. The characterization of OA chemical composition and mass 

concentration is limited by analytical challenges arising from the fact that atmospheric OA is a 

complex mixture of thousands of organic compounds characterized by vastly different properties, 

such as oxidation state, volatility and hygroscopicity, and extremely diverse sources and 

atmospheric reactions.  

Organic particles are either emitted directly into the atmosphere as primary organic aerosol (POA) 

or form in the atmosphere as secondary organic aerosol (SOA) due to the photochemical conversion 

of gaseous precursors, including both anthropogenic and biogenic species (Pankow, 1994; Kroll and 

Seinfield, 2008; Calvert, 2002; Atkinson and Arey, 2003). Current atmospheric chemical transport 

models estimate that SOAs dominate the aerosol organic composition at the global scale 

(Baltensperger et al., 2005; Lanz et al., 2007). Nevertheless, current estimates of global SOA 

production remain extremely uncertain due to the lack of observations capable to constrain the 

contributions from the various SOA sources.  

In general, OA measurement methods can be divided into two broad categories: off-line and on-

line. Off-line techniques, e.g., gas chromatography/mass spectrometry (GC/MS), liquid 

chromatography/MS (LC/MS), nuclear magnetic resonance (NMR) and Fourier transform infrared 

(FTIR) spectroscopy, provide detailed information on individual chemical species or functional 

groups but require large amounts of sample, resulting in low time resolution (hours to days). On-

line techniques (e.g., aerosol mass spectrometry, AMS, or Proton-Transfer-Reaction Mass 

Spectrometry, PTR-MS) usually provide less specific information on composition, with little details 
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on individual species concentrations, but benefit from fast acquisition times, providing near real-

time data (Saarikoski et al., 2012; Duarte and Duarte, 2011). 

A universal technique for atmospheric organic aerosol analysis does not exist, and trade-offs 

between specificity or resolution and recovery have to be applied, resulting in a certain degree of 

complementariness between the analytical techniques (Hallquist et al., 2009). For this reason, a 

comprehensive characterization can be attempted by employing suitable combinations of 

techniques. This approach, however, involves the problem of treating heterogeneous chemical 

datasets with a large number of variables, up to 102 - 103 in the case of mass spectra or high 

resolution NMR. In order to reduce the database complexity, algorithms for multivariate statistical 

analysis and factor analysis are increasingly used for the identification of “hidden” information in 

the datasets and for explanation of the variability in the chemical records obtained at a given site 

using a limited number of relevant variables (“receptor modelling”) (Viana et al., 2008). 

Multivariate statistical techniques, overall called Factor Analysis, such as Positive Matrix 

Factorization (PMF) (Paatero and Tapper, 1994; Paatero, 1999) and Multivariate Curve Resolution 

(Terrado et al., 2010) are used to deconvolve a time series of simultaneous measurements into a set 

of “factors” or “components”, representing groupings of chemical species that correlate in time, and 

their time-dependent concentrations. These factors can be related to specific emission sources or 

atmospheric reactions, on the basis of chemical tracer profiles or of the links between time trends 

and atmospheric transport (e.g., wind direction respect to sources). Because receptor models require 

no a priori knowledge of source-specific emission inventories, they are ideal for use in locations 

where emission inventories are poorly characterized or where atmospheric processing and 

secondary formation play a major role. 

Several publications in last years dealt with factor analysis applied to datasets of OA chemical 

compositions from both off-line and on-line measurements. Most consistent results are based on the 

deconvolution of AMS mass spectra and allowed the separation of OA components into a few 

chemical classes: oxygenated OA (OOA), hydrocarbon-like OA (HOA), and sometimes other 

components such as biomass burning OA (BBOA) (Zhang et al., 2011). It was found that the 

majority of OA mass is accounted for by OOA which can be further decomposed into a more 

oxidized component, the low-volatility OOA (LV-OOA), and a less oxidized one, the semi-volatile 

OOA (SV-OOA) (Ng et al., 2010). Moreover, there is strong evidence that most atmospheric OOA 

is of secondary origin since its concentration is strongly correlated to photochemical activity tracers 

(Volkamer et al., 2006). Laboratory and field observations and state-of-the-art gas-to-particle 

partitioning models suggest that atmospheric OOA are a highly dynamic system, tightly coupled to 

gas-phase oxidation chemistry (Jimenez et al., 2009). Examination of a large AMS dataset for 
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Northern Hemisphere environments (Ng et al. 2010) showed that in spite of the great variability in 

compositions in near-source areas, all compositions tend to converge to highly oxidized LV-OOA at 

background sites and whose composition is confined in a relatively narrow range of the most 

characteristics mass fragments, that must be considered as an endpoint of OA transformation 

(“ageing”) in the troposphere. Nevertheless, the relative contribution of POA and SOA to the 

overall OA budget remains controversial due to the persistent discrepancies between measured OA 

concentrations and predictions of atmospheric chemistry models. Finally, preliminary comparison 

of the AMS groupings for OA with those emerging from other techniques (i.e. FT-IR or NMR) 

indicates that the actual diversity of aerosol organic chemical classes (and especially of its 

secondary fraction) is greater than suggested by AMS alone, and hence it requires information from 

complementary analytical techniques. 

 

Chemometric methods for sample source identification are used in many disciplines, but contrary to 

other scientific fields, methods relying on the analysis of NMR datasets are rarely used in 

atmospheric sciences. This thesis work is a first attempt to fill this gap. It provides an original 

application of NMR-based chemometric methods to atmospheric aerosol source 

apportionment. The method was tested on chemical composition databases obtained from sample 

sets collected at both pristine and polluted environments in Europe, hence exploring the impact of a 

great diversity of natural and anthropogenic sources. In this work, we focused on sources of water-

soluble organic aerosols, for which the NMR analysis provides substantial advantages compared to 

alternative methods. Moreover, aerosol water-soluble organic carbon (WSOC) represents a fraction 

of aerosol organic matter for which the traditional source apportionment methods, relying on the 

GC/MS analysis of tracer compounds, is less reliable and for which the development of new 

methods, more suitable for the analysis of very polar compounds, is advisable. 

In recent years, progress in the application of NMR techniques to the analysis of atmospheric 

aerosols showed that: 

a) the sensitivity of proton-NMR (H-NMR) analysis of atmospheric samples conducted in strong 

magnetic fields (≥ 400 MHz) is not inferior to that of GC/MS analysis, making H-NMR suitable for 

the analysis of full time series of samples collected during experimental field campaigns; 

b) the availability of new spectral datasets from laboratory studies, like in reaction chambers 

(“smog” chambers) provided the basis for the assignment of NMR spectral fingerprints to specific 

aerosol sources. 

In this context, this thesis work starts from nine NMR datasets for submicron aerosol WSOC 

samples collected during field campaigns of the research project EUCAARI, characterized by 
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different levels of complexity and source variability. Standard factor analysis algorithms are then 

applied and compared. A minimum spread in the results from the various mathematical algorithms 

was indicative of genuine solutions, suitable for the estimation of specific source contributions to 

the WSOC mass concentrations. Most of the following discussion will deal with the interpretation 

of factor “profiles” and “contributions”. While profiles represent the characteristic NMR spectra for 

each factor and are interpreted on the basis of the underlying functional group composition and by 

comparing with libraries of NMR spectra, the contributions are the time trends and contributing 

amounts to the total aerosol concentrations. Comparison of factor time trends with those of tracer 

compounds derived by ancillary techniques, such as ion chromatography, supported the assignment 

of factors to specific sources. 

The factor analysis techniques, applied independently to the NMR datasets from the various field 

campaigns, allowed the identification of recurrent source contributions to the aerosol WSOC in the 

European background lower troposphere: 

1. Marine SOA, containing methane-sulphonate (MSA) and found at coastal stations and in 

Mediterranean countries; 

2. Aliphatic amines from ground sources (soil respiration, agricultural activities, waste 

management, etc.) which were found in northern countries and in the Po Valley; 

3. Biomass burning POA, containing tracers of cellulose and lignine pyrolysis and occurring 

especially in samples collected in the cold seasons and at both rural and urban sites; 

4. Biogenic SOA from terpene oxidation, with spectral features matching those of SOA 

generated in smog chamber experiments starting from monoterpene ozonolysis and 

photooxidation, and occurring at forest sites in Scandinavia and central Europe; 

5. “Aged” SOAs, of unclear biogenic/pyrogenic origin, characterized by polysubstitued 

aliphatic compounds including humic-like substances (HULIS) and which were found at all 

European sites; 

6. Other factors found at the forest sites, possibly including contributions from Primary 

Biological Aerosol Particles (PBAPs), and during summer at SPC, possibly representing the 

products of cooking activities. 

The contributions of such factors varied considerably between stations and according to the period 

of the year. POA from biomass burning accounted for more than 50% of the water-soluble organic 

carbon in the winter months, even in the urban station (Zürich). Aged SOA associated with HULIS 

was predominant during the spring-summer at rural background stations (> 75%), suggesting that 

secondary sources and transboundary transport become more important with respect to local sources 
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in determining concentration levels of organic aerosol (oxygenated) in Europe in spring and 

summer. 

The complex aerosol measurements carried out during the EUCAARI field campaigns, involving 

several foreign research groups, provided the opportunity to compare the source apportionment 

results obtained by NMR analysis in this thesis with those provided from modern, more widespread 

techniques and in particular from the Aerodyne aerosol mass spectrometers (AMS). Factor analysis 

methods applied to AMS datasets have now provided categorization schemes of atmospheric 

organic aerosols (the above mentioned OOAs, HOA, etc.) which are becoming a standard for 

atmospheric chemists. The results emerging from this thesis work partly confirm the AMS 

classification and partly challenge it. In particular, NMR factors for aerosol WSOC were linked to 

AMS oxidized organic aerosol (OOA) types in some environments: HULIS compounds, found at 

all continental polluted sites, were linked to the AMS Low-Volatility OOA, while the biogenic 

SOA from terpenes oxidation, found at forest stations by NMR analysis, was linked to less oxidized 

AMS OOA types. Finally, the biomass burning POA NMR factor overlaps with the AMS biomass 

burning aerosols (BBOA), even if a better match of total biomass burning source contributions from 

AMS respect to NMR was found when accounting for oxygenated compounds believed to form by 

atmospheric chemical reactions in biomass burning plumes, hence of secondary origin (SOA). 

Fewer similarities were observed between the other classes of organic aerosol components 

identified separately by AMS and NMR factor analysis, with no simple scheme of assignment. 

Reasons for these discrepancies are discussed in the final sections of this thesis. In brief, the 

different sensitivities of AMS and NMR to specific chemical structures and functional groups have 

an impact on the variables determining the results of factor analysis. Therefore, even if AMS and 

NMR spectroscopies exhibit much greater recoveries in the analysis of complex matrices with 

respect to gaschromatographic techniques, differences in analytical selectivity between 

spectroscopic methods remains an issue for receptor modeling of organic aerosols. In conclusion, 

this study shows that the picture of the chemical composition of the organic fraction of the aerosol 

is more complex than AMS or NMR can individually explain. Conversely, identification of 

“factors” in multiple methods, provides better chances that the chemical structures underlying 

factors correspond to “real” chemical classes rather than being mere collections of spectral signals 

extracted by statistical algorithms. Therefore, the use of complementary spectroscopic techniques 

during field experiments is a powerful tool to test and constrain the conceptual schemes of 

particulate organic compound categorization and evolution in the atmosphere which have been 

proposed in the recent literature. 
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1 - Atmospheric Aerosol 

 

1.1 Definition 
Atmospheric aerosol is generally defined as a suspension of liquid or solid particles in the air, with 

particle diameters in the range of 10-9–10-4 m (lower limit: molecules and molecular clusters; upper 

limit: rapid sedimentation). The most evident examples of aerosols in the atmosphere are clouds, 

which consist primarily of condensed water with particle diameters on the order of approximately 

100 µm. In atmospheric science, however, the term aerosol is most often restricted to refer to 

suspended to solid particles or to particles in which condensed water occurs in lower concentrations 

respect to the other chemical constituents, whereas clouds are considered as separate phenomena, 

even if aerosol and clouds are linked by a very fundamental process in the atmosphere which is 

cloud droplet nucleation (as explained below). 

Atmospheric aerosol particles originate from a wide variety of natural and anthropogenic sources. 

Primary particles are directly emitted from sources such as biomass burning, incomplete 

combustion of fossil fuels, volcanic eruptions, and mechanical processes resulting from the friction 

of wind over land and sea surfaces leading to the suspension of mineral dust, sea salt, and biological 

materials (plant fragments, microorganisms, pollen, etc.). In urban environments, (re-)suspension of 

particles can be also promoted by traffic. Secondary particles, conversely, are formed by the 

transformation of reactive gases into particulate matter in the atmosphere caused by chemical 

reactions or upon cooling of the air mass (gas-to-particle conversion). 

As illustrated in Figure 1.1, airborne particles undergo various physical and chemical 

transformations (atmospheric aging), encompassing changes of particle size, shape, structure, and 

composition. Cloud formation can also lead to fast aerosol ageing, as particles are scavenged into 

cloud droplets, gas absorption and chemical reactions occur in the aqueous phase and eventually 

droplet can re-evaporate producing particles with modified chemical composition with respect to 

the original aerosols. Such phenomenon is often referred as cloud processing. In cloud systems, 

aerosol particles can be scavenged either by direct nucleation of water vapor onto particles forming 

new droplets or by collision with cloud droplets. In the first case, aerosols serve as cloud 

condensation nuclei (CCN) or ice nuclei (IN). 
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Figure 1.1: Atmospheric cycling of aerosols and examples of common aerosol shapes and compositions as observed by 

scanning electron microscopy, SEM (from Poschl, 2005). 
 

In precipitating clouds, not only the condensation nuclei but also other aerosol particles are 

scavenged on the way to the surface and removed from the atmosphere. This process, termed “wet 

deposition”, is actually the main sink of submicrometric atmospheric particulate matter. Particle 

deposition without precipitation of hydrometeors that is, “dry deposition” by convective transport, 

diffusion, and adhesion to the Earth’s surface – is less important for fine aerosol fluxes at the global 

scale, but cannot be neglected at the urban scale. 

Depending on aerosol properties and meteorological conditions, the characteristic residence times 

of aerosol particles in the atmosphere range from hours to weeks. The concentration, composition, 

and size distribution of atmospheric aerosol particles are temporally and spatially extremely 

variable. In the lower atmosphere (troposphere) the total particle number and mass concentrations 

typically vary in the range of about 102–105 cm-3 and 1–100 µgm-3, respectively. 

 

1.2 Size distribution 
The atmospheric aerosol particles size distribution spans over several orders of magnitude from a 

few nanometers (nm; 1nm = 10-9m) to about a hundred micrometers (µm; 1µm = 10-6m). To 

appreciate this wide size range one just needs to consider that the mass of a 10 µm diameter particle 

is equivalent to the mass of one billion 10 nm particles. As result of particle formation and removal 

processes, the atmospheric aerosol size distribution is characterized by multiple relative maxima or 

modes, corresponding to different populations of particles, generally classified as nucleation, 

accumulation and coarse mode particles (Figure 1.2). 
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Figure 1.2: ideal size distribution with their four principal modes. The diagram also shows the main mechanisms of 

formation and growth of particles acting in the various size ranges. 
 

These modes are generally found in to the following size ranges, defined on the basis of particle 

aerodynamic diameter (Da
1) (Whitby, 1978):  

 

- Nucleation and Aitken mode (Da < 0.1µm);  

- Accumulation mode (0.1 < Da < 1µm);  

- Coarse mode (Da> 1µm).  

 

A more general distinction is made between “fine” and “coarse” aerosol: fine aerosol is made up of 

particles of the first two modes (PM1 with Da< 1µm), whereas coarse one of those with larger size 

(PM10 with Da< 10µm,). Other categorizations are provided by air quality regulations, the most 

popular being PM2.5, which is based on the deposition properties of aerosol particles in the human 

respiratory system.  

The distinction between fine and coarse particles is fundamental in any discussion of the physics, 

chemistry, measurement, or health effects of aerosol because very different formation, 

                                                
1	  Aerodynamic diameter is the diameter that a particle with ideal unitary density should have to sediment at the same 
speed of a particle with its real density and diameter.	  
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transformation and removal processes characterize the submicron and supermicron regimes 

(Seinfeld&Pandis, 1998) (Figure 1.3).  

Coarse particles are formed mainly by mechanical processes like dust suspension or re-suspension 

or sea spray. Coarse particles have sufficiently large sedimentation velocities to make them settle by 

dry deposition within a few hours of transport in the lower troposphere, although longer transport (> 

1 day) are possible at high elevations. Coarse particles never account for more than a few percent of 

the particles by number concentration, even if they can account for a large fraction in term of 

particulate mass.  

 

 
Figure 1.3: microphysical processes that affect size distribution and chemical composition of atmospheric aerosol. The 

diagram shows the wide size range of particles and as the aerosol participates in processes through atmospheric 
chemical reactions in homogeneous and heterogeneous phase or within clouds. 

 

Conversely, fine particles are mainly produced by secondary processes such as gas-to-particle 

conversion mechanisms and by primary sources mostly represented by various types of combustion 

(open burning, vehicular emissions, etc.). The nucleation mode is the result of nucleation of new 

particles from rapid gas condensation. This occurs during the rapid cooling of an exhaust upon 

dilution in the background air, but may happen also at ambient temperature through photochemical 

reactions. The Aitken mode results from condensation of vapors onto nucleation mode particles and 

from their coagulation, as well as from primary combustion emissions. In turns, the accumulation 

mode typically results from prolonged condensation of vapors on Aitken particles and from the 

formation of particle mass by chemical reactions in non-precipitating cloud droplets. Since 

sedimentation is not effective for fine aerosols and coagulation is too slow for aerosol > 0.1 µm, 

particles in the accumulation mode tend to accumulate in the atmosphere and usually account for 
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most of the aerosol surface area. They also provide an equivalent or greater contribution to total 

aerosol mass with respect to coarse particles.  

Fine particles, given their small size, penetrate deeply into the human respiratory system with 

detrimental effects on human health (as better explained in the section 1.5.2). Moreover, because of 

their long residence time, accumulation mode particles contribute to transboundary air pollution 

transport and to the modification of atmospheric transparency over vast geographical areas.  

For these reasons my PhD and this thesis have been mainly focused on fine (submicron or PM1) 

particles which are the most representative of aerosol background concentrations and compositions 

in diverse environments.  

 

1.3 Chemical composition 
Respect to long-lived greenhouse gases, tropospheric aerosol exhibits a chemical composition 

characterized by a great spatial and temporal variability, reflecting the variety of sources, 

transformation, and removal processes. In general, aerosol particles consist of complex mixtures of 

inorganic and carbonaceous species, the most important classes being inorganic water-soluble salts 

such as sulfates, nitrates, ammonium salts and sea salt, soluble and insoluble carbonaceous material, 

and insoluble inorganic compounds from soil particles and combustion ash. 

Carbonaceous particles are found in the troposphere as elemental (black) carbon (EC), organic 

carbon (OC) and carbonate carbon, the latter being negligible in the submicron size range. Produced 

solely by combustion processes, EC strongly absorbs light and was put in relation with degraded 

visibility (Bond and Bergstrom, 2006). Organic carbon is formed by both primary sources and gas-

to-particle conversion (Castro et al., 1999). 

Aerosol compounds derived from combustion or from gas-to-particle conversion, such as sulphate, 

ammonium, elemental and organic carbon, are found predominantly in fine particles whereas coarse 

particles are generally associated with sea salt and crustal species emitted by mechanical processes 

at the Earth surface. However, heterogeneous chemical reactions at particle surface may lead some 

compounds, like nitrate, to form by condensation in both fine and coarse modes. An overview of the 

average chemical composition of European tropospheric aerosols in the different size ranges was 

published by Putaud and co-workers (2003) and more recent studies provided detailed 

phenomenologies of the aerosol chemical composition for many specific European sites (Putaud et 

al., 2004 and 2010).  
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1.4 Organic Aerosol (OA) 
Particulate organic compounds are widespread in all environments and represent a large, sometimes 

dominant fraction of atmospheric fine particles accounting for 20-90% of aerosol mass in the lower 

troposphere (Kanakidou et al., 2005; Zhang et al., 2005; Jimenez, 2009). Figure 1.4 shows the 

average mass concentrations of aerosol particles in the fine mode determined by aerosol mass 

spectrometric measurements across the Northern Hemisphere. The fractional abundance of sulphate 

(red) nitrate (blue), ammonium (orange) and organics (OM, green) is given in the pie charts, 

showing an OM significant fraction in all measurements independent of location. 

While it is relatively easy to get insights to the physical properties such as size distribution or 

refractive index of aerosol particles, compositional analysis especially of the organic fraction is still 

very challenging. Although a substantial amount of new data on organic aerosol composition 

emerged from a number of dedicated studies in the last decade, the current understanding of OA 

chemical composition and on the relative importance of natural vs. anthropogenic sources remain 

unsatisfactory (Fuzzi et al., 2006). 

 

 
Figure 1.4: Aerosol mass spectrometric measurements of the fine particulate aerosol fraction. Colors for the study 
labels indicate the type of sampling location: urban areas (blue), <100 miles downwind of major cities (black, and 

rural/remote areas >100 miles downwind (pink). Pie charts show the average mass concentration and chemical 
composition: organic matter (organics, green), sulphate (red), nitrate (blue), and ammonium (orange) [Zhang et al., 

2007]. 
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A wide range of both natural and anthropogenic sources for ambient OA were identified, including 

combustion of fossil fuels, direct injection of un-burnt fuel and lubricants, industrial emissions, 

plant matter, biomass burning, and biogenic emissions (Jacobson et al., 2000).  

Organic aerosols can be separated into primary (POA) and secondary (SOA) depending on their 

process of formation (Figure 1.5). POA consists of particles that are directly emitted into the 

atmosphere such as organic compounds associated to elemental carbon formed by combustion 

processes (contributing mostly to the fine fraction of OA) or plant debris from biogenic sources 

(more representative of the coarse fraction). Spray of organic-rich liquid surfaces may inject 

primary organic particles also in the submicron mode. Such mechanism can contribute to the 

formation of submicron organic particles over high biologically productive oceanic waters 

(O’Dowd et al., 2004). 

SOA in contrast is mainly formed by gas-to-particle conversion of volatile organic compounds 

(VOC) after their oxidation and participates almost entirely to the fine OA fraction. The global 

VOC budget is dominated by biogenic emissions, which are estimated to be at the order of 1150 Tg 

C/yr, almost tenfold the flux of anthropogenic volatile organic compounds (Guenther et al., 1995). 

However SOA in the broad sense can be generated in the atmosphere also by chemical 

transformation (aging) of primary components in the condensed phase that can lead to the formation 

of multiple generations of secondary chemical components.  

 

 
Figure 1.5: Sources of organic aerosol particles. Emission rates are taken from (Guenther et al., 1995). 

 

Recent estimations of primary and secondary, biogenic and anthropogenic emissions are reported in 

the table below (Table 1.1). Nevertheless, the relative contribution of POA and SOA to the overall 

OA budget and the determination of their main sources remain controversial due to the persistent 
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discrepancies between measured OA concentrations and predictions of atmospheric chemistry 

models often showing an underestimation of the real concentrations.  

 

 
Table 1.1: Particles emission/production burdens estimated for the year 2000 (taken from Andreae and 

Rosenfeld, 2008). Range reflects estimates reported in the literature.  
 

Therefore, in order to improve models simulations and to develop strategies of reduction or 

mitigation of the aerosol potential adverse effects on environment and human health, it is very 

crucial to delve into the knowledge of sources, transformation mechanisms and chemical features of 

organic primary and secondary aerosols. 

 

1.5 Aerosol and Climate: Direct and Indirect Effects  
Anthropogenic aerosol modifies the transparency of the atmosphere, hence exerting a radiative 

forcing. Radiative forcings are changes in the energy fluxes of solar radiation (short-wave) and 

terrestrial radiation (long wave) in the atmosphere, induced by anthropogenic modifications of 
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atmospheric composition and Earth surface respect to pre-industrial times. Negative forcings such 

as the scattering and reflection of solar radiation by aerosols tend to cool the Earth’s surface 

whereas positive forcings such as the absorption of terrestrial radiation by greenhouse gases warm it 

(greenhouse effect). Figure 1.6 illustrates the distinction between direct and indirect aerosol effects 

and some major feedback loops in the climate system. Direct forcings of aerosols are due to their 

effect on atmospheric transparency because of light scattering and absorption by aerosol particles, 

whereas indirect forcings refer to the modifications induced by aerosol on other actors of the 

climate system, such as clouds (cloud brightness is influenced by the availability of aerosol particles 

acting as CCN and IN).  

 

 
Figure 1.6: Direct and indirect aerosol effects and major feedback loops in the climate system. 

 

The optical properties relevant for the direct effects (scattering and absorption coefficients or 

extinction cross-section and single scattering albedo, etc.) as well as the ability to act as CCN or IN 

are determined by the aerosol size-distribution, morphology and chemical composition. Such 

characteristics depends in turn on aerosol sources as well as on the atmospheric processes outlined 

above (coagulation, condensation, sedimentation, chemical transformation, cloud processing). 

 

The climate feedback loops in Figure 1.6 illustrate the complexity of the possible interactions of 

atmospheric aerosols with solar and terrestrial radiation, clouds and precipitation, atmospheric 

circulation and the hydrological cycle. Each interaction highlighted in Figure 1.6 comprises a 
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multitude of physicochemical processes that depend on atmospheric composition and 

meteorological conditions and are largely not quantitatively characterized. Thus the actual climate 

system responses and feedback to natural or anthropogenic perturbations such as industrial and 

traffic-related greenhouse gas and aerosol emissions, volcanic eruptions, etc. are highly uncertain. 

In many cases, even the sign or direction of the feedback effect is unknown, that is, it is not clear 

whether a perturbation will be reinforced (positive feedback) or dampened (negative feedback). 

For example, enhanced deposition and uptake of aerosol particles and trace gases on vegetation, 

soil, or surface water can lead to an increase or decrease in biogenic POA and SOA precursor 

emissions, depending on the fertilizing, toxic, or reproductive biological activity of the aerosol and 

trace gas components. The increase in atmospheric CO2 and global warming is expected to enhance 

photosynthesis, biogenic emissions of VOC, and the formation of SOA particles, which may act as 

CCN, increase cloudiness, and lead to a cooling effect (negative feedback). On the other hand, the 

negative feedback mechanism could be counteracted by temperature-related biological stress and 

eutrophication effects which may lead to a decrease in photosynthesis, biomass production, VOC 

emissions, SOA formation, and cloudiness, and further enhance global warming (positive 

feedback). A recent review article by Lohmann and Feichter (2005) provides an overview of 

indirect aerosol effects, their estimated magnitude, and climatic implications.  

Overall, the current aerosol radiative forcing relative to that in preindustrial times is estimated to be 

around  -0.7 [from -1.8 to -0.3] W m-2, as opposed to a total forcing of about +1.6 [from +0.6 to 

+2.4] W m-2, as evaluate by the last report of the Intergovernmental Panel on Climate Change 

(IPCC) elaborating in 2007 (Figure 1.7).  

Owing to the limited understanding of the numerous feedbacks, however, it is still unclear if clouds 

provide a positive or negative feedback to an increase in atmospheric carbon dioxide and other 

greenhouse gases. The uncertainties of aerosol, cloud, and precipitation interactions and feedback 

effects are among the main reasons for the high uncertainty of climate sensitivities and for the 

projected global mean surface temperature increase over the next century (1–6 °C or more). My 

doctoral work and this thesis, although not specifically addressing the climate change issues, deals 

with the scientific question of the aerosol source apportionment, by contributing to the development 

of experimental techniques aimed to assess the anthropogenic vs. natural fractions of atmospheric 

aerosol particles. It is worth to remind that, if all aerosol particles including desert dust and marine 

seasalt particles exert en effect on atmospheric transparency, only anthropogenic particles or the 

perturbations in the amount of natural particles due to anthropogenic activities are counted as 

forcings. In the case of the organic aerosols, object of this thesis, it is not trivial to discriminate 

between the anthropogenic and natural (e.g., biogenic) contributions. However, the concept of 
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climate forcing requires a clear split between the anthropogenic contribution and the natural 

background. 

 
Figure 1.7: Global average radiative forcing (RF) estimated in 2005 for the carbon dioxide (CO2), methane (CH4), 

nitrous oxide (N2O) and other anthropogenic important agents and mechanisms, together with the range reported IGT 
(scale space) of the forcing and the level of scientific understanding reached (LOSU - Level Of Scientific 

Understanding). It also shows the net anthropogenic radiative forcing. These forcing require an estimate with sums of 
factors asymmetric and can not be obtained by simple addition of the individual terms. Forcing additional factors not 
included in this chart are considered to have a low LOSU. The contribution of volcanic aerosols and other additional 

natural forcing are not included in this figure due to their episodic nature. 
 

 

1.6 Aerosol Health Effects and Air Quality 
Numerous epidemiological studies show that fine air particulate matter and traffic-related air 

pollution are correlated with severe health effects, including enhanced mortality, cardiovascular, 

respiratory, and allergic diseases (Bernstein et al. 2004; Gauderman et al., 2004; Katsouyanni et al., 

2001; Pope et al., 2004; Samet et al., 2005). 

Moreover, toxicological investigations in vivo and in vitro have demonstrated substantial 

pulmonary toxicity of model and real environmental aerosol particles, but the biochemical 

mechanisms and molecular processes that cause the toxicological effects such as oxidative stress 

and inflammatory response have not yet been resolved. Among the parameters and components 
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potentially relevant for aerosol health effects are the specific surface, transition metals, and organic 

compounds (Bernstein et al. 2004; Bommel et al., 2003; Donaldson et al., 2003; Schinset al., 2004). 

Some of the possible mechanisms by which air particulate matter and other pollutants may affect 

human health are summarized in Table 1.2. 

Ultrafine particles (Da<100 nm) are suspected to be particularly hazardous to human health, because 

they are sufficiently small to penetrate the membranes of the respiratory tract and enter the blood 

circulation or be transported along olfactory nerves into the brain (Oberdorster et al. 2004; Nemmar 

et al., 2002; Oberorster et al., 2005). Neither for ultrafine nor for larger aerosol particles, however, 

it is clear which physical and chemical properties actually determine their adverse health effects 

(particle size, structure, number, mass concentration, solubility, chemical composition, and 

individual components, etc.). 

 

 
Table 1.2: some of the possible mechanisms by which aerosol particles and other air pollutants may affect human 

health (Poschl, 2005). 
 

Particularly little is known about the relations between allergic diseases and air quality. 

Nevertheless, traffic-related air pollution with high concentration levels of fine air particulate 

matter, nitrogen oxides, and ozone is one of the prime suspects besides non-natural nutrition and 

excessive hygiene practices, which may be responsible for the strong increase of allergies in 

industrialized countries over the past decades. A molecular rationale for the promotion of allergies 

by traffic-related air pollution has been proposed by Franze et al. (2003; 2005). 

Efficient control of air quality and related health effects requires a comprehensive understanding of 
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the identity, sources, atmospheric interactions, and sinks of hazardous pollutants.. In this context, 

my doctoral work and this thesis, though not focused on assessing aerosol health impacts, 

contributes to a) the development of experimental and statistical tools to discriminate the 

contribution of pollution sources to ambient PM2.5 levels, which can inform the evaluation of new 

regulatory actions for air quality control; and to b) the chemical characterization of the aerosol 

water-soluble organic carbon (WSOC), not including “traditional” micropollutants (such as PAHs) 

and for which inflammatory effects mediated by redox reactions have already been shown (Varma 

et al. 2009), but whose toxicological effects certainly require to be fully clarified and linked to 

specific sources. 

The techniques of aerosol source apportionment developed in my doctoral work have been 

introduced and employed in the scientific project “Supersito”, started in 2011 and coordinated by 

ARPA-ER, and focusing on the aerosol health effects in Emilia-Romagna.  
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2 - Measurement of organic aerosol (OA) chemical composition 

 

2.1 Overview 
The determination of OA composition covers a wide range of analytical techniques and a number of 

reviews have been published in recent years on this topic (McMurry, 2000; Hoffmann and Warnke, 

2007; Rudich et al., 2007). The aim of this section is to present some of the most recent advances in 

OA and SOA analysis extracted from the work of Hallquist et al. (2009), but with a focus on the 

characteristics and applications of the main technique employed in this study, i.e. proton-nuclear 

magnetic resonance spectroscopy (1H-NMR).  

One of the main limitations to complete characterization of OA, and especially SOA, is the sheer 

number of individual species present. Most of the OA mass is accounted for by complex mixtures 

of compounds, including many isomeric forms, and each occurring in very low concentrations. 

Goldstein and Galbally (2007) showed that for alkanes with 10 carbons there are about 100 possible 

isomers, increasing to well over 1 million C10 organic species when all typical heteroatoms are 

included. For this reason, the recovery of particulate compound measurements varies dramatically 

between techniques: methods for individual compounds analysis cannot cope with the full 

molecular complexity of the samples and generally exhibits low recoveries (≤ 10%), while 

spectroscopic methods for functional group determination provides a more complete analysis, since 

for the same chemical composition the number of functionalities is much smaller than the number 

of individual compounds. 

Methods for OA chemical analysis are generally classified into off-line and on-line techniques.  

Off-line high complexity techniques, e.g., gas chromatography/mass spectrometry (GC/MS), liquid 

chromatography/MS (LC/MS), nuclear magnetic resonance (NMR) and Fourier transform infrared 

(FTIR) spectroscopy, provide detailed information on individual chemical species or functional 

groups in OA but generally require large amounts of sample, resulting in low time resolution (hours 

to days) and low aerosol size resolution. On-line techniques (e.g., aerosol mass spectrometry, AMS) 

usually provide less specific information on composition (with respect to chromatographic 

techniques), i.e., some level of chemical characterization with less details on individual species, but 

have the advantage of fast acquisition times, providing near real-time data. 

Figure 2.1 highlights how some of the most important techniques suitable for field applications 

compare in respect to completeness, chemical resolution, and time/size resolution.  
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Figure 2.1: Three-dimensional representation of some techniques currently used for the analysis of the organic content 
of aerosol, highlighting their complementary nature. Definition of the acronyms is provided in the text and in the list of 

abbreviations. 
 

As described above, techniques that provide molecular speciation, represented by GC/MS in the 

figure, can only do so for a small mass fraction of the OA (of the order of 10%) present in ambient 

aerosol. Time resolution is typically of many hours although automatic GC/MS systems for semi-

continuous measurements, increasing time resolution up to 1 h, are now available (Williams et al., 

2006, 2007). Improvements in this type of speciation techniques are highly desirable and are being 

actively pursued (e.g. Goldstein et al., 2008) but it is very unlikely that in the foreseeable future a 

single technique will provide full quantitative speciation of OA with a high time resolution. 

Thermal-optical EC/OC analyzers can quantify total OC with 1 h time resolution but without size-

resolution. The PILS-WSOC technique, which involves the use of a particle-into-liquid sampler 

(PILS) combined with analysis for water-soluble organic compounds (WSOC), can be used to 

quantify water-soluble OC with a time resolution of minutes and without size resolution (and also 

water-insoluble OC by difference from e.g. a thermal-optical instrument, but then limited to 1 h 

time resolution).  

Spectroscopic techniques, like AMS, FTIR and NMR, can be employed to improve completeness of 

analysis by exploiting their selectivity to specific chemical classes or functional groups. Mass 
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spectrometric methods, like AMS, benefit of a much higher time and size resolution respect to the 

other techniques (e.g. DeCarlo et al., 2008) and are suitable for on-line elemental analysis (Aiken et 

al., 2008). Conversely, FTIR and NMR analysis can be carried out at a reduced time resolution but 

the resulting spectral data provide a much clearer information on functional group distribution with 

respect to AMS (e.g. Maria et al., 2003; Decesari et al., 2007).  

In conclusion, a perfect field instrument does not exist, and at present a combination of techniques 

is required for a more complete characterization of OA and in particular of SOA. 

 

2.2 Off-line high-resolution OA measurements 
Generally the detailed analysis of OA is performed in the laboratory using aerosol samples 

collected onto filters followed by standard solvent extraction (Cheng and Li, 2004), supercritical 

fluid extraction (Chiappini et al., 2006) or thermal desorption (Greaves et al., 1985; Veltkamp et al., 

1996). A range of solvents and pre-treatments of the analytes can be used, including chemical 

derivatization, to increase the range of species analyzed. The specific solvent is often used as an 

empirical definition for fractions of aerosol organic carbon e.g., the “water-soluble organic carbon” 

(WSOC). 

Thermal desorption has gained increasing popularity over the last few years for the measurement of 

semivolatile, thermally stable organic aerosol components and can be used without any sample 

preparation when combined with high resolution chromatographic techniques (Hays and Lavrich, 

2007). 

Solvent extraction or thermal desorption methods allow to extract the majority of particulate 

organic compounds from the sample, though rarely > 80%, but the real bottleneck in the analysis is 

the recovery and resolution of the chromatographic techniques. Because of the tremendous 

molecular complexity, the majority of the eluted mass being present as an “unresolved complex 

mixture” (e.g., Williams et al., 2007). In addition, the large amounts of oxygenated organic 

compounds present in ambient samples, and especially in SOA, cannot be resolved by conventional 

GC analysis, although recovery and resolution can be increased by adopting suitable derivatization 

techniques (e.g., Yu et al., 1998, 1999; Kubàtovà et al., 2000; Docherty and Ziemann, 2001; Ho and 

Yu, 2002; Edney et al., 2003, 2005; Claeys et al., 2004a, b, 2007; Jaoui et al., 2005; Surratt et al., 

2006; Szmigielski et al., 2007a, b; Healy et al., 2008)). Liquid chromatography (LC) is becoming 

increasingly popular for the analysis of polar compounds in aerosol and is routinely used for the 

analysis of carboxylic acids (Anttila et al., 2005; Römpp et al., 2006; Warnke et al., 2006). LC is 

particularly suited to high-MW species and very polar molecules, without the need for 

derivatization prior to analysis.  
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Ion chromatography (IC) is also suitable for the separation of organic aerosol components, 

especially for the analysis of very acidic, short-chain carboxylic or dicarboxylic acids, such as 

oxalic acid and glyoxylic acid (Jaffrezo et al., 1998; Kerminen et al., 2000; Röhrl and Lammel, 

2001). Mass spectrometric detection is rarely coupled to IC, because of the necessity to use buffers 

that are often not compatible with MS detection. However, some IC-MS techniques were explored 

to investigate the composition of SOA in reaction chambers (Fisseha et al., 2004). 

Semi-preparative ion-exchange chromatography was to separate WSOC fractions prior to proton 

NMR analysis (Decesari et al., 2000, 2001). This method allowed the characterization of very polar 

polycarboxylic acids, including high-molecular weight compounds. The NMR spectra of aerosol 

polyacids were found to be similar to those characteristic of terrestrial fulvic acids, for example 

Suwannee River fulvic acid (SRFA, Cappiello et al., 2003). Standards of fulvic acids were often 

used as surrogates for ambient aerosol in studies of physiochemical properties (Parsons et al., 2004; 

Topping et al., 2005b; Dinar et al., 2006b). 

As already mentioned, functional group analysis using spectroscopic techniques can be used to 

reduce the complexity of the analysis and improve recovery. The most popular application among 

the off-line methods is the collection of aerosol on impactors or filters followed by analysis by 

FTIR spectroscopy to determine the concentration of organic functional groups such as saturated 

aliphatic (C-C-H), unsaturated aliphatic (C=C-H), aromatic (C=C-H), organosulfur (C-O-S), 

carbonyl (C=O), organic hydroxyl (COH), etc. (Blando et al., 1998; Havers et al., 1998a; Maria et 

al., 2003; Sax et al., 2005; Polidori et al., 2008). The strength of this technique is the ability to 

measure the total concentrations of certain functional groups, such as amines or organosulfur 

species, which are difficult to quantify with alternative methods. FTIR spectroscopic analysis was 

applied during many field campaigns (e.g. Maria et al., 2003; Polidori et al., 2008; Coury and 

Dillner, 2008, 2009; Russell et al., 2009). Maria et al. (2003) used aerosol concentrators to obtain 

sub- 1 h time resolution for employ onboard research aircrafts. The OA concentration determined 

by FTIR spectroscopy showed good agreement with co-located AMS measurements in several 

studies (Gilardoni et al., 2007; Russell et al., 2009). Sequential solvent rinsing can be used to 

further separate the organic compounds by polarity (Maria et al., 2002, 2003; Polidori et al., 2008). 

The OM/OC ratio can also be estimated from these measurements (Gilardoni et al., 2009). 

 

NMR techniques were also used in numerous studies (comprising this that I am writing). Both solid 

and liquid NMR techniques were explored, and the analysis was performed with or without 

chemical derivatization aimed to increase selectivity to specific functional groups such as 

carboxylic acids and ketones (Tagliavini et al., 2006, Moretti et al., 2008). Proton NMR 
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spectroscopy was successfully used to characterize biomass burning aerosols in tropical 

environments (Decesari et al., ACP 2006), and was also proposed as a tool for source attribution of 

water-soluble organic aerosol including biomass burning, marine and SOA particles (Decesari et al., 

ES&T 2007). A better description of NMR techniques applied to aerosol samples will be carried out 

in next sections 2.4 and 2.5. 

 

2.3 On-line techniques 
The analytical techniques described above are suitable for time-integrated samples (using filters, 

impactors, etc.) analysed off-line (i.e., in laboratory). This implies the risk of positive and negative 

artifacts due to adsorption, evaporation, and chemical reactions during sampling, storing or during 

analysis in laboratory (e.g., Turpin et al., 2000; Schauer et al., 2003; Subramanian et al., 2004; 

Dzepina et al., 2007). Off-line techniques are particularly problematic when used on mobile 

observatories (e.g., research aircrafts). Therefore, on-line techniques, which provide real-time 

measurements, have revolutionized the chemical analysis of aerosols. The two main types of online 

techniques currently in use are PILS-WSOC and AMS with a growing interest in TD-PTR-MS 

ones. 

Particle-into-liquid-samplers (PILS) collect particles into water for subsequent analysis (e.g., IC) 

(Weber et al., 2001; Orsini et al., 2003; Sullivan et al., 2004; Sorooshian et al., 2006a). A liquid 

TOC analyzer for continuous measurement of WSOC with a time resolution of a few minutes was 

coupled to a PILS instrument and deployed in several aircraft campaigns (e.g., Sorooshian et al., 

2006a, b, 2007a, b; Peltier et al., 2007a; Weber et al., 2007). 

Since the first studies using aerosol mass spectrometers (McKeown et al., 1991), the number of on-

line MS techniques has rapidly increased, and scientific achievements of the AMS have been 

subject of several reviews (Noble and Prather, 2000; Sullivan and Prather, 2005; Canagaratna et al., 

2007; Murphy et al., 2007). The operating principle of AMS involves the introduction of airborne 

particles into the instrument, followed by vaporization and ionization of the material before analysis 

of the ions using MS. Particle beams can be introduced in the ion source under vacuum using 

nozzles, capillaries or aerodynamic lenses. The AMS instruments commercialized by Aerodyne Inc. 

were proven to be very useful for fast quantitative determination of non-thermally refractory aerosol 

chemical components (Jayne et al., 2000; Jimenez et al., 2003; Canagaratna et al., 2007). The AMS 

combines thermal desorption (flash evaporation) of the aerosol components and ionization of the 

desorbed components by electron impact (EI). Quantitative data for sulfate, nitrate, ammonium, 

chloride and organic matter concentrations can be achieved through standard AMS operations 

(Allan et al., 2003; Jimenez et al., 2003). The EI ionization at 70 eV upon vaporization at 600 °C 
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results in significant fragmentation of the OA fraction with complete loss of molecular ions. For 

this reason, individual compounds can hardly be identified by AMS. Conversely, the AMS provides 

the distribution of major molecular fragments, which can be linked to the bulk composition (e.g., 

the functional groups) of OA, in an analogous manner to some of the off-line techniques such as 

FTIR and NMR spectroscopy. On the other hand, the derivation of functional group distribution 

from the AMS fragmentation patterns is less straightforward with respect to the other two 

techniques.  

Recently, the quadrupole in the AMS instrument was replaced by a time-of-flight mass analyzer 

(ToF-AMS) (Drewnick et al., 2005; DeCarlo et al., 2006). The high-resolution version (up to m/Δm 

≈ 5000) of the ToF-AMS, or HR-ToF-AMS, allows the separation of isobaric ions. This facilitates 

the identification of mass fragments containing heteroatoms such as N or, and provides better 

differentiation of spectra of POA respect to SOA, resulting in improved accuracy of factor analysis 

for OA source apportionment (Ulbrich et al., 2009). The elaboration of HR-TOF-AMS data allows 

the determination of O/C, N/C, and H/C atomic ratios of organic matter directly and with high time 

resolution (Aiken et al., 2007). 

Many of the above characteristics of AMS are unparalleled by any other aerosol instrument. The 

AMS has therefore become a standard for aerosol chemical observations, and the classification of 

observed AMS spectral patterns provided a new paradigm in categorizing ambient OAs. However, 

the information on OA chemical composition derived by the AMS is limited by the fact that the 

ionization method is highly destructive and complex chemical structure as well as the molecular 

weight distributions are completely lost during the analysis. 

Over the last decade, alternative methods of desorption and ionization were investigated. Some of 

these designs were tested in field studies, while others were mainly employed in laboratory 

applications, primarily due to sensitivity limitations. The most promising technique is the Proton-

Transfer Reaction Mass Spectrometry (PTR-MS, Holzinger et al., 2007) which was recently 

introduced to evaluate both the bulk composition and volatility of organic aerosol. In particular, the 

new Thermal-Desorption version of the instrument (TD-PTR-MS, Holzinger et al., 2010) consists 

of a modified commercial PTR-MS (Ionicon Inc., Innsbruck, Austria) equipped with both a gas and 

an aerosol inlet. The use of PTR-MS as detector for aerosol compounds is highly advantageous for 

the following various reasons: 1) PTR-MS is a relatively soft ionization technique and so many 

compounds do not fragment and are detected at their protonated mass (molecular weight +1); 2) 

PTR-MS is very sensitive and therefore low detection limits in aerosol analysis can be achieved; 3) 

virtually all compounds constituting the “organic carbon” fraction in aerosols can be detected, and 

4) although compounds are only identified by their mass to charge ratio in the mass spectrometer 
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they can still be quantified at the ≈ 30% accuracy level because of the well-defined conditions in the 

drift tube and the fact that proton-transfer reaction rates are usually close to the ion-molecule 

collision rate when a reaction is energetically possible. Other techniques, such as the thermal 

desorption particle beam mass spectrometer (TDPBMS), capture particles in a cryo-cooled surface 

and then desorbs them by slow heating allowing volatility separation before MS analysis (Docherty 

and Ziemann, 2003; Lim and Ziemann, 2005). Finally laser-ablation mass spectrometers can 

analyze individual particles by using a laser to vaporize and ionize single particles followed by 

TOFMS (McKeown et al., 1991; Noble and Prather, 1996; Murphy, 2007) and allow the analysis of 

positive and negative ions simultaneously (Hinz et al., 1996). An instrument of this type, the aerosol 

TOF mass spectrometer (ATOFMS), is commercially available from TSI Inc. The OA fraction 

produces characteristic fragmentation patterns, but matrix effects make quantification difficult. 

Under certain conditions (e.g., matrix composition, instrument tuning), fragmentation in laser-

ablation instruments can be reduced and higher-MW compounds, such as oligomers formed in 

chamber experiments, can be identified with this technique (Gross et al., 2006; Denkenberger et al., 

2007). 

 

2.4 Introduction to 1H-NMR analysis of organic aerosol 
Despite its widespread application in all disciplines involving organic chemistry, Nuclear Magnetic 

Resonance (NMR) spectroscopy was rarely applied to the analysis of atmospheric aerosol. In fact, 

the relatively poor sensitivity with respect to mass spectrometric techniques makes NMR 

challenging for the analysis of µg-levels of airborne particulate organic matter. Nevertheless, 

starting from the pioneering studies of Havers et al. (1998) and Suzuki et al., (1998), the technique 

has gained interest in the last decade, especially for overcoming specific limitations inherent to the 

more diffused MS and FTIR methodologies. 

Nuclear Magnetic Resonance Spectroscopy (NMR) is an analytical technique that allows obtaining 

detailed information on the molecular structure of organic compounds. It measures the 

electromagnetic radiation absorbed and released by spinning nuclei in molecules immersed in a 

strong magnetic field. 1H and 13C are the most common nuclei, but there are many others like 31P, 
17O, 15N, 19F, etc.. Studies on aerosol samples were so far focused on mono-dimensional proton-

NMR (1H-NMR) whereas the inherent low sensitivity of NMR based on nuclei other than 1H 

prevents at the moment their routinely implementation, although some tests with solid and liquid 

13C-NMR techniques have been carried out.  

In NMR spectroscopy, chemical information about molecular structures is inferred by observing the 

behavior of spinning atomic nuclei: depending on the electron density distribution around them, 
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nuclei absorb electromagnetic pulses with different frequencies allowing to distinguish adjacent 

functional groups contributing to the “chemical environment” of the nuclei. . The signal intensity in 
1H-NMR spectra is proportional to the number of hydrogen atoms that generate it. Therefore, 

provided a sufficiently long relaxation time (a few seconds), it is therefore possible to perform a 

qualitative analysis or organic hydrogen in specific chemical structures starting from the integrals of 

the 1H -NMR peaks and using an a-specific internal standard. 

The horizontal scale in 1H-NMR spectra reports the chemical shift (δ), which is the frequency 

difference of the signals of a defined proton compared to a reference signal: 

 

δ i = (νi  - νs)/ νs * 106 

 

where νi  and νs are the resonance frequencies of the proton i and of the reference proton s 

respectively. The reference signal is most often provided by an internal standard. Examples are 

tetramethyl-silane (TMS) for organic solutions and sodium 3-(trimethyldilyl-)-2,2,3,3-d4-

proponiate (TSPd4) in the case of aqueous solutions. The frequency difference is very small, and is 

measured in parts per million (ppm). As already mentioned, the integrals of NMR bands is directly 

related to the moles of organic protons in the sample. 

The advantage of 1H-NMR on vibrational spectroscopy (like IR or Raman) are: 

a) little interference from inorganic salts and water. The resonance for H atoms from H2O, HDO, 

OH-, H3O+ (H-O groups) occur at 4.8 ppm from that of the internal standard. In water solutions the 

acidic H atoms from inorganic ions like sulfate and ammonia are exchanged with the molecules of 

the solvent and also contribute to the peak at 4.8 ppm. By contrast, the organic protons bound to 

carbon atoms do not exchange protons with water and exhibit response signals in a broader range (0 

to 10 ppm), resulting in a spectrum which is only marginally affected by the signal of O-H. The 

main difficulty is encountered when the concentration of organic proton is much lower than that of 

O-H, because the strong signal from O-H lowers the detector gain, decreasing total sensitivity. This 

is typically the case for the analysis of atmospheric samples, in which large amounts of water are 

present while the amount of organic compounds is much lower. Increased sensitivity may be 

obtained by instrumental techniques, which suppress the H-O signal. This can be achieved by 

selective excitation of protons at 4.8 ppm (presaturation), followed by acquisition of the spectrum 

before the H-O signal relaxes. In this way, the solvent signal is suppressed or strongly attenuate in 

the final spectrum. 

b) high resolution, which allows to distinguish individual compounds within the same chemical 

class. Contrary to IR, NMR analysis of mixtures of different compounds is straightforward. For 1H-
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NMR spectra at 300 MHz the peak width is typically 1 to 3 Hz, while the total spectrum frequency 

window is about 3 KHz. It follows that an high resolution 1H-NMR spectrum of a pure compound 

consists of sharp lines, allowing its identification also within a fairly complex mixture. Resolution 

is higher for the most powerful instruments employing very strong magnetic fields (400 to 900 

MHz proton resonance). 

c) easier standardization for quantitative determinations. In fact, providing sufficient relaxation time 

to H nuclei, the integrated area of the spectrum is proportional to the moles of protons present in the 

sample (Derome, 1987; Braun et al., 1998). Therefore, any compound present in known amount is 

suitable for internal standardization. In particular, the same reference standard for the chemical 

shift, TSPd4, was normally used for the quantitative analysis. 

Besides these major advantages, important restrictions also exists for liquid 1H-NMR analysis in 

D2O solution. Since organic acidic H atoms exchange with molecules of the solvent, alcohols, acids 

and amines can be present (depending on pH of the extract) as deuterated derivates (ROD, RCOOD, 

RND2), and only the non-acidic protons bound to carbon atoms (C-H) can directly observed. These 

are called non-exchangeable protons. Therefore liquid 1H-NMR essentially provides information 

about the skeletal structures of organic molecules, and only indirect information on the oxygenated 

functional groups, that can be integrated just with long and time-consuming procedures of 

derivatization of carbonyl and carboxyl groups (Tagliavini et al., 2006 ). In addition, NMR suffers 

from intrinsically low sensitivity, due to the low energy of the radiation employed. This drawback 

can partially be overcome through time-averaged accumulation of the signal. In the most cases, we 

found that the analysis of samples containing around 100 µgC of aerosol WSOC needs an 

accumulation time of approximately 4h at 400 MHz (which can be 12-13h in case of concentrations 

of the order of 30 – 40 µgC). 

Taking into account the inherent potential and drawbacks of NMR spectroscopy for environmental 

sample analysis, increasing efforts have been dedicated in the last decade to formulate applications 

for atmospheric aerosol analysis, and specifically according to three strategies:  

1) for the analysis of specific tracers, similarly to GC/MS,  

2) for the analysis of functional groups, in the same way of FTIR techniques, and 

3) for recognizing spectral fingerprints and their use in factor analysis, like AMS. 

 

2.4.1 NMR analysis of specific tracers 
1H-NMR analysis provides unambiguous identification and quantification of some molecular 

tracers into aerosol complex organic mixture, like levoglucosan (biomass combustion tracer) or 

methanesulfonic acid (MSA) and low-molecular weight alkyl amines (like MMA, DMA, TMA and 
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DEA and TEA) of prevalent marine biogenic origin (Facchini et al. 2008), etc. Figure 2.2 shows an 

example of NMR resolution power for identification of marine biogenic amines. 

 

 
Figure 2.2: 1H-NMR spectra of aerosol samples collected at Mace Head (Ireland) measurement station in two different 

period: one of marine clean sector and other one of “polluted” terrestrial air masses: MSA and some different low 
molecular weight alkyl-amines were identified based one their narrow characteristic peaks in the spectral region 

between 2.5 and 3.2. More specifically: MSA=MethaneSulfonic Acid (2.82 ppm); MMA=Mono-Methyl Amine (2.60 
ppm); DMA=Di-Methyl Amine (2.72 ppm); DEA=Di-Ethyl Amine (1.28 and 3.08 ppm). 

 

2.4.2 NMR analysis of functional groups and related source apportionment 

The rationale for functional group analysis of atmospheric WSOC is based on the approach 

followed for over two decades for the analysis of terrestrial and aquatic humic substances. Like 

humic substances, atmospheric WSOC shows 1H-NMR spectra with four main bands corresponding 

to the functional groups, as shown in typical 1H-NMR spectrum of an atmospheric aerosol water 

extract reported in Figure 2.3.  The most evident feature of the spectrum is the presence of very 

broad, poorly resolved peaks, deriving from the overlap of a very large number of individual minor 

contributions. Peaks attributable to individual compounds (amines, MSA, etc.) contribute to a lesser 

extent to the total integrated area. The broad signals apparently cannot be resolved even by most 

powerful NMR instruments (Suzuki et al., 1998), leading to the same analytical constraints 

encountered by GC/MS: only a small number of organic compounds occurring in relatively high 

concentrations can be identified, the rest appearing as an unresolved mixture of minor constituents. 

On the other hand, contrary to the GC/MS, NMR spectroscopy provides an important insight into 

the average chemical structure of the unresolved portion, since the complex mixture produces 

spectral bands, which can be attributed to a few categories of functional groups. An overview of 

these spectral regions is reported below and summarized in Figure 2.3 and in Table 2.1. 
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Figure 2.3: 1H-NMR spectrum of an aerosol sample collected in Po’ Valley (Italy) and recorded with a Varian INOVA 

600 MHz spectrometer in D2O solvent. Solvent peak (4.6-5 ppm) was attenuated with a presaturation sequence 
(PRESAT). Signal at 0 ppm is that of internal standard TSP. Rectangles of different colors evidence the main spectral 

bands or region characteristics of different functional groups. 
 

Aromatic protons appear in the spectral region between 6.7 and 8.3 ppm as a weak continuous band. 

The maximum is located at 7.5-7.6 ppm, suggesting that electron-withdrawing substituents 

(carbonyl-, carboxyl-, and nitro-) are more abundant than electron-donor substituents (hydroxyl-, 

methoxyl-, alkyl-, amino-). Aldehydic protons were not observed (9-10 ppm). A relatively intense 

continuous spectrum of aliphatic protons appears between 0.7 and 4.2 ppm. Aliphatic protons are 

particularly abundant in the following regions: 0.7-1.0 ppm (methyl groups), 1.2-1.8 ppm (chain 

methylene and methyne groups), 2.1-2.8 ppm (aliphatic protons on carbon atoms adjacent to 

carbonyl groups or aromatic rings), 3.4-4.0 ppm (alcohols and ethers). Strong signals in the 3.4-4.0 

ppm evidence a high concentration of hydroxyl- and/or ether- functionalities. Contributions from 

olefins (4.5-7 ppm), and organic nitrates (4.1-4.5 ppm) cannot be observed, whereas the peak at 5.4 

ppm is due to the anomeric proton of levoglucosan. Besides the above main functionalities, 

formylic (H-C=O), acetalic (O-CH-O), and sulfonic (H-C-S=O) groups were also sporadically 

detected (Graham et al., 2002; Cavalli et al., 2006; Balasubramanian et al., 2003). 

Finally it should be noted that the peak of residual water and HDO derived from the solvent 

prevents the investigation of the spectral region from 4.5 to 5.0 ppm, where signals of hydrated 

aldehydes occur. 

 

In summary, the most representative categories of functional groups in 1H-NMR spectra can be 

listed as follows:  
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• Ar-H (6.5 – 8.5 ppm): aromatic protons; 

• Anomeric and/or vinyl protons (O-CH-O) (5 – 6 ppm): signals singlets, sometimes so low as to 

be confused with the background noise, due to the vinyl protons, of not completely oxidized 

isoprene and terpenes derivatives (Claeys et al. 2004), and anomeric protons of sugars 

derivatives (levoglucosan, glucuronic acid, etc.) in the furaneidic form (O-CH-O). The most 

studied compound of this family is levoglucosan (see Figure 2.4), a marker of cellulose 

combustion that can be easily identified, isolated and integrated by NMR, thanks to the peak of 

its anomeric proton (δ = 5.45 ppm) (Schkolnik & Rudich, 2005). 

• H-C-O (3.2 – 4.4 ppm): protons bound to oxygenated aliphatic carbon atoms (hydroxyl and 

alkoxy groups): aliphatic alcohols, ethers, and esters; 

• H-C-C= (1.8 – 3.2 ppm): protons bound to aliphatic carbon atoms adjacent to unsaturated 

groups like alkenes (allylic protons), carbonyl or imino groups (heteroallylic protons) or 

aromatic rings (benzylic protons); 

• H-C (0.9 – 1.8 ppm): unfunctionalized alkylic protons. 

 

 
Figure 2.4: Levoglucosan with its anomeric proton highlighted: absorption at ~5.45 ppm. 

 

The abundance of these structural units expressed as organic hydrogen content is measured by the 

integral of the above bands and calibrated on the integral of the signal of the internal standard. 

Therefore this method provides a chemical characterization of the unresolved fraction of WSOC on 

a quantitative base with no need of specific standards. 

 

Although 1H-NMR spectroscopy measures concentrations of organic hydrogen, H/C ratios based on 

the expected stoichiometry of each functional group allow the conversion of the data into OC 

concentrations, which are more easily compared with the most common concentration metrics for 

OA which are usually expressed as µg of carbon per cubic meter or air. The choice of conversion 

ratios has been made based on structural general considerations on the molecules actually found in 

WSOC but presents a certain degree of uncertainty. 

The H/C molar ratios mostly used are:  

O

O
OH

OHOH

H
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- Aliphatic chains (0.9-1.8 ppm): H/C = 2 corresponding to an average between the ratios of 

methyls (CH3), methylenes (CH2), and methynes (CH). Notice that in the aliphatic moietes 

methyls are usually accompained by methynes; thus, the average H/C ratio for branched 

structures does not differ from that of linear chains rich in methylenes; 

- H-C-C= (1.8-3.2 ppm): H/C = 2, since they consisting mainly of methylenes; 

- H-C-O (3.2-4.4 ppm) H/C = 1.1-1.2, according to the simple hypothesis that hydroxyls can be 

found more frequently on an internal position of the molecule rather than in a terminal position; 

- Anomeric and vinylic protons (5-6 ppm): H/C = 1, assuming that the contribution of vinyl 

protons is negligible;  

- Ar-H (6.5-8.5 ppm): H/C = 0.4: each carbon in an aromatic ring may form a single bond; to 

obtain an average H/C ratio it needs to determine the degree of substitution of the aromatic 

rings. It was decided to take lignin (possible precursor of humic acids) as a model for aerosol 

aromatic compounds. Lignin in each ring is tri- or tetra- substituted and so, by averaging these 

possibilities, it is obtained a ratio of 0.4. 

 

Groups Chemical Shift (δ) H/C 

Aliphatics (H-C) 0.9-1.8 2 

In α to unsaturated (H-C-C=) 1.8-3.2 2 

In α to heteroatoms (H-C-O) 3.2-4.4 1.1-1.2 

Anomeric (O-CH-O) 5-6 1 

Aromatics (H-Ar) 6.5-8.5 0.4 
Table 2.1: identification of the NMR spectral regions  representative for different functional groups and their H/C ratios  

 

The NMR characterization of unresolved organic mixture in term of functional groups composition 

demonstrated to have the potential to be a simple tool for the assignment of functional group 

distributions to specific types of WSOC sources, like biomass burning, marine and secondary 

(biogenic and anthropogenic) sources (as shown in Figure 2.5, from Decesari et al., 2007). 

Compared to tracer analysis, indeed, the 1H-NMR functional group composition has less specificity, 

but is representative of the bulk properties of the organic mixture in ambient aerosol samples.  
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Figure 2.5: Functional group distribution of WSOCs samples characteristic of specific aerosol sources. Diagonal lines 

represent the percentage fraction of total oxygenated groups (H–C–O + HC–C=O). The boundaries of the regions 
assigned to marine OA, SOA, and biomass burning (BB) aerosols are specified in Decesari et al. 2007. 

 

At the same time, compared to other methods measuring the integral properties of aerosol OC (e.g., 

isotopic analysis, OC/EC ratios), 1H-NMR spectra carry out more chemical information and provide 

a more direct linkage to the physiochemical properties of the organic mixtures, that is usually 

considered a side issue in source apportionment studies, but actually is of primary importance for 

chemical transport and climate models, which need to assign physiochemical properties (e.g., 

density and water activity) to each aerosol type (produced by specific sources) (Decesari et al., 

2007). 

With respect to other spectroscopic techniques for organic aerosol analysis, like AMS (that give 

information on the bulk structure of molecules and about their oxidation state) or FT-IR 

spectroscopy (useful for discrimination of carbonyls and hydroxyl functional groups), NMR 

spectroscopy is able to provide a better discrimination between aromatic and aliphatic structures 

(Figure 2.6), which can be critical for the identification and quantification of different oxidized 

organic aerosol classes and for the discrimination between biogenic and anthropogenic compounds 

(like biomass burning products). 
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Figure 2.6: schematic representation of complementary information profitably extractable by different advanced 

spectroscopic techniques for organic aerosol analysis. 
 

 

The limits of 1H-NMR functional groups distributions for source attribution of aerosol WSOC are 

already illustrated in Figure 2.5: The compositions of biogenic and anthropogenic SOA fall in the 

same region of the graph. Clearly, this apportionment schemes, employing three metrics derived 

from the concentrations of the five major functionalities in Figure 2.2, is not specific enough to 

distinguish all the major categories of atmospheric oxygenated organic compounds of interest..  

 

2.4.3 NMR fingerprints and factor analysis for identification of OOA types  

A new approach based on statistical analysis of NMR spectra series was developed for the first time 

in this thesis, at least to our knowledge, in order to exploit the full information brought by high-

resolution (400 MHz) 1H-NMR spectra. The method is based on multivariate statistical techniques, 

overall called Factor Analysis, such as Positive Matrix Factorization (PMF) (Paatero and Tapper, 

1994; Paatero, 1999) and Multivariate Curve Resolution (Terrado et al., 2010) are used here, 

following a “receptor model” approach already used in many atmospheric studies, to deconvolve 

time series of simultaneous measurements obtained at given “receptor” sites into a set of “factors” 

or “components”, representing groupings of chemical species that correlate in time. These factors 

may then be related to emission sources, chemical composition and/or atmospheric processing, 

depending on their specific spectral characteristics and on the phenomenology of concentrations (as 

better explained in next sections).  
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Moreover, comparison of results from this new NMR spectral source apportionment with those 

from other techniques of OA analysis (like AMS and FT-IR) and from other chemical and 

meteorological data was attempted in order to develop a complementary and integrate 

characterization of the main organic aerosol sources. 

Next sections will present an overview of the existent source apportionment, in particular receptor-

modeling approaches to aerosol analysis and then their application on NMR-spectra dataset. 
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3 – Source apportionment of atmospheric aerosol 

 

3.1 Overview on source apportionment models of atmospheric aerosol 
In the field of atmospheric sciences, source apportionment (SA) models aim to re-construct the 

impacts of emissions from different sources of atmospheric pollutants, e.g., particulate matter (PM), 

based on ambient data registered at monitoring sites (Bruinen de Bruin, Koistinen, Yli-Tuomi, 

Kephalopoulos, & Jantunen, 2006; Hopke & Song, 1997; Watson et al., 2002). The review by 

Viana et al. (2008) provides a clear distinction between three main SA approaches: 

 

(a) Methods based on the evaluation of monitoring data. Basic numerical data treatment is 

used to identify sources. Examples are: (1) correlation of wind direction with levels of 

measured components to identify source locations (Henry, Chang, & Spiegelman, 2002); (2) 

the correlation of gaseous pollutants with PM components to identify source associations; 

(3) subtraction of levels measured at regional background from those obtained at urban 

background and/or roadside levels to identify the contributions from the regional 

background, the city background and the monitored street (Lenschow et al., 2001), or (4) 

quantification of natural PM contributions (e.g., African dust) by subtracting PM levels at 

regional background sites from those at urban background locations for specific days 

(Escudero et al., 2007). The main advantage is the simplicity of the methods and the 

consequent low impact of mathematical artifacts due to data treatment. 

(b) Methods based on emission inventories and/or dispersion models to simulate pollutant 

emission, formation, transport and deposition (Eldering & Cass, 1996; Visser, Buring, & 

Breugel, 2001). These models require detailed emission inventories that are not always 

available, and they are limited by the accuracy of emission inventories, especially when 

natural emissions are important. A significant advantage of these methods is that they may 

be used in scenario studies to evaluate the impact of emission abatement strategies on the 

anthropogenic contribution to ambient PM concentrations. 

(c) Methods based on the statistical evaluation of chemical data acquired at receptor sites 

(receptor models). The fundamental principle of receptor modeling is that mass and species 

conservation can be assumed and a mass balance analysis can be used to identify and 

apportion sources of general pollutants and more specifically airborne PM in the atmosphere 

(Hopke et al., 2006). An overview of the wide range of statistical models and modeling 

approaches, which are currently available in the literature, is shown in Figure 3.1. As shown 
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in the graph, one of the main differences between models is the degree of knowledge 

required about the pollution sources prior to the application of receptor models. The two 

main extremes of receptor models are chemical mass balance (CMB) and multivariate 

models. 

 

 
Figure 3.1: approaches for estimating pollution source contributions using receptor models (modified from Schauer et 

al., 2006). Specific models are shown in italics and with dotted arrows (Viana et al., 2008). 
 

Receptor models use multivariate analysis (Principal Component/Factor analysis) to estimate source 

of pollutants on the basis of the mixture of chemicals measured at the receptor. They require low 

computational intensity and are independent from emission inventories and meteorological data. 

These are commonly used tools, because software to perform this type of analysis is widely 

available and detailed prior knowledge of the sources and source profiles are not required. The 

choice of the model dimension and the search for non-negative solutions by axis rotations can be 

based entirely on mathematical criteria. It is a common problem that the resulting components or 

factors may represent mixtures of emission sources, as opposed to clearly independent source 

profiles. Source signatures that change with time are a limitation for this and other types of receptor 

models. Moreover, since they resolve a mass balance equation are not appropriate for reactive 

species and perform better in areas relatively close to the sources. For that reason are suitable for 

urban and regional scales. The type of receptor model to be used depends on the available 

knowledge about the source profiles. When the sources are well known a chemical mass balance 

approach is preferred while pure factor analysis is the choice when no information about the sources 

is available. Hybrid models (Wåhlin, 2003; Lanz et al., 2007) can combine both types of 

approaches. 
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An increasing number of scientific papers have been published on source apportionment studies 

used this kind of models. Moreover they have been extensively used in the identification of 

pollution sources in support to the implementation of the European Air Quality Legislation. 

Review papers (Viana et al., 2008; Fragkou et al., 2010) indicate that the most common receptor 

models in Europe have been PCA (and modifications), Chemical Mass Balance (CMB) and Positive 

Matrix Factorization (PMF) (Paatero and Tapper, 1994). The reliability of receptor model outputs 

depends on appropriate data collection, in terms of data capture and kind of chemical species, and, 

for PMF, proper expression of uncertainty in the input data. In addition, determining the number of 

relevant sources and establishing the correspondence between factors and sources still appear as 

critical steps. Moreover, little is known about the comparability between the output of different 

models or between different implementations of a model. 

Performing intercomparison exercises and compiling quality assurance protocols, to reduce the 

influence of expert subjectivity to a minimum, could achieve improving comparability and 

reliability of receptor models (Viana et al., 2006; Larsen et al., 2008; Laupsa et al., 2009; Favez et 

al., 2010). Further improvements in the performance of Receptor Models are expected from the 

application of advanced tools, which make it possible to combine chemical data with other kind of 

information (e.g., meteorological data). More effort should be done to extend the range of the 

chemical species used as explanatory variables (e.g. VOCs, inorganic gases, organic markers, etc.). 

Finally, receptor models have also good prospects in the study of the impact of pollutants on human 

health. Combining source identification with toxicological and epidemiological data is a promising 

approach to evaluate air pollution mitigation measures. (Belis & Karagulian, 2011) 

 

3.2 Source Apportionment of OA environmental data 
 

3.2.1 Overview of OA source apportionment techniques 

Several source apportionment techniques have been proposed specifically for organic aerosol (OA).  

A most simple one estimates the fractions of primary and secondary OA on the basis of the ratio 

between elemental and organic carbon (EC/OC) measured on aerosol filter samples (Turpin and 

Huntzicker, 1991), and assuming that primary OA concentrations are proportional to those of EC.  

Techniques based on carbon isotopic ratios (14C/12C) have recently received attention because they 

provide quantification of the fossil fuel combustion contribution to ambient levels of OA, but their 

widespread application is limited by the relative few number of laboratories capable to handle 

atmospheric samples, by the high costs and by the reduced sensitivity (Szidat et al., 2006; Gilardoni 

et al., 2011). 
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OA source apportionment based on multivariate statistical approach, such as that general described 

in previous section, has been developed in last years: factor analysis of time and compositionally-

resolved OA data enables the extraction of “factors” or “components” representing species that 

correlate in time. Each factor extracted in this way typically corresponds to many individual 

molecules and contains information about their sources, processing histories, and/or chemical 

properties. The most common application of multivariate statistical methods to OA source 

apportionment is the chemical mass balance (CMB), which employs as explanatory variables the 

concentrations of molecular markers measured by GC-MS (Schauer et al., 1996). Several sources 

with unique markers can be identified, but source profiles must be known a priori and in generally 

only primary (e.g., combustion) OA sources are accounted for by this method.  

 

3.2.2 Factor analysis of OA chemical datasets 

Factor analysis includes a wide set of multivariate statistical techniques, including Principal 

Component Analysis (PCA), although non-negative methods are most often used for the analysis of 

spectroscopic data and concentrations matrixes. Basically, regardless of the specific constraints 

imposed and of the different algorithms, all the different methods of factor analysis are based on the 

same bilinear model: 

 (1) 

 

where xij refers to a particular experimental measurement of concentration species j (one of the 

analites or, here, one point of the mass or NMR spectrum) in one particular sample i. Individual 

experimental measurements are decomposed into the sum of p contributions or sources, each one of 

which is described by the product of two elements, one (fkj) defining the relative amount of the 

considered variable j in the source composition (loading of this variable on the source) and another 

(gik) defining the relative contribution of this source in that sample i (score of the source on this 

sample). The sum is extended to k=1,…,p sources, leaving the measurement unexplained residual 

stored in eij. 

Equation (2) describes the same model in a more compact way using matrix algebra notation. 

 

         (2) 

The data matrix of measurements X is decomposed into the product of two factor matrices, the 

loadings matrix (F) defining the chemical composition of the sources, and the score matrix (G) 
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related to the contributions or distribution of these between samples. The noise matrix E contains 

the experimental error as well as unmodelled variance sources not included in the p components.  

Several publications reported factor analysis of speciated OA data from filter samples (Shrivastava 

et al., 2007; Jaeckels et al., 2007; Dutton et al., 2010; Sun et al., 2011) collected at low time 

resolution (typically 24 or 12h). In recent years, the development of on-line aerosol chemical 

measurements employing mass spectrometers (e.g. AMS, see Chapter 2) enabled chemical analysis 

in near-real time allowing to collect complex datasets of OA compositions with a high time-

resolution (seconds to minutes) and a large number of variables (up to 102 - 103 in the case of mass 

spectra). Thanks to the fast sampling rate and high sensitivity, the AMS measurements allowed for 

the first time tracing the aerosol chemical composition at time scales typical of meteorology (~ 

minutes). At present, the most numerous and consistent results of multivariate models in OA source 

apportionment are based on the deconvolution of AMS spectra that allowed the separation of OA 

components into a few chemical classes: oxygenated OA (OOA) associated with secondary fraction 

(SOA), hydrocarbon-like OA (HOA) linked to primary emissions (POA), and sometimes other 

components such as biomass burning OA (BBOA) connected to biomass combustion sources 

(Zhang et al., 2011).  

In addition to factor analysis of AMS datasets, deconvolution of FTIR spectra was used to identify 

groupings of functionalities (aliphatic, carboxylic, carbonyl, hydroxyl, organosulphate, and 

organonitrate groups) attributable to specific aerosol sources (Russell et al., 2010 & 2011). 

In this context, NMR spectroscopy with its ability of functional groups identification and (see 

sections 2.4) has the potential to become a new critical application in OA source apportionment, in 

particular for the discrimination between biogenic and anthropogenic SOA. However, NMR 

spectral deconvolution in atmospheric aerosol studies is still in its infancy and this thesis represents 

the first attempt of extensive application of factor analysis methods for direct deconvolution of 

aerosol NMR spectra with a receptor modeling approach and subsequent source apportionment of 

organic aerosol.  
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4 - Experimental  

 

In the present study, proton-nuclear magnetic resonance (1H-NMR) spectroscopy was employed to 

investigate the chemical composition of atmospheric fine particulate matter ambient samples 

collected at several sites in Europe. A receptor modeling approach of source apportionment based 

on factor analysis of 1H-NMR spectra was used for the first time with the aim of identification of 

the main chemical components present in ambient aerosols and of their quantification and 

attribution to specific sources (primary and/or secondary, biogenic and/or anthropogenic, etc.). In 

order to reach these purposes, NMR spectroscopic analysis was supported by chemical analyses 

provided by various off-line and on-line analytical techniques. Specifically, elemental analysis by 

thermal methods (TOC) and ion chromatography (IC) were used as ancillary techniques with the 

aim of closing the mass balance and of identifying chemical tracers; high-performance liquid 

chromatography (HPLC) provided chemical classes of substances for comparison with the NMR 

factors; finally on-line aerosol mass spectroscopic (AMS) data and their PMF-resulting factors, 

representing nowadays the standard in categorizing ambient OAs, were used for direct comparison 

with NMR-factors. 

During my doctoral work, I took care of NMR analysis of the samples from 3 of the field 

experiments described below, plus other 2 which await elaboration and are not included in this 

thesis. I carried out the factor analysis of all the NMR datasets discussed in this thesis. I also 

performed the TOC analyses, and the HPLC fractionation of the samples from the Cabauw stations 

(see Chapter 7). The IC data were provided by the CNR-ISAC laboratories and the AMS data were 

furnished by foreign partners involved in the project EUCAARI. 

Sampling sites description and analytical protocols will be reported in the following sections.  

 

4.1 Sampling sites  
Ambient aerosol samples analyzed within this thesis were mostly collected during various intensive 

field experiments set up in the frame of the EU-funded EUCAARI project.  

 

4.1.1 Overview of the EUCAARI project 

The European Aerosol Cloud Climate and Air Quality Interactions (EUCAARI) project, involving 

48 partners from Europe and other non-EU countries, was a multidisciplinary study of air pollution 

and climate interactions. More specifically, the project aimed to halve the uncertainty of the impact 

of aerosol particles on climate and to quantify the relationships between regional air quality and 
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anthropogenic aerosols. The project was coordinated by the University of Helsinki (Finland) and 

lasted from 2007 to 2010. 

The project dealt with processes occurring at wide spatial and temporal scales (from nanometres to 

global scale and from seconds to years) and employed extensively modeling tools supported by 

some new laboratory and field observations. These measurements were also complemented with 

intensive air pollution monitoring activities regarding aerosols, which were carried out in particular 

in May 2008, but also in 2007 and 2009, making use of ground stations and research aircrafts.  

 

4.1.2 EUCAARI sampling sites and Intensive Observation Periods analyzed 

The measurements campaigns analyzed in this thesis were carried out at nine European sites 

selected on the basis of their different typology of aerosol emission patterns and pollution levels. 

Referring to the criteria used by Putaud and coworkers for Europe (Putaud et al., 2003), e.g. the 

distance from pollution sources, the sites can be classified into: marine background, natural 

background, rural background, near-city background or urban background. Sampling sites position 

and main characteristics are reported in Table 4.1.  

 

ID  site  position  altitude 
(m asl)  

typology  operated by  

MHD  Mace Head, 
Ireland  

53° 19’ N, 
09° 53’ W  5 marine 

background  
National University of Ireland, 
Galway  

HYY  Hyytiälä, 
Finland  

61º 51’ N, 
24° 17’ E  181 

natural 
continental 
background  

University of Helsinki  

KPZ  K-Puszta, 
Hungary  

46° 58’ N, 
19° 33’ E  125 rural 

background  
Hungarian Meteorological 
Service and ACUV  

CBW  Cabauw, 
Netherlands  

51° 18’ N, 
04° 55’ E  60 rural 

background  KNMI  

SPC  
San Pietro 
Capofiume, 
Italy  

44º 39’ N, 
11° 37’ E  11 rural or near-city 

background  

CNR-ISAC and regional 
environmental protection 
agency  

MPZ  Melpitz, 
Germany  

51° 32’ N, 
12° 54’ E  87 Rural polluted 

background  
Leibniz Institute for 
Tropospheric Research  

ZW Zürich, 
Switzerland 

47° 22’ N, 
08° 31’ E 410 near-city 

background 
Paul Scherrer Institute (PSI), 
Villigen, Switzerland 

BCN Barcelona, 
Spain 

41° 23' N, 
02° 06' E 80 urban 

background 

Consejo Superior de 
Investigaciones Científicas 
(CSIC) - Barcelona, Spain 

MSY Montseny, 
Spain 

41° 46' N, 
02° 21' E 720 rural 

background 

Consejo Superior de 
Investigaciones Científicas 
(CSIC) - Barcelona, Spain 

 

Table 4.1: Synthetic description of the sites 
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Intensive observing periods (IOP) of the field measurement campaigns analyzed in this thesis are 

reported on map in Figure 4.1 and Table 4.2 along with number and type of the collected samples. 

 

 

 
Figure 4.1: map of EUCAARI IOPs sites considered in this thesis. 

 

site (year)  
IOP  samples n°  aerosol type  

start exp. date  stop exp. date    

HYY (2007)  29/03/2007  18/04/2007  22  PM1 

SPC (2008)  31/03/2008  20/04/2008  34  PM1 and PM1-10 

CBW (2008)  08/05/2008  26/05/2008  30  PM1 and PM1-10 

MPZ (2008)  01/05/2008  31/05/2008  15  PM2.5-PM2.5-10 

MHD (2008)  17/05/2008  10/06/2008  7  PM1.5-PM1.5-10 

KPZ (2008)  26/05/2008  14/08/2008  10  PM2.5 

ZW (2008) 30/11/008 17/12/2008 10 PM1 

SPC (2009)  27/06/2009  15/07/2009  100 (29+71)  PM1 and PM1-10 

BCN&MSY (2009) 27/02/2009 23/03/2009 14 (7+7) PM1 
Table 4.2: Sampling periods. 

 

A more detailed description of the sites is reported in the following sub-sections. 
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4.1.2.1 Mace Head  

The atmospheric research station of Mace Head is located on the west cost of Ireland, offering a 

westerly exposure to the North Atlantic ocean. The climate is prevalently dominated by maritime 

air masses: on average over 60% of air masses arrive to the site from a clean sector (180° through 

west to 300°). In fact, it has been shown that this site can be representative of clean background 

marine air (Rinaldi et al., 2009). By contrast, when easterly air masses reach the station, aerosols 

characteristic of the European pollution background are observed. More details on the station are 

available on the official web site (http://macehead.nuigalway.ie/). 

 

 
Figure 4.2: Mace Head Atmospheric Research Station. Department of Experimental Physics National University of 

Ireland, Galway. 
 

 

4.1.2.2 Hyytiälä  

The Finnish Station for Measuring Forest Ecosystem-Atmosphere Relations (SMEAR II) is located 

in Hyytiälä, Finland. This forestry station is situated in the middle of a more than 40-years old Scots 

pine stand (Pinus Sylvetrsis L.) which surrounds homogeneously the site for about 200 m in all 

directions and it extends up to 1.2 km towards the North. Tampere is the largest city nearby and it is 

situated more than 60 km S-SW far. In fact, it has been shown that this site can be representative of 

the boreal coniferous forest. More details on the station are available on the official web site 

(http://www.mm.helsinki.fi/hyytiala/english/eng_index.htm). 
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Figure 4.3: Landscape surrounding the Hyytiälä forestry field station (SMEAR II). Faculty of Agriculture and Forestry, 

Helsinki University. 
 

 

4.1.2.3 K-Puszta  

K-Puszta is a central European site located in the middle of the Hungarian plain. The station is 

surrounded by coniferous forests spaced out with clearings. The station resides at 80 km south-east 

far from Budapest. The largest nearby town (Kecskemét, 110,000 inhabitants) is 15 km far from the 

station, S-E direction. Thus the site can be representative of the European rural background as well 

as more polluted air masses depending on the meteorological conditions.  

 

4.1.2.4 Cabauw  

The Cabauw Experimental Site for Atmospheric Research (CESAR) is located in flat rural area in 

the western part of The Netherlands. The North Sea is more than 50 km away from the site in the N-

W direction.  

 
Figure 4.4: Landscape surrounding the CESAR observatory. The Royal Netherlands Meteorological Institute. 

 

The region nearby the site is predominantly agricultural although the station is not very far from 
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large cities such as Amsterdam and Utrecht. Hence the site offers the opportunity to study a variety 

of air masses from clean maritime to continental polluted ones. More details on the station are 

available on the official web site (http://www.cesar-database.nl/About.do ). 

 

4.1.2.5 San Pietro Capofiume  

The Italian field station is located at San Pietro Capofiume in a flat rural area in the river Po Valley 

region. The Adriatic Sea is more than 60 km away from the site in the east direction. The closest 

large cities are Bologna and Ferrara which are each roughly 40 km far from the site. This region is 

overall characterized by a high population density and by intensive agricultural as well industrial 

activities. Moreover major highways cross this area. Hence according to EMEP (European 

Monitoring and Evaluation Programme under the Convention on Long-range Transboundary Air 

Pollution) conventions this site can be classified as a rural background site, although in the winter 

season, when aerosol dispersion is reduced, the site behaves more as a urban background location. 

 

 
Figure 4.5: Atmospheric research station “G. Fea”, San Pietro Capofiume. CNR-ISAC. 

 

4.1.2.6 Melpitz  

The IFT-Melpitz ground-based research station is located in the river Elbe Valley in Germany. 

Melpitz is a small village surrounded by agricultural land interspersed by edges of forest and it is 

far from the city of Leipzig about 40 km in the southwest direction. Nevertheless major highways 

cross the region at a minimum distance of 1.5 km. Moreover during high pressure conditions dry air 

masses are transported from the north-east area where coal heated power plants and old industries 

with poor exhaust treatments still operate. Anyway air masses reaching the station come 

predominantly from the south-west direction after crossing part of western Europe. Hence Melpitz 

can be described as a rural polluted continental site.  
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Figure 4.6: IFT-Melpitz atmospheric research station. 

 

4.1.2.7 Zurich  

The sampling site was located at the well-described urban courtyard site in Zurich Kaserne, 

Switzerland (Hueglin et al., 2005; Lanz et al., 2007) in the center of the metropolitan area of Zurich 

with about half a million inhabitants. The location is considered as an urban background site as far 

as traffic emissions are concerned and is one of the Swiss NABEL long-term monitoring stations. 

 

4.1.2.8 Barcelona & Montseny 

The BCN and MSY sites are located respectively inside Barcelona (in the university campus in the 

western side of the city close to Diagonal Avenue, one of the main traffic roads) and at about 50 

Km away from that. They are run by CSIC-IES within the framework of the Catalan atmospheric 

network. Montseny is located far from any local source of pollution and the air is representative of 

regional background. Montseny is equipped with PM1, PM2.5 and PM10 continuous 

measurements, and PM10 and PM2.5 Hivol samplers that are involved also in the EUSAAR 

(European Supersites for Atmospheric Aerosol Research) network.  

The Barcelona geographical area is affected by convergence of air masses with different 

characteristics: the cold air coming down from medium and high latitudes, and the warm air coming 

up from tropical and subtropical latitudes. The former mainly dominates during the winter months, 

while the latter, characterized by anticyclones in the middle and upper layers of the troposphere, is 

predominantly observed during the summer. For this reason, the summer season is dry while the 

rest of the year is moderately humid (Clavero et al., 1997). The mountain ranges surrounding the 

Mediterranean Sea act as a sharp climate barrier protecting the Mediterranean basin from more 

extreme continental weather conditions. Thus, the coastal and pre-coastal zones present a winter 

regime characterized by low precipitation, a warm and dry summer and a rainy autumn. The major 

orographic features that influence the flows to BCN are the Pyrenees Mountains and the Ebro 

Valley, acting as a natural barrier of the flows and producing important orographic forcings into the 
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low troposphere. In a local scale, BCN is dominated by the coastal depression, coastal mountain 

range, pre-coastal depression and pre-coastal mountain range where the MSY site is located. There 

are two main river valleys perpendicular to the coast limiting the BCN area. These valleys contain 

highways and roads that link the Barcelona urban area and its outlying towns with the cities in the 

pre-coastal depression. Many industries are located around these urban areas. The development of 

thermally-driven flows and forced channelization of synoptic flows have important effects in the 

dispersion of the pollutants emitted within the area. 

 

 
Figure 4.7: Barcelona city landscape and Montseny research station (EUSAAR). 

 

4.2 Samples handling and analysis  
 

4.2.1 Sampling methods  

Within this work aerosol samples have been prevalently collected on quartz micro-fiber filters 

(QMA grade purchased by Whatman or Pall). The quartz fiber filters were washed with Milli-Q 

water and fired for 1h at 800 °C before sampling in order to reduce their blank values.  

Various high volume samplers have been employed in aerosol sampling depending on the 

instrument availability on the site. During the intensive observing periods held in the SPC and 

CBW stations was employed a dichotomous high volume sampler from MSP Corporation 

(Universal Air Sampler, model 310) working at a constant nominal air flow rate of 300 L/min. The 

dichotomous sampler allowed to collect atmospheric aerosols in their PM1 and PM10 fractions. A 

Sierra Andersen high volume sampler, segregating PM1.5 and PM1.5-10 particles, was used in the 

MHD station. PM2.5 and PM2.5-10 fractions of atmospheric aerosol were obtained in the MPZ station 

using a Digitel high volume sampler. In the HYY and KPO stations were employed two high 

volume samplers working at 600 and 850 L/min and configured to remove particles with 

aerodynamic diameter larger than 1 and 2.5 µm respectively.  

A sampling tandem configuration consisting in the use two piled filters, one front (F) and one back 

up (BU) filter, in separate filter holders, was adopted when possible in order to assess sampling 

artifacts on OA concentrations due to absorption of organic vapors (Cheng et al., 2009; Vecchi et 
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al., 2009).  

After sampling the aerosol samples were stored in a freezer until the analyses. 

  

4.2.2 Analytical methods 

A scheme of the analytical protocol employed to chemically characterize the aerosol samples 

collected on quartz fiber filters at the various sites and to compare them with on-line measurements 

is reported below (figure 4.8). 

 

 
 

Figure 4.8: Scheme of the analytical protocol deployed to characterize aerosol samples. In red the main innovation of 
this work; in blue analyses not carried results from other research groups and used here for comparison. Grey dotted 

rectangle encompasses all the analyses on water-soluble aerosol fraction. 
 

 

Small portion of the samples was directly subjected to high temperature combustion analysis in 

order to measure their Total Carbon (TC) content. The leftover filter portions underwent extraction 

with ultrapure mQ water (Millipore, 18.2 mOhm cm water resistivity): about 1 mL of mQ water per 

filter’s cm2 has been generally employed. The extraction procedure was performed using an 

ultrasonic bath on quartz fiber filters for 30 minutes. After sonication, water extracts were filtered 

on PTFE membranes (pore size 0.45 µm) in order to remove suspended particles. After filtration the 

water extract was split into aliquots devoted to the various analyses on the dissolved water-soluble 

organic matter as schematically reported in figure 4.1. Additional analytical details will be reported 

in the following sections. 

 



	   52	  

4.2.2.1 Total Carbon (TC) analysis 

Total carbon content was directly measured on a small portion of the quartz fiber filters (about 1 

cm2) by evolved gas analysis. Measurements were performed by a Multi N/C 2100 elemental 

analyser (Analytik Jena, Germany) equipped with a furnace suited for solid samples. Inside the 

furnace samples were exposed to increasing temperature (up to 950 °C) in a pure oxygen carrier 

gas. Under these conditions all carbonaceous matter (Organic Carbon, Carbonate Carbon and 

Elemental Carbon) is converted in CO2 (Gelencser et al., 2000). TC is measured as total evolved 

CO2 by a non-dispersive infrared (NDIR) analyser. The instrumental detection limit was 0.2 µgC 

and the accuracy resulted better than 5% for 1 µgC. 

 

4.2.2.2 Water Soluble Organic Carbon (WSOC) analysis 

WSOC content was measured by the liquid module of the above-mentioned Multi N/C 2100 total 

organic carbon analyser. For each aqueous sample parallel measurements of carbonate carbon (CC) 

and total soluble carbon (TSC) were carried out. The measure of the TSC is performed by catalytic 

high temperature combustion in a pure oxygen carrier gas (up to 800 ° C in presence of Pt as 

catalyst) and a NDIR detector. The measure of the CC content is provided by the acidification of 

the sample before its combustion. The difference between the measured total soluble carbon and 

inorganic carbon results in WSOC (Rinaldi et al., 2007). Replicate analysis of standard solutions 

showed reproducibility within 5% for both TSC and carbonate carbon at the concentrations 

typically employed for samples extracts (i.e. between 0.5 and 5 ppmC).  

 

4.2.2.3 Ion Chromatography (IC)  

The inorganic water soluble fraction of the ambient aerosol samples has been characterized by 

means of Ion Chromatography (IC). Inorganic ions (NH4
+, Na+, K+, Mg2+, Ca2+, Cl-, NO2

-, NO3
-, 

SO4
2- ) were identified along with light organic acids ions such as acetate (Ace), formate (For), 

oxalate (Oxa) and methanesulfonate (MSA). Even light alkyl ammonium ions were identified such 

as mono-, di- and tri-methyl ammonium ions (MMA+, DMA+, TMA+), and mono-, di- and tri-ethyl 

ammonium ions (MEA+, DEA+, TEA+).  

A Dionex instrument (ICS-2000) equipped with a conductivity detector, a gradient pump and a self 

–regenerating suppressor has been used to separate and quantify the above-listed ions. Anions were 

specifically analyzed by the ion chromatograph, equipped with IonPac AG11 2x50mm Dionex 

guard column, IonPac AS11 2x250mm Dionex separation column and ASRS ULTRA II self-

regenerating suppressor. A solution of KOH was used as eluent. Its concentration increased from 

0.1 mM to 38 mM, in a 25 minutes long run (0.1 mM for 8 min, 5 mM reached at 12 min, 10 mM at 
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17 min and 38 mM at 25 min). The flow rate was 0.25 mL/min. Cations were analyzed with the 

same ion chromatograph, equipped with IonPac CG16 3x50 mm Dionex guard column, IonPac 

CS16 3x250mm Dionex separation column and CSRS ULTRA II self-regenerating suppressor. The 

analyses were performed isocratically with a 30 mM solution of MSA as eluent held for 35 min. 

The flow rate was 0.36 mL/min.  

The detection limit for the analyzed inorganic ions corresponds to an average air concentration of 4 

ng/m3, except for sodium, nitrite and calcium for which it is 45 ng/m3.  

 

4.2.2.4 Water Soluble Organic Nitrogen (WSON)  

The above-mentioned Multi N/C elemental analyzer has been even employed to measure also the 

Total Soluble Nitrogen (TSN) content of the water-soluble fraction of the aerosol. The instrument’s 

module for nitrogen analysis is equipped with a chemo-luminescence detector to measure the NOx 

evolved from the high temperature combustion (800 ° C, 100% O2) of the samples. The elemental 

analyzer resulted sensitive to nitrogen regardless to its chemical form. TSN was quantified against 

calibration curves obtained using sodium nitrate as standard compound. The instrumental 

reproducibility resulted very good (better than 2%) at concentration of 1 ppmN but increases at 

lower concentrations (8% at 300 ppbN).  

Once determined the TSN, the Water Soluble Organic Nitrogen (WSON) content was calculated 

subtracting the inorganic nitrogen content derived by ion chromatography (i.e. the sum of nitrate, 

nitrite and ammonium).  

 

4.2.2.5 WSOC separation by High Performance Liquid Chromatography (HPLC)  

A new liquid chromatography method has been applied to simplify the initial complex mixture of 

water soluble organics into few main chemical classes according to their neutral/acidic character 

(Mancinelli et al., 2007). An anion exchange HPLC method coupled to WSOC analysis was 

specifically exploited to quantitatively resolving water soluble organics into: neutral compounds 

(N), mono- and di-acids (MA and DA), and poly-acids (PA, i.e. compounds carrying more than two 

carboxylic groups).  

The analyses were performed on a HPLC instrument from Agilent (Model 1100), equipped with a 

TSK-GEL® DEAE-5PW column (7.5mm i.d. . 7.5 cm length, Tosoh Bioscience), an autosampler, 

UV detector and a fractions collector. The selected injection volume, flow rate and wavelength 

were respectively 1 mL, 0.7 mL/min and 260 nm. The mobile phase consisted of A) mQ water and 

B) a ClO4-/PO4
3- buffer solution at pH 7 (NaClO4 0.5 M, KH2PO4 0.05 M, NaOH 0.044 M) whose 

composition changed towards an increasing ionic strength within the eluition program . The mobile 
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phase composition changed as follows: A 100 % isocratically from 0 to 8 min; first gradient from 8 

to 15 min reaching B 10 %; B 10 % isocratically from 15 to 21 min; second gradient from 21 to 26 

min reaching B 100 %; final gradient back to A from 26 to 31 min. N, MA, DA and PA compounds 

were subsequently eluted and collected on the bases of time intervals chosen depending on the 

minima between the UV peaks in the chromatogram (7-20 min for N, 20-23 min for MA, 23-30 min 

for DA and 30-37 min for PA). Avoiding organic additives, the mobile phase does not interfere 

with the measure of the dissolved organic carbon in the HPLC collected fractions thus allowing the 

direct WSOC analyses after the collection (before the elemental analysis PA fractions were 

acidified with 50 µL HCl conc. and purged with CO2 free-air to remove the carbonates due to the 

mobile phase).  

The instrumental detection limits of the NB, MA, DA and PA fractions were 2.2, 1.0, 1.3 and 3.2 

µgC, respectively. 

 

4.2.2.6 WSOC characterization by proton-Nuclear Magnetic Resonance (1H-NMR) spectroscopy  
1H-NMR spectroscopy in deuterium oxide (D2O) solution was exploited for functional group 

characterization of water-soluble organics. Aliquots of water extracts were dried under vacuum and 

re-dissolved in 650 µL D2O. Sodium 3-trimethylsilyl-(2,2,3,3-d4) propionate (TSP-d4) was 

prevalently used as referred internal standard adding 50 µL of a TSP-d4 0.05 % (w/w) solution in 

D2O (1.455 µmol H belonging to the standard in the probe) following the protocol reported by 

Decesari (Decesari et al., 2000; Tagliavini et al., 2006) and already described in Chapter 2. In some 

cases, methanol (MeOH) was used as alternative internal standard (0.5 µmol H belonging to the 

standard in the probe). The 1H-NMR spectra were acquired with a Varian spectrometer working at 

400 MHz (Mercury 400) in 5 mm probes. Pre-saturation of the HDO signal was always performed..  

A minimum amount of 80 µg of WSOC in 5 mm NMR tube provides a good signal-to-noise ratio 

even for the least abundant functionalities (like the aromatics) at 400 MHz and upon a few hours of 

acquisition. The different bands of the spectra were integrated providing molar concentrations of 

the organic hydrogen atoms associated with the various functional groups. Different functional 

group bands and their respective H:C ratios for conversion in carbon molar concentration are those 

descried in Chapter 2.  

 

4.3 Factor Analysis of NMR spectra 
 

4.3.1 General description of factor analysis procedure and algorithms 

Collections of NMR spectra were processed using factor analysis methodologies in order to find 
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contributions and spectral profiles (loadings) of major components of WSOC. The carbon fraction 

not soluble in water (WINC) was not analyzed by NMR in this study and therefore was not 

accounted for by this factor analysis.  

The original NMR spectra were subjected to several pre-processing steps prior to undergo to factor 

analysis in order to remove spurious sources of variability. A polynomial fit was applied to 

baselines and subtracted from the spectra. Careful horizontal alignment of the spectra was 

performed using the TSP-d4 singlet as reference position. Peaks overlapping with blank signals 

were removed. The spectral regions containing only sparse signals (δH < 0.5 ppm; 4.7 < δH < 5.2 

ppm; and δH> 8.5 ppm) were omitted from the data set. Binning over ≈0.030 ppm of chemical shift 

intervals was applied to remove the effects of peak position variability caused by matrix effects. 

Low-resolution (200 or 400 points depending on specific dataset) spectra were finally obtained, and 

were allowed to be processed by factor analysis. A scheme of the NMR factor analysis steps is 

reported in figure 4.8. 

 

 
Figure 4.8: schematic protocol for NMR factor analysis. 

 

Since these statistical approaches had never been applied to the analysis of atmospheric organic 

aerosol samples before the present study, 5 different methods of non-negative factor analysis were 

tested and intercompared in my doctoral work: The EPA open-source software EPA-PMF v3.0 was 

used for PMF analysis. Two different algorithms were used for N-NMF, employing a projected 

gradient bound-constrained optimization (Lin, 2007), or a multiplicative update approach (Lee and 

Seung, 2001). MCR was run according to two different algorithms: the classical alternating least 

square approach (MCR-ALS, Tauler 1995, Jaumot et al., 2005) and a weighted alternating least 

square method (MCR-WALS, Wentzell et al., 2006). The five methods, based on the same bilinear 

model described in section 3.2.2 but with different algorithms, are listed in table 4.3. 
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EPA-PMF 3.0v Positive Matrix Factorization of US 
Environmental Protection Agency (EPA) 
software 3.0v with Multilinear Engine (ME) 
algorithm 

N-NMF_ Projected 
Gradient 

Non-negative Matrix Factorization with 
Projected gradient bound-constrained 
optimization 

N-NMF_ 
Multiplicative 

Non-negative Matrix Factorization with 
multiplicative update approach 

MCR-ALS Multivariate Curve Resolution-Alternating 
Least Squares 

MCR-WALS Multivariate Curve Resolution-Weighted 
Alternating Least Squares 

Table 4.3: multivariate statistical methods exploit for NMR-factor analysis. 

 

The mathematical goal of every model is to find values of gi,k, fk,j and p that best reproduce xi,j.  

For this purpose the values of G and F are iteratively fitted to the data using a least-squares 

algorithm, minimizing the fit parameter called “Q”. Q may be defined in different ways depending 

on model’s approach: 

 

• EPA-PMF defines Q as: 

(3) 

where  

sij is the uncertainty of the jth species concentration in sample i,  

n is the number of samples and  

m is the number of species. 

 

It is also possible to use EPA PMF in a “Robust mode” which reduces the weight of outliers in the 

data matrix: when Robust mode is used the uncertainties of measurements for which the scaled 

residuals (eij/sij) are greater than a certain parameter (called “outlier distance” or α) are increased in 

order to downweigh their influence on the PMF solution. Most PMF analyses of PM data report α 

values give a value of α=4. 
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When Robust mode is used, Q is defined as: 

(4) 

where hij = 1   for  |eij/sij|≤ α 

           hij = |eij/sij|/α  for  |eij/sij|> α 

 

In Robust mode the PMF algorithm attempts to minimize QRobust rather than Q as defined in eq. 3 

(so called QTrue). 

The uncertainty matrix (sij) is the most characteristic for PMF respect to other methods, and it 

allows to reduce the actual impacts of specific values or variables (e.g., outliers or anomalous data) 

on the results of factor analysis. 

The uncertainty matrix was derived in this study on the basis of the baseline noise in the NMR 

spectra (see following sections). 

 

• N-NMF Projected Gradient & Multiplicative define Q as: 

 

(5) 

 

In this equation there is not any term referred to uncertainty and the Q-value depends only on the 

difference between the measurements (Xi,j) and model’s results (Gi,k*Fk,j). 

 

• MCR-ALS, finally, defines Q as: 

(6) 

 

Q is similar to N-NMF methods, without uncertainty term. 

 

Each factor analysis model can provide solutions with an arbitrary number of factors: the user must 

select the solution with the factor number that “best” explains the data. This is often the most 

subjective and least quantitative step of factor analysis and relies greatly on the experience of the 

modeler (Engel-Cox and Weber, 2007; Reff et al., 2007). In addition, mathematical deconvolution 

of a dataset often yields non-unique solutions, in which linear transformations (colloquially referred 
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to as “rotations”) of the factors are possible while the positivity constraint is maintained. The 

necessity of choosing a number of factors and a particular rotation often complicates the 

interpretation of the solutions. Criteria for reducing subjectivity and variability in the application of 

factor analysis (in particular on NMR data) will be provided in Chapter 5 (section 5.2). 

 

4.4 Aerosol Mass Spectrometer (AMS) 
AMS data are reported in this thesis with aim of comparison with NMR analysis. AMS 

measurements were operated by partners of the EUCAARI project, not by the writer of this thesis. 

Nevertheless it is worthwhile to provide here a general overview on the AMS operation principle 

and set up, because AMS measurements accompanied filter sampling for NMR analysis during all 

the EUCAARI field campaigns and the AMS-NMR comparison became a key topic of this doctoral 

work. 

The Aerodyne Aerosol Mass Spectrometer (AMS) (Canagaratna et al., 2007; Jayne et al., 2000; 

Jimenez et al., 2003) is an online particle measurement system which allows the mass spectrometric 

analysis of aerosol particle composition after separation from the gas phase. The AMS is built up in 

four sections: an aerodynamic lens as inlet, a differentially pumped vacuum particle sizing chamber, 

a vaporization/ionization region and a mass spectrometer (MS). 

 

 
Figure 4.9: Schematic drawing of an AMS (partly taken from (DeCarlo et al., 2006)). 

 

An aerosol stream of 80 mL/min passes through a Liu type aerodynamic lens (Liu et al., 1995a; b). 

The lens reduces the gas phase to particle phase concentration by a factor of 107. It focuses the 

particle stream to a narrow beam of about 1 mm diameter and has an almost 100 % transmission 

efficiency for particles between 70 nm and 500 nm. Particles in the size ranges of 30 nm to 70 nm 

and 500 nm to 2500 nm are still substantially transmitted, with a 50 % transmission efficiency for 

particles of 1 µm (Jayne et al., 2000; Zhang et al., 2004). Hence, the AMS is referred to as PM1 

instrument (Canagaratna et al., 2007). 
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The particles are accelerated at the exit of the lens and fly through a particle sizing chamber with a 

pressure within the chamber of approximately 10-3 Pa. The particle sizing is achieved by measuring 

the particles time of flight (PToF) between entering the chamber and detection, since the particles 

velocity is directly proportional to their aerodynamic diameter. A spinning disk that has two radial 

slits chops the particle beam at the exit of the aerodynamic lens. The recording of the flight time 

starts when the particles pass through one of the slits, detected by an LED and a photodiode, and 

ends when ion signal is detected. 

After passing through the PToF chamber the particle beam strikes a conic tungsten surface, the so 

called vaporizer. The vaporizer consists of porous tungsten and has an inverted conical shape, to 

achieve optimum particle collection efficiency. The temperature of the vaporizer can be modulated 

from about 150 °C to about 950 °C and is chosen such that maximum signal is obtained. In general, 

the vaporizer is operated at approximately 600°C causing the non-refractory components of the 

particles to flash evaporate on the surface (Jayne et al., 2000). 

The evaporated molecules are ionized by 70 eV Electron Impact (EI). The required electrons are 

emitted by a filament that is located millimeters beside the vaporizer. The ionized molecules are 

then extracted into the MS for compositional analysis. EI ionization is a standard ionization method. 

Acquired mass spectra can therefore be compared to data base spectra like the public available data 

base from the National Institute for Standards and Technology (NIST). One must keep in mind, that 

the flash evaporation of the particles introduces additional internal energy which in turn leads to a 

high degree of fragmentation when the molecules are ionized. 

Quadrupole AMS (Q-AMS) and High Resolution Time of Flight AMS (HR-ToF-AMS) results 

from various EUCAARI measurement campaigns were used in this work for a comparison with 

filters measurements. The major difference between these two instruments is the mass spectrometer. 

The quadrupole mass spectrometer (Q-MS) consecutively scans a defined range of mass to charge 

ratios (m/z's) with only a narrow mass range reaching the detector at a given time. The scan of a 

mass range of 300 m/z's requires about 300 ms (Drewnick et al., 2007). Opposite to this, the HR-

ToF mass spectrometer acquires all m/z's in one ion extraction, which occurs about every 30 µs in 

V-mode and ever 50 µs in W-mode. V- and W- mode refer to the flight path of the ions within the 

MS. V-mode is a single reflection flight path and W-mode is a triple reflection flight path of 1.3 m 

and 2.9 m, respectively (DeCarlo et al., 2006) resulting in a high mass resolution. 

The application of PMF analysis to the organic fraction of AMS mass spectra can be used for 

source apportionment of organic aerosol, which is an important part of field data interpretation 

(Aiken et al., 2009; Huffman et al., 2009; Lanz et al., 2007). Details regarding the application of 

PMF to AMS data can be found in Ulbrich et al., 2009. Briefly, the rows of the matrix (Xij) 
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represent the averaged mass spectra obtained at each single measurement point and the columns 

represent the time series of the individual m/z measured. The rows of the Fpj matrix are the factor 

profiles (mass spectra) and the columns of matrix Gip represent the time dependent contribution of 

each factor to the solution. The number of factors is chosen based on residuum analysis for a range 

of solutions together with correlation analysis of the factors with each other both in terms of mass 

spectral and time dependent similarities (Ulbrich et al., 2009). Each factor needs to be validated 

based on the knowledge of the mass spectrum characteristics and/or by correlation of the time 

dependence to so called tracers. Tracers are time series of compounds a) measured by the AMS 

itself e.g. NO3, SO4, NH4, and Cl, b) data of gas phase species like O3, SO2, CO, and NOx, or c) 

particulate species like black carbon (BC) or elemental carbon (EC) acquired by co-located 

instruments. Most common factors arising from PMF-AMS (OOA, HOA, etc.) were already 

mentioned in Section 2. 
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5 - Characterization and source apportionment of atmospheric 

organic aerosols during the EUCAARI measurement campaigns by 

means of nuclear magnetic resonance (NMR) spectroscopy 

 

This chapter reports the main results of the chemical analyses carried out at nine different European 

sites during the EUCAARI project campaigns and of the source apportionment techniques 

presented in previous chapter. The field sites are located at different altitudes ranging from sea level 

to several hundreds of meters above sea level (a.s.l.), are distanced 500-1000 Km each other and 

represent a wide variety of environments, such as marine, coastal, remote continental, suburban and 

rural, hence being representative for very different local emissions. Nevertheless, being this study 

focused on PM1 aerosol particles, dominated by accumulation mode aerosols having characteristic 

lifetimes of 1 - 5 days in the lower-mid Troposphere (Williams et al., 2002), the chemical 

composition at the various sites in Europe is expected to be considerably impacted by 

transboundary transport. Therefore, the comparison between samples collected even at stations 

distanced 500 – 1000 km is informative of the source contributions building up the OA background 

concentrations at regional-to-continental scale. 

  

5.1 Analyses of NMR datasets from the EUCAARI intensive observation periods 

(IOPs) 
Collections of 1HNMR spectra of WSOC were recorded for each EUCAARI measurement 

campaign following the procedures described in Chapter 4. Figure 5.1 shows examples of 1H-NMR 

spectra recorded during the EUCAARI experiments. 

As shown in the figure, NMR spectra of ambient aerosol can show very different features 

depending on sampling site and measurement period, even if all spectra exhibited a complex 

spectral structure with presence of very broad, poorly resolved peaks, deriving from the overlap of a 

very large number of individual minor contributions (as already described in Chapter 2). In order to 

reduce complexity and to identify and characterize the contributions of possible organic aerosol 

sources, the unresolved mixtures of molecular structures were decomposed into distributions of 

main classes of functional groups according to the criteria presented by Decesari et al 2007, and the 

results from all NMR spectra collected in EUCAARI campaigns are reported in the graph in Figure 

5.2. The figure takes into account only the samples collected in continental or marine polluted 

conditions. 
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Figure 5.1: examples of H-NMR spectra of ambient aerosol samples from the different EUCAARI campaigns. Spectra 

total signals here are normalized to aerosol concentrations in the air. Y-axis reports arbitrary unit linked with signal 
intensity; x-axis reports chemical shift expressed in ppm. 

 

 

 
Figure 5.2: characterization of unresolved organic mixture in term of functional groups composition from all samples 
collected and analyzed by H-NMR in the frame of EUCAARI project. MH samples directly impacted by Atlantic air 

masses were excluded (only polluted cases are considered)  



	   63	  

The figure shows a continuum of compositions between two groups: those dominated by biomass 

burning (BB) and those labelled as “SOA” in the broad sense (enriched in carbonyls or carboxyls). 

As already explained in Chapter 2, 1H-NMR analysis without chemical derivatization does not 

differentiate between carbonyls and carboxyls, therefore the “SOA” cluster actually encompasses 

compositions of fresh and aged OA without a clear distinction. Conversely, biomass burning OA, 

enriched in alcohols and in aromatics are clearly identified. 

 

5.2 Application of factor analysis to the EUCAARI NMR datasets 
In addition to the analysis of functional groups and analogously to more established methodologies 

employing mass spectrometric techniques, factor analysis of NMR spectra were exploited for the 

identification of a small number of recurrent chemical classes characterized by source-specific 

NMR features. We used the five techniques of non-negative factor analysis introduced in Chapter 4. 

First of all, attempting to address the major issues inherent to factor analysis and its application to 

NMR (see Chapter 4), an explorative factor analysis was carried out on a subset of NMR data 

(section 5.2.1) before application to the whole EUCAARI dataset (section 5.3). 

 

5.2.1 Choosing the number of factors 

Choosing the best modeled number of factors for a dataset is the most critical decision to the 

interpretation of the PMF results. Mathematically consistent matrix decompositions into scores and 

loadings do not guarantee that the solutions have a physical sense. Therefore, the selection of 

appropriate solutions implies a certain degree of subjectivity (e.g. by Li et al., 2004; Buset et al., 

2006; Lanz et al., 2007, 2008a,b). Nevertheless, mathematical diagnostics can be profitably 

exploited to inform decision on factor number and to identify spurious sources of variability.. 

Several mathematical metrics were eventually used in this work: 

- Q-value Analysis 

A first standardized criterion is the calculation of Q-value, the total sum of the squares of scaled 

residuals (Paatero et al., 2002). If all points in the matrix are fit to within their expected error, then 

abs (eij )/σij is ≈ 1 and the expected Q (Qexp) equals the degrees of freedom of the fitted data = 

mn−p(m+n) (Paatero et al., 2002). If the assumptions of the bilinear model are appropriate for the 

problem (i.e., the dataset is the sum of variable amounts of components having characteristic 

constant “profiles”) and the estimation of the uncertainties in the input data is accurate, solutions 

with numbers of factors that give Q/Qexp near 1 should be obtained. In PMF method values of 

Q/Qexp >> 1 indicate underestimation of the uncertainty or variability in the factor profiles that 
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cannot be simply modeled as the sum of the given number of components. If Q/Qexp << 1, the 

errors of the input data are probably overestimated.  

Schematically: 

 

Q/Qexp≈(ei,j/si,j)/cost è  as higher is  si,j  as  Q/Qexp  is lower  è   

                                                            -if Q/Qexp<1 => OVERESTIMATION of unc.  ;  

                                                            -if Q/Qexp1 => APPROPRIATE ESTIMATION of unc.;  

                                                            -if Q/Qexp>1 => UNDERESTIMATION of unc.  

 

Anyway Q/Qexp ratio is expected to decrease with the number of factor, as additional factors 

explain bits of variance with a general improvement of the fit. However, spurious solutions provide 

only minor decreases in Q, whereas genuine factors explain a significant fraction of the total 

variance and their inclusion is generally reflected by a marked decrease in Q/Qexp ratio. Therefore, 

the visual inspection of the curve Q/Qexp versus number of factor often provides a straightforward 

manner to highlight to number of “genuine factors” (Paatero and Tapper, 1993).  

 

 
Figure 5.3: an example of Q/Qexp versus the number of factors p for the NMR-factor analysis of data from SPC 2008 
IOP. Blu line represents average values between four methods applied. Red circle denotes the chosen solution (p=5).  

 

Moreover the comparison between factor analysis algorithms allows identification of solutions in 

which different methods perform similarly, which is also useful for the determination of the best 

number of factors: as shown in Figure 5.3 referring to SPC 2008 campaign, results from the 

different algorithms show a significant improvement of their agreement passing from p=4 solution 

to p=5 one. 

- Preliminary Principal Components Analysis (PCA) 

Preliminary PCA can be run to identify the best number of factors as function of explained 

variance: the number of factors that explains the majority of the total variance (i.e. 90%), and 

beyond which the model explains only a further percentage, probably represents a good number of 
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factor also for other non-negative factor analysis methods. E.g., for Cabauw IOP NMR-dataset, the 

PCA model with three factors already explains 92% of the total variance. A fourth factor explains 

only a further 1% indicating a probable spurious solution. 

-Residuals analysis 

Another evaluation method to identify a reasonable number of factors is the analysis of residuals 

resulting from subtracting the concentrations provided by the sum of the scores calculated by the 

model from those directly measured by the instrument. The contribution of residuals to total 

concentrations is expected to decrease with the number of factor, as each additional factor 

introduces a general improvement of the fit. When the addition of one more factor does not 

decrease the percentage of residuals, it is most probably the case of a spurious solution. Therefore, 

the inspection of the dependence of the correlation coefficient (between modeled and measured 

data) on factor number provides an alternative diagnostic to Q analysis. An example referring to 

application of EPA-PMF on the Cabauw 2008 NMR dataset (Figure 5.4) shows that better fit is 

obtained by increasing the number of factors from three to four. In this case, a plateau is reached at 

four factors (R=0.9996) even if already with only three factors the model fit was excellent (R>0.99) 

and residuals represent just 0.5% of the reconstructed data. 

 

 
Figure 5.4: the model fit and percentage of un-explained residuals as function of the number of factor: blue line 

represents the Pearson correlation coefficient (R) (on blue left y-axis); red line represents the percentage of model 
residuals with respect to the sum of concentrations explained by factors modeled. 

 

- Uniqueness of NMR spectral profiles and contribution 

Genuine factors are normally characterized by distinct profiles. Inversely, very high correlation 

coefficients between two or more factor profiles point to probable spurious solutions. An example 

regarding Cabauw 2008 campaign shows that in the solution with p = 4 the spectra of two factors 

result very similar and difficult to distinguish between each other. Table 5.1 shows the correlation 

between profiles for the p=4 solution: very high values of correlation coefficient between F2 and 
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F3, F2 and F4, F3 and F4 (respectively 0.81, 0.78 and 0.93) suggested that  the split into four 

factors was artificial.  
 

 
Table 5.1: Pearson correlation coefficients (R) between spectral profiles of NMR-factors for p=3 and p=4 solutions in 

Cabauw 2008 EUCAARI campaign. The high correlation between two factors (F3 and F4) in the p=4 solution is 
highlighted in bright red. Other shades of red indicate different levels of correlation, smaller but still significant. 

 

- Comparison with chemical and meteorological metadata 

Finally, even if mathematical diagnostics are very useful to exclude spurious factors and to describe 

the mathematical aspect of the models explanatory power, metadata analysis is also used to 

discriminate between ambiguous solutions and to facilitate the interpretation of the physical sense 

of the factors (e.g., Lanz et al. 2008). In this study, NMR factor contributions were compared, for 

instance, with the concentration time trends of proxies for primary (e.g. CO, NOx, BC, EC) and 

secondary (e.g. gaseous oxidants, particulate nitrate and sulphate etc.) sources in the troposphere. 

The calculated scores were also examined in parallel with air-masses origin study to determine 

prevalent origin area and to link them to specific activities and sources.  

 

5.2.2 Input uncertainty determination 

As already mentioned in Chapter 4, a matrix of uncertainties (sij), with values defined for each entry 

in the measurement matrix, must also be supplied as input to EPA-PMF. Quantification of the 

uncertainty is often very important for the outcomes of PMF analysis and it is always critical for 

calculating the diagnostic Q defined in eq. (3) (see Chapter 4). The estimation of uncertainty 

starting from the method detection limit and other sources of analytical uncertainty can be derived 

according to different equations, as exemplified by Reff et al. (2007). Since PMF had never been 

applied to NMR spectral datasets before the present study, several approaches for building up the 

uncertainty matrix for PMF have been pursued: 

- DLx2: The signal-to-noise ratio was calculated in the 6 - 7 ppm region, which is typically free 

of the sample signals for each spectrum, and the detection limit (DL) was derived from the noise 

amplitude. Uncertainty for PMF was then defined as twice the detection limit (DL x 2), in order 

to take into account additional sources of variability respect to the instrumental noise. 

DLx2 may differ between spectra, but it is constant in each spectrum. 
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E.g.: DLx2= [ 0.9   0.9  …   0.9 

                                    0.3   …   …   0.3 

                                               …    …   …   … 

                                               0.7   …   …   0.7 ]; 

 

- Relative uncertainty: after DL calculation (or Instrument Precision (IP)), the uncertainty is 

defined as follows: 

• if the concentration is lower than DL (or IP), an uncertainty equal to DLx2 is assigned: 

                                                 
 

• if the concentration is higher than DL (or IP) we assign an uncertainty which is also a 

function of the relative error (percentage): 

                                               
where si,j and xi,j are respectively the total uncertainty and concentration in the jth 

species during the ith sample, and IP is the Instrument Precision calculated in 

different possible ways. 

 

This kind of uncertainty varies between spectra and within each spectrum along the scale of 

the chemical shifts: 

 

             E.g.: WilliamDL=[0.9   0.8  …   1.2 

                                            0.6   …   …   1.3 

                                            …    …   …   … 

                                                  0.7   …   …   1.0 ]; 

 

Although uncertainty definitions taking into account relative errors on the measurements are in 

principle more correct than those relying on the DL quantification alone, in this particular study the 

definition of uncertainties had no clear impact on the determination of the factors and on results of 

NMR spectra factor analysis. On the contrary, EPA-PMF, regardless of the criteria adopted for 

uncertainty definition, behaved very similarly to the other algorithms in treating the NMR datasets. 

For this reason, in this work a simple DLx2 uncertainty was finally selected (section 4.4.1). 
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5.2.3 Rotational problems 

Despite the constraint of non-negativity, PMF and factor analysis solutions may not be univocally 

determined even for the same factor number: there may be many possible linear transformations 

(“rotations”) of the factors profiles and contributions that result in an identical fit to the data, such 

that: 

 

GF = GTT-1F 

 

Where T is a transformation matrix and T-1 is its inverse. A given ti,j>0 would create a rotation by 

adding the profiles (F) and subtracting the contributions (G) of factors i and j, while ti,j<0 would 

create a rotation by subtracting the profiles (F) and adding the contributions (G) of factors i and j.  

An infinite number of “rotations” may exist and still meet the non-negativity constraint. It should be 

noted that orthogonal or “solid body” geometric rotations of the factors are only a subset of the 

possible linear transformations. 

With EPA-PMF 3.0v (like with PMF2 and ME, the most widespread software for PMF), once the 

best number of factors has been determined, a subset of the rotational freedom of the solution can 

be explored by changing the FPEAK parameter. Of greatest interest are FPEAK values for which Q 

does not increase significantly over QFPEAK=0, meaning that the PMF model is still satisfied with 

little additional error. Some researchers recommend exploring a range of FPEAKs such that 

Q/Qexp increase from its minimum to e.g. 10% (P.K. Hopke, personal communication, 2007; 

Paatero and Hopke, 2009). Solutions reported in the literature generally have an FPEAK value 

between -1 and +1 (Reff et al., 2007). Taking into account these recommendations, a range of 

FPEAK results were explored for every PMF analysis of NMR dataset and solutions such that 

Q/Qexp increase from its minimum by e.g. 10% were studied. An example of this rotational 

ambiguity analysis (relative to CBW) is reported in Figure 5.5.  

Overall, the effect of positive FPEAK is to generate a greater number of values close to zero in the 

profiles (F) and to decrease the number of near-zero values in the contributions (G), while the 

opposite is observed for negative FPEAK parameters. 

Another possible way used to optimize rotation is to maximize the correlation of factor 

contributions with external tracers (metadata). This method was also used in some cases in this 

study. 
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Figure 5.5: Q/Qexp ratio values as function of different FPEAK parameter, useful for the rotational ambiguity analysis: 

solutions reported refers to Cabauw 2008 campaign and examine FPEAK values between -0.8 and +0.8 (in the left 
graph) and just the range of FPEAKs such that Q/Qexp increase from its minimum to 10% max (in the right graph). 

 

 

5.3 Factor analysis of NMR-datasets from individual EUCAARI campaigns 

(IOPs) 
Factor analysis on NMR spectra was applied to individual Intensive Observation Period datasets 

presented before. There is a general good overlap between results from different methods of factor 

analysis that suggests a feasible robust solution for each campaign dataset. Table 5.2 shows an 

overview of the results of the NMR factor analysis for each IOP by reporting the best solutions 

identified according to the criteria described above. 

Interpretation of spectral profiles from factor analysis and their attribution to specific sources was 

based on the comparison with a unique library of reference spectra recorded during laboratory 

studies or in the field at near-source stations. 

From the independent factor analysis of each IOP data, some recurrent factors were identified in 

different sites and experiments, listed below using a subjective classification: 

• “MSA-containing” factor: the peak of methane-sulphonate (MSA) at 2.81 ppm of chemical 

shift is most characteristic for this factor and represents on average 17% of the total factor 

spectral profile. Other spectral features include aliphatic chains with methylenes and 

terminal methyls peaks at respectively 1.3 and 0.8 ppm of chemical shift. The occurrence of 

MSA as major tracer compound and the characteristics of concentration time trends assign 

this NMR-factor to marine WSOC sources and was found at coastal (MH, CBW) stations 

and in Mediterranean countries (SPC, BCN/MSY); 
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Figure 5.6: spectral profiles of  “MSA-containing” factors from EUCAARI campaigns where they are identified 

(as reported by legend). 
 

• Amine factor: characterized by peaks of low-molecular weight alkyl-amines, including 

monomethyl-, dimethyl-, trimethyl-, diethyl- and/or triethyl-amines (MMA, DMA, TMA, 

DEA and/or TEA), was found in HYY and SPC (both in spring and in summer) and it is 

probably linked with biogenic and anthropogenic sources from anaerobic processes and 

agriculture activity; 

 

 
Figure 5.7: spectral profiles of Amines factors from EUCAARI campaigns where they are identified (as reported 

by legend). 
 

• Biomass Burning factor: showed spectral profile with clear signatures from aromatic 

compounds and polyols and carrying levoglucosan (singlets at 5.45 and 4.15 ppm). Its  

profile is very similar to the spectrum of biomass burning POA obtained in chamber 

experiments and field observations of open burning (as shown later in figure 5.11). It occurs 

especially in samples from winter and early spring (Zurich, SPC, BCN/MSY, HYY);  
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Figure 5.8: spectral profiles of Biomass Burning factors from EUCAARI campaigns where they are identified (as 

reported by legend). 
 

• bioSOA-like factor: main distinguishing features of this factor are the presence of singlets 

overlapping the background signal in the region between 0.7–1.8 ppm which comprises un-

functionalized alkyls (HC-C), e.g. methyl or methylene groups. Aliphatic alcohols and 

ethers/esters (HC-O) also contribute to characterizing the profile of this factor in the range 

of chemical shifts between 3.3–4.5 ppm. By comparing the spectral profile of this factor 

with reference 1H-NMR spectra of ambient and laboratory-generated water-soluble aerosols, 

the best match was found with the biogenic SOA produced in the SAPHIR simulation 

chamber (Jülich Research Centre) during photo-oxidation and ozonolysis of terpene 

mixtures (Figure 5.11). In particular, the closest similarity was found with BSOA generated 

with mixtures of monoterpenes (MT) and sesquiterpenes (SQT), including: α/β-pinene, 

limonene, Δ3-carene, ocimene, β-caryophyllene and α-farnesene. This NMR factor was 

observed at the forest sites (HYY, MPZ); 

 

 
Figure 5.9: spectral profiles of  BioSOA-like factors from EUCAARI campaigns where they are identified (as 

reported by legend). 
 

• polysubstitued aliphatic compounds factor: its spectral characteristics are attributable to 

branched/cyclic and polysubstituted aliphatic compounds. Aliphatic chains with terminal 
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methyls are almost absent and also the hydroxyl groups account for a very small fraction 

(6% on average) of the detected WSOC. Conversely, the aliphatic groups substituted with 

C=C and C=O groups (between 1.8 and 3.2 ppm) represent on average 50% of the total 

functionalities on a carbon basis. Such spectral features were already reported for WSOC in 

environments impacted by continental anthropogenic emissions (Decesari et al., 2000, 2007, 

2011; Finessi et al., 2012). Most interestingly, they overlap well with the 1H-NMR spectrum 

of Suwannee river fulvic acid (Figure 5.11) and can be considered characteristic of 

atmospheric Humic-Like Substances. This factor profile was found at all EUCAARI 

stations; 

 

 
Figure 5.10: spectral profiles of  “HULIS-containing” factors from EUCAARI campaigns where they are identified 

(as reported by legend). 
 

• unclassified factors found at the forest sites (HYY, MPZ), possibly including contributions 

from Primary Biological Aerosol Particles (PBAPs), and during summer at SPC, possibly 

representing the products of cooking activities. 

 

The fact that some of these factors were found at some stations not in others does not mean that 

they were completely missing in the latter. On the contrary, they could be rather mixed and 

confused with other more prominent factors if co-varying with them under the conditions of the 

experiment. For instance, traces of MSA and amines were found in most samples, but only during 

some experiments factor analysis was able to discriminate specific factors for these compounds. It 

is worth to mention that the amines were found in greatest concentrations in Hyytiälä and in the Po 

Valley, which are very different environments. The different speciation (because for example TEA 

was more prominent than DEA in SPC, contrary to HYY) indicates that distinct sources can 

contribute, including transport of marine aerosols and emissions from soil.  
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IOP site 
(date) 

# of 
samples 

# of 
factors Average contributions - % (nmolH/m3) 

   MSA-
containing Amines BioSOA-

Like 
Biomass 
Burning HULIS unclassifi

ed 
HYY (2007) 22 5 13% (6.5) 13% (6.5) 66% (32.6) 8% (3.9) 

SPC (2008) 34 5 10% (9.4) 18% 
(17.0)  27% (24.9) 

Type I - 
17% (15.9)  Type II - 
28% (26.5) 

CBW (2008) 30 3 18% (16.1)    43% (38.1) 39% 
(34.4) 

MPZ (2008) 15 3   33% 
(62.7)  44% (83.8) 23% 

(44.6) 
MHD (2008) 7 3 24% (11.2)    57% (26.4) 19% (9.1) 

KPZ (2008) 10 3     

Type I - 
33% (72.3) 32% 

(69.3) Type II - 
35% (75.9) 

ZW (2008) 10 2    

Type I - 
58% (62.7)   Type II - 
42% (45.6) 

SPC (2009) 29 4  14% 
(10.2)   

Type I - 
38% (28) 21% 

(15.8) Type II - 
27% (19.7) 

BCN&MSY 
(2009) 14 (7+7) 3 31% (41.2)   24% (31.8) 45% (59.9)  

Table 5.2: overview of results from the NMR factor analysis reporting the best results for each IOP. 

 

Figure 5.11 reports the best fits found between NMR factors and reference spectra: 

-Biomass Burning factors and wood burning POA from chamber experiment (carried out at Paul 

Scharrer Institute, PSI, Switzerland); 

-Polysubstituted aliphatics factors with Suwannee River fulvic acid reference spectrum (from water 

sample but representative also for atmospheric HULIS) and 

-bioSOA-like factors with BSOA produced in the SAPHIR simulation chamber (Jülich Research 

Centre). 

 

 
Figure 5.11: comparison between NMR-factors profiles and NMR-reference spectra. 
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Discussion about the nature of the above factors will be expanded in the following chapters. During 

specific IOPs, interesting correlations were found between specific NMR and AMS factors, which 

will be also presented for individual studies in the next three chapters.  

 

5.4 Factor analysis of the whole European EUCAARI dataset 
The previous section presented a comparison between the organic aerosol compositions determined 

at the various European sites based on a subjective clustering analysis of the factors extracted by 

factor analysis of the individual datasets. As anticipated, a limitation of that approach is that 

specific chemical classes could or could not be identified by factor analysis in the individual 

experiments depending on their explained variability. In other words, if the experimental (e.g., 

meteorological) conditions during the experiment forced distinct chemical classes to co-vary, these 

will be determined as a mixed factor by factor analysis. In order to overcome these problems, I 

lumped the individual datasets into a single global one and resubmitted it to factor analysis: this 

forced the analysis to identify the very same factors in the different experiments and the 

contributions of the resulting factors become more comparable between experiments. This second 

approach build up on the hypothesis that the chemical composition at the various sites can be 

reduced to combinations of common classes of compounds which dominate the continental 

background aerosol. This was contrasted by the finding of factors specific for individual sites (e.g., 

the PBAPs in Melpitz), but these are generally minor factors, and are supposed to fall in the residual 

when running factor analysis on the global dataset. 

Factor analysis of the whole EUCAARI dataset required a new pre-processing of the NMR spectra 

with the aim of homogenize data format and blank/baseline correction: all the spectra from all 

individual campaigns were treated with the same baseline correction, aligned, normalized and 

binned in the same way (normalized to 1 and binned to 200 points, every 0.03 ppm) in order to 

guarantee a meaningful comparison between spectra from different campaigns and different sites.  

A preliminary PCA was employed for studying the variability of the whole spectral dataset: this 

preliminary analysis allowed to create a more homogeneous dataset suitable for the subsequent 

factor analysis identifying probably outliers and any misleading source of variability in the data, 

both in signal peaks (loading) and in samples (scores). In particular some signal peaks isolated by 

PCA and recognized as contaminants peaks from quartz-fiber filters (such as peaks at 1.25, 1.31 

and 1.33 ppm) and from samples treatment procedure (such as acetate peak at 1.9 ppm and 

Methanol peak at 3.36 ppm) were systematically removed. The peaks of contaminants (such as 

ethylene glycol butyl ether and 2-butoxyethyl acetate) contributing randomly in specific campaigns 

were removed. Finally, the peak of MSA was also removed, since not useful as explanatory variable 
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for discerning biogenic and anthropogenic continental sources, which are the most difficult to 

disentangle.  

A total of 102 1H-NMR spectra at 188 points resolution were eventually subjected to three (NMF-

Gradient, NMF-Multiplicative and MCR-ALS) of the five factorization models mentioned in the 

experimental Chapter 4 and the solutions resulting from factors 2 up to 6 were explored. All three 

algorithms showed that most of the variance was explained by a limited number of factors, with the 

concentrations in the residual being of the order of the baseline noise for more solutions with more 

than 3 factors. The largest drop in the Q/Qexp ratios was registered between two and three factors, 

but additional factors continued to reduce Q/Qexp toward 1 until no strong change in slope was 

observable for more than four factors. Beyond four factors, two or more factors were found to be 

strongly correlated, suggesting that the measurements were not adequate to differentiate additional 

independent factors.  

 

The results showed a good convergence of factor analysis models to a 3-factors solution: factor 

profiles are reported in Figure 5.12, whereas the correlations between factors profiles and NMR 

reference spectra are reported in Table 5.3:  

- Factor1 is characterized by aromatics and alcohols and its profile shows correlation only with 

wood burning POA suggesting a primary biomass burning source; 

- Factor2 is composed of polysubstituted aliphatic chains and shows a strong correlation with of 

Suwannee River fulvic acid spectrum; 

- Factor3 of less substituted aliphatics with methylenic chains and amines. Both Factors 2 and 3 

profiles show generally positive correlations with both biogenic and anthropogenic SOA and 

with fulvic acid standards, but the best fit for Factor 3 is with terpene SOA.  

 

By comparing this 3 factor representation with the results obtained from the individual field 

campaigns, factor analysis of the whole EUCAARI dataset seems to capture just the main source 

contribution, i.e. the factors with spectral profiles with most distinguishing features and providing 

the greatest contributions. Other factors identified during single IOP analysis are probably “hidden” 

and mixed within the main three factors obtained from the analysis of the full database.  Especially, 

Factor 3 is probably a mixture of different source contributions (BioSOA-like, Amines, etc.). 
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Figure 5.12: spectral profiles from the 3-factors solution on the whole European EUCAARI NMR-dataset. Solutions 

from different factor-analysis algorithms: N-NMF projected gradient (red line), N-NMF multiplicative (green line) and 
MCR-ALS (blue line).  

 

R  
(Pearson) 

Fresh  
SOA 

Aged 
SOA 

α-
pinene 
SOA 

TMB 
SOA 

Toluene 
SOA  

Methyl- 
glyoxal  
oligomers 

Wood  
burning 
POA 

Suwannee 
Water  

Fulvic Acid 

Factor1 0.29 0.34 0.29 0.16 0.25 0.17 0.68 0.29 

Factor2 0.81 0.85 0.79 0.72 0.75 0.41 0.21 0.94 

Factor3 0.88 0.86 0.89 0.61 0.66 0.58 0.16 0.69 
Table 5.3: correlations between NMR factors profile and some reference spectra. Fresh and aged SOA are those 

produced in the Julich chamber starting from monoterpene and sesquiterpene mixtures and oxidized at low NOx levels. 
Alpha-pinene SOA and TMB SOA are those produced in the PSI chamber at high NOX levels (POLYSOA 

experiment), while toluene SOA were collected in the old Ispra reaction chamber. The methyl-glyoxal oligomers were 
synthetized in ISAC-CNR laboratory starting from concentrated methylglyoxal aqueous solutions. Wood burning 

emissions are the POA injected in the PSI reaction chamber. The Suwannee River fulvic acid is the usual standard from 
IHSS. 
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However, analyzing the composition in term of functional group of the factors resolved by Factor 

Analysis, there are now two factors explaining the variability of functional group composition 

within the “SOA” range, as shown in Figure 5.13. Interestingly, the factor analysis algorithms 

assign the amount of aromatics purely to wood burning sources. The other two factors, more 

characteristic for SOA, differ from each-other especially for the amounts of carbonyls/carboxyls, 

with factor 2 (HULIS) being apparently more “aged”. 

 

 
Figure 5.13: functional group distributions of the 3 factors from factor analysis of the whole European EUCAARI 

NMR-dataset. 
 

5.5 Comparison between NMR and AMS results within EUCAARI project  
The results of NMR factor analysis for water-soluble organic compounds were also qualitatively 

compared with those of AMS factors for Oxidized Organic Aerosols for specific EUCAARI 

intensive field studies (see following chapters). In this section, I aim to compare the results of the 

factor analysis on the global NMR dataset with the range of AMS chemical compositions obtained 

at the same sites and expressed as distribution of main AMS m/z fragments. The diagram in figure 

5.14 provides a summary of such comparison. Average compositions obtained during the specific 

field campaigns were classified according the Ng’s triangular diagram (Ng et al., 2010). This 

simplified representation of the oxidized organic aerosol composition (based on the plot of the 

relative contribution of fragment m/z 44 (f44) vs. that of m/z 43 (f43) in mass spectra of ambient 

aerosol) was extensively adopted in last years to yield some insights regarding the dynamic 

evolution of OOA in atmosphere. In fact m/z 44 and m/z 43 are prominent peaks in the OOA mass 

spectra, including semivolatile compounds (SV-OOA) and the non-volatile (LV-OOA), and they 

are representative of different oxygen-containing functional groups (f44 of carboxylic acids vs. f43 

of carbonyls). What Ng et al. (2010) noted was that the ambient OOA components from all the sites 
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cluster within a well-defined triangular region of the plot. The dotted lines in figure 5.14 are added 

to guide the eye and define this space. In general, the SV-OOA and LV-OOA components at 

multiple sites fall into two distinct regions in this triangle: SV-OOA components are concentrated 

in the lower half of the triangle, while the LV-OOA components are concentrated in the upper half 

of the triangle. The total OOA components show an intermediate range of f44. Since photochemical 

oxidation is accompanied by an increase in f44 (Alfarra et al., 2004; de Gouw et al., 2005; Aiken et 

al., 2008; Kleinman et al., 2008), the f44 axis can be considered as an indicator of atmospheric 

aging. The base of the triangular region defines the range of f43 that is observed for the less 

oxidized SV-OOA components. Since the SV-OOA components represent photochemically “fresh” 

organics, the variability in f43 for these components is expected to depend mainly on the emissions 

rather than on atmospheric processes.  

Both amount and range in f43 for OOA components decrease with increasing f44. This suggests 

that the OOA components become more chemically similar with increasing O:C and photochemical 

aged regardless of the original source of the OOA. The HULIS and fulvic acids standards, measured 

in Ng et al., 2010 and in various subsequently AMS studies, showed some of the highest f44 values 

and fall in the highest LV-OOA range of the triangle.  

 

 
Figure 5.14: representation of comparison between NMR and AMS data for EUCAARI campaigns: background green 

points show the f44 vs. f43 position in the Ng triangular diagram calculated by AMS measurements at the different 
locations of EUCAARI project listed in the right part of the graph. Superimposed pie charts instead represent the 

average distributions of the 3 main NMR factors for Water Soluble Organic fraction for the whole EUCAARI dataset 
referred to the nine parallel campaigns. 
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Background green points in the figure 5.14 show the f44 vs. f43 position in the Ng triangular 

diagram calculated by AMS measurements at the various locations of the EUCAARI experiments. 

Superimposed pie charts report the average distributions of the 3 main NMR factors for WSOC for 

the whole EUCAARI dataset analyzed in this study.  

In summary, the position within the triangle depends on the AMS f44 vs. f43 measurements for 

each individual campaign, while pie charts provide the chemical composition derived from the 

NMR factor analysis for the same experiments. 

There is a strike difference between the NMR compositions at the lower left corner of the diagram, 

where NMR analysis shows large amounts of either Factor 1 (fresh Biomass Burning POA) or 

Factor 3 (poorly functionalized aliphatics and amines) and those at the top of the triangle, 

dominated by the “HULIS” NMR Factor 2. The increase of HULIS concomitant to high f44 in the 

AMS measurements is in agreement with the hypothesis that HULIS form prevalently along with 

the atmospheric oxidation and ageing of the aerosol. The poorly functionalized aliphatics (NMR 

Factor 3) occur in variable amounts at the base of the triangle and completely disappear at the top, 

providing further confirmation that oxidation reactions highlighted by AMS trigger the main 

compositional changes of SOA in the atmosphere.  

On the other hand, the NMR Factor 2 (very functionalized aliphatics) is found in great proportions 

also at sites characterized by only moderate f44 and by elevated f43 values. In particular it is 

surprising that F2 is the main constituent in environments characterized by fresh emissions (like 

Hyytiälä).  

There are mainly three possible reasons for these discrepancies: 

1. this could be a consequence of the inability of NMR analysis to directly distinguish between 

carbonyl and carboxyl substitutions;  

2. otherwise a portion of the SV-OOA could be in the water-insoluble fraction (not accounted for in 

this NMR analysis) ; 

3. the backbones of the WSOC compounds, to which NMR analysis is most sensitive, is formed at 

early stages of chemical ageing in some environments (including the boreal and central European 

forests): the formation of complex branched, cyclic and substituted aliphatic compounds, which 

characterize HULIS, can be favored if the precursors are already cyclic and branched (like 

monoterpenes) compared to compounds having a linear structure (like n-alkanes). In other words, 

the chemical composition of precursors can impact the direction and rate of chemical ageing. Also 

these data seem to suggest that functionalization degree and oxidation state does not proceed at the 

same pace during “ageing”. 
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5.6 Conclusion 
Factor analysis applied to sets of NMR spectra and interpreted on the basis of a library of reference 

spectra can be a valuable tool for the identification of common chemical classes of Water Soluble 

Organic Aerosol in the continental boundary layer. 

Most common types of NMR factors reflect the contributions of biomass burning POA, “HULIS-

like” polysubstituted aliphatic compounds, and less substituted aliphatic SOA, comprising low 

molecular weight alkyl amines and biogenic SOA from terpenes. 

When comparing the NMR factors to the AMS types taking the whole EUCAARI dataset, the 

picture appears complex: the change in NMR factor distribution doe not fully follow the prevalent 

AMS direction for chemical ageing triggered by the increase of oxidation state. 

It is possible that functionalization degree and oxidation state does not proceed at the same pace 

during “ageing” and that effect of the original chemical structure of precursors is more important 

than the AMS measurements indicate.  

With the exception of biomass burning, the 3-factor representation is unsuitable for source 

apportionment applications and clearly more than three factors are needed to really capture the 

sources contributing to the European background concentrations of WSOC.  

The comparison with AMS functional groups distribution is complicated by the fact that non-

negligible amounts of water-insoluble OOA are frequently observed in many environments and 

eluded NMR characterization. The nature of such “oxygenated WIOC” deserves further 

investigations.  

Next chapters report more investigations on single EUCAARI campaigns in which NMR and AMS 

factor analysis results have been compared at a more quantitative level for identification and 

quantification of specific OA sources. 
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6 - Determination of the biogenic secondary organic aerosol fraction 

in the boreal forest by NMR spectroscopy 

 

6.1 Introduction to the boreal forest experiment 
The present chapter deals with the determination of the biogenic fraction of organic submicrometer 

aerosol during the intensive EUCAARI field study held in spring 2007 in Hyytiälä (Finland), 

employing 1H-NMR and AMS methods. The NMR analysis complements the AMS characterization 

by providing information on the functionalities which are not well speciated by the AMS. On the 

other hand, AMS permits OA to be analyzed at a higher time resolution. For the attribution of 

spectral fingerprints to natural and anthropogenic sources, we employed data acquired during 

reaction chamber experiments performed in the SAPHIR facility, Jülich (SAPHIR Simulation of 

Atmospheric PHotochemistry In a large Reaction Chamber, Karl et al., 2004; Bohn et al., 2005; 

Rohrer et al., 2005; Wegener et al., 2007; Apel et al.,2008; Ehn et al., 2012). The results of this 

field campaign have been published by Finessi et al. (2012) and the contribution I gave during my 

thesis work was to develop and apply the statistical methods of factor analysis to the NMR spectra 

for organic source apportionment.  

 

6.2 Aerosol sampling and analysis 
Submicrometer aerosol particles were sampled during a one-month campaign in spring 2007 at the 

Finnish Station for Measuring Forest Ecosystem-Atmosphere Relations (SMEAR II, Hari and 

Kulmala, 2005; http://www.atm.helsinki.fi/SMEAR/) located in Hyytiälä (61° 51’ N, 24° 17’ E, 181 

ma.s.l.) and already described in Chapter 4. Measurements were carried out from 27 March to 17 

May 2007. However, the following discussion focuses on the collection period of PM1 filter 

samples analyzed by 1H-NMR spectroscopy, i.e. the days from 29 March to 19 April. 

Atmospheric particles were sampled by a suite of co-located online instruments throughout the 

campaign. Real-time measurements of the concentrations of non-refractory PM1 aerosol organic 

matter and inorganic ions including sulphate, nitrate, ammonium and chloride were performed by 

an Aerodyne Quadrupole Aerosol Mass Spectrometer (Q-AMS). A high volume sampler (HiVol) 

working at 850 l min−1 and configured to remove particles with aerodynamic diameter larger than 1 

µm was employed from 29 March to 19 April to collect fine particles on quartz-fiber filters (12 cm 

diameter, QMA grade). The quartz-fiber filters were subjected to the general procedure of 

extraction, filtration and off-line chemical analysis already described in Chapter 4 and so data on 
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TC, WSOC, WINC and main ions content in samples were provided. Aliquots of the water extracts 

were dried under vacuum and re-dissolved in deuterium oxide (D2O) for functional group 

characterization by proton-Nuclear Magnetic Resonance (1H-NMR) spectroscopy (see Chapter 4). 

Prior to factor analysis, the original resolution of the NMR spectra was decreased by binning over 

0.03 ppm and 0.01 ppm intervals, that provided matrices of 400 and 200 points, respectively. The 

resulting spectral datasets were processed using three of the five different factor analysis algorithms 

better described in Chapters 4 and 5, namely: (1) the PMF 3.0v software using the multilinear 

engine algorithm provided by US Environmental Protection Agency; (2) the non-negative matrix 

factorization (N-NMF) software with projected gradient bound-constrained optimization (Lin et al., 

2007) (hereafter “Gradient”); and (3) the multivariate curve resolution-alternating least squares 

(MCR-ALS) software (Tauler et al., 1995). An uncertainty matrix was derived from the noise of the 

NMR spectra using the DLx2 approach for performing the PMF analysis. Moreover, due to 

constrains to the number of variables in the PMF, this algorithm could be applied only to low-

resolution spectra, 200 points, while Gradient and MCR-ALS were employed for the factorization 

of both 200 and 400 points spectra. 

 

6.3. Concentrations of main submicrometer aerosol components 
Between 29 March and 19 April, the air concentrations of the major aerosol species experienced 

large variations (Figure 6.1). In order to evaluate the impact of air mass transport on aerosol 

concentration time trends, the NOAA HYSPLIT model (Hybrid Single-Particle Lagrangian 

Integrated Trajectory, http://ready.arl.noaa.gov/HYSPLIT.php) was used to calculate back-

trajectories (BTs) every day from 29 March to 19 April. A plot of the 48 h backward BTs at 500m 

above ground level and calculated every 4 h, is reported in Figure 6.1. 

The analysis of the BTs showed that higher PM1 sea salt levels were registered when the site was 

influenced by air masses originated from the Norwegian Sea and from the Arctic, while the highest 

aerosol mass concentrations of sulphate, nitrate, ammonium and organics occurred in concomitance 

with continental air masses, which is consistent with previous observations at the Hyytiälä station 

(Allan et al., 2006; Cavalli et al., 2006; Tunved et al., 2006; Raatikainen et al., 2010).  

Figure 6.2 summarizes the chemical composition patterns averaged over periods corresponding to 

the main BTs typologies observed, i.e.: marine/Arctic (m/A), continental/modified marine (C/mm), 

continental from the West-to-NorthWest sector (C(W–NW)) and continental from the South-to-

SouthWest sector (C(S–SW)).  
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Figure 6.1: Back-trajectory plots (48 h backward, 500m AGL height) obtained by running the HYSPLIT model every 

four hours from 28 March to 21 April. Colours are used for distinct air masses typologies: marine/Arctic (mA), 
Continental/modified marine (C/mm), Continental from the W–NW sector and Continental from the S–SW sector. 

 

 

 
Figure 6.2: PM1 chemical composition (Q-AMS) averaged within the four distinct periods of Figure 6.2. 

 

The PM1 mass concentration were derived from total carbon (TC) and water-soluble organic carbon 

(WSOC) analysis of the filter samples and assuming carbon-to-mass ratios of 1.4 and 1.8 for 

insoluble and soluble organic fractions, respectively., Total carbonaceous mass concentrations 

spanned from less than 1 up to 8.5 µgCm−3 (Figure 6.3, upper panel). The sampled carbonaceous 

mass was primarily constituted by polar, oxygenated compounds, while the water-soluble organics 

fraction (WSOC) being generally high, accounted on average for more than 70% of the total carbon. 

The Q-AMS organic concentrations, averaged over the filter sampling times, are also reported in 

Figure 6.3 for comparison, showing a general good correlation (R = 0.93), although during the first 
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polluted period and the period characterized by maritime air masses the AMS organic aerosol 

concentrations appear significantly underestimated compared to carbonaceous aerosol 

concentrations determined on PM1 filters. A more quantitative comparison will be discussed later, 

but the reasons for such discrepancies must be attributed to the imperfect coverage of the first 

period characterized by continental air masses by AMS observations, and to positive artefacts on 

the filters on background days (see discussion below). 

The functional group distributions of the NMR-detected WSOC are also reported in the lower panel 

of Figure 6.3. The H/C ratios introduced in Chapter 2 were used to convert the concentrations of 

organic non-exchangeable hydrogen atoms into organic carbon concentrations. In addition to the 

main usual functional groups (i.e., “alkyls” (HC-C<, oxygen-containing aliphatic groups (HCC=O), 

“hydroxyls” (HC-O) and “aromatics” (H-Ar)), nitrogen- and sulfur-containing groups, such as 

“amines” (HC-N), and sulfonic groups (H-C-SO3, such as methanesulfonic acid, “MSA”, were 

detected. 

 

 
Figure 6.3: Upper panel, PM1 filter samples carbonaceous mass concentrations expressed as total carbonaceous 
(black), water-soluble organics in (dark brown) in µg Cm−3. Q-AMS organics conc. (µgm−3) averaged upon filter 

sampling times are shown in green. The coverage of filter sampling times by AMS (percentage) is reported by yellow 
bars. Lower panel shows functional groups distribution of the NMR-detected WSOC. 

 

On average, the WSOC fraction comprising NMR-detectable organic carbon atoms was 50%. The 

missing carbon could be due to: (a) the presence of carbons not carrying protons, as in compounds 

containing highly branched chains or fully substituted aryls (Moretti et al., 2008), and (b) a fraction 

of WSOC constituted by semi-volatile organics and VOCs adsorbed on quartz-fiber filters that may 

be lost during the evaporation step prior to the NMR measurement. 
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6.4 Source apportionment by NMR factor analysis 
A total of seventeen 1H-NMR spectra at 200 points resolution were subjected to the factorization 

models mentioned in the experimental section (PMF, N-NMF-GRA and MCRALS) and the 

solutions resulting from factors 2 up to 8 were explored. Within all the models, most of the variance 

turned out to be explained by a limited number of factors, the residual of the order of the baseline 

noise being for more than 3 factors. The largest drop in the Q/Qexp ratios was registered between 

two and three factors, but additional factors continued to reduce Q/Qexp toward 1 until no strong 

change in slope was observable for more than five factors. Beyond five factors, two or more factors 

were found to be strongly correlated, suggesting that the measurements were not adequate to 

differentiate additional independent factors. In the following discussion, the analysis is limited to 

the most simple and conservative solutions with three and four factors. 

Profiles and loadings resulting for 3- and 4-factor solutions are shown in Figures 6.4 and 6.5. Only 

profiles from a single model (MCR-ALS) are reported for sake of clarity. Concerning the factor 

loadings, the values obtained by the three models were generally convergent, particularly in the 

three factor case (Figure 6.5a). Conversely, the 4-factor case appears more affected by a certain 

degree of rotational ambiguity of the models in splitting the F3 and F4 factors, especially for 

samples collected on 15 and 16 April (Figure 6.5b), with better results obtained with higher 

resolution, 400 points (not shown). 

The isolated NMR factors are described as follows. 

– F1: the first factor (hereinafter referred to as “glycols” factor) is characterized by compounds 

with hydroxyl (or ether) linkages and n-butyl chains, showing a spectrum similar to commercial 

butyl-glycols. Indeed, the observed signals show a good fit with the H-NMR spectra of ethylene 

glycol butyl ether and of 2-butoxyethyl acetate (Sigma-Aldrich online NMR library). Such factor 

contributed randomly to the set of samples (Figure 6.5) but was completely absent in blank 

samples, thus excluding any filter contaminations prior/post sampling. Nonetheless positive 

artifacts or accidental contaminations during the sampling cannot be definitely ruled out. In fact, 

glycol ethers are chemicals commonly used in paints and ethylene glycol butyl ether (butoxy 

ethanol) was identified among other VOCs of toxicological interest in urban areas (Gallego et 

al., 2009). If not laboratory contaminants, they may have originated from a local source at the 

sampling site or nearby. Their volatility is high (> 10−1 Torr), being in the VOC regime, hence 

if they were atmospheric costituents in Hyytiälä, they were most probably sampled as adsorption 

artifacts on the quartz-fiber filters. 

– F2: the second factor (hereinafter referred to as “HULIS-containing” factor) has spectral 

features similar to those characterizing samples collected in sites impacted by anthropogenic 
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emissions (Figure 6.6a), and already reported in literature (Decesari et al., 2000, 2007). In terms 

of functional group distribution, polluted samples typically show a more pronounced band of 

aromatics (visible in the range between 6.5–8.5 ppm) with respect to samples collected in remote 

locations. Besides this feature, the HULIS-containing factor’s profile retains signals of 

levoglucosan (visible in the spectral interval between 3.5–4.5 ppm), a well known atmospheric 

tracer for biomass combustion emissions. As shown in Figure 6.5, the “HULIS-containing” 

factor accounted for most of the signal in the 30 March sample, C(S–SW) regime, and to a much 

lesser extent, it contributed to the less polluted samples collected in the final part of the 

campaign, C(W–NW).  

 

 
Figure 6.4: NMR-factor profiles isolated by applying the MCR-ALS model with a 3-factor solution (a), and a 4-

factor solution (b). All factor profiles are vertically normalized to 1 and are plotted versus the NMR chemical shifts. 
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The concentrations for this factor were positively correlated (R  = 0.99) with those of potassium 

ion measured by ion chromatography, pointing again to combustion sources. This is in 

agreement with recent results from satellite based data coupling aerosol and fires, which assess 

wildfires in Eastern Europe with significant impacts on the fine aerosol load even in the 

Scandinavian region, particularly in April (Barnaba et al., 2011). Levoglucosan was actually 

quantifiable in the NMR spectra of the 30/3 day and 15/4 night filter samples, and in these 

samples the levoglucosan-C accounted for 1.9% and 0.7% of WSOC.  

 

 
Figure 6.5: NMR-factor loadings generated by the models applied to the low-resolution matrix with 3-factor 

solution (a) and 4-factor solution (b). Within each factor, distinctive coloured symbols are used for different models 
while the black squared symbols represent mean values with vertical bar as standard deviations. Loadings are 

expressed as absolute values in nmolHm−3. 
 

The estimated contributions of biomass smoke to OC obtained by multiplying the levoglucosan 

concentrations by 7.35 as recommended by Fine et al. (2002) were 1.64 and 0.11 µgm−3 for the 

Hyytiälä samples of 30/3 day and 15/4 night. Such concentrations are relevant in absolute terms 

(Puxbaum et al., 2007), but they accounted for about 20% and only < 10% of OM concentrations 

estimated for the two days of the experiment. They were also lower than the WSOM fractions 
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apportioned to anthropogenic combustion sources by NMR (“HULIS-containing” compounds). 

In summary, levoglucosan data show that biomass burning was significant source of particulate 

organic matter in Hyytiälä during the periods characterized by continental air masses, although 

such products did not account for the total WSOC fraction which was put in relation to 

anthropogenic sources by the NMR analysis. The anthropogenically-influenced WSOC, or 

“HULIS-containing” factor, must be considered rather a mix of long-range transported pollution 

and wood burning products.  

– F3: the third factor (hereinafter referred to as “amines” factor) included intense peaks 

attributable to lowmolecular weight alkyl amines, i.e. diethyl and dimethyl amines (DEA, 

DMA), and to methane-sulphonic acid (MSA), overlapping a broad background band in the 

aliphatic region (0.5–4.5 ppm). Such compounds (MSA and di-alkyl amines) have previously 

been found by the authors in clean marine OA (Figure 6.6b) (Facchini et al., 2008; Decesari et 

al., 2011). Moreover, this factor  accounted mainly for the OA composition when concentrations 

reached very low levels during the background regime (m/A), but it also contributed to the rise 

of concentrations during the last days of the sampling period, C(W–NW). The air mass origin 

from the Atlantic during the first two weeks of April, together with the presence of MSA and di-

alkyl amines, suggest that the “amines” factor can be impacted by biogenic marine sources. 

– F4: the fourth factor (hereinafter referred to as “terpene-SOA-like” factor) is found prevalently 

in the samples collected between 15 and 17 April, C(W–NW) and also, to a lesser extent, in the 

30 March sample (Figure 6.5). Unlike the “HULIS-containing” factor profile, aromatic protons 

(H-Ar) are scarcely visible in the “terpene-SOA-like” factor, except for two weak peaks, also 

present in the “glycols” and “amines” profiles, which may be due to defective splitting. Besides 

this, main distinguishing features of this factor is the presence of single peaks overlapping the 

background signal in the region between 0.7–1.8 ppm which comprises un-functionalized alkyls 

(HC-C), e.g. methyl or methylene groups. Again, aliphatic alcohols and ethers/esters (HC-O) 

also contribute to characterizing the profile of such “terrestrial biogenic” factor in the range of 

chemical shifts between 3.3–4.5 ppm. By comparing the spectral profile of F4 with reference 1H-

NMR spectra of ambient and laboratory-generated water-soluble aerosols, the best match was 

found with the BSOA produced in the SAPHIR simulation chamber during photo-oxidation and 

ozonolysis of terpene mixtures, including: α/β-pinene, limonene, Δ3-carene, ocimene, β-

caryophyllene and α-farnesene. 
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Figure 6.6: NMR-factors profiles (MCR-ALS) emerging from the Hyytiälä dataset (coloured lines) overlapped with 

reference spectra (grey lines). The comparison includes spectral signatures obtained in other field (a), (b) and chamber 
(c) campaigns. The functional groups patterns (%) corresponding to each factor are reported on the left. 

 

The employ of available libraries of H-NMR spectra of reference compounds and materials (SOA) 

allows therefore a precise attribution of the NMR factors to WSOC source contributions. It should 

be noted, however, that, contrary to the “terpene-SOA” factor for which we can compare with 

spectra obtained in controlled laboratory conditions, our interpretation of the “HULIS-containing” 

factor is based on the similarities with ambient samples collected in polluted areas, however we do 

not know how much these fingerprints are specific for the anthropogenic sources, which certainly 

contributed but we do not know the extent. The same polluted conditions may have lead to the 

accumulation of more, and more oxidized biogenic SOA. Therefore the HULIS-containing factor 

should be considered a “maximum anthropogenic WSOC fraction”, i.e. an upper limit, rather than 

exclusively anthropogenic. 
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6.5 Comparison between AMS and NMR in OA source apportionment 
PMF-AMS provided two types of oxygenated organic aerosol (OOA) groups, namely OOA1 and 

OOA2, which were particularly stable within all tested solutions and accounted for most of the 

organic mass signal in both datasets (Figure 6.7). 

 

 
Figure 6.7: OOA1 and OOA2 mass spectra (Q-AMS), on the left, and time series, on the right. Labels for the observed 

distinct BTs regimes are reported under the time x-axis. 
 

The mass spectra of these two OOA components, with the ions at m/z 44 (CO2
+) dominating the 

OOA type 1 and m/z 43 (mostly C2H3O+) dominating the OOA type 2, closely match those most 

commonly isolated in previous studies (Zhang et al., 2007; Lanz et al., 2007) where the OOA1 

represented the more oxidized, aged organic fraction, and the OOA2 represented the less oxidized, 

fresher secondary organics. Other commonly found organic groups, such as hydrocarbon-like 

(HOA) and biomass burning organic aerosol (BBOA), were not isolated here.  

The major components underlying the oxygenated organic aerosol fraction isolated from NMR data 

were compared to those apportioned by AMS and averaged upon filter sampling times. It should be 

noted that no filter samples were collected at night-time during the background period, and 

therefore the off-line NMR analyses did not account for the nocturnal peaks of OOA2 observed by 

the AMSs in such conditions. 

In order to compare NMR and AMS factor loadings, the concentration metrics used by the two 

techniques need to be homogenized, in an attempt to retrieve equivalent organic mass 

concentrations from the organic non-exchangeable hydrogen concentrations provided by 1H-NMR 

analysis. As a first step, water-soluble organic carbon concentrations comprising the NMR factors 

were derived from hydrogen concentrations by using factor-specific H/WSOC ratios. The latter 

were extrapolated from WSOC and 1H-NMR measurements for spectral datasets representative for 

source types of the OA of interest to the present study. In particular, H/C molar ratios values of 0.8, 

0.9 and 1 were used for the “terpene-SOA-like”, “amines” and “HULIS-containing” NMR-factors, 
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respectively, on the basis of the analysis of laboratory terpene SOA samples, marine aerosols in 

clean air masses sampled at the Irish station of Mace Head (Decesari et al., 2011), and of samples of 

biomass burning aerosols (Tagliavini et al., 2006). The WSOC concentrations estimated using such 

H/WSOC factors account for fully-substituted carbon atoms, which cannot be directly detected by 
1H-NMR analysis. However, the sum of WSOC concentrations derived for the three factors is still 

lower than the measured WSOC, primarily because of losses of volatile compounds during sample 

preparation. Finally, to derive equivalent organic matter concentrations, a constant conversion 

factor of 1.8 was used to convert WSOC loadings into water-soluble organic mass concentrations 

(µgm−3).  

Even if the time-integrated filter samples cannot account for the great variability of OA 

composition observed by the online methods, when averaging the AMS factors over the filter 

sampling times, the OA composition patterns were comparable to those obtained by off-line 

measurements. The comparison between the patterns obtained by the AMS and NMR techniques is 

facilitated when looking at the averaged data over each distinct regime and the entire observing 

period (Figure 6.8). Two types of oxygenated organic components attributable to more and less 

oxidized organics, respectively, appeared particularly stable in all tested solutions used for factor 

analysis. They accounted for most of the detected mass in both methodologies and are attributable 

to a more and a less oxidized organic fraction. The more oxidized, aged organic fraction, 

represented by the AMS OOA1 and by the NMR “HULIS-containing” factors, accounted for about 

50% of the detected organic mass in both cases, when considering the entire period. This more 

oxidized fraction shows a mass spectrum dominated by the m/z  44 (CO2
+)  peak, and in parallel a 

NMR spectrum enriched in oxidized functional groups, such as carbonyls/carboxyls and hydroxyls. 

Additionally, it shows high correlation coefficients with sulphate, ammonium, nitrate and potassium 

ions, and particularly contributed to the organic mass during the continental regime from the South-

to-SouthWest sector. Thus, for all the above reasons, it has been linked to transported pollution, 

including wood burning products. By contrast, the second major component, is represented by the 

AMS OOA2 and by the NMR factors related to biogenic OA, and greatly contributed to enhancing 

the OA mass during the marine/Arctic and C(W–NW) regimes. The fact that only NMR analysis 

and not AMS highlighted a biomass burning contribution in the first, more oxygenated component 

can be explained by considering that the Q-AMS operated discontinuously at the beginning of the 

campaign when continental air masses were most clearly seen, resulting in reduced sampling time 

coverage (less than 50% for the 30/3 day sample, Figure 6.3, upper panel). It is likely that the Q-

AMS did not sample enough biomass burning products to resolve a biomass burning organic 

aerosol (BBOA) factor. 
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Figure 6.8: Percentage and absolute concentrations (µgm−3) of the Q-AMS OOAs and filters organic components 

averaged upon the entire sampling period and each distinct sub-periods. 
 

The NMR factor analysis further isolated two distinct components within the second, less oxidized 

OA fraction, namely the “amines” and “terpene-SOA-like” factors. Their relative concentrations 

appeared strongly dependent on the air mass regime. Indeed, when prevalently polar air masses 

reached the site (m/A regime), the NMR analysis assigned about 50% of WSOC to the “amines” 

factor. This was based on similarities with spectral signatures of aerosol collected in clean marine 

environments, including MSA and alkyl amines signals and, therefore could be linked to a biogenic 

OA source of marine origin. By contrast, the “terpene- SOA-like” factor is related to terrestrial 

secondary products originating from the gas-to-particle conversion of VOCs emitted by conifer 

forests, on the basis of similarities with BSOA formed in chamber experiments with monoterpenes 

plus sesquiterpenes. Overall, a significant fraction of WSOC can be assigned to the terrestrial 

biogenic factor throughout the whole period (about 30%), indicating a persistent source active in the 

area around the sampling site. It was also particularly enriched during the C(W–NW) regime, 

reaching up to 50% of the detected WSOC. The back-trajectories analysis showed that air masses 

influencing the site during the C(W–NW) period originated mainly from North West, undergoing a 

marine to continental transition over the Scandinavian forest area. Thus the BSOA enrichment in 

concomitance to prevailing C(W–NW) is reasonably connected to the longer time spent by the 

clean air masses over the boreal forest with respect to that spent by the air masses arriving from 

North. This is consistent with previous investigations at Hyytiälä observing aerosol properties 

during the marine-to-continental transition (Allan et al., 2006; Cavalli et al., 2006; Tunved et al., 

2006; Raatikainen et al., 2010). Since a few short pollution episodes were still detected during this 

period, a higher particle concentration may be also considered as a possible explanation for the 
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BSOA enhancement with respect to low concentration periods, e.g. by acting as condensation sink 

for locally emitted gaseous precursors. However, the same composition patterns are not observed 

during the C(S–SW) period, when still high particle concentrations were registered but the air 

masses originated from Central Europe. In summary, the longer time spent over the boreal forest by 

the air masses reaching the site within C(W–NW) remains the most plausible explanation of the 

observed BSOA enrichment. 

 

6.6 Summary and final remarks 
During the boreal forest EUCAARI experiment, air mass origin had a strong impact on organic 

composition and on the distribution of NMR and AMS factors. Polluted continental air masses were 

associated with more oxidized organic aerosols (AMS type “OOA1”) and NMR-detected water-

soluble organic compounds rich of aromatic and polysubstituted aliphatic compounds similar to 

HULIS. Such OM component, clearly impacted by combustion sources, but including also more 

aged compounds of probable secondary origin, can be considered as the maximum anthropogenic 

fraction of OA. A second component, shown to be less oxygenated according to AMS analysis, was 

strongly enhanced in concomitance with air masses originating from the North to West sector, i.e. 

from the Atlantic Ocean crossing Scandinavia. In such less polluted conditions, NMR analyses 

found prevalently biogenic contributions and specifically two distinct factors that were linked to 

terrestrial and marine biogenic sources on the basis of similarities with spectral fingerprints and 

back-trajectory analysis. 

Overall, such terrestrial and marine biogenic components contributed equally to OA mass (about 

30% each) when averaging over the whole observing period, but showed relative abundances 

strongly depending on the North-to-West air-mass transition. In summary, the findings trace and 

quantify at least two independent sources originating biogenic secondary organic aerosols in 

Hyytiälä through oxidation and condensation phenomena: a first source involving products of 

marine origin, which is more important during low aerosol concentration regimes with 

predominantly polar air masses, and a second source involving reactions of locally emitted terpenes, 

which becomes more important with increasing time spent by air masses over the boreal forest. 

In this study, we have attempted to illustrate the changes in chemical composition of particulate 

organic matter between air mass types making explicit links to the estimated biogenic and 

anthropogenic fractions, as provided by both NMR and AMS. Although there are clear overlaps 

between NMR and AMS chemical classes, the OA mass budget indicates that a non-negligible 

fraction of OOA was actually water-insoluble and eluded NMR characterization. The nature of such 

“oxygenated WIOC” deserves further investigations. The complementary approach exploited here 
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between independent source apportionment methods has proven to give a more complete and 

accurate picture of organic aerosol variability, and has provided the opportunity to trace biogenic 

SOA in the environment. 
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7 - Identification of Humic-Like Substances (HULIS) in oxygenated 

organic aerosol using NMR and AMS factor analysis and liquid 

chromatogaphic techniques 

 

7.1 Introduction to the Cabauw experiment 
This chapter deals with the EUCAARI intensive field campaign geld in the rural area of Cabauw, 

Netherlands, in springtime 2008.  Contrary to Hyytiälä, the Cabauw site is not interested by 

important local biogenic emissions. For this reason, and because of the persistent high pressure 

conditions that interested central Europe in May 2008, the station turned to be a good receptor site 

for characterizing the aerosol chemical composition in polluted background air over continental 

Europe. In particular, oxygenated organic particles originated upon prolonged oxidation in the 

atmosphere were sampled and analyzed by both NMR and AMS techniques. In the AMS 

terminology, such aged organic compounds contribute to the low-volatility oxidized organic aerosol 

(LV-OOA) (see Chapter 2). It was also hypothesized that LV-OOA account for the atmospheric 

humic-like substances (HULIS). On the other hand, AMS spectra which are obtained by a highly 

destructive electron impact ionization, cannot differentiate between light and heavy molecular 

weight compounds. Moreover, solid-phase extraction (SPE) protocols for HULIS associate them to 

the more hydrophobic fraction of water-soluble aerosols (e.g., Varga et al., 2001), conflicting with 

the AMS results identifying HULIS amongst the most oxygenated (hydrophilic) components of 

aerosol organic matter (Ng et al., 2010). Clearly, the actual link between AMS “HULIS” and SPE 

HULIS need to be established on a more firm experimental basis. A very first investigation of this 

issue was carried out in the paper by El Haddad et al. (2012). 

My doctoral work contributed to the aerosol experiment in Cabauw by providing the factor analysis 

of the NMR dataset and by comparing the results with those from PMF-AMS. The original 

elaboration and interpretation of the overall chemical dataset (including ion chromatographic and 

organic carbon data) and organic source apportionment data (NMR+AMS) are also original 

contributions of my work, which are now incorporated in a manuscript in course of submission. 

 

7.2 Aerosol sampling and analysis 
The measurements were conducted at Cabauw (Netherlands) measurement station (51o 58.223' N -

4o 55.575' E) (see Chapter 4) in the frame of EUCAARI field experiment which took place on May 

2008. The evolution of the general aerosol chemical and optical properties during the EUCAARI 
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May 2008 IOP is discussed by Mensah et al. (2012) and by Aouizerats et al., (2010), respectively. 

As described in detail in Mensah et al., (2012), an Aerodyne High-Resolution Time-of-Flight 

Aerosol Mass Spectrometer (AMS) was located in the basement of the CESAR tower and measured 

submicrometer aerosol for the whole duration of the campaign. 

PM1 samples for off-line analysis were sampled on pre-washed and pre-baked quartz-fiber filters 

(Whatman, 9cm size) using a dichotomous sampler (Universal Air Sampler, model 310, MSP 

Corporation) at a constant nominal flow of 300 l/min located at ground level, beneath the CESAR 

tower. A total of thirty samples were collected between 8th and 26th May. Typically, two filters were 

sampled every day, with “daytime” (D) PM1 samples collected from ~10:00 to ~17:00 (local time, 

UTC+2), and “evening/night-time” (N) samples collected from ~18:00 to ~09:00. Exceptionally, 

long-time integrated samples were also taken (three samples, lasting 35, 40 and 60 hours). Samples 

were stored frozen until chemical analysis. The quartz-fiber filters were subjected to the general 

procedure of extraction, filtration and off-line chemical analysis already described in Chapter 4 and 

so data on TC, WSOC and WINC content in samples were provided, as well as concentrations of 

major inorganic ions (NH4
+, Na+, K+, Ca2+, Mg2+, Cl−, NO3

−, SO4
2−) and some organic acids (e.g., 

oxalate). 

The collection of 25 NMR spectra was processed using factor analysis methodologies already 

described in Chapters 4 and 5 in order to find contributions and spectral profiles (loadings) of major 

components of WSOC. The carbon fraction not soluble in water (WINC) was not analyzed by NMR 

in this study as well as in previous and therefore was not accounted for by this factor analysis. The 

original NMR spectra were subjected to several pre-processing steps prior to the application of 

factor analysis in order to remove spurious sources of variability. A polynomial fit was applied to 

baselines and subtracted from the spectra. Careful horizontal alignment of the spectra was 

performed using the Tsp-d4 singlet as reference position. Blank signals, corresponding to impurities 

of quartz filters or D2O contaminations (at e.g. 1.25, 1.31 and 1.33 ppm), were removed. The 

spectral regions containing only sparse signals (δH < 0.5 ppm; 4.7 < δH < 5.2 ppm; and δH> 8.5 

ppm) were omitted from the data set. Binning over 0.030 ppm of chemical shift intervals was 

applied to remove the effects of peak position variability caused by matrix effects. Low-resolution 

(200 points) spectra were finally obtained, and were allowed to be processed by factor analysis. All 

the five non-negative factor analysis methods introduced in Chapters 4 and 5 were used.   

 

7.3 Meteorological regimes and air mass origin 
Standard meteorological parameters were measured during the campaign. The first half of May 

2008 was anomalously warm with Tmax reaching 25°C and staying above 20°C for more than a 
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week after the beginning of the experiment on 8th May. Winds were consistently from East and 

South-Est with only a brief period in the middle of campaign (16th to 21st) characterized by 

northerly winds, which also brought some rain to the site. During the campaign, the prevalent 

anticyclonic conditions over Central Europe favored the accumulation of both primary and 

secondary aerosols in the planetary boundary layer, which can be regarded as a typical case of 

“regional pollution” (Hamburger et al., 2011). 

Air mass origins were examined using the NOAA HYSPLIT model 

(http://ready.arl.noaa.gov/HYSPLIT.php). Periodization of the field campaign was then carried out 

according to meteorological regimes and clusters of HYSPLIT backtrajectories (Table 7.1, Figure 

7.1). 

 

 
Figure 7.1: average PM1-filters chemical composition and back-trajectory analysis for the four periods of the 
campaign. Organics are reported as total organic matter (OM) calculated by relationship OM=OCPM1filters*1.6.  

 
 

 Days Period ID RH % wind (m/s) comments 

Period I May 9th-12th Cont-Dry 40.2 6.1 Continental, Windy, Dry 

Period II May 12th-16th Cont-Humid 71.4 4.0 Continental, Calm, Humid 

Period III May 17th-21st Marine 68.9 5.8 Marine, Windy, Humid 

Period IV May 21st-26th Cont-Var 66.0 6.6 Continental, Variable 

Whole IOP   63.2 5.5  
Table 7.1: periods of the campaign with average meteorological conditions 

 

The first period (“Continental-windy&dry”, or Cont-Dry), lasting from 9th to 12th, was characterized 

by general dry and windy conditions and by Eastearly or South-Easterly air masses. Period II (Cont-

Humid, standing for “Continental-Calm&Humid”), from 12th to 16th of May, showed calm and 

humid characteristics (with wind speeds from 1.5 to 5 m/s and a RH mean value of 71%) and a 

continental air mass origin, similarly to Cont-Dry but with a northerly component (Figure 7.1). The 
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stable meteorological conditions were interrupted by an outbreak of Atlantic cold air masses 

between 17th and 21st of May (third period, “Marine”) accompanied by strong winds and bringing 

high humidity and precipitations. During the fourth and last period (“continental-variable”, Cont-

Var), lasting was from 21st of May to the end of the campaign, an easterly circulation was resumed 

but with a larger day-to-day variability in temperature and humidity compared to the first half of the 

campaign.  

 

7.4 PM1 chemical composition from filter measurements 
Atmospheric concentrations of major aerosol chemical species experienced large variations during 

the campaign following the changes in air mass origin. Almost the entire campaign was 

characterized by medium-to-high concentrations (Putaud et al., 2010) of sulphate, nitrate, 

ammonium, EC, potassium and oxalate (Table 7.2). Clearly, the persistent anticyclonic conditions 

over Central Europe favored the accumulation of both primary and secondary aerosols in the 

planetary boundary layer, which can be regarded as a typical case of “regional pollution” 

(Hamburger et al., 2011). During the third period (“Marine”), the above aerosol species experienced 

a marked drop in concentration, while sodium, chloride and methanesulphonate (MSA) reached a 

maximum in terms of relative contributions, indicating that the aerosol particles reaching Cabauw 

from the ocean were mainly of natural origin rather than originating from transatlantic transport of 

pollutants. Interestingly, the second period (Cont-Humid), even though characterized by easterly 

winds, showed high concentrations of marine aerosol together with the continental components, the 

former possibly coming from the recirculation of marine air masses traveling to Scandinavia, then 

turning south-west towards the Netherlands along the isobars of an Icelandic high pressure system 

(Hamburger et al., 2011). 

 

Periods TC OC WSOC EC NO3
- SO4

2- NH4
+ MSA Oxalate K+ Cl- 

Cont-Dry 2.75 2.26 1.88 0.43 0.82 1.71 0.55 0.06 0.17 0.03 0.02 

Cont-Humid 2.54 2.08 1.44 0.47 1.78 1.73 1.03 0.18 0.14 0.03 0.05 

Marine 1.06 0.87 0.57 0.19 0.84 0.87 0.39 0.24 0.03 0.01 0.03 

Cont-Var 1.77 1.41 0.99 0.35 1.77 1.49 0.92 0.09 0.10 0.02 0.03 

Whole IOP 2.05 1.67 1.22 0.37 1.38 1.48 0.76 0.14 0.11 0.02 0.03 
Table 7.2: average concentrations (µg/m3) of main chemical species in PM1 filters during the four periods of campaign 
 

PM1 TC concentration spanned from 0.62 to 3.73 µg/m3 (Figure 7.2). Organic carbon (OC) 

concentrations, ranging from 0.48 and 2.98 µg/m3, represented in average more than 80% of TC. 
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The water-soluble organics fraction (WSOC) was generally high, accounting for 59% of TC and for 

72% of OC on average.  

The distribution of the main aerosol components in PM1 was also influenced by air mass history, 

with greater contribution of organic compounds (54%) during the first continental period (Cont-

Dry) and larger shares of ammonium nitrate in the other periods (Figure 7.1).  

 

 
Figure 7.2: Carbon classes concentrations from EGA analysis (TC/OC/EC) and TOC analysis for WSOC.  

 

The functional group concentrations measured by H-NMR spectroscopy in WSOC samples are 

reported in Figure 7.3. Organic hydrogen concentrations were converted to organic carbon with aim 

of comparison with WSOC and OC concentrations using specific stoichiometric H/C ratios (see 

Chapter 2, Table 2.1).  

 
Figure 7.3: functional groups composition of PM1 filter samples by H-NMR analysis: pie chart represents average 

functional group composition for the whole campaign, while histogram their time series.  
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The average functional group distribution is dominated by aliphatic compounds unsubstituted or 

substituted by carbonyls or carboxyls, while the hydroxyl and aromatic moieties are of lesser 

importance. Such composition indicates that fresh biomass burning compounds did not contributed 

significantly to WSOC, while secondary sources are more likely (Decesari et al., 2007). 

Although the sum of NMR functional group concentrations approached total WSOC in many 

samples, the uncharacterized fraction was significant and averaged ca. 29%. Possible reasons for 

the “missing carbon” are: 1) the presence of carbon atoms not attached to protons, thus invisible to 

H-NMR, such as oxalates and compounds containing substituted quaternary carbon atoms or fully 

substituted aryls (Moretti et al., 2008), and 2) evaporative losses during the evaporation of the 

extract prior to the preparation of the NMR tube.  

 

7.5 NMR factor analysis for WSOC source apportionment 
This section discusses the results of factor analysis carried out with the five algorithms presented in 

Section 7.2.4 starting from the set of 25 H-NMR spectra at 200-point resolution. Solutions having 

two up to eight factors were evaluated but, according to all algorithms, most of the variance was 

explained by a small number of factors. The largest drop in the Q/Qexp ratios was recorded 

between two and three factors, while additional factors continued to reduce Q/Qexp with a less 

marked change in slope (Figure 7.4).  

 

  
Figure 7.4: Q/Qexpected versus the number of factors p. Red circle denotes the chosen solution (p=3). 

 

Starting from the four-factor solution, two or more factors were found to be strongly correlated (e.g. 

RF3vsF4=0.93 as shown in Table 7.3), suggesting that the resolution of the chemical method or of the 

sampling was not adequate to differentiate additional independent factors.  
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Table 7.3: Pearson correlation coefficients (R) between spectral profiles of NMR-factors for p=3 and p=4 solutions. 
The high correlation between two factors (F3 and F4) in the p=4 solution is highlighted in bright red. Other shades of 

red indicate different levels of correlation, smaller but still significant. 
 

A full examination of the outcomes of NMR factor analysis is reported in the Supplementary 

material, while in this section we will focus on the three-factor solution (Figure 7.5): 

 

 
Figure 7.5: profiles and contributions of 3-factors solution from H-NMR spectra factor analysis. Results from all 5 
different algorithms and the average between them were reported: PMF from EPA free-software (light blue line), 
Projected Gradient (red line), Multiplicative (yellow line), MCR-ALS (green line) and MCR-WALS (orange line) 

methods and average value for contribution (thick line in each graph). 
 

1) NMR Factor 1 (F1) “MSA-containing WSOC”: the peak of methane-sulphonate (MSA) at 2.81 

ppm of chemical shift is most characteristic for this factor. Other spectral features include 
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aliphatic chains with methylenes and terminal methyls peaks at respectively 1.3 and 0.8 ppm of 

chemical shift. F1 concentrations ranged from 0.1 to 0.5 µgC/m3, with a maximum during the 

marine period of the campaign, but relatively high also during the Cont-Humid period. The 

occurrence of MSA as major tracer compound and the characteristics of concentration time 

trends assign NMR-F1 to marine WSOC transported directly from the Atlantic to the 

Netherlands during the “marine” period of the campaigns, or recirculated over the continent in 

the other periods. It can be considered as a major contributor to the European continental 

background, becoming prominent in the days of northerly flow, as predicted by state-of-the-art 

CTMs (Athanasopoulou et al., ACPD 2012).  

2) NMR Factor 2 (F2) “NMR-HULIS”: its spectral characteristics are attributable to 

branched/cyclic and polysubstituted aliphatic compounds. Aliphatic chains with terminal 

methyls are almost absent and also the hydroxyl groups account for a very small fraction (6%) 

of the detected WSOC. Conversely, the aliphatic groups substituted with C=C and C=O groups 

(between 1.8 and 3.2 ppm) represent on average 54% of the total functionalities on a carbon 

basis. Such spectral features were already reported for WSOC in environments impacted by 

continental anthropogenic emissions (Decesari et al., 2000, 2007, 2011; Finessi et al., 2012). 

Most interestingly, they overlap well with the H-NMR spectrum of Suwannee river fulvic acid 

(Figure 7.5bis). Such “HULIS factor” accounted for the 29% of TC and 48% of WSOC and its 

concentration was highest during periods of continental (easterly) air masses. NMR-HULIS 

showed the stronger correlation with sulphate (as shown in Table 7.4) suggesting that this 

WSOC fraction originated from secondary continental sources at the regional scale. Since the 

weather regimes during the campaign were characterized by prolonged high-pressure conditions 

over central and northern Europe, secondary processes of SOA formation occurred prevalently 

in a relatively dry, cloud-free atmosphere. 

3) NMR Factor 3 (F3) “Linear Aliphatics”: factor characterized by compounds rich in linear 

aliphatic chains (peaks at 0.9 and 1.3 ppm) and less substituted compared to NMR-HULIS. 

Linear aliphatic compound concentrations varied from 0.1 to 1 µgC/m3 with highest values in 

periods of continental air masses. Differently from the case of NMR-HULIS, the linear aliphatic 

concentrations showed a maximum in daytime samples. This factor shows moderately positive 

correlations with tracers of primary sources, like EC, and also with aliphatic amines (as shown 

in Table 7.4), especially with trimethylamine (TMA), which originates from agricultural 

practices. The contribution of Linear Aliphatics to WSOC seems to be linked to emissions in 

anthropogenic environments (heavily urbanizes or agriculturally exploited) and may correspond 

to a “fresher” type of SOA with respect to NMR-HULIS, and for which a positive correlation 
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with primary emissions originates from the effect of transport combined with short formation 

timescales (Russell et al., 2009). 

 

 
Figure 7.5bis: Spectral profile of NMR factor 2 compared with the spectrum of Suwannee River fulvic acid standard. 

 

 
Table 7.4: correlations between NMR-Factors and chemical data from PM1 filters: white boxes indicate a lack of 

positive correlation between the variables; the various shades of red instead indicate different levels of correlation: from 
bright red to light orange (or salmon) for R>0.9 to R>0.5 respectively. 

 

In conclusion, NMR factor analysis was able to apportion WSOC to three components, one marine 

and two showing continental sources. Moreover, the first two (“MSA-containing” and “HULIS”) 

correlate with tracers of secondary aerosol, respectively MSA and sulphate, while the third one 

(“Linear aliphatics”) showed a moderate correlation with anthropogenic primary and secondary 

tracers which point to processed POA or SOA with a less aged character respect to the HULIS. 

 

7.6 Comparison between NMR and AMS factors for oxygenated organic 

aerosols 
The results of the AMS-PMF analysis are shown in Figure 7.6. A 4-factor solution was chosen for 

this dataset and the according normalized mass spectra for each factor (F1 to F4) are shown on the 

left side of the figure. A whole range of mass spectra obtained during laboratory, chamber, or field 

measurements is presented on the AMS mass spectral database (Ulbrich et al., 2009) and can be 

used as reference spectra. Given their mass spectrum profiles and their time trends (showed in left 

and right panels of Figure 7.6 respectively), AMS factors were distinguished in: 
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- AMS-Factor 1 (F1) or LV-OOA, with mass spectrum dominated by m/z 44 fragment and very 

similar (R2 = 0.98) to the Low Volatile OOA (former OOA1) spectrum measured at an urban 

background site in Zurich, CH, by (Lanz et al., 2007). The time series of this factor (black line 

in the bottom box of the Figure 7.6 right panel) corresponds well with the time series of 

particulate sulfate measured by the AMS (red line and axis in the same panel), another low-

volatile species.  

- AMS-Factor 2 (F2) or SV-OOA, with leading peak on m/z 43 followed by distinctive signal 

intensity on m/z 55 and m/z 91, typical of Semi Volatile OOA mass spectrometric pattern. The 

time series of this second organic factor corresponds well with the semi-volatile nitrate 

measured by AMS (blue line and axis). 

 

 
Figure 7.6: left: Normalized mass spectra of the four factors F1 to F4 (from bottom to top) determined by PMF 

analysis of the organic fraction of the 2008 measurements at CESAR tower. Right: Time series of the PMF factors F1 
to F4 (from bottom to top) determined for the organic mass fraction of the 2008 measurement period at CESAR tower. 

Factors (black lines, left axis) and the according tracers (colored lines, right axes matching the respective trace in 
terms of color) are given. 

 

- AMS-Factor 3 (F3) or HOA, with spectrum dominated by peaks separated by 14 amus, 

characteristic for Hydrocarbon-like Organic Aerosol (HOA), and shows high similarity 

(R2 = 0.84) to a HOA mass spectrum measured in Pittsburgh, USA in September 2002 by 

(Zhang et al., 2005a). The time series of the third factor is very similar to the time trace of BC 
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(brown line and axis), which is expected for HOA. BC data was obtained from Multi Angle 

Absorption Photometer (MAAP 5012, Petzold and Schönlinner, 2004) operated by TNO. 

- AMS-Factor 4 (F4) or FA-OOA, dominated by peaks on m/z 44, as well as Factor 1, and so also 

referred to OOA1 class but almost no signal intensity is assigned to peaks above m/z 44. This 

spectrum represents a highly oxygenated OA and is very similar to the mass spectrum of fulvic 

acid (R2 = 0.97) acquired in a laboratory experiment by (Alfarra, 2004) and so named here FA-

OOA meaning “Fulvic Acid-Oxydized Organic Aerosol”. The time series of the NMR HULIS 

is shown as green crosses together with the time series of the highly oxygenated AMS-F4 in the 

top panel of the graph. 

 

In the following discussion, the AMS concentrations for particulate organic compounds are 

compared to those derived by H-NMR analyses. Since the different techniques employ different 

concentration units (µg/m3 of organic matter, of organic carbon and of organic hydrogen, 

respectively), stoichiometric ratios must be applied for quantitative comparison. In the following 

discussion, all AMS mass concentrations (µg/m3) are converted to µgC/m3 by applying the general 

relationships found by Aiken et al. (2008) relating the fractional abundance of m/z 44 to the O/C 

ratio and thereby to OM/OC ratio:  

 

O/C = 0.038*f44+0.0794 (1) 

OM/OC = 1.26*O/C + 1.18 (2) 

 

According to the above equations, OM/OC ratios of 2.0 (F1), 1.5 (F2), 1.3 (F3) and 2.4 (F4), were 

obtained (Table 7.5).  

 
 

AMS-Factor f44 (%) O/C OM/OC 

1 – LV-OOA 15.8 0.68 2.04 

2 – SV-OOA 5.3 0.28 1.54 

3 – HOA 0.3 0.09 1.29 

4 – FA-OOA 23.7 0.98 2.41 
Table 7.5: OM/OC ratios founded for each PMF-factor by applying the general relationships found by Aiken et al. 

(2008) relating the fractional abundance of m/z 44 to the O/C ratio and thereby to OM/OC ratio 
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As already mentioned, concentrations in carbon units (µgC m-3) for the NMR functional groups 

were derived from the measured concentrations in µmolH m-3 by applying group-specific H/C 

ratios.  

Table 7.6 reports the correlation coefficients between main chemical species and OC factors 

obtained by filter and AMS measurement. The modest correlation coefficient found for sulphate, 

which is a stable, non-volatile compound, cannot be easily explained. Uncertainties in the fluxes of 

the dichotomous sampler, or the non-coincident sampling height (60 m above the ground for AMS 

vs. ground-level for the dicothomous sampler), or sample loss due to small cracks we have found in 

some of the filters after sampling may have contributed to the discrepancy. It can be noticed, 

however, that the correlation between OC measured on the filters and that estimated by the AMS is 

quite satisfactory (R = 0.74). We obtained a positive correlation also between WSOC and the sum 

of AMS OOA types (expressed in carbon units) (R = 0.58). 

 

 
Table 7.6: correlations between AMS analyses and chemical data from filters and NMR analyses: boxes colors follow 

the same scheme already described for Table 7.3. Red font highlights correlation between main aerosol components 
(OC, nitrate, sulphate) measured by AMS and on PM1 filters.  

 

The comparison between the results of AMS and NMR factor analyses was conducted based on the 

correlation analysis of time trends (or “contributions”) of the factors emerging from the two 

techniques (Table 7.6). This approach does not allow assessing univocal correspondences between 

the AMS and the NMR factors, but it rather indicates possible identifications. The best match was 

found between AMS-Factor4 and NMR-F2 (NMR-HULIS) with R = 0.89 (Table 7.6 and Figure 

7.7). The concentrations of the two factors were also similar: 0.44 µgC/m3 for AMS-Factor4 and 

0.40 µgC/m3 for NMR-HULIS. This finding suggests that the highly oxidized OOA of AMS-

Factor4 is related to the polisubstituted aliphatic compounds identified by H-NMR analysis. We 

hypothesize that the same class of compounds, or “spectroscopic HULIS”, was identified by both 

NMR and AMS in organic particles brought by continental air masses reaching Cabauw. Given the 

different sensitivity of the two techniques towards specific functional groups, the AMS and NMR 

spectral fingerprints must be considered as complementary. The H-NMR analysis is more sensitive 

to the aromatic rings and to the C-H groups composing the backbone of HULIS and showing that it 
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is mainly aliphatic and possessing no methylenic chains, while AMS fragmentation clearly provides 

information of the main oxygenated substituents which appear to be carboxylic acid groups. 

With respect to the other AMS factors, their time trends, once integrated to the filter sampling time, 

show positive correlations between each other and with NMR-F2. The only factor correlating with 

NMR-F3 (Linear Aliphatics) is AMS-Factor1. Both have continental origin similarly to HULIS 

factors, but the concentrations of the latter drop steadily during the period Cont-Humid which 

precedes the marine air outbreak, while the concentrations of AMS-F1 and NMR-F3 remain high. 

However, given the time trends showing only a limited overlap and especially considering that the 

concentrations of AMS-F1 are much larger than those of NMR-F3, the latter may be considered 

rather a portion of the class of compounds identified by PMF-AMS as Factor 1. 

NMR did not identify any factor matching with HOA, which is expected because HOA does not 

contribute significantly to WSOC, nor with AMS-F2 (SV-OOA). Further discussion about the 

inability of NMR analysis to account for the less oxidized AMS factor is presented in paragraph 

7.3.7. 

 
Figure 7.7: comparison between AMS-F4 factor & NMR-F2 (HULIS) factor. 

 

Finally, factor analysis applied to the NMR dataset accounts for a distinct factor associated with 

organic aerosols from marine sources, the “MSA-containing WSOC” (NMR-F1), with no analogous 

resolved by the AMS-PMF analysis. It should be noticed, however, that AMS was actually able to 

detect a specific mass fragment of MSA, CH3SO2
+, and that its time trend was perfectly compatible 

with the results of off-line analysis (both IC and NMR) (Figure 7.8). In other words, the MSA mass 

tracer from AMS clearly showed the increase of marine SOA during the second continental period 

of the campaign and during the days of northerly flow towards Cabauw. At the same time, CH3SO2
+ 

was only a minor fragment in the AMS spectra, and its variability was not captured by PMF to 

identify a specific factor, equivalent to the NMR-F1. This is another example of the different NMR 

and AMS sensitivities towards specific functional groups, which in turn affects the outcomes of 

factor analysis. 
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Figure 7.8: comparison between MSA (from IC measurements), NMR MSA-containing factor (referring to right blue 

axis) and AMS tracer ion CH3SO2+ (left red axis). 
 

7.7 Comparison of HULIS from chromatographic and spectroscopic techniques 
HULIS are determined as polycarboxylic acids using the HPLC-TOC method presented in section 

7.2.2. Such technique is a derivation of the very first method used for HULIS analysis (Havers et 

al., 1998) and it is based on retention characteristics of fractions of WSOC with respect to a 

standard of aquatic fulvic acids. Therefore, polyacids or “chromatographic HULIS” must be 

considered as HULIS sensu stricto. The resulting concentrations for polyacids were compared with 

NMR and AMS concentrations for HULIS. Polyacids correlated with both NMR-F2 (R=0.73) and 

AMS-F4 (R=0.70). Nevertheless, chromatographic HULIS represented only 30% of NMR-F2 and 

27% of AMS Factor4 (Figure 7.9). These results provide confirmation that the organic materials 

exhibiting spectral properties similar to those of fulvic acids are related to HULIS sensu stricto 

determined from chemical methods. At the same time, they also include chemical species which are 

not real polycarboxylic acids.  

Previous studies on atmospheric HULIS (Graber and Rudich, 2006) had already highlighted 

differences between atmospheric HULIS and terrestrial and aquatic humic substances, including 

lower aromaticity (19% according to Tagliavini et al. (2005) against 31-58% from IHSS, 

www.ihss.gatech.edu), higher H/C molar ratios, weaker acidic nature and especially smaller 

molecular size for atmospheric HULIS (500-1000 Da according to Harvers et al. (1998), Krivacsy 

et al. (2001) and Kiss et al. (2003) versus 1000-10000 Da reported by Aiken (1984),and Marley et 

al. (1992). In agreement with the above studies, we observed that very oxidized carboxylic acids 

which are lighter than fulvic acids contributed to AMS Factor 4 and to NMR-HULIS while showing 

a smaller retention coefficient on SPE columns with respect to chromatographic HULIS. Since 

neither AMS nor NMR provide direct information on molecular size, we hypothesize that 

spectroscopic HULIS are actually a class of carboxylic acids spanning over a wide range of 
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molecular weights and whose larger homologous species correspond to the polyacids or HULIS 

sensu stricto. 

 

 
Figure 7.9: comparison between HPLC PA fraction, AMS-F4 and NMR-F2: the upper panel reports time series of 

AMS and NMR factors (left black axis) and of HPLC PA fraction (right red axis); the two lower panels show 
correlation between these fractions. 

 

7.7 Summary and final remarks 
To summarize the comparison between the NMR and AMS factors, we provide a tentative mass 

budget for aerosol OC including water-insoluble compounds, as a campaign average, with our best 

hypothesis of overlap between carbon classes derived from filter analysis and those determined by 

the on-line measurements (Figure 7.10). The fact that OC measured on PM1 filters was lower than 

the carbon associated with organic matter measured by AMS together with the low time resolution 

of filter collection allow only a tentative assignment between the NMR and AMS carbon classes. 

However, we can clearly observe that: a) there is an excess of water-insoluble carbon on filters 

compared to the AMS factors having low oxygen content (i.e., the hydrocarbon-like organic 

aerosols, HOA) suggesting that the least oxygenated fractions of AMS OOAs contributed to some 
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extent to WINOC; b) there were some semivolatile compounds within WSOC which were lost 

during sample preparation for NMR analysis; c) the less oxidized fraction of LV-OOA (Factor 1) 

account for a carbon fraction of WSOC that NMR characterization attributes to a heterogeneous set 

of compounds including MSA transported in marine aerosol (NMR-F1) and the linear aliphatic 

compounds which were interpreted as fresh SOA compounds (NMR-F3). 

Clearly, both techniques highlighted the occurrence of water-soluble HULIS, whereas the other 

factors could not be reduced to a simple classification scheme common to AMS and NMR in this 

study.   

 
Figure 7.10: Organic carbon (OC) amount and comparison between the 3 different techniques used. Inner circle reports 

data from NMR and filters analyses; the outer one those from AMS. 
 

Noticeably, the NMR factor analysis highlighted a marine organic aerosol component rich of 

methanesulphonate. No specific AMS factor for marine organics was discriminated by PMF, even if 

an AMS mass tracer for MSA was found, albeit in small concentrations, showing a time trend in 

good agreement with the results of off-line analyses. According to NMR analysis, marine organics 

dominate the organic composition in Cabauw on the days of strong northerly winds. Conversely, 

the HULIS are more characteristic of Easterly (continental) air masses. The “continental” nature of 

HULIS emerging from the Cabauw experiment was confirmed by additional NMR measurements at 

other EUCAARI stations during May 2008 showing that the NMR-HULIS factor characterized the 

WSOC composition in the polluted boundary layer air in easterly air masses flowing from central 

Europe to the British Islands: from K-Puszta (Hungary) to Melpitz (Germany) to Mace Head 

(Ireland) (Figure 7.11). Therefore, despite of still scarce knowledge about HULIS sources and 
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atmospheric fate, the oxidized organic compounds detected by NMR as HULIS were common 

constituents of submicron aerosols at the regional scale over Europe. Contrary to HULIS, the 

aliphatic-rich WSOC (”Linear Aliphatics”) of Cabauw was not found in the central European 

stations and it can be related to different sources of oxidized organic aerosols active at that time in 

the North Sea area. 

 

 
Figure. 7.11: Additional measurements at other EUCAARI stations during May 2008 show that the HULIS factor 

characterized the OOA composition in the polluted boundary layer air at the regional scale. Nevertheless, the aliphatic-
rich OOA of Cabauw were not found in the central European stations and it can be related to different sources of 

oxidized organic aerosols active at that time in the North Sea area. 
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8 - Primary and secondary biomass burning aerosols determined by 
1H-NMR spectroscopy during the 2008 EUCAARI campaign in the 

Po Valley (Italy) 

 

8.1 Introduction to the Po Valley experiment 
In this chapter, the contribution of primary and secondary biomass burning to oxygenated organic 

aerosols in the rural Po Valley, Italy, during another EUCAARI field campaign. The experiment 

was held in early spring: a period of the year which is still cold and diffuse wood burning from 

domestic heating systems is active in the valley, and at the same time characterized by relatively 

high radiation levels responsible for moderate ozone peaks (50 ppb). The paper by Saarikoski et al. 

(2012), dealing with the AMS measurements carried out during the same field campaign, reports 

that under stable meteorological conditions the diel change in atmospheric stratification following 

the development of the planetary boundary layer was responsible for drastic changes in submicron 

aerosol composition, with fresh particulates rich of semivolatile compounds during the night and 

early morning respect to more aged particles occurring in the middle of the day and in the 

afternoon. Typical diurnal patterns of atmospheric concentrations of particulate organic matter 

including fractions apportioned to biomass burning sources could be determined thanks to the 

employ of high-resolution time-of-flight mass spectrometric (HR-Tof-AMS) techniques. In their 

recent review, Jimenez et al. (2009) showed that a factor accounting for biomass burning sources 

(“biomass burning organic aerosol”, or BBOA) emerges from factor analysis of AMS records at a 

number of field sites in the north hemisphere, suggesting that a common AMS spectral fingerprint 

can be used to apportion organic aerosol mass to biomass burning sources in a variety of 

environments. On the other hand, the actual link of AMS BBOA with common tracers of wood 

burning, such as levoglucosan and anhydrosugars, has not been examined extensively yet. Contrary 

to preliminary findings at other locations (Aiken et al., 2010), BBOA concentrations were too low 

and did not correlated well with the levoglucosan concentrations during the EUCAARI field 

campaign the Po Valley and the correlation improved only by including other OOA factors 

(Saarikoski et al. 2012). Such results suggested that BBOA were not the only constituents of 

biomass burning POA and that a more sophisticated factor analysis of the residual OOA is 

necessary to deconvolve the excess biomass burning POA from the contributions of other sources, 

including biomass burning SOA. In my doctoral work, I performed the factor analysis of the 1H-

NMR dataset recorded on aerosol filter samples collected in parallel to the HR-Tof-AMS, and 
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identified the NMR factors characterized by biomass burning spectral fingerprints. My results on 

organic source apportionment derived from NMR factor analysis were then used to clarify the 

discrepancies between AMS and organic tracers (levoglucosan) techniques in estimating the 

fraction of aerosol organic carbon accounted for by biomass burning. The original results included 

in this thesis chapter are object of a scientific paper in preparation  

 

8.2 Aerosol sampling and analysis 
Atmospheric particles were sampled by a suite of co-located off-line instruments throughout the 

campaign conducted at the San Pietro Capofiume (SPC) measurement station “G. Fea”  (44°39’0’’ 

N, 11°37’0’’ E; see Chapter 4) from 30 March to 20 April 2008. A dichotomous sampler at a 

constant nominal flow of 300 l/min was employed from 1st to 14th of April 2008 to collect fine 

particles with ambient diameter < 1 µm on pre-washed and pre-baked quartz-fiber filters (Whatman, 

9cm size). Typically, two filters were sampled every day, with “daytime” (D) PM1 samples 

collected from ~10:00 to ~17:00 (local time, UTC+2), and “evening/night-time” (N) samples 

collected from ~18:00 to ~09:00. Exceptionally, long-time integrated samples were also taken 

(three samples, lasting 32, 24 and 24 hours). Samples were stored frozen until chemical analysis. 

The quartz-fiber filters were subjected to the general procedure of extraction, filtration and off-line 

chemical analysis already described in Chapter 4, comprising the recording of 17 NMR spectra.  

 

8.3 NMR characterization of WSOC 
Spectral fingerprints and individual compound speciation of H-NMR spectra recorded during the 

2008 EUCAARI experiment in the Po Valley are in agreement with previous findings in the same 

area (Decesari et al., 2001). Levoglucosan, methane-sulphonate and four low molecular weight 

amines, namely monomethyl-, dimethyl-, trimethyl- and triethyl-amines (MMA, DMA, TMA, 

TEA) were speciated and quantified. Contrary to the marine aerosol samples collected on the Irish 

coast (Decesari et al., 2011), diethyl-amine (DEA) was not found, while TMA an TEA were 

detected at ng/m3 level in almost all samples. The different speciation respect to the marine site 

probably reflect different biogenic sources, which in the Po Valley are largely impacted by 

livestock farming and waste treatment activities. Wood burning is and additional source of amines 

in the valley, as suggested by the tendency of DMA and MMA concentrations to peak at night, but 

overall the correlation with levoglucosan concentrations is negligible (R2 < 0.1). With the exception 

of TMA, whose time trend is rather flat, the other amine concentrations reach a maximum in the 

third period of the campaign, on the days between 8 and 10th April, characterized by western 

Mediterranean air masses, high humidity with fog occurrence, a very stratified atmosphere. We 
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observed the highest concentrations of ammonium nitrate in the same period, indicating that the 

high relative humidity may have promoted the gas-to-particle conversion of low-molecular weight 

amines by co-condensation with nitric acid or organic acids. 

A synthetic representation of WSOC functional group distribution and of its variability during the 

campaign is provided by Figure 8.2, based on the metrics introduced by Decesari et al. (2007). 

Functional group concentrations are here expressed as µgC/m3 upon applying group-specific 

conversion factors previously introduced in this thesis.  

 

 
Figure 8.2: Functional group distribution of the SPC 2008 EUCAARI samples compared to submicron aerosol 

compositions derived from previous study in the same area. 
 

The 2008 spring campaign samples exhibit an aliphatic composition stretching between the 

“biomass burning” and the “SOA” sectors with a prevalence of the latter. A clear biomass burning 

assignment was found for samples 04April_Night and 05April_Night, meaning that their 

composition is fully consistent with that recorded for samples taken faraway (Rondônia, Brazil) in 

an area directly exposed to strong biomass burning emissions (Tagliavini et al. 2006). 

The aromaticity of WSOC decreased steadily during the campaign (Figure 8.3a) with a trend 

already observed for anhydrosugars and that can be explained by the progressive increase of 

minimum temperatures leading to a general decline of residential heating activities in the area 

(Saarikoski et al., 2012). This finding suggest that NMR-detected aromatics are mainly phenolic 

compounds formed by the pyrolysis of wood during combustion, together with their degradation 

products in the atmosphere. 
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Figure 8.3: a) Time trend of aromaticity;  

b) Content of oxygenated aliphatic functional groups as a function of trace gas composition. 
 

The proportion of alkyl groups to the aliphatic moieties remains fairly constant resulting into a 

certain degree of covariance between the two main oxygenated groups, H-C-O and H-C-C=O. The 

conversion between hydroxylated compounds and those bearing carbonyls/carboxyls seems to be 

related to the air mass type and photochemical regime, since there is clear tendency to find the 

former at high NO2/O3 ratios and the latter in more photochemically-aged air masses (Figure 8.3b). 

The change is more significant for H-C-O groups, which are strongly depleted in aged samples, 

while H-C-C=O occurs in non-negligible amounts even at high NOx levels although reaching 

maxima in low-NOx conditions. It should be noted that the actual change of WSOC oxidation state 

consequent of the “replacement” of hydroxyl- functional groups with H-C-C=O groups cannot be 

accurately determined based on these data, due to the uncertainty in the split between carbonyls and 

carboxylic groups.  

 

8.4 NMR factor analysis and comparison with PMF-AMS 
The 1H-NMR spectra were subjected to pre-processing steps prior to undergo factor analysis: 

Baseline correction with a polynomial fit, horizontal alignment of the spectra and blank signals 

subtraction. The spectral regions containing only sparse signals (δH < 0.5 ppm; 4.5 < δH < 6.5 ppm; 

and δH> 8.5 ppm) were omitted from the data set. Binning over 0.02 ppm of chemical shift 

intervals was applied to remove the effects of peak position variability caused by matrix effects. 

Low-resolution (400 points) spectra were finally obtained, and were allowed to be processed by 

four of the factor analysis algorithms described in Chapter 4: the two N-NMF models and the two 
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MCR ones. Solutions resulting from factors two up to eight were explored with all models. 

Analysis of residuals and Q/Qexp ratios were used in order to find the most robust solution. 

Basically all models agree on a large drop in residuals and in the Q/Qexp ratios until five factors: 

additional factors continued to reduce Q/Qexp with no significant change in slope. Five-factors 

solution presents also the best agreement between all four factor analysis methods, both in term of 

profiles and contributions fitting, while a number of factors greater or lesser decreases that fitting. 

Furthermore, beyond five factors two or more factors were found to be strongly correlated each 

other, suggesting that the measurements were not adequate to differentiate additional independent 

factors. Interpretation of factor spectral profiles was based on presence of characteristic peaks and 

on the comparison with a unique library of reference spectra recorded during laboratory studies or 

in the field at near source stations.  

Based on all these considerations a 5-factors solution was chosen as the best one and discussed 

afterward. Figure 8.5 reported profiles and contributions of the 5-factors solution for all four 

methods, in order to evidence their substantial agreement.  

- NMR-Factor 1 (F1) was dominated by MethaneSulphonicAcid (MSA) peak at 2.81 ppm, 

associated with a relative small fraction of oxidized aliphatic chains and so called hereinafter 

“MSA-containing” factor. Its concentrations were very small (oscillating from 0 to 0.02 

ugC/m3) and became significant just in some samples (in particular one, corresponding to the 

night of April 4th) that instead had a maximum of 0.06 ugC/m3. This increase was probably due 

to a marine air mass intrusion from Mediterranean see.  

- NMR-Factor 2 (F2) showed instead characteristic spectral profile with clear signatures from 

aromatic compounds and polyols. This profile is very similar to reference spectrum of biomass 

burning primary aerosol from chamber experiment (and so it will be called “Biomass Burning” 

factor hereinafter, as already discussed in previous Chapter 5 and below in next section). The 

good correlation of its contributions with those of levoglucosan and potassium, with R2 of 0.98 

and 0.69 respectively, confirms the link between F2 and primary or freshly products of biomass 

combustion. Also its contributions time series, exhibiting diurnal trends with maxima observed 

in night samples during the first week of high-pressure conditions, confirmed a probable link 

with primary or freshly produced compounds accumulated in the surface layer under a low 

thermal inversion and dispersed upon formation of the mixing layer during day-time.  

- NMR-Factor 3 and Factor 4 (F3 and F4) represented two oxidized aerosol types with spectral  

profiles characterized by polysubstituted aliphatic moieties, some hydroxyl groups (between 3.2 

and 4.5 ppm) and a smaller contribution from aromatics. Aliphatic groups substituted with C=C 

and C=O groups (between 1.8 and 3.2 ppm) represent on average 30% of the total 
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functionalities on a carbon basis. They look similar but have differences in the alcohols and 

aliphatic regions of the spectrum even if both have specific features of secondary and processed 

aerosol. In particular in F4 aliphatic chains with terminal methyls are reduced to advantage of 

C=C and C=O groups suggesting that this factor is representative for a more processed and aged 

aerosol fraction. 

 

 
Figure 8.5: profiles and contributions of 5-factors solution from H-NMR spectra factor analysis. Results from all 4 

different algorithms applied were reported: Projected Gradient (red line), Multiplicative (green line), MCR-ALS 
(orange line) and MCR-WALS (violet line) methods. 

 

- NMR-Factor 5, finally, was characterized by low-molecular weight amines (already discussed 

in section 8.3.2) and some residual trace of MSA, always mixed with aliphatic compounds. In 

particular triethylamine (TEA) is clearly represented by its typical peaks at 3.22 and 1.29 ppm 

and also methylamine (MA) and di-methylamine (DMA) by their peaks at 2.60 and 2.72 ppm 
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respectively. All these amines are widely diffused in rural agriculture area and linked to local 

husbandry and agricultural practices (Xinlei Ge et al., Atmospheric Environment, 2011). 

 

As already well described by Saarikosky et al. (2012), PMF was also applied to the high-resolution 

mass spectra of OA parallel measurements and a 6F-solution seemed to be the most representative. 

PMF factors were denoted as hydrocarbon-like OA (HOA), biomass burning OA (BBOA), 

nitrogen-containing OA (N-OA) and three oxygenated OAs (OOA-a, OOA-b and OOA-c) and their 

spectral profiles were reported in Figure 8.6 (from Saarikoski et al., 2012).  

 

 
Figure 8.6: High-resolution mass spectra for HOA, BBOA, three OOAs, and N-OA (from Saarikoski et al., 2012). 

 

Comparing NMR factors with those from PMF-AMS analysis, the most interesting results arise 

from parallelism between NMR-F2 and AMS-PMF BBOA factor, showing a positive but just 

moderate correlation (R2 = 0.18). 

NMR-factor shows a much higher concentrations with respect to AMS-BBOA ones, especially 

during the first period of campaign and also a much higher oxidation state. Moreover 

levoglucosan/OC ratios suggest that more than one factor is needed to account for the whole 

biomass burning fraction: levoglucosan indeed counted for 10 ÷ 15% of NMR-F2 and for 8 ÷ 25% 

of AMS-BBOA as carbon.  
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Agreement between total biomass burning fraction of OC estimated from AMS and NMR improves 

significantly including one of the oxygenated factors of possible secondary origin together with 

biomass burning factors identified: in particular the best match is found when we added up NMR-

F4+F2 and compared with the sum of AMS-BBOA+OOAc, as shown in Figure 8.7. 

 

 
Figures 8.7: contributions time trend of NMR-F2 from the four factor analysis methods applied (magenta lines) 

compared with those of biomass burning tracers (levoglucosan in blue line and potassium in green line) and AMS 
BBOA factors. Table summarizes correlation coefficients between tracers and factors from NMR and AMS. 

 

 

8.5 Identification of biomass burning POA and SOA data 
The examination of NMR and AMS factors in search of biomass burning aerosol components led to 

the following conclusions: 

1. An agreement between the NMR and AMS source apportionment for biomass burning 

aerosol could be achieved only by considering suitable lumpings of factors. 

2. Both NMR and AMS factor analyses suggest that biomass burning aerosols include a first 

component linked to surface sources in the Po Valley and active at night, plus a second 

component better mixed in the atmosphere and prevalent in daytime, that can be tagged as 

“fresh” and “aged” fractions respectively. 

3. The AMS BBOA would then account only for the fresh component. 

4. The split between the fresh and aged biomass burning aerosol is performed differently by 

NMR and AMS. 
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In the present section, the nature of the NMR factors assigned to biomass burning sources is further 

discussed. 

Laboratory experiments are ideal tools to obtain unambiguous chemical fingerprints from specific 

aerosol sources and are often use for the interpretation and source attribution of ambient spectral 

datasets (e.g., Kiendler-Scharr et al., 2009). H-NMR spectra of biomass burning POA, i.e. freshly 

produced smoke particles sampled in combustion facilities (Heringa et al., ACPD 2011) shows 

evident resonances from aromatic moieties including phenols and from hydroxylated compounds 

including levoglucosan, plus a lower proportions of other aliphatic compounds (Figure 8.8a). These 

data are also consistent with the spectra reported by Kubatova et al. (2009), and provide 

confirmation that freshly produced particles account for the large fraction of aromatic and 

hydroxylated groups typical of water-soluble biomass burning aerosol (Decesari et al., 2007). On 

the basis of these NMR data recorded for fresh smoke samples, we then conclude that the NMR 

Factor 2, “aromatic & polyols”, during the 2008 EUCAARI campaign correspond to biomass 

burning POA. 

 

 
Figure 8.8: Reference H-NMR spectra for different stage of biomass burning aerosol ageing: a) laboratory wood 

burning POA (sharp peaks at 1.3, 2.2 and 3.3 ppm are from contaminants); b) ambient near-source biomass burning 
aerosol; c) biomass burning aerosol from long-range transport. 

 

The spectral features of Factor 4, which we also attribute to biomass burning sources, are less 

characteristics and their link to chemical speciation data obtained in smoke chambers is less clear. 

The spectral profile suggests a mix between aromatic compounds depleted in phenols and richer in 

electron withdrawing substituents (like carbonylic, carboxylic or nitro- groups) mixed with a 

(larger) fraction of aliphatic compounds substituted with unsaturated oxygenated carbon atoms, like 
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carbonyls or carboxyls but with only a few alcohols. Therefore, Factor 4 is completely 

impoverished of compounds most characteristic of fresh smoke particles like anhydrosugars and 

phenols. Nevertheless, carboxylic acids were found in significant amounts in ambient biomass 

burning aerosols (Figure 8.8b; Mayol-Bracero et al., 2003; Decesari et al., 2006). Ion-exchange 

chromatographic techniques have been applied to separate the polyol fraction of WSOC from the 

carboxylic acids, including the humic-like substances (HULIS) in ambient smoke particles, showing 

that the concentration of the total acids can rival with that of the alcohols (Decesari et al., 2006). 

We have reproduced the chromatographic fractionation employed for the SMOCC biomass burning 

experiment in Brazil, by analysing one EUCAARI sample showing highest contributions of Factors 

2 and 4. The H-NMR spectra recorded for the resulting chemical classes, namely neutral/basic 

compounds, mono- and di-carboxylic acids, and polyacids (HULIS), are shown in Figure 8.9.  

 
Figure 8.9: H-NMR spectra of WSOC fractions isolated by anion-exchange chromatography. 

 

As during SMOCC, the fractionation of the Po Valley sample led to a clear split of the aliphatic 

components of WSOC, with most of the hydroxylated species and amines recovered into the 

neutral/basic compounds and most of the aliphatic compounds substituted with carbonyls/carboxyls 

falling in the acidic classes. The separation of the aromatic groups is less clear although the 

polyacids (HULIS) exhibit the highest degree of aromaticity. These results provides confirmation 

for the results of factor analysis indicating that polyols and the compounds enriched of H-C-C=O 
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groups belong to different chemical classes, which are here tagged as neutral/basic compounds and 

mono-/di-carboxylic acids + polyacids, respectively. Correlation coefficients between factor 

profiles and the spectra of the chemical classes actually separated by liquid chromatography 

indicate that the compounds responsible for Factor 4 and associated with biomass burning sources 

but not correlating with levoglucosan and phenols must be searched in the chemical class of mono- 

and di-carboxylic acids, operationally defined by the ion-exchange chromatographic method. 

During the SMOCC experiment, a greater ratio between acids respect to polyols was found in 

daytime hours and was attributed to the different burning conditions in the area: more smoldering at 

night versus more active flaming in daytime (Decesari et al., 2006). During the first period of the 

EUCAARI campaign, the same behaviour was found in an area where open burning does not occur 

in spring, when biomass burning is essentially due to domestic heating at night-time. An alternative 

explanation, more suitable for the conditions encountered during EUCAARI, is that the daytime 

samples, richer in carboxylic acids and depleted of polyols, are the result of an atmospheric 

processing. Ageing would trigger the observed change in functional group distribution as a function 

of the O3/NO2 ratio (Figure 8.2) and Factor 4 would then correspond to biomass burning SOA. 

Finding clear fingerprints for biomass burning SOA during field conditions can be challenging due 

to interfering source contributions. Best opportunities are large plumes from open burning in the 

tropics captured after several hours of transport in the middle troposphere (Capes et al., 2008). In 

2007, one of such events was captured at the GAW station of Monte Cimone and the samples were 

analyzed by NMR spectroscopy (Cristofanelli et al., 2009). We discuss here the NMR 

characteristics of the aerosol sampled in those days, as it can be considered a good example of very 

aged ambient biomass burning organic aerosol. The spectrum, reported in Figure 8.8c, has clearly 

little to do with the profile of Factor 2 and with the fingerprint of fresh smoke particles determined 

during the EUCAARI campaign. In fact, the composition of the Monte Cimone aged biomass 

burning OA is impoverished of phenols and especially of alcohols, with levoglucosan nearly absent, 

while aliphatic compounds polysubstituted with carbonyls/carboxyls dominate. Interestingly, the 

spectral profile of the Monte Cimone sample shares many similarities with the polyacids (HULIS) 

fraction isolated from the EUCAARI sample, more than with the mono- and di-acids. These 

findings confirm that the compositional changes in biomass burning aerosol during long-range 

transport can be severe (Capes et al., 2008). 

The above compilation of laboratory and ambient spectral data, although being incomplete, allows 

to draw first two conclusions of the nature of NMR factors linked to biomass burning POA and 

SOA: 
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1. Data from smoke chambers and from ambient samplings in near-source area agree on showing 

large phenol and polyol contents in fresh particles (POA). 

2. Ambient data of very processed smoke particles show that phenols and polyols are strongly 

impoverished and that aliphatic compounds substituted with carboxylic acids plus aromatics 

other than phenols account for the apparent biomass burning SOA. 

A third preliminary conclusion is that HULIS form and enrich with ageing. Its corollary is that 

specific NMR fingerprints can be derived for the fresh particles (polyols and phenols) and for the 

very aged biomass burning aerosol (HULIS), while less distinguishing features are available for the 

intermediate stage of ageing, when mono- di-carboxylic acids are formed and the composition of 

biomass burning SOA overlaps with that of oxidized compounds originating from other sources, 

like those responsible for Factor 3 during EUCAARI. It follows that in areas impacted by 

residential wood burning sources, the quality of the dataset and of factor analysis will be critical for 

the discrimination of the NMR factor for biomass burning SOA. 

 

8.6 Isotopic measurements and carbon budget 
Modern and fossil fuel fractions of aerosol total carbon were measured in 12 samples during periods 

II, III an IV of the campaign and the results are reported in Table 8.1. Contrary to period I, where a 

clear evolution of the aerosol composition is provided by the diurnal evolution of the boundary 

layer, the following periods show less clear dynamics.  

 

 
Table 8.1: Results of 14C analysis. 

 

As a result, the small changes in modern carbon fraction between samples shown by the isotopic 

analysis could not be related unambiguously to any of the trends of AMS and NMR factors. The 
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average fraction of modern carbon for TC is 60%, an intermediate value between values typical for 

urban sites (Yamamoto et al., 2007; Marley et al., 2009) and those representative for rural locations 

(Gelencser et al., 2007; Szidat et al., 2007).  

Since the biomass burning fraction of OC was already estimated using NMR and AMS factor 

analysis, in this section we employ the 14C data to investigate the biogenic/anthropogenic nature of 

the remaining oxidized organic compounds. An aerosol carbon budget was calculated based on the 

following assumptions: a) the EC/OC ratio for biomass burning aerosol was set to 0.16 based on 

recommendations of Szidat et al. (2006); b) amine-containing compounds and AMS N-OA 

originate from emissions from livestock and other modern carbon sources; c) primary OC from 

fossil fuel combustion is fully water-insoluble. In addition, when comparing the carbon budget 

based on the AMS factors with that elaborated starting from filter analysis, we attributed AMS 

HOA to WIOC and BBOA+OOAc to the sum of NMR F2 and F4. The resulting calculations, as 

campaign averages, are reported in the upper panel of Figure 8.10, and, for the days covered by 

isotopic analysis, in the lower panels of the same figure.  

 

 
Figure 8.10: Carbon budget of aerosol TC for the whole campaign (upper two panels) and for the period covered by the 

isotopic analyses (lower panels). Budgets are reconstructed based on PMF-AMS (left) and NMR factors for WSOC 
(right). For more explanation refer to the text.  
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It can be observed that WIOC/HOA together with the fossil fraction of EC account for the totality 

of fossil TC, leaving no room for WSOC or OOA originating from fossil fuel combustion. As 

anticipated in the previous section, NMR and AMS fractionations agree in apportioning about one 

third of OC to biomass burning sources as a campaign average. As source intensity of wood burning 

decreased with time (Figures 8.2 and 8.7), the second part of the campaign, for which fossil carbon 

data are available, shows a lower fraction of OC apportioned to biomass burning: 20% or 22% 

based on respectively AMS and NMR analyses, which fall in the range indicated by the 

levoglucosan analyses (from 10% to 30%, Alves et al. 2012).  

In summary, the non-biomass burning WSOC (or OOA carbon) is prevalently accounted for 

by modern carbon, and therefore of biogenic origin. The “modern” character of non-biomass 

burning OOA/WSOC is somewhat surprising for a polluted environment at the mid-latitudes in a 

period of the year (March - early April) when vegetation has just started to recover from winter 

dormancy. On the other hand, the occurrence of amines in large amounts in our samples suggest 

that biogenic processes involved by anthropogenic activities (e.g., animal farming, waste treatment) 

can provide a non-negligible contribution to the modern carbon fraction of Po Valley. In that case, 

SOA precursors originate from anaerobic processes occurring according to completely different 

mechanisms respect to the well-studied terpene emissions from living tissues of plants. Although 

some recent studies have examined the composition of VOCs emitted by animal farms and from 

their wastes, their SOA formation potential is poorly known, and, on the basis of the conclusions of 

our study, they deserve investigation.  

 

8.7 Final remarks  
WSOC composition in background aerosol in the Po Valley in early spring was characterized as a 

mix of wood burning products, amines, and substituted aliphatic compounds with a minor 

contribution of MSA. The occurrence of aliphatic amines in large amounts suggest that biogenic 

sources from anaerobic processes may have been underestimated as a sources of SOA. Moreover, 

this experiment highlighted the fact that a fraction of the products of biomass burning was 

secondary in nature, i.e., originated by the atmospheric processing of gaseous and primary 

particulate compounds produced by combustion. The chemical composition of such secondary 

combustion aerosols was shown to be markedly different from that of the corresponding POA, and 

at the same time, was not represented by most common organic tracers used to apportion biomass 

burning POA. In this context, techniques of factor analysis applied to spectroscopic methods such 

as AMS and NMR proved to be able to overcome the main drawbacks of the methodologies relying 

on molecular tracer analysis, and could be profitably used for the identification of SOA fractions. 
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The interpretation of the SOA factor profiles, however, is dependent on the availability of reference 

spectra libraries, which in turn must be provided by dedicated laboratory experiments. At the 

moment, none of the existing analytical techniques possesses all requirements for organic source 

apportionment, accounting for both primary and secondary sources. On the contrary, my doctoral 

work provides examples of the usefulness of a combination of multiple chemical and factor analysis 

methods for addressing source apportionment problems during intensive field experiments. In this 

respect, NMR spectroscopy, being already a “hybrid” technique, by looking at the “bulk” 

composition in terms of functional groups but retaining information on molecular tracers 

(levoglucosan, MSA,  etc.), certainly deserves more attention in future applications into  receptor 

modeling. 
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List of frequently used abbreviations  

1H-NMR = Proton-Nuclear Magnetic Resonance Spectroscopy  

AMS = Aerosol Mass Spectrometer  

BB = Biomass Burning  

BBOA = Biomass Burning organic Aerosol 

BC = Black Carbon 

BCN = Barcelona 

CBW = Cabauw  

CCN = Cloud Condensation Nuclei  

CPC = Condensation Particle Counter  

Da = Aerodynamic Particle diameter  

DEA = Diethylamine  

DMA = Dimethylamine 

DMPS = Differential Mobility Particle Sizer  

EC = Elemental Carbon  

EUCAARI = European Aerosol Cloud Climate and Air Quality Interactions 

FTIR = Fourier Transform Infrared spectroscopy 

GC/MS = Gas Chromatography coupled with Mass Spectroscopy 

HOA = hydrocarbon-like Organic Aerosol 

HPLC = High Performance Liquid Chromatography 

HULIS = Humic-Like Substances 

HYY = Hyytiälä  

IC = Ion Chromatography 

IN = Ice Nuclei 

IPCC = Intergovernmental Panel On Climate Change; http://www.ipcc.ch/ 

KPO = K-Puszta 

LC/MS = Liquid Chromatography coupled with Mass Spectroscopy 

LV-OOA = Low-Volatility OOA 

MAAP = Multi Angle Absorption Photometer 

MARGA = Measuring AeRosol and GAses 

MBL = Marine Boundary Layer  

MCR-ALS = Multivariate Curve Resolution-Alternating Least Squares 

MCR-WALS = Multivariate Curve Resolution-Weighted Alternating Least Squares 

MHD = Mace Head  

MMA = Monomethylamine 

MPZ = Melpitz  
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MSA = MethaneSulfonic Acid  

MSY = Montseny 

MT = monoterpenes  

MW = Molecular Weight 

m/z = mass to charge ratio 

N-NMF = Non-negative Matrix Factorization 

OA = Organic Aerosol  

OM = Organic Matter 

OOA = Oxygenated (or Oxidized) Organic Aerosol   

PAHs = Polycyclic Aromatic Hydrocarbons 

PBAPs = Primary Biological Aerosol Particles 

PCA = Principal Component Analysis  

PILS = Particle Into Liquid Sampler 

PM = Particulate Matter 

PMF = Positive Matrix Factorization  

POA = Primary Organic Aerosol  

PToF = Particle Time of Flight 

SAPHIR Simulation of Atmospheric PHoto oxidation In a large Reaction chamber 

SMPS = Scanning Mobility Particle Sizer  

SOA = Secondary Organic Aerosol  

SPC = San Pietro Capofiume  

SQT = sesquiterpenes  

SV-OOA = semi-volatile OOA 

TC = Total Carbon  

TD-PTR-MS = Thermo-Desorption Proton-Transfer-Reaction Mass Spectrometer 

TMA = Trimethylamine 

TMB = Trimethylbenzene  

TMS = tetramethyl-silane (NMR internal standard) 

TOC = Total Organic Carbon  

TSPd4 = sodium 3-(trimethyldilyl-)-2,2,3,3-d4-proponiate (NMR internal standard) 

VOC = Volatile Organic Compound  

WIOC (or WINOC or WINC) = Water Insoluble Organic Carbon  

WIOM (or WINOM) = Water Insoluble Organic Matter (= WIOC * 1.4) 

WSOC = Water Soluble Organic Carbon  

WSOM = Water Soluble Organic Matter (= WSOC * 1.8)  

WSON = Water Soluble Organic Nitrogen 

ZW = Zurich Winter 


