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ABSTRACT

Many industries and academic institutions share \lson that an appropriate use of
information originated from the environment may addue to services in multiple domains
and may help humans in dealing with the growinfprmation overload which often seems to
jeopardize our life.

It is also clear that information sharing and mutualerstanding between software agents may
impact complex processes where many actors (huarahsnachines) are involved, leading to
relevant socioeconomic benefits.

Starting from these two input, architectural anthtelogical solutions to enable “environment-
related cooperative digital services” are here @xqul.

The proposed analysis starts from the considerdianour environment is physical space and
here diversity is a major value. On the other stieersity is detrimental to common
technological solutions, and it is an obstacle totual understanding. An appropriate
environment abstraction and a shared informationlehare needed to provide the required
levels of interoperability in our heterogeneousitsb

This thesis reviews several approaches to sugpeitonment related applications and intends
to demonstrate thasmart-space-based, ontology-driven, information-sharing platforms may
become a flexible and powerful solution to suppanteroperable services in virtually any
domain and even in cross-domain scenarios. It steavs that semantic technologies can be
fruitfully applied not only to represent applicati@lomain knowledge. For example semantic
modeling of Human-Computer Interaction may supporteraction interoperability and
transformation of interaction primitives into aci® and the thesis shows how smart-space-
based platforms driven by an interaction ontologgynenable natural ad flexible ways of
accessing resources and services, e.g, with gestém ontology for computational flow
execution has also been built to represent albstoawputation, with the goal of exploring new

ways of scheduling computation flows with smartegshased semantic platforms.
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[l. Introduction

My doctorate in information technologies was dettidato the investigation of the smart
environments domain, with particular attentionswmitware architectures for smart services
based on semantic technologies.

The results are solutions at different levels obtedrtion, sometimes bound to specific
application scenarios and sometimes more genetadlimays with the objective of generating
added value from the point of view of the perceifadctional and non-functional service
qualities.

The experimental approaches based on semanticxtqtag¢forms applied to relevant scenarios
reveal sometimes the potential to have an impat¢hemarket, replacing localized approaches
based on proprietary standards and focused on #nedndomain, with approaches oriented
towards synergic collaborations, interoperabilitguse and extendibility.

My contribution can be examined under differentspectives.

Semantic modeling of relevant context attributes wa&ey activity to share data in multi-agent
concurrent scenarios.

Semantic modeling of Human-Computer Interaction rsapport interaction interoperability
and transformation of interaction primitives intctians, and my contribution was to show how
smart-space-based platforms driven by an intemnaaictology may enable natural ad flexible
ways of accessing resources and services, e.ggesures.

Semantic modeling of computational flows was daneepresent abstract computation in terms
of a chain of function calls, with potential adteges similar to those provided by Haskell
Monads.

In general the above mentioned semantic models wereeived and implemented by
continuously checking the tradeoff between expvégsand computability, in order to always
provide an interoperable and machine understandeptesentation of information.

Beside semantic models for different conceptuasienother result of my work is the message
that semantic smart environments are fighting toobe a reality, and not just a research
exercise. This message is based on the increasatgritg of two vectors: the application
scenarios and the platforms.

Indeed ontology driven interoperability platformee aalready showing their value in several
european research contexts, such as, for exampe thRTEMIS-JU projects, i.e. SOFIA,
CHIRON and IoE to name only those where I'm invale.

SOFIA (Smart Environments for Intelligent Applications, http://www.sofia-project.eu) is the
reference project for my entire work. It considersart environments at different granularity
levels, and particularly it is focused on a comrsolution to support applications inside a car,
a building or city. Such common solution is a fdanh to share interoperable information in
smart environments applications. The platform igedalOP (Interoperability Platform) and it
implements theSmart Space concept A Smart Space is a nhamed information search domain,
where information describes the objects existinthenenvironment, including the environment
itself, together with their properties and the tielas among them. Information may originate
from heterogeneous legacy and embedded devices ayr e produced by appropriate
aggregators. The platform is very simple and it rhaydiscovered and accessed as a Service
(e.g. a Web Service, an OSGi Service). Informaisorepresented in an application independent
semantic format (RDF) and its interoperability asesnantics are based on common ontologies.
The platform is agnostic with respect to ontologyogramming language, service and




communication levels. It is a very general platfothat can be customized with specific
semantic models, including those developed inDuistorate.

The project Chiror{Cyclic and person-centric Health management: Integrated appRoach for
hOme, mobile and clinical eNvironments, http://www.chiron-project.euy has the goal to create
an open tele-health platform for end-to-end heedtte applications, and here SOFIA IOP is
reused as the core interoperability component @ me home.

The project” IoE” (nternet of Energy for Electric Mobility, http://www.artemis-ioe.eul) has the
goal of Integrating Data and Energy networks tteed the smart grid to the electric vehicle
and its users. Here the relevant challenge isxtend the M2M service architecture adopted by
IoE with Smart Spaces hosted by Semantic Informaimkers, again reusing SOFIA 10P.

Applications are expected to appear also in otleenains including cultural heritage, tourism
and agriculture. Not only the size of the applmaspace increases, but also semantic platforms
based on smart spaces are getting more and moueenaith a thematic action line of the EIT
ICT LABS of the European Institute of Innovation Bechnology dedicated to smart spaces
and related platformsdiftp://eit.ictlabs.euy.

Smart environments have been studied in their wholg in their components during recent
years and they involve many branches of inforrmatechnology and cognitive sciences. The
aim of this work is to build on semantic web forimais, description logics and smart
environments and try to merge these sciences aftoware architectures and solutions which are
as general as possible to fit a wide range of egleuse-cases.

The first two sections describe the state of theaad related works in the field of smart
environments, context platforms and semantic wedcti@ three is a bout the semantic
modeling of simple context attributes like sensaatad and introduces the concept of
smartification. Section four is about the semantiodeling of abstract context like the
description of access control rights to resourees], the semantic modeling of computation:
work that has been carried out during six montmspe a Nokia Intern in Helsinki. In Section
five a prototype of software architecture providimgeresting capabilities for pervasive
computing is described and then conclusions angrdra



SECTION 1

OVERVIEW OF SMART ENVIRONMENTS:
RELATED WORKS AND TECHNOLOGIES

A smart environment is something we dreamt of esiowr first electronics lectures when we
were exposed to the incredible size of the embesdgsems application space and to the exponential
progress rate of fundamental qualities of eleatrsystems.

To most of us happened at least one time to tHigkitathe reliability of some advanced
functionality, and naturally got used to it asedl @stablished reality a short time after. Inmikir way,
but on a more scientifically sound basis, at tbgitning of the 90’s Mark Weiser envisioned a
new concept of human-computer interaction (HCI) sehaibiquitous hidden machines
collaborate for end user satisfaction, sometimesnewithout explicit user request[1]. In
Weiser's vision, besides being autonomous, theé@igc ecosystem was “interconnected by wiresdiora
waves and infrared”, and it was so pervasive tarb®ticed by anyone. The time demonstrated the
foundation of Weiser ideas: miniaturization foll@hend almost went beyond Moore’s law by increasing
performance and diminishing the recurring engingegosts of electronic devices. Low power
connectivity technologies become available alstingp or resource constrained devices, everyday life
objects get more and more technologized, applisatmd services make use, when possible, of web
resources to become aware of the user profileuags, including their habits and tastes. Cuyemtbst of
the people are connected to the web through vatiewses (e.g. laptop, tablet PC, Smartphone) &hd w
different communication channels (e.g. Wi-Fi, HSRer), complex electronic devices are commonly
affordable and multiple vendors differentiate tipeaducts in the race to dominate their market aréa
hold their position. In this dynamic scenario regeglays a fundamental role in the attempt tazesalur
visions and progress towards our future. This ghesabout smart space based architectures sagporti
environment related cooperative services. Thisctaprolves multiple technologies and disciplines,
therefore in this first chapter I'll describe ttedated work and the state-of-the-art of smart spelaged
technologies in order to create a base of knowlezlgaderstand where we are and what we reasonably

expect to have in the near future i.e. the matimatoriginating our vision.



1.1. Basic definitions, objectives and problem statement

Remembering that the target of an architectursnf@rt environment applications is its ability to
support configurable and context dependent serdiee$irst concept to define in the present disicun is
the context.

Various definitions exist for the context but thesincommonly used in recent years is the one
provided by Dey{2]: “any information that can bedi$o characterize the situation of entities (vagther
a person, place or object) that are considerecargléo the interaction between a user and ancafipi,
including the user and the application themseh®kbrtly context is everything of interest, conside
target scenario objectives; an application abtaadify its behaviour depending from the context loan
called context-aware. Context awareness is a iteqées smart environments since a user expects a
“smart” environment to understand and take in camation her identity, tastes, preferences, latatio
profile, past choices etc.

Another implicit requirement that smart environmemtust satisfy is the interoperability of its
parts. The interoperability can be defined as Hikyeof different entities to understand eacheotho
communicate and to cooperate for a common purfSosee interoperability is a wide concept it can be
considered at different levels of abstraction: itieroperability at communication level regards the
possibility of the interoperable entities to comioate through one or more transport layers, the
interoperability at information level grants theligbof the different entities to understand tledative
information while the interoperability at serviexél is about the cooperation and coordinatiorifiefeint
services to obtain a common objective not possipleising only the available native functionalities.
Context awareness can be obtained by appropriagFapmming of fully interoperable entities that,
supposed aware of the context, are able to rebsoniband work together to fulfill user requirantsein a
context dependent way.

The objective of this thesis is to go into dethitontext aware applications and their software
architectures, trying to use the previous and uresearch to perform a critical analysis of theesof the
art and to find and delineate possible paths #aareh and industry can follow to progress irfitdi.

Other important concepts necessary to go furtrerianalysis and that | will shortly introduae: a
e the commonly used software infrastructures to geowontext aware services in smart
environments
e theissues to be faced in order to obtain coniesttemess
e examples of context aware services which can beirag with the adoption of new or different

technologies inside the software infrastructure



e the concept of “semantic” or machine interpretablermation, and its potential if applied in

current software architectures.

1.2. Software architectures for smart environments

The context is a set of values characterizing elevant entities (intended in the most general
sense). Context attributes may be constant (e.qatime of a person), slowly variable (e.g. theadidlye
week), or can sensibly change in a short time wvaifiations that may be fundamental in the context
interpretation (e.g. hart rate). In every caseestntalues must be inserted into a shared framewrork
sensed by appropriate sensors able to share diairwith all the interested entities. A software
infrastructure for smart environment must so cohgid a set of components for sensing data or for
inserting them into the system. Once raw informakias been sensed is necessary to manage it in an
information layer and to make it available whendeeke In Fig.1.1 is showed this general, technology
independent scenario from which a software ar¢hitecan be instantiated by choosing the HW/SW
components and the communication protocols insiddetween layers.

Sensors People and smart devices
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Figure 1.1: principal actors in smart environments



Sensors people and electronic devices produce®nraemi elaborated data which are sent
through the connectivity layer to the informatioorld where an infrastructure of HW/SW entities
manages all the information. The data of the infition world can be queried or augmented by the
services; applications act vertically on one orenayers to provide functionalities to the end .uisethe
framework we have depicted many different architateind technological choices can be made, we will
start by a short description of each layer and ff@ntroduction of the context toolkit whose cepts are

present in the most common frameworks for conteat@ smart applications.
1.2.1. Sensors and physical layer

A deep analysis of sensors in smart environmemistisieeded in this discussion so I'll only
mention some of the most important research tagash are internal to the sensor field:

1. communication technologies between sensors (e.getd8ith, Zig-Bee,
Simplicity, etc)

2. efficient information representation(e.g. binary X8|, or proprietary formats
and protocols)

3. reduce energy consumption, for example by redusisgrvation frequency or
turning off unused sensors depending from the atipih requirements and
current status

4. topology adaptation with not fixed sensors

5.

It is important to analyze the binding betweenddesing layer and the quality of the service
provided, putting them in relationship with prewaonsiderations about context and interoperability

Context attributes can be either observed by sensantroduced by humans manually or from
an informative system, the recent advances in tuiization and sensor networks allowed pervasive
environmental sensors, but these are often notadsa a standard framework and their usageas oibt
configurable for different scenarios. What happisnghat proprietary solutions works only with a
predefined number of modes, sensor data are iatatdp with devices and software from the same
vendor or from its partners in the given projedhéiVthere is the attempt to generalize the usagmebrs
in a multi-industry not fully a priory defined seeio, there are problems of interoperability atealels.
Moreover the localized applications, correctly vimgkin the target scenarios, are difficult to beiqubto
new ones and this is in clear opposition with §radhicity an rapidity of development of environnagnt
intelligence, because every time the interopenabitis to be obtained again from scratch. In Gitles
project regarding the monitoring of biomedical paeters, multiple sensors from different vendorsrevhe
used. There where multiple protocols to be adapiddhe representation of data was often optinfiared

communication, but was not interoperable at inféiondevel and so, when the data where put together
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additional effort for converting all to a commondaage was needed. Another problem was that even if
this effort allows before or later to reach theliapfion objectives, again the data are not iraadsird or
conventionally determined format and so, if extamsior interaction with external services are reede
new effort has to be provided in order to make thetia interoperable. Another example can be fret o
large business building where different companiesigie the management of different kind of sensors
(e.g. presence, temperature, humidity, luminosi), Often is difficult and very expensive to méhe
different management software interoperate, omrtt@soperability is not wanted at all by the masmagnt
software creators for preserving their market avéhat is important to be demonstrated by the new
research trend based on interoperability is thagoge data, like many other information sets, @an b
inserted and managed in a common framework intebleeat information level. This innovation will
change in some case the current model of busirresg\single systems are delegated to single coespani
closed software infrastructures, but the chandeasimore functionalities, services and efficientiye
reusability and the new potential will probablyre@se the productivity by reducing the costs avallyi
leading to Win-Win collaboration strategies betweferent business companies. A simple demorwtrati
of this can be discussed trying to make hypotlaggigo reason about the just mentioned examitite of
building. In a large building for business actiyaypbably security software exists using camerasix
people and know presence information at any timiaendifferent spaces. At the same time modern
illumination systems use presence informationdace illumination energy consumption in environraent
where there is no one. The two systems use thetgpenef information, provided by different sendous
are not able to cooperate and so happen thatrierseare replicated. Often cameras are not @ustall
everywhere because of costs, while illuminatiorsgmee sensors are based on cheap technologies (e.g.
infrared sensors) which are put everywhere; cordpgareameras they loose the images(not needed for
illumination) but keep the presence informatione Tooperation of the two apparatus could provide a
more precise security system, informed also gtesence in environments where camera are ndieidsta
and a cheaper illumination because where camesa pegsence there is not the need of infraredrsenso
The data of different management systems can asmdvged to obtain new more useful
information: often temperature sensors are corthentadirect feedback with acclimatizers, but the
temperature perceived by humans depends also adityuihthe humidity and temperature informations
are considered available from a system aimedatioprévide more comfort, is possible to use
environmental actuators to control perceived teatper instead of simply temperature. lllumination,
climatization and surveillance systems are abjgduide an even more comfortable environment ¥ the
know how many people are in a certain environnaemd, for this purpose information about presence,
from the security or illumination systems can bedu#f an office in a large building will be notedsfor

one day i.e. because the tenant is hill, there igerd for illumination or heating, but to provibis service
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interoperability with data regarding the tenardustis necessary. More similar examples can toel fiou

this scenario and new ones are identifiable iedifit scenarios; Fig. 1.2 resumes these concepimgla
comparison between the majority of current systelos#d applications) and the ones based on thexcont
intended as a whole. It is worthwhile how, besithespreviously stated advantages, coordination and
cooperation between different solutions are p@ssilthe new framework in a controlled way by usireg
knowledge base as an information exchange poiatdiflerent management software doesn't need to be
developed by the same teams and doesnt need ggcladincode, but the only effort to create
communication between totally independent systeasstt be given only in their interface with the
knowledge base(i.e. a standard portable interfBejng this work I'll represent and make intercize
many kinds of information from different sourcesusing methodologies born for this purpose mangsyea
ago but still not so much applied by research oommercial systems: those of the Semantic WehlI5)].

of these information constitutes the interoperabletext (or knowledge base) available to the softwa

agents aimed to provide services or to increadaetheledge base itself.

Actuator Actuator Actuator Actuator

Actuator Actuator Actuator Actuator ﬁ ﬁ ﬁ ﬁ
. . Proprietary | | Proprietary
Proprietary solution solution solution
Possible
Cooperation
Interoperable knowledge base

Sensor Sensor Sensor Sensor ﬁ ﬁ ﬁ ﬁ

Sensor Sensor Sensor Sensor

Proprietary|
solution

Proprietary

Proprietary solution solution

Figure 1.2:Typical management systems ( left ) vaus a possible context aware solution

1.2.2. Information layer

The information layer has the objective to manaermation and fulfils a certain set of
requirements in order to be the center of a smerbament. The possible requirements a scenagidsne

to be respected by its information layer obviowd#pends from the scenario itself, but considering
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common situations is possible to list the mostvaeie features of the information layer software

management

Connectivity: more protocols are available to axtewith the knowledge base, more devices
are capable of sharing their context and takinguatdge of the information on the context
infrastructure. A unique protocol is feasible lghould be as simple as possible because
devices not natively supporting it must be alwalgpted to the information layer.

Information representation: The information sholdel represented in a way that allows
machine interpretability or continuous work mustdome by developers to provide the
meaning of the stored data to applications. Seotaatinologies for data representation help
in achieving this result as it will be discussesdntion 2

Performance: A context platform should perfornpiitsitives as fast as possible in order to
satisfy requirements of a larger amount of scemaig. in telemedicine where sensor
observations are often fast in order to provide emoformation about user health.
Performance is a wide argument when dealing witartsenvironments and should be
considered under different metrics[6] e.g. acee&8// mode, loading a context made up of
many data to initialize the system, degradati@omdition of high traffic etc.

Subscription notification: a common pattern in greavironment is the reaction to particular
contexts. When a certain situation happens, exgaess a function of available context
attributes, software agents perform the relatiskstaSubscription notification mechanisms
natively supported by the context platform avoictiooious polling of context data
diminishing the global traffic of data.

Portability: a context platform which runs on mabperating systems and Hardware
architectures allow more flexible smart environngamistruction

Distribution: in a distributed context platform timormation is not on a single physical
location, but can be considered as a whole. Inrgetigis is an advantage, but its
management is complex.

Discovery: is important that applications are @bldiscover context repositories in order to
interact with them in evolving smart environments.

Persistency and reliability: the data should pesds® to system failures and information
should be always reliable

Security and privacy. in certain scenarios is fomelstal to avoid system intrusions,

malevolent data corruption, or privacy breaches.

In the following I'll consider some context platfiorencountered during my PHD and I'll underline the

most important differences considering the listvab@ better understanding of context platforms thied
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capacity to measure them basing on objective p&en& order to be able to do the best systermecho

respect to the application requirements, can Iveeseene of the most important outcomes of my PHD.
1.2.3. Service layer

Services are here intended as software entitids azitess to the information world in
order to satisfy user needs. Lot o work has beem do provide an advanced service layer and
many technologies exist to access and manage esrviREST (REpresentational State
Transfer)[7] is a set of principles defining howaddress and use resources with simple HTTP.
XML RPC (Remote Procedure call)[8] is a protocoktecute remote call to local services by
using the internet. CORBA (Common Object Requesk8r Architecture)[9] is a standardized
mechanism for the realization of distributed sexwciented Systems.

Many other relevant technologies could be citedprgnwhich one of the most
important and used is that of web services basedeovice registry, a markup for service
definition language and a protocol to interact vegnvice. UDDI, WSDL and SOAP[10] are the
technologies trough which these kind of web sewsvigee published, discovered, described and
utilized in a transparent way by end users. UDDhi{idrsal Description Discovery and
Integration) [11] is a service registry i.e. anoimhative system providing access to web services
offered by business companies. WSDL (Web Servicéniien Language) is an XML based
markup language to describe web services. Theesdstof a standard and a machine readable
format for web service definition is very importdat disseminating services by making simpler
their usage through automatic code generators[liké In order code generators to simplify
access to the web services is necessary not omgdoribe the web service, but also to have a
standard way of accessing to their functionalittesinake code generators able to create stubs
hiding all the low level details of service accasslevelopers . In this respect the SOAP (Simple
Object Access Protocol) protocol has the role efining how messages should be exchanged
between client and server with simple XML basedsagss.

Also the service layer is affected by the Semaweb. Substitutes and evolutions of
UDDI or WSDL have been proposed like for examp®UDDI module in [13]. The SAWSDL
( Semantic Annotations for WSDL) [14] is currendyWV3C recommendation. The service layer
is not in the scope of this thesis, which is maoeubed on the information layer and on
architectural solutions for making the device esbsy possible, so I'll not go into further detail

with services and their related technologies.
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1.3. Context representation

One of the important issues to be faced in therim&tion layer of context aware
applications which need to be discussed in thiskw®that of context representation. Context
representation may also be used as a way to caegamtext aware systems; many approaches
exist in literature. What emerges is that differeqiproaches are preferable for different
applications needs. Key-Value pairs are simplegated and viewed and are good for service
frameworks like [15] where the description of seed is made through a set of capabilities
which can be supported or not. Object oriented rsofle context representation are more
complex, but when set up they can exploit featuiks encapsulation, reusability and
inheritance. When using object oriented contextresgntation the access to the context is
provided through object interfaces, like also tbegibility to perform context processing. When
the information we want to represent is a profite ICCPP (Composite Capabilities Preferences
Profile) and UAPROF (User Advanced Profile) for @evprofile and preferences, the markup
scheme based model are a good choice. The markdelsnoses hierarchical data structures
made up of markup tags, attributes, values andeoginscheme languages like XML-schema
and Relax NG are used to create schema definiborvdlidation. Logic based models are
formal models of context representation made-upcaricepts, facts, expressions and rules.
These models allow for inference, in order to deffiacts not explicitly stated by reasoning on
the formal properties of the logic considered. Qrfethe newest context representation
approaches is based on formal domain descriptialiesdcontologies. Ontologies are made up of
Classes, properties, instances and statements;ost cases ontologies are based on an
underlying description logic which offers suffictelormal properties to make reasoning like in
logic based models. Since ontologies are also ¢heastic web way of representing a domain
description, ontology based models for contextesentation will be the principal case of study
in this work.

Depending from context representation techniqués, level of interoperability
provided by a context framework drastically changésthe naming convention used to
represent context is totally free, the alignmenedesl to attain mutual understanding of
independently developed software components cowdab onerous operation from the
developer’s perspective. Hereinatter I'll focusaorontext platform with a RDF based knowledge base:

this context representation technique which istiict gelationship with the ontology based context
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modeling introduced above. RDF is made up of sip@responding to logical facts, also if RDF diesn
requires the formal rigor of logic models and ssogming capability is limited. An RDF knowledge doas
always corresponds to an oriented labeled grapbriigvthe application of techniques and software
component based on graphs like graph databasesfitb]specific strategies for querying[17] and
indexing[18]. RDF is also one of the firsts and enstable components of the semantic web pyramid, so
applications based on RDF can be also considerddr lam ontological or a semantic web based

perspective.
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SECTION 2

RELATED WORK ON CONTEXT PLATFORMS AND
SEMANTIC WEB

Context platforms are middleware solutions to mearthg context i.e. the relevant information
necessary to provide smart services. These salaierunder constant development both from thé qioin
view of the functionalities provided and of the fpenance. Here | shortly describe two context
management systems encountered and used for gploations of different nature. Then I'll go into

detail when describing smart M3 that will be tHfenence context platform in this work.

2.1. Mobicomp

Mobicomp[19] is a context platform for context agvapplications developed at the university
of Kent for supporting applications related to wak heritage and archeological sites. It condish o
constext store that is suppossed accessible asdftasare modules accessing to it in order to atitiz

shared knowledge base.

fpplication
o
Agtirogabar
Bl AT Canfexl
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¥
L |
Hemabs

Contaxthorddce

Figure 2.1: Mobicomp software architecture
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Figure 2.1[20] shows the software architecturéwnsoé the agents which only puts information
on the context service are called trackers, theinterpart, whose aim is only to read informationthe
shared knowledge base are the listeners, whilévease agent able both to read and write to the 0
called aggregator. Trackers are typically usedhgeri raw data from sensors on the store, listeagrs
make use of subscriptions in order to be notifla@tlevant context changes while aggregators & ins
applications which need both to read and writeecstbre. The information is represent edas tuplaseo
elements: subject, predicate, object, privacy anoice The context modeling approach is simple and
expressive: information is intended as a setpégirelated to “entities” an abstraction univgcakentified
by an ID. By knowing the ID and the propertiesheim is possible to construct also complex apuiesti
in which sensors and other trackers put new prepent updated their values with newly observedesl
while listeners use the information to allow cohteware application logic. Sometimes, the applicati
logic needs from the context store high level miation that is not observable by sensors anddbéd be
onerous to calculate on the run every time is ribediggregators solve this problem by performing the
calculation of the high level context attribute atating it in order to be used by all the listerieat need
it. In a certain way these kind of aggregatorsheseen as a kind of sensors and sometimes gabstitu

them, so they also can be called virtual sensors.

Semacode
recognition
aggregator

Camera URL

tracker

listener

Image Image Beacon Beacon Web Browser
event event event event
MobiComp

Figure 2.2: Mobicomp based smart space application
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In Fig.2.2[21] is represented the information floigpart of the work presented for the final event
of the EPOCH network of excellence [22] in 2008.ig\possible to observe from the figure there are
different kind of information source i.e. Semacof#stification data, and camera events. This intion
is represented as a set of statements relatecettagn set of entities decided by developers,rditgpto
the Mobicomp philosophy. Once all the software eletsiworks following the programmers conventions
it could be said that the context is really shaaaithe context aware applications can work prppend
users where provided by wearable ad hoc devicerpeng pedestrian tracking basing on accelerometers
and gyroscope values. The worn device also hadch &rreen display, a GIS model of the museum,
accelerometers and gyroscope for pedestrian tgpakith to allow assisted navigation. Descriptidrisen
artwork resides on a different location and anéexetble by user devices knowing their ID. In timalf
applicationit was possible to provide the desariptif the piece of art whose semacode is reacehystr,
to assist navigation towards an artwork indicatethb user and, in general, to increase cultuiteilitys
through the help of electronic. In the describegliagion the museum has become a smart environment
which multi source sensor data where fused to godeanced functionality; the constantly growing
localization error, typical of pedestrian trackimmgde up with accelerometers, was reduced by te sho
range identification techniques, in fact sincesixmacode ( but also RFID if needed) were readabje o
near the identifier location, the instant in whicly are red correspond to the moment in whicligbeis
in the precise location in which the semacode Bas mapped; thank to this in this application leenb
possible an interesting data fusion allowing to inssymbiosis the pedestrian tracking with coroecti
made up through the reading of identification coded will deepen later, many step forward caxldee
starting from this situation and we will see thaiy of them imply the change of the philosophy with
which the context is represented and structureit Wi have described is in fact a system develojiied
internal protocols for communication and user @efioontext definition. Extensions or delegatiopart
of this work to third parties is difficult becausenecessary to clearly explain the role of allehgties
(usually human unreadable UUID and their propert@swhich the semantic resides in the naming

convention).

2.3. Context aware platform CAP

The context aware platform or CAP [22][23] has beetizezh by telecom italia lab, TLab to
efficiently manage user data in order to offer aded services. One of the most important motivaitasn
its creation is the need to manage a large amddatapand events in a single framework. As preijou
mentioned, in fact, the increasing number availsbigsor data and the details about users (e.gnpkrs

profiles, preferences, etc ), constitutes a s lengplving knowledge base that is difficult to nga
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efficiently. The high level software infrastructwwa CAP based context aware application is shamved
FIG. 2.3.

User equipment Server infrastructure
FC
Context
ContextML b.ased Provider J
communication
Laptop
\ Context
Provider
Smartphohe Context
Provider*— =

Figure 2.3: Big picture of TLab context aware platbrm based applications

User equipment and , in general, all the smartagsvable to contribute and/or use
context, run applications able to communicate viftb Context Broker. The context that is
inserted to the shared platform is sent to @omtext Cache in order to be retrievable by
interested agents. Th€ontext Providers are able to perform processing to obtain abstract
context like for example a integrated location loage multiple data sources(e.g. GPS, Cellular
cell seen by the device, WiFi, ...) so that when clexpttributes are requested by applications,
the broker asks to the right provider to use isbugces to calculate it. All the communications
are transported through a proprietary XML basedgoa@ named ContextML[24] which is able
to carry context attributes in the form of one aryrecontext scopes Elements A context scope
may be atomic or complex: while atomic context ®opre the elementary context element
which can be understood by the architecture ctimaplex scopes are composed of one or many
atomic scopes. In this architecture the semantick machine interpretability of context is
higher than in Mobicomp because there has beefff@m ® formalize context and to represent
it in a standard way. The standardization of canterone at infrastructure level and not by the
single application developers, so the level ofrimperability is higher. The naming convention
is not free because there exist a clear vocabutargxpress context and this favorites the
development of context aware applications which ao&v based on a complete domain
description. Problem arises when new functionaliiee needed based on context attributes still
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not formalized in form of scopes or of their comfios. If extensions or evolutions of current
services require new scopes, there could be a demadile effort to modify the existing
ConteXtML version and the related software modules coherent way. When new conteXtML
versions are going to be released it should beoredide but not trivial to guarantee at the same
time simplicity in the parsing and backward comiplty. But the real obstacle to the
realization of smart environment seen as an eocasysitf interactive devices is the monolithic
approach. The context representation and interjowetare conventions internal to the business
company which owns context platform and providesdbntext aware services. The ubiquitous
computing vision doesn’t clash in principle withsttmodel, but as we will see when dealing
with the smart-M3 context platform a collaboratineulti-industrial scenario with machine
interpretable context definition and with interopigle modularized components is currently
more concrete. Despite the validity and power aftext platform like the CAP, it will be not
the reference platform of this work because itilseal mostly at mobile services and not to a

pervasive smart environment scenario.

2.4. Smart M3

The smart M3 context platform perfectly suits tloderof being the context store in a
pervasive smart environment and to provide sermmiignformation, context reactivity, and a
multiparty business model. The development of aedrplatform like Smart M3 has been the
objective of the FP7 ARTEMIS project SOFIA[25] ledg Nokia which started in 2008 and
ended in 2011. The opportunity to participate ts timportant European project allowed me to
have close contact with semantic smart environmeeksted technologies and with many
industrial and academic partners interested irdghelopment of vertical applications from raw

sensor data observation to complex service eragatio

2.4.1. The big picture

Fig 2.4. represents SOFIA general vision of contexare smart environment. The
SOFIA specific technologies are mapped to the presly defined general layers of a context
aware applications showing that the attention isused on the transport layer and on the

information layer.

20



Sensors People and smart devices

é @ a9 [ .
& 1) S
D 48

Appliances

&

—_
}
=

PHYSICAL
WORLD

CONNECTIVITY
LAYER 1 '

SSAP Protocol
R —_
INFORMATION . -
WORLD \ - /
Service discovery,

SERVICE invocation, composition,
LAYER orchestration, ...

Figure 2.4: Smart environments in SOFIA vision

The KPs (Knowledge Processors) are generic software pnagj@ble to communicate
using the information transport protocol call88AP (Smart Space Access Protocol). The SIB
(Semantic Information Broker) is the context platfio internally exposing data through
Semantic WEB representation techniques. The SIB &pecification more than a specific
software solution, augmenting the level of gengrakithout loosing contact with the SOFA
vision we can say that a SIB is any hardware/sotvcamponent able to properly manage and
respond to SSAP requests. The semantic web ( tedida the figure with a miniature of the
well known pyramid) plays a crucial role in theiwis it provides ., in fact, a way through which
representing data in the sharing knowledge basmadoontologies, realized through semantic
web standards(i.e. OWL sublanguages), are a wafidoe a common terminology and domain
vision between the active software agents. Theicetayer, bases its view of the context on
raw and abstract data provided respectively byasnand aggregators. Also for the service
layer is very important a formal base built uportotogies. Context reasoners are able to
perform their task tanks to consistency and the tieeded to perform a query is always finite if
the underlying description logic is decidable. Atste engines can be built on a ontology based
view of context an well know existing solutionsdikless[26] can be applied to derive abstract
context interpretations, to apply services comptsEm or to manage a proper service
orchestration in order to better suite user requénats. From a more direct perspective the SIB

(or sib aggregation) is the center where all therésted software agents (KPs) Store or query
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information to perform their tasks, KP concurrershould be properly managed in order to

avoid synchronization problems and by allowing sastional services.
2.4.2. SSAP Protocol

SSAP is the key integration point in the smart no&vgare architecture, its is the
protocol used to carry context data between thécds\and the central knowledge base. Fig.
2.5. shows the graphical representation of an XNhesa designed to describe SSAP protocol.
SSAP primitives are implemented by libraries cak@l (KP Interface) which are written for
many programming languages like C[27], C#[28], Ja9h and others . If necessary new
programming languages can be supported by the mgyitation of new KPI. The existence and
the usability of KPIs is very important to hidedinadevelopers the low level details of protocol

implementation.
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The XML schema in the figure as been obtained ftbenanalysis of a complete set of

valid SSAP messages and then refined by hand &iroatbetter match. In (a) the composition

of a general SSAP message is showed

heading part and a set of parameters. In

. In partiesden SSAP message is composed by an
the hgaudirt are elements and attributes stating the
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nature of the message (iressage type andtransaction_tipe) and details regarding the KP (i.e.
node_id)and the SIB (i.epace_id)receiver. The transaction_id element specifiemaremental
integer counting how many access have been doriket&IB by a certain KP. In (b) the
parameter element is expanded to show the possible validpaters which can follow the
heading part: the node list element may conta@rdls or URI representing graph nodes. The
SPARQL query is a string while the response is diLXdocument compliant with the W3C
recommended XML format for query response[30]. Tiiy@e list element contains the set of
triples to be inserted or removed in write mode levlin query mode it contains the triple
patterns used to perform queries on the sharedhgrBpe possible SSAP messages can be
classified in three main categories:

e Messages to specify that a KP wants to start orietefaction with the SIB. The
primitives under this category are tb@IN and theLEAVE. Each KP can perform other
operations only after Joining the SIB, the LEAVEnmtive states that the KP has
ended its interaction with the SIB, so, to perfather operations, is necessary to send
a new JOIN message.

e Messages to access to the graph in read or writlembhe primitives to modify the
content of the KB are INSERT, REMOVE and UPDATE eTtbrmer two respectively
allows a KP to insert or remove triples from therstwhile the UPDATE primitive
performs two consecutive remove and insert operatiy a single primitive in which
is possible to specify both the set of triples éoremoved and that to be inserted. The
triples can be specified in many different formalior flexibility reasons: while the
triples XML element is restricted to the RDF-M3 way of repenting triples, all triples
syntaxes are theorically valid from the schemaiarghrticular the W3C recommended
XML-RDF based syntax. Also if all triples specifitm syntaxes are possible, different
SIB versions may support one or more of them, 0SB profile concept and its
interactions with the KPI libraries becomes veryartant.

e Messages related to the subscription/notificatiogcimanism. Subscriptions specifies
through triple patterns the intention of a KP to beatified of certain events at
information level by the SIB. Notifications are rsages sent by the SIB to subscribed
KPs and specifying which triples has been addedreonoved from sub-graphs
matching the patterns. Subscriptions are very itgmbito improve smart environment
capabilities by adding context reactivity withowntinuous polling on the knowledge

base and so with a sensible traffic reduction.
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2.4.3. Legacy devi ces

When the SOFIA project started and the smart M3epts where introduced there
was a clear idea of not making a system totally tiew was not able to be deployed effectively
on market, nor to lose the impact on research aitleffort not directed toward innovation. The
real objective was to put the basis of an evolargmevolution built on existing technologies,
deployable on existing devices and appliances, diuthe same time ready to be used in
completely new applications. To perform this tas& methods to interface the existing legacy
devices to the new conception semantic knowledge haed to be simple and deployable on a
wide range of devices, in particular that with kea resources. Fig 2.6. [31] shows how
different kind of devices can be properly made p&d smart space. The adapters KP have been
conceived to fill the gap between existing legaeyides and the information world. They send
to the Knowledge base all the relevant informatiegarding the device status and they query
for the external data to which the device is irderd in order to better adapt its behavior to the
evolving context. As previously stated KPs defonitiis very general: they are programs of
whatever nature able to communicate with a SIB ufgho SSAP protocol. The KP are
technology independent and also their platformherlanguage in which there are implemented
are a free choice. An adapter KP transforms thgir@i internal conventions in ontology based
ones and this operation make the exchanged infamaniversally interpretable by software
agent based on the same ontology. For the adajperakvays two interfaces can be taken in
considerationthe legacy interface is responsible for taking the raw data while shert space
interface aligns the information to the ontological referer@nd send them to the shared KB. For
programmable devices, see (a) in figure, is posdibhwrite the adapter KP on the device itself
by transforming it in what we can call a “Smart €dij (SO). For many reasons is not always
possible to change the way a legacy device behadeésanecessary to run the adapter KP on a
different host which is interconnected both to dleice and to the smart M3 infrastructure. The
situation represented in (b) happens, for exanyen we want to “adapt” a proprietary sensor
network. In this case the legacy should be ab&h#we their context with the central Knowledge
base, but at the same time is not possible to eh#vegproprietary software and protocols. The
simplest solution is so to run the adapter on thig [®st: from the legacy perspective nothing
changes and the adapter is simply an applicatiquesting its data, however, from the
knowledge base perspective the chain legacy-adespédiective and so the legacy has become a
smart object. Solution (b) can be applied when nbé programmable legacy has a stable
connection with the SIB host and cannot be appirediobile scenarios like that involving

wearable sensors. The solution (c), has been sfallgsapplied and demonstrated in [32], it
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uses as host for the adapter KP in a programmaééealile device like for example a smart-
phone. The legacy interface is based on the egiginotocols supported by the legacy (e.g.
Bluetooth or Zig- Bee) while the smart space irteef has the additional task of discovering the
smart space infrastructure in order to communit¢héedata in all the places visited by the
adapter host holder. Situation d has been idedtifiad described during this PHD. It is a
particular kind of smart object typical of moduiaad hardware architectures: from an high level
perspective we see a smart object communicatinly aviknowledge base ontology referenced
data, but going into the details of the smart abgety one module is programmable and can be
the host of the adapter KP. Other modules of tharsmbject are not programmable and
reasonably provide data in proprietary protocolshed toward optimizing. To expand the
SOFIA benefits in term of application developmentd, reusability and uniform programming
approach also to this kind of legacy device the level adapters (indicated with the yellow D
letter in Figure) have been introduced into thenade. These modules have still not a definitive
specification because they are not part of themaigsision, but they solve a specific need. The
aim of the low level adapters is to have reusaloldecin the Adapter KP running on the
programmable module of the modular legacy architectUsually, all KPs are reusable and also
adapter KPs because their legacy interface is e@finy the existing stable legacy device, while
their smart space interface is reusable thanksestable ontology reference. This doesn’t apply
to the modular smart object because the naturenoddular device is to have the possibility to
interchange modules with different features butemfig the same functionalities. A clear
example is that of a smart object which needs gestacognition from an internal not
programmable module. This not programmable gestaegnition board, in origin is interfaced
with the programmable module with a certain prot@ra conventions. From these conventions
and protocols depend the adapter KP legacy interflac which we want an high level of re-
usability. If we want to exchange the original gestrecognition module with another one, the
adapter KP (or better its legacy interface) hadeorewritten from scratch. The low level
adapters are an attempt to solve this problem Ilipidg the low level semantic and access
methods. Also for low level two interfaces are defl, theAdapter KP interface is stable and
provides ontology referenced attributes from aicsiaterface of access methods. Texgernal
module interface is aimed to the interaction with the specific mieduConsidering the
adaptation to a smart environment of a modular parmghable device, low level adapters, in my
vision, could be the only pieces of software to rnedified in case of internal module
substitution by keeping the core logic of the adaptnchanged and simplifying the whole

development process.
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Figure 2.6: Different ways of adapting legacy devis to a smart M3 based software infrastructure

2.5. The Semantic Web

The semantic WEB activity is a collaborative movemgromoted by the World Wide
Web Consortium (W3C) to migrate from the current BV&f text to a WEB where information
is accessible by software agents. Starting fromctiecept of semantic network defined since
the sixties (e.g. [33] where multiple resourcesa@renected with univocally defined properties,
the semantic WEB term was coined by Tim Bernerdrig84] as a natural evolution (and not
revolution) of the current WEB. Currently all thefarmation accessible in the Web is in the
form of static or dynamic web pages written withrkeg to show them in browsers. The HTML
language provides a way to present a web pagestagér, but does not allow, in principle, to
make the meaning of content of the page accessildeftware agents. This problem is faced
through the use of search engines basing theinvimiraon meta-information present in the web

pages and on their textual content to run propyesidgorithms which find and rank results in
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response on a textual user input. Search enginebeaseen as the glue of the web but their
behaviour is not the best possible one, actuallstnod web search engines are based on
keywords, and is the user who have to use themepsopnd to correlate the results in search
sessions to retrieve the resources to which igdsted. Is unthinkable to delegate a software
agent to solve this task because relatively singblectives like “finding the work of art of
Leonardo da Vinci” can be done with different sbéagprocedures, with different use of
keywords and with navigation in the result pagds flesults given by the most powerful search
engines, even Google, are full of not pertinentessand duplicated or similar answers. When
this phenomena is less evident is often becaus&anmind on results allow to hide unwanted
items, but the problem is at the root and so inkéneword based search. In the Semantic Web
vision Resources are linked through semanticalfindée properties, so, it would be very simple
to ask to a software agent to search for the ressulinked with the resource “Leonardo da

Vinci” through the propertittp://purl.org/dc/elements/1.1/creator

The property used herein is part of the Dublin dorgative [35] and is so universally
known. In order the example to work also “Leonad@oVinci” must be a univocally determined
resource, and not simply a string; as we will dee ¢toncept of identifying each relevant
resource with a URI (Universal Resource Identifisrpne of the key features of the Semantic
Web. An example of semantic Web engine related wits won the Semantic Web context in
2006([36]

Search engines are only a clear example of a welvk web application that can be
improved by a different organization of web resasrg, but are not the only example and,
moreover, there are totally new applications that be built in a new web and that can
positively impact the market and the user satigfactThe Semantic web initiative is one of the
most import undergoing projects to the establishim&na framework suitable for smart
environments and context aware services. Hered'#icribe not going into too much detail, the
affrmed Semantic Web technologies the ones that still under discussion or under
construction, and some example of their applicatiomresearch. The semantic WEB activity is

often represented in a layerd graph similar to tbpbrted in Fig 2.7.
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Figure 2.7 Semantic Web stack

The reason why the graph is similar to a pyramidelsy important: since when it was
conceived when the Semantic Web was so distant thenaffirmed Web of that time, that its
development could have required also many decadesits deployment over a consolidated but
different version were very improbable without aper strategy. The idea was:

e to build the new web starting from standard tecbgls, i.e. XML and Unicode, not
implying any interference with the existing andritboweb. This is the evolutionary
revolution introduced before, in fact XML and iteribed standards were just
omnipresent in the web.

e To make it step by step in a way that for each stap possible for the community to
begin to “feel” the added values and so to havewtfigo use the new standards until
the critical mass for that step finished.

As is possible to see in the semantic web pyrainéiet are a lot of technologies,
currently the level of ontologies is stable, oteatst clear recommendation exists for it, the RIF
(rule interchange format) dialects have been rekbdsr rule representation and translation, but
still there is ongoing effort in the integration tween the rule layer and the ontology
layer[37],[38]. The other steps towards the comptedf the Semantic Web project are still

under construction and will probably require mapegng.
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2.5.1. XML

XML (Extensible Markup Language) is the first anngle step toward machine
understandability of information. Through a nessédcture of tags and attributes it is possible
to build a tree based model of information. Thetagtic rules of XML are very simple: there
are no reserved tags and there is free naming ehé&its. An xml document consists of a
declaration line opening tags, closing tags, aiteb and text. The xml elements begins with the
opening tag (delimited by “<” and “>")and end witie corresponding closing tag (delimited by
“</” and “>"). Each XML Element may contain othedements (i.e. nested elements or
children), attributes or text. In each XML documehere is only one root element which
contains all the information of the document in them of children, text or attributes. The
attributes are name-value couple specified in thenng tags after the name of the relative
element. The attribute name is followed by the égigm and the attribute value either between
single or double quotes. The attribute with nammalhs:prefix” is special because it allows to
specify namespaces with visibility in the elememtwhich it has been declared and in its
children. A namespace declaration assigns a ptefike value of the attribute in a way that
inside the element is possible to use the prefilovieed by “” as a shortcut. The namespace
with no prefix is called default namespace: ea@ment that have an ancestor which have
specified the default namespace will belong to tm@mnespace. Elements must be properly
nested and so thgl is opened befortag2, thentag?2 must be closed befotegl. With these
basic and other less relevant rules XML documemtsespond to trees where the root
corresponds to the first element that is openesl ptianches correspond to nesting elements or
specifying attributes and the leaves are the vahiidke attributes or the text contained in the
XML elements (Fig 2.8.).
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<Child1

AttrNamel="Attrvaluel”>
< /Childli>
<Child2>
<Child2_1>
</Child2_1>

<Child2_2>
</Child2_2>
T < /fChild2>
<Child3>
Text
</Child3>

< /Root>

Attrvalue1

Figure 2.8 Example of XML Elements and their correponding tree

An XML parser is a software written to read andtiply manage the information
contained in XML documents. Many approach are jpsgo parse an XML document: but
typically SAX parsers and Dom models are useds Iltommonly said that XML has very
limited semantics, this happens manly for two reaso

o Since the name of the elements are freely decidgdsoftware
developers, there is no way these names can bestoo@ by software agents without
human intervention.

o There is no implicit meaning in the nesting of tafg9]. Tag can be
nested for many reasons so to specify differendkiof semantic relationships between
parents and children. One can nest a full nameciéydo specify that the person with
that name was born or is located or loves that éitythe same time is perfectly valid to

nest a city name and a full person name to sp#ufygame things.

XML is machine readable and so is very powerfuhwispect to plain text, the use of
schema definition languages like DTD[40], XML sclenand Relax NG [41] allows to reduce
XML natural freedom and to create sublanguagesivalithe context of specific application.
Schema definition languages also make possibleutiol Iprotocols between applications, to
validate generic XML documents against the schenth eonsequently to collaborate between
distinct gruops with the schema acting as a retergioint for information representation or
transport. Despite the good features introducedMy,, the problem of the lack of semantic is
crucial when we aim to autonomous semantic agesitee the issues described before are

structural and depend by XML itself (we can say tha biggest problem is the fact that the arcs
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connecting the nodes in the XML tree are not latelde Semantic web builds over the layer of
machine readability a layer that can be though ks first step towards semantic

understandability: that of the Resource Descripcamework (RDF).

2.5.2. RDF and RDF Schema

RDF perfecltly addresses the semantic issues mbextl for XML. First of all RDF
introduces the concepts of URIs to identify resesy¢he naming convention is still free, but the
names created are unique and there is no possitfilhisunderstanding same names given with
a different meaning by independent developers. iapbns built over the same set of URI will
interoperate. With the introduction of URIs thesean advantage also versus schema definition
languages because the scope of URIs is global whigteof schema definition languages is local
unless a namespaces is given for that schema. thiee issue present in XML and solved by
RDF is that of the meaning of the nesting. In RBFot important the syntactical form with
which the nodes are connected together, but theimgortant thing is that the information is
specified in the form of triples <subject, pred&abbject > or < s, p, 0 > where the subject is
and the predicate must be identified by URIs witile object may be a URI or also a literal
value of any of the basic types. This informatiegamization results in a directed labeled graph,
a more powerful model than the XML three. The geshtantage is the obligation to identify the
property with a URI to clearly and univocally detene the semantic relationship between the
subject and the object. This identification wasllgtabsent in XML where there was only a
syntactic nesting between parents and childremprésiously introduced RDF is not properly a
language, but represents an information model ieddent from the specific syntax used to
serialize it. For this reason many syntaxes eXistsRDF like Turtle, Notation 3 and RDF-
M3[43]. According to the semantic web stack showeHig 2.7. the syntax to be used for RDF
in the semantic web and that is recommended bgahee W3C is based on XML itself and is
called RDF/XML based syntax for RDFHuman readapibtlow but at the same time the level
of machine interpretability is high because alloreses and their relationships are univocally
identified. The directed labeled graph implied by RDF model corresponds to the model of
information of semantic networks but in principleegey construct is feasible with given
resources, what is used as predicate in a stateca@nbe the subject of another, properties
naturally functional like the one between a persod her fiscal code are not enforceable
because too much freedom is given. RDF gives théatrmeans to obtain semantics in
application, but too much freedom is given to depels in order to allow automatic reasoning

and inference. Inference is fundamental when rothal statements in an knowledge base are
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supposed to be knew and when we want software saigentse information about the domain to
have a smarter behaviour. RDF Schema partiallyessés the need for a terminological and
conceptual basis in domain definition. In RDF Schemne added the concepts of Classes and
Properties: the subject or the object of a statémmerst not be properties which instead are used
to connect the former two. Properties are also igemlwith domain and range definition. The
domain referred to a certain Property is a ClagSlass expression in term of union intersection
and other set operators, defining from which setrdities a statement containing that Property
may start. Analogously the range of a Property résfi through set operators on defined
Classes, the superset of all the objects for trapigrties. An example of still primitive inference
that is possible to obtain with RDF Schema is thengthat subjects of statements with a
property that has Domain in class A, must belond\talso if this assertion is not explicitly
stated in the knowledge base. The objectives oStraantic Web in terms of reasoning and use
of domain structure in the process of inference naore advanced than the simple example just
exposed, but more rigor is necessary in order lmwvathis. The ontologies and the OWL
sublanguages have been thought to give a powasdtriment with basis in the logic theory to

define the concepts an the properties of a ced@mnain.

2.5.3. OWL and Ontologies

OWL (Web Ontology Language) is built on RDF and RB¢hema as they are built on
XML, according to the semantic Web big picture.idt not a syntactic, but a conceptual
relationship which binds RDF with OWL, in fact masyntaxes exist to define an Ontology. An
Ontology can be roughly defined as the specificatiba conceptualization and it represents the
terminological and structural definition of a domaif interest. In general terms the software
agents aware of the ontology (or ontologies) thesy wsing may perform inference and will
create statements without breaking the domain starsty. OWL allows to define not only
Classes, Properties, their domain and their raimgealso other important features like Property
cardinality, functionality, transitivity, chains @rso on.

As previously mentioned the reasoning capabilityvted by OWL depends from the
formal theory of logic and, precisely from desdoptlogic [42].A reasoning procedure is a
computationally complex task for which one of thesnimportant metrics is the decidability. A
logic (and so a subset of ontologies) is decid#dldach possible reasoning procedure will end
in a finite time. Too much freedom in domain ddfomn language means no deductive power or

impossibility to construct the basis data strucuneeded to perform reasoning. This is the
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problem of all that languages seen until know. Tmech freedom is given in XML, but also in
RDF and RDF Schema to grant decidability in a gen@ntological definition. At the same
time more powerful constructs we use in our OWL dondefinition, more complex is the
algorithm to be performed by reasoners to arriva tonclusion, the limit of this computational
time is infinite and so undecidability. Since th&/O definition, but also in recent times, a big
effort has been done to research which constraattass and properties definition can be used
to grant decidability and also to limit the worstse of computational time to not exponential
trends. This effort resulted in a set of OWL sublamges with different features, to be used
depending from the application requirements. Chiagiocally at the beginning three OWL sub-
languages have been defined:

e OWL-lite

e OWL-DL

e OWL-full

OWL-lite is the simplest OWL sublanguage, it hagrbelefined to grant to its users

decidability of the resulting description logic afagt query execution. An OWL-lite ontology is
similar to an RDF-Schema knowledge base, but issiples to use restricted cardinality
constraint (the max Cardinality allowed is 1) fuaoal properties and a few other constructs
which, reducing modeler freedom with language can#t, allow tableau algorithms[44] to be
run for the inference process and for the consistehecking in a finite time. When the logic
underlined by an ontology is decidable it belongghe description logics sub-set. The logic
underlined by an OWL-lite ontology is called SHifhere S stays for basic logic operators like
the existential and universal qualifiers; H indesthat is possible to define a hierarchy of
Properties where the sub-property implies the sppaperty; | stays for Inverse and so tell us
that inverse properties may be defined; F (funeipmdicates that cardinality restriction for
functional properties (max cardinality=1) can bdirgeel. OWL-DL ontologies contains many
more constructs and arbitrary cardinality in domdescription, all the language rules grant
decidability and a greater inference potential, thet resulting logic is more complex than that
of an OWL-lite ontology and so the time neededampute is major. The Logic of an OWL-DL
ontology is called SHOIN where O (one of) indicatbat concepts may be defined by the
enumeration of its members while N means that ptgpégth arbitrary minimum and maximum
cardinality can be defined. The arbitrary cardiyais not the most advanced that can be used
because even in OWL-DL is not possible to havesthesalled "qualified cardinality” which
make possible to define cardinality distinguishimg Class. In example while in OWL-DL is

possible to state that an individual belonging e Person Class has at max two parents,
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qualified cardinality allows to specify that theoperty “has Parent” has max cardinality 1 from
the subclass of Person Man and 1from Woman.

OWL-full is an ontology definition language syntaelly equal to OWL DL, i.e. the
allowed constructs are the same, but with moredfsee given in the statement creation. As
previously mentioned, the lack of structural regmients in domain definition results in less
mathematical rigor and for this reason OWL Fulhat decidable belonging to a superset of
description logics called first order logics. Theshimportant difference between OWL Full
and its decidable sublanguages is the clear digtmbetween classes and individuals. In OWL-
DL and OWL-lite, the subjects and the objects of gtatements can be only individuals
belonging to some defined Class while in OWL-fudlcaclasses themselves can be used.

After the definition of the former three OWL sulnfpiages the research arrived to a
new sublanguage OWL-2. OWL-2 is a subset of OWLdd is decidable which means that
the effort has been given toward the way of degiitipbMore advanced constructs are available
and the preserved decidability may be exploitedaomore expressive description logic. It
underlines a complex description logic known as 8§@5], where the R(Role chain) indicates
that is possible to define chains of properties tbhe chain <pl1,p2,p3> is declared, then a
software agent may infer the triple <z, p3,s> frtma triples <f, pl, s> and <f, p2, z> ;the Q
indicates that is possible to make use of the figdlicardinality constraints which have been
previously introduced. All of the OWL 2 semanticsués in finite but very long worst case
computational times, so also for this ontology laame a sub-division exists resulting in the so
known OWL 2 profiles. In many advanced tools lik&] and [47], is possible to choose one of
the former OWL sublanguages or OWL2 profiles, taldb@an ontology being supported by

different graphical views and serialization options

2.5.5. Rules SWRL RIF

The final relatively stable layer of the semantebastack is the rule layer. The need for
rules lays in the intrinsic complexity of descigut logics. As we have seen, adding syntactic
sugar, and so expressive power, to a descriptigic l@sults in a growing worst case response
time until the undecidability. In frequent appliv&t tasks, we need software agents able to
perform a more powerful reasoning than that possitaith simple ontological reasoning. For
humans it could seem obvious that if the availapéglit is less than the price to be paid, then a
transaction cannot be done, but this and otheat &irrelationships between concepts are very
difficult or impossible to be represented in debigadescription logics. Rules are a very

expressive system to express if-then statementsr Trtiegration in an ontology is also simple
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to be understood and there are approaches bualittumatically derive rules from ontological
assertions[48]. While in normal rule based framdwwariables, local constants and the
supported operators are used, in a semantic welextdhe constants and the variables are part
of the ontology and the operators are that suppdryethe semantic rule language used. Despite
both the objectives and the motivation are clehe integration of rule based logic and
description logics is not trivial at all and resgaiis investigating in subsets of rules called
“safe” that make possible decidable reasoningtégrated in a description logic. Other works
like [49] investigates on the theory and on vatmhsformations of description logics like the
rolification to try to express as much as possdilean ontological knowledge base in the form
of rules. Different rule languages have been creaitigh the possibility to incorporate semantic
annotation and to be attached to an ontology RkdeML and SWRL[50]. The SWRL
(Semantic Web Rule Language) is very interestingit® property of being built over OWL
always following the mentioned semantic web layesgbroach. An SWRL rule can be
represented is made up of an antecedent and agtrerge The antecedent or left part or body of
the rule is formed by one or more conditions ( &gnesonnected by conjunctive or disjunctive
operators; the consequent (or right part or heddherule is a set of statements that must be
true if the conditions are true. The use of SWRInad simple for smart environment based
applications and is impossible in conjunction wéh ontological reasoner. An ontological
reasoner (based on description logics) requiresramlogy to be decidable in order to start its
computation, but since SWRL is built using OWLIfahd so on an undecidable basis, each
ontology containing SWRL rules, and so importing 8WRL ontology, results undecidable and
so not suitable for ontology based reasoning. Bwiomatic statements of description logics,
and precisely the open world assumption and the ¢didhe Unique name assumption are in
contrast with what usually happens in rule basetesys and are other issues in the integration
of the ontologies with rules. The open world asstiompstates that the what is stated is only part
of the available knowledge and that therefore timeag be something unknown. If we state for
example that a property has exact cardinality egquédur and we declare only three statements
using that property for a single subject, the r@sglontology is still valid because the fourth
statement may be unknown and may be delegatedidwl&dge updates or to the reasoning
process, the task of identifying it. In classicaler based systems stands the closed world
assumption. The Unique name assumption, typicallefbased systems states that two entities
with different identifiers are different entitielmn OWL the OWL:sameAs construct is used to
assign the same identity to individuals with diéiet URIs and this is in clear discordance with

the uniqgue name assumption. Once the differentoggpes in logical definition taken by
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description logics and rule based systems willllgmed in a single uniform and more powerful
knowledge base, systems designer will have anoth@owerful instrument for domain
description, suitable for machine interpretabjligutomatic rule based and ontology based

automated reasoning and for global interoperability

2.6. Common semantic formats and standard

The semantic Web project had and have an impartgract on the way developers
represent and use information. During years mamaséc formalism have been created for
different conceptual areas, sometimes becomin@gdee-standards and in other remaining

recommendation still not spread at global level.
2.6.1. Dublin core

Dublin core is a metadata system made to descnibie@range of digital information
accessible through web. The Dublin Core Metadaitzaiive started its work after a meeting
occurred in a conference in Ohio in 1995, betweéhors, personnel related with cultural
heritage and technical experts of the internet. Tbaclusion was that a set of standard
instruments to describe digital resources was rie&@void interoperability problems. One of
the possible simple mistakes that is common fopraatic agents is to confuse an original
resource with its surrogates, lets say the origit@hnalisa that is conserved in Louvre and one
of its digital copies. This can have consequehaeEsuse the author of the original is different
from the authors of the copies and copyright issmest be avoided. Applications are not a
priori able to distinguish between resources arel dffort of providing metadata with this
purpose will be nullified, in a global perspectivethe metadata are not interoperable. The
Semantic Web, and in particular RDF solves thik tag providing simple properties to be
associated to web resources in order to charaetdrean and, for example, to make possible to
distinguish between an original and its copies. RI3€s URIs for defining properties, so, using
the dublin core components (i.e. standardized RiDpgrties ) there are not language issues and
software developers with knowledge of the standaslalways able to correctly add and read
basilar meta-information about digital resources.Fig. 2.9. the Dublin core elements are
shown. There exist various element classificationsthe one distinguishing between content,
intellectual properties and identification is theshfrequently used. The Dublin Core elements
related to content describes information relatedvt@t the digital resource represents. The

intellectual properties elements clearly define owdwns the right for that resource. The
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Identification Dublin Core Elements are used toc#fypeinformation about the resource, in
contrast with the content elements. Also if limitesdnumber the Dublin core elements use is
widespread because the usefulness of having a oommmchine interpretable base for
describing digital resources is enormous. More@&ifor many other semantic web related
standards, the usage is proportional to benefitk arce a critical mass of developer make
programs using Dublin Core the others are incezgViin order to follow the trend. The Dublin
core initiative also thought to those applicativemiins where more detail is needed in resource
description. The Dublin Core metadata have beenroapd as an ISO standard (ISO
15836:2003), its extensions and specific profilessiill under development while the affirmed
elements constitutes one the first cases in whiehsemantic web benefits are so evident to

exponentially grow in a few years.

CONTENT INTELLECTUAL IDENTIFICATION
PROPERTIES

Coverage Contributor Date
Description Creator Format
Type Publisher Identifier
Relation Rights Language
Source
Subject
Title

Figure 2.9 Dublin Core elements

2.6.2. CIDOC CRM

The CIDOC CRM (Conceptual Refernce Model) [51] istandard at ontological level
for he definition of cultural heritage resourcdsisimore expressive than Dublin Core because
OWL DL is used to define a formal ontology in wihithe resources are instances of Classes
and connected trough properties. The primary rdlehe CRM is to enable information
exchange and integration between heterogeneousesoof cultural heritage information. When
considering information sources related to theuraltheritage domain is common to be in front
of a plethora of different information systems wdliferent access methods and information
representation. The cultural heritage documentaisoan important process to increase the

visibility of the art in business applications. Aased understating of cultural heritage
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information is a key in the definition of accessibhformative systems. The need of a formal
description through ontologies resides in the nieedh guide and good practice of conceptual
modeling related to the world of the arts. After mahan a decade of work by the CIDOC
Documentation Standards Working Group it is nowl®@ standard (ISO 21127:2006). The
CIDOC CRM can be used also to model other domamstnictly related to the arts in [52] for

example it is applied to linguistic to solve thecadled exhibition problem, depending from the
difference in ordinary linguistic communication Wween asserting a fact, and exhibiting the
same fact. Fig. 2.10. is a screenshot of part ®GHDOC CRM taxonomy, in total there are
more than hundred classes and a similar numberogigpties to be properly used in conceptual
modeling. The adaptation of the cultural heritageunentation world to such comprehensive
model is a process that requires years and edacg8) but as happened with other semantic
web related technologies, when a critical masssefsiand application will put in evidence the

benefits of interoperability, its usage will beconaural as today are Exceland databases.
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Figure 2.10: Part of the CIDOC CRM taxonomy

2.6.3. SOUPA and CoBrA

SOUPA (Standard Ontology for Ubiquitous and Pemashpplications)[54] is an
ontology built for supporting with semantics thergasive computing in smart environments.
Fig. 2.11. taken from [55] shows a modular congapstructure in which theore part

comprehend fundamental concepts for smart enviraotsngke Events, location, temporal
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relationships and persons. The SOUPA extensionmare application specific and, according
to the modular approach taken, always imports,ctdyreor indirectly, some of the modules
contained in the core. The SOUPA ontology has besed as conceptual framework for
pervasive computing applications related to the o&chitecture [56] . The CoBrA software
architectures and motivations are very similarnmse of which | speak in this thesis, but while
the CoBrA project ended in 2004, here the techriefogsed are more consolidated, the research
obtained new results in term of description logicel language definition and the business
companies are interested to invest in the are@onfasive computing as put in evidence by the
existence of European Projects centered on Ontsdogind related hardware software
infrastructures. Fig. 2.12. from [57] shows a cqrtoal and software architecture similar to that
described for the SOFIA project. The Context Brokentralize all the information and has
internal modules for enriching the knowledge thtougasoning, rules, external sources and
policies. Sensors, software agents, and appliameé® use of the information on the store and,

integrated together make possible the realizatiamart pervasive scenarios.
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Figure 2.11: SOUPA ontology
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Figure 2.12: CoBrA smart space vision

2.6.4. DOLCE

Dolce ((Descriptive Ontology for Linguistic and Guotive

Engineering) [58] is an upper level ontology dep&d in the context of the WonderWeb
project [59] . An upper ontology, also known as ridational ontology has the aim to
identificate the meaning of formal relationshipsomler to be the basis for the construction of
domain ontology. The domain ontology are usualljtfas result of a bottom up analysis which
put in evidence the minimal terminology necessaryaf certain community to support specific
application requirements. The realization of doltke that of other upper ontologies like
SUMO (Suggested Upper Merged Ontology) is a dedicask where the concepts and their
relationship must be modeled depending from cognitheory and with knowledge of the
philosophical literature. In DOLCE for example théas a clear distinction between endurants
and perdurants depending from the behaviour in.tEEmelurants are entities which exist in time,
and exist in their totality while the level of etdace in time of perdurants changes. It may be
said for clarifying that while the endurants simplyist, the perdurants happen and so exist in
different way during time. According to this disttion the objects in a smart environment
should be modeled as subclasses of endurants leett@ysare pure or elaborate matter while
events are subclasses of perdurants. Other nedltdefinitions preset in DOLCE and relevant
for smart spaces are thatgpfalities andquality regions. Qualities are features we can perceive
or measure like colors and sizes. They are nondtge in the general way, but are specific of the
entities we are taking in consideration. Two diéf@rrooms have different qualities representing
their lengths. To each quality corresponds a vilaeis a different instance in the ontology and
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belongs to thequale OWL class. Aquale specifies the position of a certain quality in the
measure domain, if two rooms have the same nunhégiogth it means that two room instances
exists, with two different instances for their lémgquality and with two differenguale

instances, which have the same numerical value. définitions have been used when defining
a top down foundational ontology for smart spacesedd on Dolce, in particular when
representing sensor data. Fig. 2.13. represents gpathe Dolce taxonomy and shows the

semantic collocation of some of the previously nuem@d concepts.
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Figure 2.13 Taxonomy of DOLCE basic categories from Gangemi et al. http:/www.loa-
cnr.it/Papers/IDOLCE-EKAW.pdf p.4
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SECTION 3

SEMANTIC MODELING OF RELEVANT NOT
ABSTRACT CONTEXT ATTRIBUTES

3.1. Introduction

After an introduction about state of the art, rethtvorks and existing research from
different smart environment and semantic web basadpectives, I'll speak about original
works and results that have been produced durind®Riy. Hereinafter the discussion will be
more technical because the motivations i.e. iptrability, innovation, portability and in
general, the impression of smartness given thralggtraction and service orchestration, that
continue all to remain valid, have been fully adtuced. I'll start with the semantic modeling of
elementary relevant context attributes, to arrivéhe end of this section and in the next one to
discuss about the semantic modeling of complexesorattributes and some software solution

for service discovery, distribution of computation.

3.2. Sensor Data

It is possible to find numerous approaches to sets@a semantic specification. In each
case the level of detail changes depending fromsfiexific application requirements of the
semantic modeler. To properly deal with this argoime necessary at least to mention and
briefly examine two of these solutions that haverbesed in the SOFIA project: one is based on

a top down approach relied on the DOLCE upper ogigland one is built bottom up for major
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usability and faster implementation. The bottomapproaches, also if not based on an upper
ontology, can be aligned in a second time throhghontology merging and ontology alignment

processes.

3.2.1. Sensor Data Top Down

Starting from the DOLCE conceptualization the otgeare endurants provided with
Characteristics. Sensors provides measures as odshkir observations, but at the same time
these results have to be semantically connectdd thét measured perdurants. Applications, in
fact, are usually aware of the resource URI andtwaperform graph based navigation through
queries in order to know the current values ofgkedurants characteristics. Fig. 3.1. shows a

first attempt mapping of these concepts in an mahsensor data ontology:
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Figure 3.1: First attempt of semantic model for sesor data
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In the figure we want to attach observations ofedént nature, e.g. temperature and
humidity from different sensors, to a certain pbgsobject, e.g. a room. Basically this model
does not include the concept of Data. The valuatiached to the Temperature instance
(implicitly we assume that a Temperature instasce piece of data describing temperature). In
this case, Temp_inst_1(b) is not generically terapee, but the specific temperature of a
physical object (e.g., a room). However it mightuseful and correct to maintain an explicit
notion of Data distinguished from the notion of @niperature or Humidity instance. There is in
fact a distinction between a temperature data (oredsor somehow calculated) and the
temperature of an object. The temperature of a Rowy be the result of the mean operator
applied to different available temperature datdodiks like both Data and Temperature are
needed in order to distinguish the observationsemsonilar to perdurants (i.e. events), from the

characteristics.
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Figure 3.2: Sensor data semantic model after top e analysis

In Fig. 3.2. is shown the final model used in SORAre ontology to describe sensor
data at low level of abstraction. Here the Datas€lhas been defined as a subclass of
SOFIA:Characteristics  which, in its turn, is linkgo the Dolce upper ontology. The
Temperature Data, provided by the sensor, is lirtkeough the has_Measurand property to the
instance of the measured Characteristic of the iP&ly®bject instance. It is important to notice
that the semantics of the characteristic, i.e.fdoe that is a temperature, resides in the specific
subclass of Characteristic that is used to instgtine characteristic itself. This will be the
principal difference with the bottom up approachtthas been developed independently.
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3.2.1. Sensor Data Bottom Up

The bottom up approach consists of analyzing theailo and the specific purposes ,i.e.
that of associating different kind of measureshgcts by distinguishing between observations
and characteristic, and mapping them to an ontolagyout taking too much care of
philosophical validity of the result. In generaistlapproach presents issues of extendibility and
interoperability: if it is too much application spic. It may happen, in fact, that different
applications which at the beginning are not supgdsecollaborate, need a different level of
detail in domain description. If in a phase sudsesdo ontology creation it is needed
collaboration and data sharing between two indepethyl developed bottom up ontologies a
mapping may not be possible because of too mubdrelifce in the level of detail and generality
with which the two domains have been previouslycepiualized. Fig. 3.3. shows the part of the
bottom—up sensor data ontology corresponding witlt tanalyzed before for the top down

approach.

related to

Subclass_of

sofia: \ Has_data y ) - \ g ,
L Physical __. ( Data | ( Sensor_Data ; ( Measurand '_:'
N, Object ./ A 4 N o \\ o
S e S, - = b — =
R = = = — e —

is-a is-a is-a is-a
has measurand

PhisicalObj_inst 1 _v‘ Data_Inst 1 Sensor_Data_inst_1 |ho|
Has_data

Temperature_inst

has measurand
related_to

Figure 3.3: Sensors data semantic model after bottoup approach

First of all there is no mapping with the DOLCEt@Ingy (also if it could be determined). The
sensor data Class has been created as a subcldss gégneric Data Class. Observations are

instances of Sensor Data and are provided by semdule Data are relative to objects and are
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associated to them by using the related_to relstipnbetween sensor data and objects. The
Measurand class is the class of all the generadipalyentities that can be measured. It is very
different from the previously mentioned subclassésSofia:Characteristics, because while
characteristics are specific to the measured gbjeet Measurand are intended in the more
general sense. In the previous model two diffesemsor creates two different instances of the
temperature subclass of Sofia:Characteristic whildis model create two sensor data with the
same measurand. The semantics of the measuréhis instance of the Measurand class that is
associated to the Data while the semantic of thasome association is identified by the
related_to property. Despite the risks the bott@nomtology is simpler to be built and used and,
if thought with good extendibility criteria it hagood reusability. In the SOFIA project both
bottom up and Top down ontologies have been ust#dswccess in collaborative multi-industry
scenarios, the top down approach is preferabledompatibility reasons, but the effort necessary
to produce coherent top-down ontologies has notéounderestimated. Sometimes also
philosophy cannot help by giving a uniform and sdaview of all the domain aspects and with
also not so elevate levels of arbitrariness in taxoy definition, bottom up approaches are

preferable.

3.3. Smartification

The smatrtification [60] is a new concept patentgdhe University of Bologna during

the SOFIA project[61] . After some experience nmast environment application programming

it has become evident that a repetitive task viaays necessary in order to provide an initial
correspondence between what is present in the gaiydiorld and the information in the digital
world. Relevant Context attributes like the avd#alsensors, and actuators, the physical
environments, the topology of the smart environmemd so on, where to be inserted in the
smart space in order to initialize the basic sofenaodules which, in a second phase feed high
level services and complex applications. With refiee to 3.2.2. before a sensor measurement
can be associated to a room is necessary to irg&@tiie Room, the sensor, its sensor data and
the facts that the sensor data is related_to tleenrdn pedestrian assisted navigation is
necessary to inform the smart environment of alrihoms and corridors, of their dimensions
and of their relative location in order to startGdS based graphical assistant. In Smart
Collaborative scenarios it is common to see vosiggtems to be realized with RFID or Near
Field Communication Techniques, but is necessaryitialization phase to inform the systems
of the voter identities and of their associatiotiva certain RFID code. In all these cases and in

many others the initialization phase can be peréoriny directly inserting the information in the
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system at the beginning, but this approach is Bleitéor demonstration and prototypes where
the information is a priory known. The real neethest of a class of devices and services able to
initialize the smart environment through the usestaihdard technologies and possibly with a
natural user interaction, in order to simplify tverk of smart environment management. This
concept have been called Smartification. One of kbg concept of smartification is the
identification i.e. a correspondence between adstahidentification technique like RFID or QR
code and the detection of a unique URI of the digimart space that is detected by the physical
ID read. Fig. 3.4. shows the classes and exampleste#nces in the identification ontology. It is
a bottom up ontology perfectly integrated with femsor data ontology. A subclass of Data, i.e.
Identification_Data, has been defined, the valu¢hefidentifier, from whatever technology is
connected to this instance as a literal. To inwrgre semantics of the identification value, i.e.
the identification technology, the value of the pedy has_ldentification_type is used. The
instances of the class Identification_Type aretladl identification technologies supported.
Thanks to this semantic model is possible to ideptiysical objects with different technologies
at the same time: the software delegated to findristance connected to a certain ID, must only
know the identification technology that providee titeral value and will be able to query the

knowledge base in order to properly perform thatifieation task.

Has Identification Data has ldentification Type

Subclass_of
- — = = T
soﬁ.a: 3 (e vifraabies I.I. |dentification
| Physical { Data - Hats \ Type
N. | Ohjgcte / \ N - .-

- e _ ~— = S =

is-a [ 154 I is-a

PhisicalObj_inst 1 + >

Has Identification Data
Has Identification Data

_Data_inst 1

Identification ‘

has Identification Type

Figure 3.4: Semantic model for identification in smart environments
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In developed scenarios different kind of idenéifion technology where used to
identify objects and rooms. Handheld devices predidy camera where able to recognize their
location or to identify objects through QR code vhiesource constrained devices used RFID.
In a complex maintenance scenario a maintenanceatopestarting from the human readable
identifier of a room(e.g. room 4.2), was able togo&led from the hall of the building through
the fault location using path solving [62] and thby simply approaching to the room identifier
was able to verify its location and to see it oGS model of the building. A prototypal
smartificator device has been realized [63] towshwow smartification process can be
performed with low cost devices and by using nadtinteraction and a simple led based user

interface.

3.4. Control and interaction

Human computer Interaction is a relevant sciencpervasive computing because is
one of the most important components providingitlision of environmental smartness and
contributes in hiding electronics. When buildingeamantic model for describing interaction, the
most relevant scenario is that of a controller WwHiave to give commands to some actuator by
using a multimodal interface. The ontology représerin Fig. 3.5. has been realized to perform
this task.
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Figure 3.5: Semantic model for controlling an appknce. The instances of Gesture Command and Action
Command are the interfaces for controlling the actators

the grey nodes are instances of the Classes repedskey ellipsis. The arcs represent
OWL Properties with arrows pointing towards thetestaent objects. The properties of the
represented model allow high level functionalitrggh a relatively simple semantic model. The
scenario is that of a controller (not representeéigure) which may provide commands to an
instance of Object.i.e. an actuator. The Actua®rsmartified by providing its URI, its
command_Interfaces (in figure an interface forawiand one for gestures are represented), one
or more mappings between natural user interactiintiae relative action to be performed. The
software running on the actuator is supposed tsubscribed to its interfaces by being notified
of every new command. When a command arrives thiomnaés performed and then the
command is deleted by giving the opportunity toeree new commands. The control is
multimodal because, depending from the interfaeel udifferent ways of accessing the actuator
are available. If the controller knows the speatfienmands of the actuator it is possible to use
the action interface by writing action commandsthre SIB. This modality is typical of
controllers provided by GUI on which the end usgty choose the action to be performed, e.g.
by a touch screen. If instead the controller mvigted by a gesture recognition module, it may

use Gesture Commands or can previously query tlseu€elnterface in order to understand the

50



mapping between gestures and actions, and themagersetions. Modifications to the Gesture

Interface correspond to a reconfiguration of thetgel profile and so to the gesture-action

correspondence. Finally smart objects may stosgnat semantic structure equal to the gestural
interface sub-graph. In this way the mapping betmgestures and actions is resolved in the

controller code to obtain personalization. We wdrkdso on similar semantic structures with

controller implemented as Smartphone applicati®hs. advantages are

e Ability to reconfigure

e Possibility to personalize the interaction

e Multimodality, i.e. gestures recognized by propggodathms or touch screen

e Possibility to add new interactions, e.g. voice owands

e Exploration of a new market in which users are abldownload software able

to command her smart appliances

With the same objectives and similar results anotiteresting model based on events has been
used for gestural interaction in the SOFA projé&tte model is based on [64] and is described in

Fig. 3.6. where are also put in evidence the waiatiips between the appliance and the
identification technologies.
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|
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InteractionPrimitive 1
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seminticdyalue
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Figure 3.6. Semantic model for interaction used iSOFIA project

The main differences with the model previously disdl are the presence in the smart space of

an instance relative to the

controller (i.e. coma®Object XYZ) and the
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semint:canBetransformedTo property which playsrdie of the previously mentioned Gesture
Profile, by providing reconfigurability, mapping ethinteraction primitives like gestures to
events. The software of the actuator has no mdieeat explicit interface, but checks for events
generated by controllers connected to actuatolf.iffe demonstrate the validity of this model
also in a multiplayer context, where the actuasoa igame application, a Connect 4 prototype

have been realized and played in the context afigdusity course related to smart M3 [65] .
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SECTION 4

SEMANTIC MODELING OF RELEVANT
ABSTRACT CONTEXT ATTRIBUTES

4.1 - Data access control and synchronization

We have seen as a Smart Environment is often a-ageitt system in which concurrent
software agents access in R/W mode to a sharedléagenbase in order to adapt their behaviour to the
situation they observe. If a context platform daesatively support transactions and blocking ofi@na
there may happen synchronization issues on shaeedspof information. The problem has many
implications and is related with the history of guiing theory as diffusely explained in [66]. Acces
control and process synchronization in digital esyst has been deeply explored since the origin of
computer science at all levels of abstraction eiventional computer architectures [67] [68]. Also i
operative and informative systems the possiblenatiges of controlling access to resources , aralse
to allow transactional behaviour, have been desgilored. The discretionary models (DAC) [69] use a
matrix relating access rights to the possible coations of subjects and objects. The Bell La Pdd0ka
model adds a mandatory check to partially solvg@tbblem of trojan horses. Lattice based accessoton
(LBAC) allows the use of security labels organized lattice to enforce policies like the Chinesal w
[71]. The study performed in this PHD has beendedwon the definition of a simple extension of the

semantic graph to obtain a powerful method to grariusive access to a small set of triples in @R R
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store. Besides proposing a solution, a lightwerghtementation on the Smart M3 semantic platforsh ha

been coded and tested in a real use case. Wd 8tamethe situation presented in Fig. 4.1.

Corrective

Corrective S
Intervention_xyz

Intervention_xyz

Associated_to ASSOCIatEd—tO

[Pt [

~~~~~~~~~~~~~~~ Operator_4

Figure 4.1: Starting (left) and ending (right) situation of the semantic graph generating conflicts in
concurrent scenarios.

The right part of the figure represents a corredtitervention request relative to a certain fault
that as been sent for approval to n different reafmice operators. The request is computed by
maintenance operator devices resulting in a firagdtacal form which asks if the request is accepteut.

The wanted behaviour is that is the request ipsEtdy an operator, i.e. Operator_4, the initaph is
transformed to that represented on the right gf 4=1. The graph transformations fire a set cdstifitions
which result in the notification of the other opers.that the intervention has been accepted ahé thot
possible to accept it anymore. When trying to immgiet this on the smart M3 architecture, since
transactional primitives are not available, theréhe possibility that synchronization issues aiise

possible applications behaviour are represented, rhore general situation in Fig. 4.2.
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Figure 3.2: Sequence diagram of three possible eutibns of a concurrent scenario.

all KPs are supposed to be subscribed to the pgttern <s1,p1,*>. and when notified they mayerins
<s2,p2,02> (in the maintenance scenario it iSdnrmed by operation) which in turn may notify other
KPs.
Three different situations are shown. In (a), tieer® access control enforced: KP1 is the onlypooeess
reacting to the notification; as no other proceaska® operations in the critical time, the overeliidvior is
correct but it is not safe. In fact, if two KPs fpen the same operation during the critical time,
unpredictable results may occur, as shown in (eyevKP1 and KP2, both receive a notification, ioilyt o
one KP should perform the update. Fig. 4.2. (cjvshibe behavior with access control in place: leefor
updating the SIB, KP1 locks propep® and, when the concurrent process KP2 tries the speration, it
receives a Protection Fault due to the attemptdesa to a locked pattern. Should KP2 try to dsults
graph update without a prior protect request, dldsstill receive an access denied answer. KPasedsts
exclusive access right to the shared resourceedteiving the notification of successful completd the
requested triple pattern update. The proposedicsoist based on Fig. 4.3. and consists in adding at
information level triples specifying the accessti@Rights. The protection entities P are conmettighe
node to which are attached the access controlgsolithe information owner and the properties foickv

the policies stand are specified through the AR_édand the AR_Target Properties.
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Figure 4.3: Semantic model for specifying accessrtool at triple level.

When implementing the access control model on thartM3 platform it has been decided to
limit the impact the SSAP protocol and on perforceanThe first objective has been achieved inuaatat
way because the model simply pretends the usermiah&®DF triples and so is natively transported by
SSAP. To limit the impact on performances it haslmecided to avoid any query on the informatiorest
in order to enforce the access control policies s been obtained by basing the algorithm gnancic
table called Lock Cache Table (LCT). The use oflii&@ allowed to perform all the necessary access
control checks on the incoming messages, but lbtbe apdates of the LCT itself, on the simpleatiiey
the triples against the content of the table. €kalts obtained are shown in Fig. 4.4. where isilplego
notice how the correlation between the time neéuoled single insertion and the number of actiyaetri
pattern is minimal. The chart shows that evenrisertion with a relatively high number of triplesnce
involving many comparisons and accesses to the th&Total impact on performance with one thousand

protections is a little percentage of the bestsétheno protections.
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Figure 4.4: performance of insert operation of ongblue) or fifty (violet) triples with growing number of
active protections. Each point is the mean of oneundred tests.

An extension of the work published is currently emstudy to allow more policies with minimal impact
and maintaining the global approach. The new padirepresented in Fig. 4.6. where (a) is thenebed
and modified semantic model while (b) is the cpeeding LCT. The main additional features that are
possible with this new model could be:

¢ Protection in read mode or read/write mode.

e Protection of a single triple; in the old modeffaat, is only possible to protect pattern likgpgs,
which corresponds to a potentially infinite setripfes.

e Possibility to specify the protection entity atiedho the object of the triple, feature that isyver
useful when dealing with symmetric properties.h dld model is possible for the agent A to
avoid that B states <A, met, B>, but it could bbfematic to do the same for <B, met, A>, that
from a semantic point of view is the same. Thectie field of the extended LCT is present for
this reason.

e Possibility to specify a set of allowed softwarerag for each protection descriptor.
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Figure 4.5: Proposed extension of the semantic mdder access control (a) and LCT (b)

4.2 Computation

This sub-section is about the work | have donemdutihe six months spent in Helsinki
as a Nokia intern. The objective was to investightesemantic representation of computational
flow and the possibility to delocalize computatioy having an infrastructure able to delegate
functions or pieces of algorithms to external exerss The impact of this kind of research can
be very high if efficient ways of moving computatiare found, particularly in mobile scenarios
where the usage of computational resources infleeetiee device reactivity and the battery life.

An important related work is that of Marko A. Ragirez [72] [73] who approached the
problem by modeling a semantic network startingmfraghe low level details of the
microprocessor hardware. In my case another imporéderence were the Haskell monads [74]
and the possibility to perform speculative exeautige for example with the java.concurrent

package[75]. In practice the complete objective toasalize a semantic model, and possibly a
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demonstrator, supporting execution portabilityelik Rodriguez work; at a functional level of
abstraction, like is possible to do with Haskell mads; and trying to support speculative
execution and parallelism.

To perform this task, after studying the initial teréal and the Haskell programming
language, | have made additional research in flased computing and hardware architectures,
graphical models of computation, and hardware techires for parallel and concurrent
execution e.g. [76], [77]. My idea was that funaial programs may be graphically represented
in a dataflow fashion way to be then executed adikeeby apposite executor modules, so
exploiting parallelism and/or providing speculatesecution and /or optimizing other execution
metrics. Found the right graphical representatioils possible to check if a corresponding
ontology can be built and then, given the ontologgd so the semantic representation of
functional computation, building a prototype of extor would have been the minor problem.
To make an important test (also if not exhaustivedhe validity of the mapping to Haskell |
studied the State Monad and | tried to apply ttepgical model, and so the ontology | invented

to that. Hereinafter | will give a brief descriptiof the practical work done.
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Figure 4.6: Example of software architecture and iformation flow in a distributed computation scenario.

Fig. 4.6. shows the high level software architeegtand the information flow of the
realized prototype. A caller sends to the SIB @mantic representation of a chain of functions.

Then the Execution Manager module, that was sutesttiio this kind of information, creates a
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Chain executor thread which, in its turn generatesmuch Function Executor Threads as
necessary. Each Thread passes to the successiwairtineal information required in order to
make it able to understand what to do. The Chagcetor needs only the URI of the Functional
Chain, then it has to find the inputs the outptits,single functions that are part of the chain and
organize them. Each function executor needs thedffle function to perform and that of the
input and output parameters. When function exesuéwe able to compute, i.e. when all the
input are available, they execute their functidgadind write back the results on the SIB with
statements related to the URIs to which the caflesubscribed in order to obtain the final
results. It should be clear that the executionus @ order: each module that can compute
executes and writes back on the SIB independerttty the others, so at this level of abstraction

the execution is speculative.

4.2.1. Semantic Model and Closure

We called “Closure” a concept corresponding to acfionality, its inputs and its
outputs. A closure can be drawn as a box with slatied ports. The port is the instrument by
which values are associated to the function astiopwutput. The Ports are associated to a
parameter that is the container of a value or r@fference to it. The ports are also provided by a
name whose function is to allow the correct reauasion of the closure when it is queried from
the SIB. A closure with valid inputs is ready tonrin the sense that the functionality
corresponding to the closure itself can be execatethe inputs to obtain the outputs. The first
closure realized performed the functionality of soimg two integers. So it was provided by two
input ports (In1 and In2) and one output port ( )OUthe parameters without a value are
conventionally called invalid, the value can becaddted by other closures in the same chain of
functions or by external processes, whoever, wheting the value on the triple store, has also
to take care of deleting the invalidity statememd @utting a validity one for the parameter. In
general a closure sent to the RDF store with adtleae invalid parameter, corresponds to a
waiting thread, when all the inputs will be validetthread will run its functionality and will
write the values on the corresponding output paterse An invalid parameter can be
connected to the input port of a closure and asthé output port of another. In this way a

connection between the two closures is realized,ai.functional chain, and when the closure
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with the parameter as output will write it, thee tther one with the valid input will be possibly

ready to run to bring on the computation. A simgtample is showed below:

String[] inputs = new String[2];

String[] inputsRef = new String[2];

String[] outputsRef = new String[1];

inputs = new String[2];

Vector<String[]> Veclnputs = new Vector<String[]>();
Vector<String> I nRef erences = new Vector<String>();
String[] invValues = {"1", "2", "3"};

Vecl nput s. add(i nVal ues);

out put sRef = new String[1];

outputsRef[0] = "a";
addVecFuncti onCal | (Ont ol ogyVocabul ary. AddVect or| nt d osur e,
Vecl nput s, I nReferences, null, null, null, outputsRef);

i nputs[0] = null;

inputs[1] = "2";

i nputsRef[0] = "a";

i nputsRef[1] = null;

out put sRef = new String[1];

out putsRef[0] = "b";

addFuncti onCal | (Ont ol ogyVocabul ary. Addl nt Cl osure, inputs,inputsRef,
out put sRef );

Vect or <Vector<String>>triples= serializeTriples();

The code corresponds to the creation of a closo@@anade up of two closures: one
adds all the elements of the input vector and am@lg sums two integers. The output of the
first one is called “a” that is the same referegoeen for the first input port of the second
closure, so there will be a single parameter “#fathy without value that will be written by the
first closure by allowing the second one to execlrterig. 4.7. it is represented schematically
what happens in the RDF store: in blue the singleimeters, in orange the Vector-parameters

with dimension inside, in red what is calculate@atcution time.

1
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| . =53
® .
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Figure 4.7: Graphical representation of the semanti graph of a simple closure chain

In the execution phase a graph made up of sevepsst representing in detail the
computation is received by the SIB and the exeoutimnager, that recognizes the closure
chains, starts a chain executor. The chain execlidopvers that there are two functions inside

the chain and starts two function executors. Ortb®two begins to execute soon, the other one
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has an invalid input parameter and waits. At aaterpoint the first executor calculates the
results (i.e. a=6) and writes it back in the SIBalgo updating the validity information of the
parameter; now the second function executor digsotlee availability of the new input, it

queries for it and finally executes calculating tradue and writing it back into the SIB. The

caller, subscribed to the value of the parameterach‘b”, is now able to know it.

4.6.2. Functional Parameters and Higher Order Functions

As previously mentioned an important, also if nogfinitive test, of general
applicability of the model to a functional prograsnthat involving mechanisms similar to that
applied by the Haskell execution framework to mandgestricting the analysis to the state
monads the most important thing that is necessargntulate is the currying and binding
mechanism[78] which relies on possibility to calighler Order Function (HOF) i.e. functions
with other functions as input as the Haskell Mapction [79]. In the following example we
demonstrate the applicability of the semantic madehted to the Map function in order to

demonstrate its generality.

FunctionalChain fc = new FunctionalChain();

String[] inputs;

String[] inputsRef;

Vector<String[]> Veclnputs = new Vector<String[]>();
Vector<String> InReferences;

String[] outputsRef;

inputs = new String[2];

inputsRef = new String[2];

outputsRef = new String[1];

inputs[0] ="3";

inputs[1] = null;

inputsRef[0] = null;

inputsRef[1] = "in";

outputsRef[0] = "f_Xx";
fc.addFunctionCall(OntologyVocabulary.AddIntClosure, inputs,inputsRef,
outputsRef );

inputs = new String[2];

inputsRef = new String[2];

outputsRef = new String[1];

inputs[0] = null;

inputs[1] = "4";

inputsRef[0] = "f_x";

inputsRef[1] = null;

outputsRef[0] = "f_y";
fc.addFunctionCall(OntologyVocabulary.SublIntClosure, inputs,inputsRef,
outputsRef );

FunctionalParameter fp = new FunctionalParameter();
fp.setContent(fc);

FunctionalParameter[] forlnitialize = new FunctionalParameter[1];
forlnitialize[0] = fp;

String[] invValues = {"1", "2", "3"};

Veclnputs.add(inValues);

VectorParameter outParameter = new VectorParameter();
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outParameter.setRandomURI();

/lconnectionTable.add

outParameter.setValid(false);

VectorParameter[] mapoutputs = new VectorParameter[1];
mapoutputs[0] = outParameter;
addFunctionalFunctionCall(OntologyVocabulary.MapClosure, Veclnputs, null,
mapoutputs,null, null ,null,forlnitialize , null);

Vector<SingleParameter> outs =
AtomicFunctions.lastElement().getVectorialOutputPorts()[0].getSignal().
getContent();

for (inti=0; i< outs.size();i++)

{

}
The code verbosity is mostly due to the prototypaél of the implemented software

connectionTable.put(outs.elementAt(i).getURI(), ("mapout_" + i) );

and to the fact that, in theory, this kind of cad®uld not be written or read by humans, but
automatically generated from an apposite framewlorkig. 4.8. is represented the situation at
information level: what is red or surrounded by redot initially written into the SIB and in
particular is written by the function executor bétmap method and its sub threads. The green
parameter and ports correspond to the flow of mfion of functional parameters. The
functional chain input of the Map method has omitrand one output, these parameters are not
needed in the representation since they lack ferinkrinsic nature of the map method. To
clarify this we remember that the map method haspast, by definition, a function of one
parameter i.e. a closure in which one input paramistinvalid. The map operation has as input
an array and a function and gives as output ary @eataining the result of the application of
the input function to each of the values insideitiput vector. To represent and do this in our
framework there are various possible way with paod cons, but some consideration can be
done. Each HOF has as input one or more functiodsd@es something with them, the input
functions are so used in two different ways dutimg process: at the beginning they are simply
an input without any objective, and later theirdtionality has to be applied in some way. We
call these two phases representational phase @utiteole phase after expansion. In the case of
the map the execution correspond to the applicatidanction to the right input and targeted to
the right output. This objective can be done foaregle by repeating the functionality
embedded in the functional parameter for all thputrand putting the result in the right slots of
the output vector. It is also possible to run ingtlal the functionality on the various inputs by
exploiting the parallelism implicit in the map opgon. The solution that has been implemented
currently is different to demonstrate that not oclysure can be reconstructed by queries, but
also user defined chain of function which becomegadto first class entities in our framework.
When the function executor understand that it feagpérform a map operation the input

functional chain is reconstructed and then reidas many times as the dimension of the input
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vector. At this point for each replica the inputldhe output references are correctly bound (red
arrows) and the obtained executable closure clamsimply sent again to the SIB firing three
times the execution manager. Performances are mhviously the objective of this
implementation because, as previously explainegl fittal scenario is quite different from the
current execution environment and now the most mapo task is to understand what is
possible to do with computation semantically repnésd to proceed in another moment to the

refinement and optimization.

Figure 4.8: Graphical representation of the semanti graph of an HOF in red the executable phase after
expansion.

To resume this section, in the six moths spentoki&lresearch center, an ontology for
computation has been realized starting from conaites about functional programming,
dataflow architectures, and graphical framework tlee representation of computation. The
resulting model is sufficiently versatile becauseing able to perform HOF, it is also suitable
for currying and so to himitate the very generaskéd state monad and its binding mechanism.
The most important features and consideration tddree reguarding this work, that has been
filed as US patent [80] are:
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Possibility to semantically represent and transpomputational flow information in the
general form of a functional chain.

Formal demonstration still lacks, but there arénipgobability that the model has the
same level of generality of Haskell.

Management of HOF.

Ability to perform execution with different strateg depending from available
resources.

Speculative execution.

The generality of the model is theorically applieato different level of abstraction and
in different frameworks: from web service based patation, to mobile scenarios with
distributed computation, to parallel dsp prograngrand, a possible difficult but
challenging task is to port the methodology to néigurable Hardware in order to

exploit the innumerable execution units and thedonfigurability.
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SECTION 5.

ONGOING WORK AND CONCLUSIONS

This section briefly describes work that is stibbgressing and that for this reason
could not be properly characterized with the saavellof detail of the other arguments, but that
is important to mention. Also if my work has beeainty focused in the research, modeling and
testing of more or less expressive semantic fosmadiapplied to an extremely heterogeneous
scenario. | had also the opportunity to work andkenarchitectural choices in an important

activity that is still progressing: a multi smapiage software architecture

Architecture
Manager KP
Server 1

Service SID:V-SIB_ID4, IP=Server IP, Port=P4, other parameters

Registry
AP/ Remote

Virtual
Manager
KP

SID:V-SIB_ID5, IP=Server IP, Port=P5, other parameters

Ancillary SIB

Remote
SIB

Virtual
Manager
KP

A .
IncomingL
=

Outgoi
Incoming /\ siguing /

L/ V-SIB-ID3
(]
utgoing
Incoming‘

/Vir_tual
SiB

Process
KP

Port P1, Port P2 | ssAp

Remote |*»
SIB
Port P3, Port P4
Port P5

Figure 4.1: High level view of the Multi SIB softwae architecture for supporting discovery, remote srart
spaces and logical aggregation of physically distthsmart spaces.

Remote
Virtual
Manager
KP

Figure 5.1 shows the HW/SW infrastructure of a fplah for smart environments
involving multiple SIBs. During the SOFIA projecheé demonstrators and the reference
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architecture often involved one SIB leaving the tmsmart space scenario with distributed

knowledge as a future objective. In the last peabchy PHD | helped in defining the software

architecture and the behaviour of some of the sgmted modules, that, in their whole

constitutes a Multi-SIB infrastructure. The mospontant features provided by the platform are

Discovery mechanism through a web service: the #¢¥s not need anymore to know
exactly the connection details of the SIB they warinteract with, but they simply need
to know its features, which are semantically repnésd in the SIB profile definition. In
this way the KPs can be coded in a more generic amagan be independent from the
specific smart environment in which they run. Wil discovery capability a KP can for
example choose to connect to a SIB supporting eiggequery language, providing a
definite quality of service, or for which a certaadditive functionality is present thanks
to additive plug-ins or experimental software medul

Remote connection: the KPs are able to discoverj@indSIB also if their IP is not
directly reachable from their sub-network. Thisuatton happens for example in a
medical scenario where the KP of the doctor runthéhospital and wants to join the
SIB of a patient which instead runs on her mobéeick. The fact that the SIB on the
mobile device is connected to the internet throagiroxy or a radio base station make
impossible for the doctor KP to directly connectittdhrough TCP. The software and
semantic artifacts represented in Fig 5.1., inipaer the mapping SIB, the remote
virtual manager, the virtual SIB Process KP and itf#ances in the semantic graph,
allow to reach the patient SIB in an indirect wake virtual SIB Process, in fact, take
the responsibility of being, for the doctor KP aseal reachable SIB. It forwards the
SSAP requests it receives in first instance torttapping SIB and then to the patient
SIB, by the help of the virtual manager KP runnomgthe patient device. The virtual SIB
process take also care of the SIB responses, vahicie to the mapping SIB, by sending
them back to the doctor in a transparent way. Tihe of the instances in the mapping
SIB is to allow the core services running on thetfpkm to route the information to the
correct host.

SIB logical aggregation: the same mechanism used&IB virtualization can be used
with not much modifications and with a simple exgien of the ontology in the mapping
SIB, i.e. the addition of the V-SIB instances amdhe part_of property, to create virtual
SIB process which don’t emulate a single SIB, Inat inion of the content of multiple
SIBs. This is typically useful when multiple SIBee necessary to cover a wide area that

should be considered in its whole by applicatidrfse additional overhead is loaded on
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the Virtual SIB process which have to construct thee of SIBs constituting the

aggregation, separately forward the requests arallyf aggregate the responses.

This software architecture have a big potentiakatering all the possible use cases in
which can be applied, but has still to be well elcterized from a performance point of view.
The subscriptions in aggregated scenarios genaretenplex set of events to be managed and
present a not negligible overhead, but are a pavieistrument in slowly variable scenarios,

because they provide totally new functionalities

5.1. Conclusions

In the framework of pervasive computing and sengasthart environments many
challenges exist and research is still working r@amdlifferent levels of abstraction. The work
carried out during this PHD has been mainly focusedhe semantic description of relevant
context attributes of different nature: startingnfr sensor data and identification to arrive to
very abstract context like access control, and edatjpnal flow. For every modeled contextual
domain many choices where available, the possdilgisns have been analyzed, compared and
then validated with demonstrative software or witl realization of hardware prototypes. The
SOFIA project, providing the Smart M3 semantic esthiplatform and many collaborators from
different countries, has been a perfect frameworétévelop new methodologies and criteria of
software programming. The semantic Web technolobeege revealed, as expected, optimal
features of reusability, extendibility and in peuiar, have given the instruments to make
possible real multi-industry-academic scenarioshe Experience matured during the project
allowed me to start from a knowledge on the thexdrgemantic web technologies and to arrive
to implement or project software architectures aewhantic web services in a natural way. The
good practices and the lessons learned will besdoe an important added value in my culture,
if, as it seems, the trend followed by industry aadearch, brings toward a world of services
characterized by distribution of information andwmutation, context awareness and machine

interpretability through the use of semantics.
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