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La citazione è di Immanuel Kant,
gliel’ho sussurrata io (chiaramente).

-Bassam Hallal-





Abstract

This thesis proposes design methods and test tools, for optical systems, which
may be used in an industrial environment, where not only precision and relia-
bility but also ease of use is important. The approach to the problem has been
conceived to be as general as possible, although in the present work, the design
of a portable device for automatic identification applications has been studied,
because this doctorate has been funded by Datalogic Scanning Group s.r.l., a
world-class producer of barcode readers. The main functional components of
the complete device are: electro-optical imaging, illumination and pattern gen-
erator systems. For what concerns the electro-optical imaging system, a charac-
terization tool and an analysis one has been developed to check if the desired
performance of the system has been achieved. Moreover, two design tools for
optimizing the imaging system have been implemented. The first optimizes just
the core of the system, the optical part, improving its performance ignoring all
other contributions and generating a good starting point for the optimization of
the whole complex system. The second tool optimizes the system taking into ac-
count its behavior with a model as near as possible to reality including optics,
electronics and detection. For what concerns the illumination and the pattern
generator systems, two tools have been implemented. The first allows the design
of free-form lenses described by an arbitrary analytical function exited by an in-
coherent source and is able to provide custom illumination conditions for all kind
of applications. The second tool consists of a new method to design Diffractive
Optical Elements excited by a coherent source for large pattern angles using the
Iterative Fourier Transform Algorithm. Validation of the design tools has been
obtained, whenever possible, comparing the performance of the designed sys-
tems with those of fabricated prototypes. In other cases simulations have been
used.
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Introduction

Optical systems, devices for producing or controlling light, are commonly used
in the daily life. There are simple systems that involve just lenses such as spec-
tacles, contact lenses, etc. , and complicated ones such as cameras, microscopes,
lighting devices, etc. , that involve not only lenses but also light sources (laser,
LED), detectors (CCD), electronics etc.

These complex systems can be classified as imaging and non-imaging. Imag-
ing systems involve the formation of an image of an object, whereas non-imaging
systems are designed for the optimal transfer of light radiation between a source
and a target. The present work is concerned with the design of both types of
systems.

These devices can be made to be portable. Portable systems involve more
problems than non-portable ones and their size (not too large), weight (not too
heavy), battery life (long-lasting), mechanical sturdiness become critical topics
for a correct design.

Optical systems for Automatic Identification (Auto ID) applications have been
considered as case studies. Auto ID is generally known as the automatic data
capture using technical devices without human involvement to allocate objects
to a class through an identification system.

The Auto ID technologies can be divided in two categories:

• Data carrier technologies: their aim is to collect, store and carry data en-
coded using right platform; in this category there are optical methods (mainly
barcode and Optical Character Recognition, OCR), magnetic storage meth-
ods (magnetic stripes) and electronic storage methods (RFID-tag, smart card,
chip, smart label, etc.).

• Feature extraction technologies: they could be subdivided in three groups
considering the type of the feature, which can involve static (fingerprints,
face shape, eye retinal or iris), dynamic (voice, gait, dynamic signature) or
chemical-physical properties.

Applications of Auto ID systems are used in the common life for biometric
security, logistics, item tracking, inventory control, shipping, health care, ware-
housing etc. According to the type of application, these systems could be portable
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Figure 1: Scketch of a barcode reader and its main components.

or not. An Auto ID portable device is necessary when the user has to carry it eas-
ily for identifying the desired object.

The purpose of this work has been the developing of design and characteriza-
tion tools for improving the performance of Auto ID and portable systems. As an
application example, the implemented tools have been used for the optimization
of a barcode reader system. The choice of this device comes from the fact that this
doctorate has been funded by Datalogic Scanning Group s.r.l., a world-class pro-
ducer of barcode readers. Since this thesis comes from the collaboration between
university and industry, the obtained results have also an industrial importance.
Moreover, some sensitive data has been deliberately omitted from this thesis be-
cause of obligation to confidentiality.

The barcode reader is composed of three main systems, as schematically shown
in Fig. 1:

Electro-Optical Imaging System : it is the most important part of the reader be-
cause it allows to extract the desired information from the barcode signal.

Illumination System : it can increase the irradiance on the barcode plane and
help the imaging system to have the proper Signal to Noise Ratio (SNR) for
successful decoding of the barcode signal coming from the sensor.

Pattern generator as viewfinder system : it helps the user to hit the barcode cen-
ter. In this way the image can contain all the required information.

This work is divided into two parts: Imaging Systems and Non-Imaging Systems.
In the following these systems and the main features of the tools implemented for
improving their performance will be described.

The Imaging Systems part describes results concerning electro-optical imaging
systems.
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For all imaging systems, such as cameras, the image quality is an important
parameter for estimating the system performance. For example in Auto ID appli-
cations, it is necessary to have an image of the item to be identified as sharp as
possible. In other words, the better the ability of the system to capture fine de-
tails of the object, the easier the object identification. For this reason, the spatial
resolution capability is important for imaging system performance evaluation.

Before designing an imaging system, it is essential to have all the tools for its
performance evaluation. Ch. 1 has been focused on this problem. Since standards
allow to compare and verify performance of different systems, the implementa-
tion of a tool for spatial resolution measurements that follows the ISO 12233
standard on Photography, Electronic Still Picture Cameras, Resolution Measure-
ments [1] has been done. This International Standard defines a method for per-
forming spatial resolution evaluations for imaging systems measuring its Spatial
Frequency Response (SFR).

The implemented tool is called SAFARILAB (SFR measurement for a LAB en-
vironment). It includes the set-up for measuring the SFR and the SFR evaluation
algorithm. Thanks to it, it is possible not only to measure the SFR of an imaging
system and consequently to estimate its resolution performance, as described in
the standard, but also to reduce the noise that affects the measurement. This tool
is now daily used in Datalogic Scanning Group s.r.l. for evaluating the perfor-
mance of their designed and developed systems.

After setting up SAFARILAB , the work has been focused on the implemen-
tation of design tools. The prototypes realized after optimization have been char-
acterized by SAFARILAB . In particular, the design tools have been implemented
to be used with ZEMAXr [2], an optical Computer-Aided Design (CAD) tool, a
professional CAD for industrial optical design.

The first implemented tool, named Optical Level OptiMization (OLOM ) tool,
is described in Ch. 2. It improves ZEMAXr optimization of the optical part of
the system. OLOM provides ZEMAXr with a set of optimization constraints tai-
lored to achieving systems having invariant frequency response, according to the
required specifications. The joint use of OLOM and ZEMAXr allows to yield a
system with the highest and most invariant with defocus frequency response.

The second tool, described in Ch. 3, is named SLALOM , acronym of ”System
Level AnaLysis and OptiMization”, and is divided into two tools that can be run
independently: Optimization-SLALOM (O-SLALOM ), for design and optimiza-
tion of new systems and Analysis-SLALOM (A-SLALOM ) for the analysis of the
existing ones. In this case, the optimization is not only of the optical block but
of the whole system, including lens, detector and electronics. SLALOM , which
is the only contribution to this work developed by other members of the optics
group of DEIS (Dipartimento di Elettronica, Informatica e Sistemistica of Univer-
sity of Bologna) eng. Anna Guagliumi, eng. Antonella Liberato and eng. Marco
Gnan, PhD, has been used to design an imaging system considering all blocks
and starting from a lens optimized at the optical level by OLOM .



4

For testing and validating these design tools, two different systems, well known
in the literature, with the particular ability of extending the Depth Of Field (DoF)
have been chosen. The DoF is the range of distances in which the objects in a
scene appear acceptably sharp in the formed images. An Extended DoF (EDoF)
is an important characteristic especially for Auto ID systems, because in this type
of applications, it is better to identify the item independently of its position re-
spect to the device.

The EDoF system to be designed by OLOM is the Cubic Phase Mask (CPM)
system [3]. This system consists of a lens, a phase mask with cubic shape, the de-
tector and the electronics. The CPM has been chosen because, thanks to its solid
theoretical bases, it allows to validate the design tool comparing the measured
results to the expected (theoretical) ones. The prototypes of the designed systems
have been realized and the performance has been measured by SAFARILAB tool.

On the other hand, the EDoF system to be designed by SLALOM is the Quartic
Phase Mask (QPM) system [4]. It is conceptually similar to the CPM, but in this
case the phase mask added to the lens has a quartic shape. The QPM system is
the preferred choice because the phase mask has circular symmetry, instead of the
asymmetric shape of CPM. This characteristic allows to use conventional image
enhancing techniques and consequently to validate the tool without focusing on
the development of a dedicated post-processing.

In both design processes, typical required specifications for a barcode reader
have been considered. These tools could be used also with other requirements
for different imaging systems.

The second part of the thesis (Non-Imaging Systems) describes results concern-
ing illumination and pattern generator systems.

These systems are respectively based on an incoherent source (LED) and a
coherent (laser) one. They project the light with a desired shape on the target
with a specific Field of View (FoV). The FoV is the range of angles that defines
the area to be illuminated.

Two design tools have been implemented for designing the optical part of
these systems.

The first tool, presented in Ch. 4, allows to design an illumination system
based on a LED. This tool, implemented in MATLABr , optimizes the shape of
a lens for achieving a custom illumination. The lens profile is described by a
6th order polynomial, also called free-form shape. The free-form lens has been
optimized, as an example, according to two specifications. First of all the illumi-
nation should be concentrated on the desired FoV. Secondly the edge part of the
illuminated zone should have more light than the central one. This kind of illu-
mination shape is useful for Auto ID systems, such as barcode readers. Adding
this illumination system to an imaging one, it is possible to have more light on
the item to be identified and to compensate for both the target angular reflectivity
and the angular response of the imaging system. This tool could be used for all



kind of applications that need a custom illumination. Prototypes of the designed
free-form lens has been fabricated and the obtained results have been validated,
thus confirming that the design tool for free-form lenses works successfully.

The tool implemented in MATLABr for designing non-imaging systems using
coherent sources has been presented in Ch. 5. A procedure to design Diffractive
Optical Elements (DOEs) as pattern generator with large diffraction angles (large
FoV) once illuminated by a laser source has been set up. The tool is based on
the Iterative Fourier Transform Algorithm (IFTA) that has been widely used for
pattern generator design [5–7]. IFTA implies fulfillment of the so called paraxial
approximation. The implemented tool circumvents this problem. Pattern gener-
ator systems can be used in Auto ID applications, for helping the user to hit the
item to be identified. A possible example is the viewfinder system present in bar-
code readers. However, it is also possible to use a pattern generator for other type
of applications, as 3D reconstruction. For this purpose, several lines with large
angle should be projected on the item to be 3D reconstructed. For validating the
implemented algorithm, several prototypes, as example of viewfinder and 3D re-
construction pattern, have been fabricated.

Finally, conclusions will be drawn, considering all the results obtained in this
work.
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Part I

Imaging Systems
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Imaging System Characterization

In this chapter the implemented tool for measuring the performance of an imag-
ing system will be illustrated. The realization of this tool has been essential before
starting the imaging system design.

The ISO 12233 standard [1] defines a method for performing spatial reso-
lution evaluation of an imaging system measuring its SFR. Although many im-
plementations of this standard are available, for example IMATEST (commercially
distributed) [8] or IMAGEJ (free) [9], a new implementation of the standard, named
SAFARILAB , has been done to enhance some particular features. In SAFARILAB
more operational options than in the standard have been added to improve the
numerical calculations and to reduce the noise that affects the measurements.

Sec. 1.1 defines preliminarily which parameters must be measured. Sec. 1.2
describes the SAFARILAB tool in detail. Finally, Sec. 1.3 presents the results of
some tests done on SAFARILAB to assess the validity of the tool itself.

1.1 Imaging System Response

The system which should be characterized from the point of view of its image
quality, i.e. its ability to create an “image” which reproduces “faithfully” an “ob-
ject”, can be considered as the cascade of many components: the object itself (a
spatial field distribution with temporal features depending on the spectral char-
acteristics of the source which illuminates it), one or more optical devices (lenses
or lens assemblies), the detector and some electronics able to reproduce the image
on a physical support (a display, for example).

The overall response of the system under test can be described, in the spatial
coordinate system, by its Point Spread Function (PSF), the response measured on
the image plane when the system is excited by an ideal point source on the object
plane [10–12]. The PSF can be described as amplitude or intensity. In this work
the PSF is usually considered as intensity. When it will be used as amplitude, this
will be specified.
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The overall system PSF is the convolution of the PSFs of the various blocks
constituting the system under investigation (sampling, s , optics, o, detector, d,
electronics, e). One can write, considering also possible time dependencies:

g(x, y, t) = gs(x, y, t) ? go(x, y, t) ? gd(x, y, t) ? ge(x, y, t). (1.1)

If the system is linear, which requires the approximation of temporal and spa-
tial stationarity and paraxial one to be valid, its behavior can be described also
in spatial frequency domain using the SFR, which is the system transfer func-
tion, calculated as the product of the transfer functions of the various blocks (the
Fourier transforms of the relevant PSFs):

G(ξ, η, ω) = Gs(ξ, η, ω) ·Go(ξ, η, ω) ·Gd(ξ, η, ω) ·Ge(ξ, η, ω) (1.2)

where each of the G(ξ, η, ω) is the spatial and temporal Fourier transform of the
corresponding g(x, y, t). In practice one can measure g(x, y, t) or G(ξ, η, ω). Then,
the desired information (for example the optical response or the detector one)
must be extracted from the overall system response. This requires knowing the
response of the other blocks.

In order to do so, the complete system can be divided in some sub-blocks,
optical system, detector, electronics. The response of each sub-block, will be de-
scribed in the following focusing on the definitions useful for this work. More
details can be found in [10, 13].

1.1.1 Optical response

The sketch of the optical system is shown in the upper part of Fig. 1.1. It is as-
sumed to be made by a combination of apertures (completely absorbing planes
with an hole with known transmittance function, defined as the ratio of the trans-
mitted field amplitude and incident one) and thin ideal lenses (such that the field
impinging at some transversal spatial coordinates has, at least approximately,
the same spatial coordinates when it comes out from it, affected only by a phase
change). In this case, the whole system can be considered as a “blackbox” de-
scribed by its PSF.

Such an optical system is said to be diffraction limited if a spherical wave
emitted by a point source on the object plane is transformed by the optical system
into a spherical wave converging in another point on the image plane (see lower
part of Fig. 1.1). In a real system, aberrations introduce further distortions which
make the output wave not perfectly spherical.

The ratio between the output and input coordinates is the system Magnifica-
tion (M). It is important to notice that, this holds only for points belonging to a
region around the optical axis of the system, where the so called paraxial approxi-
mation, or Slowly Varying Envelope Approximation (SVEA) [10–12].

An optical system can be investigated in the spatial domain or in the spatial
frequency domain, and for coherent and incoherent illumination. Considering
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Figure 1.1: Upper part: ideal optical system schematic. Lower part: simplified
system schematic.

the spatial domain, if coherent illumination is used, the image amplitude is the
convolution between the object field complex amplitude and the PSF of the con-
sidered optical system. If incoherent illumination is considered, the image inten-
sity is the convolution between the object intensity and the square of the modulus
of the PSF of the optical system.

While considering the spatial frequency domain, in the case of coherent source,
instead of considering the convolution of the amplitude PSFs, one can define the
transfer function of the system as the product of the Amplitude Transfer Func-
tions (ATFs) , which are the Fourier transforms of the spatially invariant PSFs:

H(ξ, η) =

∫∫
∞
h(x, y) e−j2π (ξx+ηy) dx dy. (1.3)

If incoherent sources are considered, things become a little bit more compli-
cated, as convolution involves field intensities and not amplitudes. In this case,
one can define the intensity normalized Transfer Function as:

H(ξ, η) =

∫∫
∞ |h(u, v)|2 e−j2π(ξx+ηy) dx dy∫∫

∞ |h(u, v)|2 du dv
. (1.4)

It holds then:
Gi(ξ, η) = H(ξ, η)Gg(ξ, η), (1.5)

where Gi and Gg are respectively the spectra on the image and object planes.
H(ξ, η) is known as Optical Transfer Function (OTF) of the system. Its modu-
lus |H(ξ, η)| is referred to as Modulation Transfer Function (MTF). The system
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Figure 1.2: CCD structure schematic.

OTF and MTF describe the optical device behavior when incoherent illumination
is used. It is important to note that the MTF does not completely characterize the
optical system as it lacks of the phase information. Nevertheless, the MTF is the
standard way to describe the relationship between the object and image plane
intensities in incoherent optical systems.

The MTF can be used to define the spatial resolution of the system, i.e. the
minimum distance at which two different point sources in the object plane can
be distinguished in the image plane. In the spatial frequency domain this corre-
sponds to the inverse of the spatial frequency value at which the MTF falls below
a given threshold [10, 13].

1.1.2 Detector

The detector response depends on the technology, it is based on: photographic
paper, for example, behaves differently from a CCD array. The former can acquire
images with a spatial resolution depending on the sensitivity of the film (size of
the sensitive grain), the latter is intrinsically limited by the size of the CCD array
elements and their spacing.

A CCD array can be considered as a composition of detectors (supposed square,
with size w × w), placed periodically on a grid of size d× d.

Both the values of w and d affect the final result. The effect of the detector
pixel size (w) is referred to detector footprint MTF. The effect of the distance be-
tween the centers of adjacent pixels (d) is related to two phenomena which will
be referred to as aliasing MTF and sampling MTF. These three effects will be sum-
marized in the following.

Detector footprint

The finite size of each element constituting the CCD array makes the measured
intensity equal to the integral of the detected one. Considering, for simplicity, the
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1D case: ∫ w

0

I(x) dx = I(x) ? rect (
x

w
) = I(x) ? hfp(x)

where I(x) is the detected optical intensity and hfp is the PSF of the detector
footprint. In the spatial frequency domain it then holds:

MTFfp(ξ) = F{hfp(x)} = |sinc (ξw)| =
∣∣∣∣sinπξwπξw

∣∣∣∣ . (1.6)

In the 2D case, one must refer to:

hfp(x, y) = rect

(
x

wx

)
· rect

(
y

wy

)
and

MTFfp(ξ, η) = |sinc (ξwx)| |sinc (ηwy)| . (1.7)

Aliasing

The first effect of the distance between adjacent pixels is aliasing. Such a phe-
nomenon is related to the maximum detectable spatial frequency by:

ξN =
1

2d
(1.8)

Such a frequency is known as the Nyquist frequency. The presence of spatial
frequencies larger than ξN causes an overestimation of lower frequencies (the so
called spectrum folding effect). It is then important either to eliminate such fre-
quencies (this needs to operate directly on the optical signal and generally it is
not possible) or reducing them to a minimum.

To reduce the negative effect related to the presence of frequencies larger than
ξN , one can take advantage of the finite bandwidth of the optical device before
the detector. It is acceptable that the MTF goes to 0 at ξN . The price to pay is a
further reduction of the detected signal at higher frequencies. Some aliasing must
then be accepted if frequencies around ξN must be present for any reason [13].

Sampling

Sampling itself introduces a further problem as it causes the set-up to become not
space invariant, as shown in Fig. 1.3. An ideal line source impinging exactly on
a single column of pixels provides a maximum response of the detector. But, if it
is slightly displaced, it is detected by two adjacent columns and this reduces the
signal level in the involved pixels and degrades the overall MTF.
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Figure 1.3: Effect of the different relative position of the line source and the pixels
of the detector array. From [13].

1.1.3 Electronics

Also in the case of the electronic part of the system, there is a frequency response
which contributes to the final signal generation. Also these effects can be de-
scribed by a spectral characteristic. To convert temporal, typical for electronic
devices, to spatial frequencies, one can, for example, detect an image as a bar tar-
get of known fundamental frequency. This frequency creates a spatial frequency
in the image that can be calculated knowing the optical magnification or can be
measured directly from the output signal knowing the pixel-to-pixel spacing of
the detector array. Inputting the output video signal from the detector array to
the spectrum analyzer gives an electrical frequency corresponding to the funda-
mental image-plane spatial frequency of the bar target [13].

1.1.4 Noise

In the imaging system characterization, it is also important to consider the noise.
Noise affecting measurement results comes from different sources [14]:

Shot noise related to statistical fluctuations of the charges generated by the stream
of received photons;

Fano noise due to non constant efficiency of the conversion process between
photons and electrical charges (generally negligible, however, in the spec-
tral range of interest for imaging system design);

Fixed pattern noise related to spatially non uniform response of the pixels con-
stituting the receiver array (it is named “fixed” as it varies if one compares
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two different detector arrays, but it is constant in each of them). Fixed pat-
tern noise depends on physical features of the receiver array.

Read noise which generally includes all the signal independent noise contribu-
tions (dark current, thermal noise, Analog-To-Digital-Converter quantiza-
tion related effects, for example).

In the following, only the Shot noise contribution will be considered. It can
be described by a Poisson statistical distribution with optical intensity dependent
mean square σ2

SHOT (I) given by:

σ2
SHOT (I) = I

ehc/λkT

ehc/λkT − 1
, (1.9)

where I is the impinging optical signal intensity, h = 6.626 · 10−34J s is the Planck’s
constant, λ is the free space photon wavelength (in m), k = 1.38× 10−23J/K is the
Boltzmann constant, c = 2.99× 108cm/s is the free space light speed and T is the
absolute temperature (◦K) [14].

1.2 SAFARILAB tool

As described in Sec. 1.1, the PSF of an optical system defines its behavior. If
the system is linear, the PSF evaluation is equivalent to the SFR one, since it is
the spatial Fourier Transform of the PSF. In the case of imaging systems with
incoherent illumination and considering just the intensities, the SFR reduces to
the system MTF.

This section describes firstly the SFR evaluation method, as suggested in the
standard, then the SAFARILAB tool, focusing on both its part: the algorithm and
the set-up.

1.2.1 SFR evaluation

Following the definition, the SFR can be evaluated measuring the response of the
system excited by a point source (see Fig. 1.4 (a)), represented by the so called
Dirac pulse δ(x, y). The SFR is then the Fourier transform of the PSF. In this
case, the input object is f(x, y) = δ(x, y) and the output image g(x, y) equals the
PSF (x, y), by definition. But this is not a simple solution to work out as problem
comes from the need of a true 0D point source emitting a signal with satisfactory
power.

Alternatively, one can consider a 1D line source and evaluate the so called
system Line Spread Function (LSF) (see Fig. 1.4 (b)). In this case, orienting the line
source, for example, along the y direction, the input object is f(x, y) = δ(x) · 1(y),



16 1. Imaging System Characterization

where 1(y) denotes a function constant along y, and the output image is:

g(x, y) = LSF (x) = f(x, y) ? PSF (x, y) = (δ(x) · 1(y)) ? PSF (x, y)

=

∫ ∞
−∞

PSF (x, y′) dy′

The MTF along the ξ axis is then the Fourier transform of the LSF:

MTF (ξ, 0) = |F{LSF (x)}| .

Reorienting the line source one can then determine the MTF along any direction.
It must be noticed that LSF (x) 6= PSF (x, 0).

Unfortunately, also a line source is not easy to be fabricated as it requires the
1D distribution of ideal point sources. The ISO 12233 standard suggests then to
consider another source, which is easier to approximate in practice, the so called
knife edge:

f(x, y) = step(x) · 1(y)

noting that:

step (x− x0) =

∫ x

−∞
δ(x′ − x0) dx′ ⇐⇒ δ(x− x0) =

d

dx
step (x− x0)

one can finally (see Fig. 1.4 (c)) evaluate the so called system Edge Spread Func-
tion (ESF). It holds:

∂

∂x
ESF (x) =

∂

∂x

∫ x

−∞
LSF (x′) dx′ = LSF (x) = (δ(x) · 1(y)) ? PSF (x, y).

The PSF is obtained Fourier transforming the LSF obtained, in turn, after the
derivative of the ESF.

In other words, the ESF derivative is the LSF and the SFR is the 1D-Fourier
transform of the LSF along the direction of interest (x). The standard is then
based on the ESF measurement.

The choice to measure the ESF has the further advantage that all the image
lines provide an independent measurement of the knife edge image. To improve
the measurement quality, the standard suggests to position the knife edge at an
angle of about 5◦ (slanted edge). In this case, considering each line on the same
reference axis, one gets an irregularly spaced set of data. Groups of data points
(the ISO standard fixes to 4 the number of points per group) can then be averaged
to provide an oversampled ESF (see Fig. 1.6). Operating in this way, detrimental
effects related to the relative position of the knife edge with respect to the sensor
pixel matrix (see Fig. 1.3) can be reduced, making the system space-invariant. It
is then crucial to have a precise determination of the relative position of all the
image lines.
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(a) (b)

(c)

Figure 1.4: Representation of Point Spread Function (PSF) (a), Line Spread Func-
tion (LSF) (b) and Edge Spread Function (ESF) (c) of a system. The CCD array and
the relevant electronics are represented by the screen where the image is shown.

1.2.2 SAFARILAB algorithm

The algorithm for the SFR calculation has been implemented in MATLABr . The
SAFARILAB routine follows the standard, taking particular care in some critical
points.

The standard algorithm steps are:

1. Image acquisition and selection of the Region Of Interest, ROI, the part of the
image which contains only the slanted edge (see Fig. 1.5).

2. Determination of the edge slope (the angle formed by the edge and the ver-
tical axis). This value comes from a linear regression operation on the so
called centroids, the peaks of the derivatives of each image line (LSF). This
is a critical step as the slope influences the position of the lines on the com-
mon reference frame. For this reason, the standard suggests to filter the LSF
of each line using a Hamming window, before centroids calculation.

3. Calculation of the oversampled ESF manipulating the image lines as previ-
ously described.

4. Calculation of the LSF as derivative of the oversampled ESF.
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Figure 1.5: Selection of ROI.

Figure 1.6: Projection to put all the detected lines on a single one.

5. Calculation of the SFR as Fourier transform of the LSF.

In SAFARILAB , the edge slope determination is repeated until the angle esti-
mation achieves a precision of 10−6 degrees.

Furthermore, before Fourier transforming the LSF for calculating the SFR, in
SAFARILAB , a zero padding has been added to the LSF. Its size is four times the
original ESF length, before oversampling. This operation increase the resolution
in the spatial frequency domain.

Two additional options have been implemented in SAFARILAB for reducing
the noise that affects the measurements. They have been introduced in the algo-
rithm as shown schematically in red in Fig. 1.7. According to option A, the overall
SFR is obtained by averaging a number of SFRs. Each of them is calculated by an
acquired image. This allows to increase the measurement robustness. On the
other hand, in option B, the SFR comes from the elaboration of an image, aver-
age of several images. In this way the measurement uncertainty can be reduced.
Sec. 1.3.3 presents the results obtained using these two options individually or
together.

In the following, the physical realization of the set-up for using SAFARILAB
will be described.
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For k=1:N, Image(k)

N images acquisition 

If k≠N, k++

SFR = N SFRs average 

Calculation of the oversampled ESF

Selection of Region Of Interest

Determination of the Edge Slope

Calculation of the LSF

Calculation of the SFR(k)

Image = N images average

SFR 

N images acquisition 

Calculation of the oversampled ESF

Selection of Region Of Interest

Determination of the Edge Slope

Calculation of the LSF

Calculation of the SFR

OPTION A OPTION B

Figure 1.7: SAFARILAB options to reduce the noise.

1.2.3 SAFARILAB set-up

The SAFARILAB set-up is schematically shown in Fig. 1.8 and consists of an in-
coherent source (integrating sphere) with a slanted edge mask positioned on its
exit port. The lens and the CCD camera are placed in front of it. The CCD camera
output is connected to the Personal Computer (PC) making the measurements.

The arrangement of the set-up agrees with the slanted edge measurement
technique as described by the reference standard.

The building blocks of the set-up are:

Source : The incoherent source is made by a LED emitting at the desired wave-
length, to control the input source spectrum, and an “Integrating sphere”,
providing uniform illumination of the target. Sometimes, for better illumi-
nation uniformity, two (or more) integrating spheres can be cascaded be-
tween the source (overall input port) and the mask (overall output port). In
Fig. 1.9 (a) a picture of the Integrating spheres used in the experiments is
shown.

Mask : The needed mask is very simple in shape: a slanted edge. In particular, a
transmissive mask is used. It is a custom-designed photolithographic mask
with very high print quality having feature size as small as 10µm. The target
pattern has a usable surface of 25mm× 25mm, A picture of the slanted edge
mask is shown in Fig. 1.9 (b). It includes alignment lines and features having
known dimensions to evaluate the resolution of the image.
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Figure 1.8: Set-up schematic

(a) (b)

Figure 1.9: Combination of Integrating spheres used for the measurements (a)
and picture of the slanted edge mask (b).

Lens and Camera : The lens is the DUT (Device Under Test) of the set-up. The
camera can be included in the DUT when the overall SFR response must be
determined, including not only optical effects, but also others such as pixel
size, electrical noise, etc.

In the following sections the results of the tests done on SAFARILAB using
the set-up just described will be presented.

1.3 SAFARILAB performance

For checking the SAFARILAB performance, several tests have been done. SA-
FARILAB has been compared with other available software, firstly elaborating
synthetic images, secondly real images. Further tests have been done to charac-
terize the SAFARILAB noise robustness and the measurement repeatability. Fi-
nally, the agreement between calculated and measured performance of the optical
devices under test has been checked.
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1.3.1 Results on synthetic images

To check if the SAFARILAB package works correctly, it has been compared with
other existing tools available for free (IMAGEJ) or commercially (IMATEST). The
first step of this comparison is a test on synthetic images with an analytically
known SFR. The generation of a synthetic image requires to chose a function
similar to a ESF, with an analytical solutions for its derivative (LSF), and for the
Fourier transform of its derivative (SFR). Among the possible functions with an
ESF shape, the one chosen to generate the synthetic images is the arctangent since
it fulfills all the necessary conditions:

• it has the same qualitative shape of a real slanted edge;

• the analytical formula of the convolution between the function and a rect-
angular window (with this operation the finite pixel size influence is simu-
lated) exists (ESF):

arctan(x)?rect
( x
T

)
=

∫ ∞
−∞

arctan(x− τ) rect
( τ
T

)
dτ =

=

∫ T
2

−T
2

arctan(x− τ) dτ =

=−
[
x−T

2

]
arctan

[
x−T

2

]
+

[
x+

T

2

]
arctan

[
x+

T

2

]
+

+
1

2
ln

[(
x−T

2

)2

+1

]
− 1

2
ln

[(
x+

T

2

)2

+1

]
, (1.10)

where T is the rectangular window size.

• the analytical formula of the convolution derivative exists (LSF):

d

dx

[
arctan(x) ? rect

( x
T

)]
=

1

x2 + 1
? rect

( x
T

)
(1.11)

• the analytical expression of the Fourier transform F of (1.11) exists (SFR):

F
{

1

x2 + 1
? rect

( x
T

)}
= π e−|2πf | · sinc(fT ). (1.12)

The synthetic images where created using the arctangent function filtered by
a rectangular window. To test the different packages in realistic situations, shot
noise has been added to the images, having different degrees of contrast. It is
simulated changing the dynamic range of the image. Full (0-255) and reduced
(30-220) dynamic ranges have been considered.
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Figure 1.10: Test with synthetic noisy images with ranges 0-255 (a) (c) and 30-220
(b) (d). Upper figures with linear scale, lower with logarithmic one.

The results are shown in Fig. 1.10, where the frequency axis is normalized, as
in the whole thesis, to the Nyquist frequency. Noise addition produces oscilla-
tions, evidenced in figures with logarithmic scale, in the SFRs calculated by all
three softwares. Nevertheless, all these SFRs are comparable to the theoretical
curve. It can be noted that SAFARILAB (without averaging options) and IMAT-
EST have the same behavior, while IMAGEJ presents different oscillations. This
trend will be evidenced also in the experimental tests.

1.3.2 Results on real images

Tests were then done on experimentally measured images. The set-up is the one
described in Sec. 1.2.3. The camera is made by the optical system to be evaluated,
the CCD sensor and the related electronics.

The SFR results obtained testing the softwares with images captured at dis-
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Figure 1.11: SFR obtained with experimental images taken at 115 mm (a) and 190
mm (b) from the target.

tances between the camera and the object of 115 mm and 190 mm are shown re-
spectively in Fig. 1.11 (a) and (b). Results obtained using SAFARILAB , without
noise filtering options, and IMATEST are similar, while the IMAGEJ SFR is below
the other two curves. Although all the software follow the standard, different
implementations led to slightly different results. In spite of this, one can note that
SAFARILAB provides results comparable to those of existing packages.

1.3.3 Noise test

To evaluate the SAFARILAB noise robustness, several measurements have been
done using a camera that allows to control the SNR by setting the gain and the
exposure time. The SNR is defined as the difference between the mean value
of the intensities detected in an area belonging to the white part of the ROI and
the one evaluated in the black part, over the standard deviation of the values of
the white region. In the following the results obtained using SAFARILAB with
option A or B and A together are shown. These combinations of options are
chosen as example, but it is possible to combine them as desired.

During the first test, the camera has been put at 60 mm from the target, setting
gain to 1 and the exposure time to 32 ms, and 50 images have been captured. For
each of them, the SFR has been calculated. In order to filter the noise, using option
A of SAFARILAB , the 50 SFRs have been averaged and the standard deviation σ
has been calculated.

Fig. 1.12 (a) shows the test results obtained using option A. They demonstrates
the noise robustness of this method. The uncertainty range±3σ is as small as 0.03.

Fig. 1.12 (b) shows the test results obtained using the cascade of SAFARILAB
option B and A. Each of the 50 images have been created as the average of other
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Figure 1.12: First test at 60 mm from the target, gain = 1, exposure time = 32 ms.
Results found using SAFARILAB option A (a) and option B + A (b).

16 ones (option B), before calculating each of the 50 SFRs to be averaged (option
A). Averaging the images, the uncertainty range is lower than in Fig. 1.12 (a). The
maximum value of 3σ is now 0.009. Thanks to this further filtering operation the
uncertainty has been reduced by about 1/3.

In the second test, the same distance from the target and the same image con-
trast have been kept. The SNR have been decreased setting the gain to 4 and the
exposure time to 8 ms. Fig. 1.13 reports the SFR measured using SAFARILAB
option A (a) and option B + A (b). The uncertainty range is almost twice that of
the previous test.

In a third test, the detector has been placed at 200 mm from the target with
gain set to 1 and exposure time set to 32 ms, the better case between first and
second tests. In Fig. 1.14 the results of this test are shown. In this case, the value
of 3σ varies from about 0.03 to 0.02.

In conclusion, the SFR averaging operation (option A) and the image averag-
ing operation (option B) reduce the effects of noise, as expected.

1.3.4 Measured vs designed results

An important step in the validation of the developed software is the comparison
between the measured and designed results. Since the measured SFR includes
not only the effect of the optics but also those of the electronic part of the system,
before comparing the results it is important to include these contributions in the
designed SFRs (or to deconvolve them from the measured ones).

To describe the system performance, the minimum resolution R has been cal-
culated. R is inversely proportional to the spatial frequency at which the SFR
reaches a threshold value (typically under 30% of its maximum depending on
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Figure 1.13: Second test at 60 mm from the target, gain = 4, exposure time = 8 ms.
Results found using SAFARILAB option A (a) and option B + A (b).
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Figure 1.14: Third test at 200 mm from the target, gain = 1, exposure time =32 ms.
Results found using SAFARILAB option A (a) and option B + A (b).
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system requirements). The minimum resolution is found as a function of the ob-
ject distance according to:

R =
1

2 fthM
(1.13)

where fth is the limit frequency to obtain the threshold value of the SFR and M is
the system magnification depending on the object distance.

The overall SFR of a known system (a lens triplet) has been measured for a
range of camera-target distances of 200mm. The MTF of the lens is calculated for
the same distances using ZEMAXr . Finally, the effect of the detector finite pixel
size is included multiplying the MTFs of the lens by the footprint MTF (Eq. (1.7)).

For each SFR, MTF (optics) and MTF (optics with sensor), the resolution R is
calculated for a defined threshold. Figure 1.15 shows the resolution expressed in
mils (1mils = 0.0254mm) as a function of the camera-target distance. The mea-
sured resolution of the camera (red curve) is compared to that of the lens (cyan
curve) and to that of the system composed by the lens and the sensor (blue curve).
The measured resolution is calculated by averaging 20 SFRs, using SAFARILAB
option A, and the relevant uncertainty bars are also reported. The curve that rep-
resents the lens and the sensor system is just within the error bars of the measured
resolution curve, thus confirming the quality of the results.

min max

[m
ils

]

Figure 1.15: Comparison between performances of real system, only lens and lens
plus sensor.

1.4 Conclusion

After having defined the system performance parameter and how to measure it,
the realization of the tool named SAFARILAB has been described. It evaluates the
Spatial Frequency Response of an optical system complying with the ISO 12233
standard, the reference standard for this kind of measurements.



1.4 Conclusion 27

Its performance has been successfully compared with those of other available
software dedicated to this task. An experimental set-up has also been realized to
perform the measurements and the results show excellent behavior in terms of
repeatability and ability to filter out random noise effects, thanks to the options
added to SAFARILAB .

Finally, the tool has been used to compare the measured optical SFR and that
designed with ZEMAXr . This verification is an essential step to validate the
whole optical system design process.

In the next chapters SAFARILAB will be used extensively for the characteri-
zation of optical imaging system performance.
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2

Imaging System Design: Optical
level

In this chapter, a tool, named Optical Level OptiMization (OLOM ) tool, will be
described. It works only at the optical level of the system, ignoring the effects
of the other parts. This tool, working together with the ZEMAXr optimization
engine, allows to set constraints on the MTFs following required specifications.

For testing and validating the whole design tool, a Cubic Phase Mask (CPM)
system has been used. It is an Extended Depth Of Focus (EDoF) system, suitable
for Auto ID applications. The reasons of this choice will be presented in Sec. 2.1,
after a literature review.

After the detailed descripion of OLOM tool (Sec. 2.2), in Sec. 2.3 the design of
the system with CPM will be described.

Finally the realization (Sec. 2.4) and characterization (Sec. 2.4) of the designed
CPM system will be presented. The performance of the imaging system will be
calculated using SAFARILAB (previously described in Ch. 1), in order to demon-
strate the agreement between the measured and the expected results and to eval-
uate the contributions given by OLOM .

2.1 Imaging system choice

A common way to extend the DoF of a system is the autofocus method. Aut-
ofocus systems are provided by a motor which automatically adjusts the focus.
Even if these systems have the potential to extend the DoF, the presence of mo-
bile parts and the low response speed are not suitable for Auto ID and portable
applications.

For this reason, solutions for EDoF without mobile parts proposed in the lit-
erature, have been considered. In the following advantages and disadvantages
of these solutions will be presented, analyzing which of them could be not only
suitable for extending an imaging system DoF, but also for testing and validating
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OLOM tool.

2.1.1 Special Shape Lenses

Solutions with Special Shape Lenses have been considered first. Conceptually, a
way to have an EDoF is to assemble many lenses in a single one, making adjacent
radial regions with different focal lengths. Each lens has a different focal distance.
At that particular distance all the other lenses produce defocused images, with no
or negligible effect on the final result. So the final DoF comes from the total con-
tribution of the various lenses. The simplest case of these lenses is the one with
conic shape, the so called axicon [15, 16] or linear axicon or Annular Linear Axicon,
ALA. If the focal length is set controlling the lens shape not along the radius but
along the azimuth angle, the so called Light Sword Optical Element (LSOE) can be
generated [17–20].

Comparisons among axicons and LSOEs show that imaging systems based on
axicons transfer a wide range of nonzero spatial frequencies with a small contrast.
LSOEs, on the contrary, allow a much larger amount of the incident energy of
light in the main maximum, providing images with better contrast. Though the
central nonzero domain of the MTF of LSOEs is smaller than the axicon one, its
values are higher within this range.

One can conclude that axicons perform better if digital processing to restore
the final image is allowed, while LSOE look better for real-time imaging with
extended depth of focus. On the other hand, the DoF extension demonstrated by
both of them is in the order of the centimeters, which may not be enough for the
devices developed in this work.

Another type of Special Shape Lenses is the Photon Sieve, a modified Fresnel
Lens with holes rather than annular sections as apertures. It was proposed in [21]
to focus soft x-rays for imaging. This lens is not suitable for imaging system, in
which it is important to maximize the system light transmission.

2.1.2 Lens Multiplexing

Secondly, solutions based on Lens Multiplexing have been considered. They are
based on the idea of mixing different lenses to increase the overall DoF and have
been realized in different ways.

In [22], Iemmi and coworkers proposed to combine several diffractive lenses
with different focal lengths spatially multiplexing them in a random scheme onto
the single final lens. After designing a number of lenses with different focal
lengths and having partitioned them in subparts, the final lens was composed
assigning to each subpart the corresponding one of a randomly chosen lens of
the original set, to reduce transversal sidelobes of the lens PSF [23]. EDoF comes
from the combined effect of many different elementary lenses on the axial irradi-
ance distributions.
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In Furlan [24], the multiplexing approach is used to modify a Fresnel lens
into a Fractal Zone Plate (FraZP) in order to reduce the high chromatic aberra-
tion that affects Fresnel lens systems. In presence of polychromatic light in the
visible range, the FraZP produces a sequence of subsidiary foci around each ma-
jor focus following the fractal structure of the FraZP itself. These subsidiary foci
provide an extended depth of focus for each wavelength that partially overlaps
with the other ones, creating an overall extended depth of focus that is less sensi-
tive to chromatic aberration. However in imaging applications, it is important to
maximize transmission of the mask, which makes zone plates not suitable.

The idea of spatially multiplexing lenses led also to the so called Compos-
ite Phase Masks (CoPM). Many small Fresnel Lenses with slightly different focal
lengths are superimposed to a larger Fresnel lens and locally correct the focal
distance of the larger Fresnel lens. The CoPM were developed by the group of
Zalevsky [25, 26], by physically mixing many lenses into one. CoPM lenses ap-
pear complicated to be implemented in a general environment, where cost and
robustness are primary issues. Moreover, there are no published results concern-
ing the comparison between experimental and simulated data, which would help
in understanding the advantage of this implementation with respect to possible
different ones.

2.1.3 Wavefront Coding

The two approaches illustrated so far operate on the phase front of the optical
beam so that the detected image has a spot which does not change for a large ex-
cursion in the longitudinal direction. A quite different approach can be however
followed. As anticipated in Sec. 1.1, if the whole system can be considered linear
and can then be described by its transfer function, it is possible to integrate the
design of the optical part with that of the final transducer. System linearity allows
to split the overall system transfer function in subparts the product of which is
always the desired one. So, if one deliberately introduces a known distortion in
the phase front of the incoming beam, such a distortion can be removed with a
suitable filter later on. The advantage of this way of working is that, if this dis-
tortion is larger than that due to the expected diffraction, a single digital filter,
adapted to the introduced predistortion, can be used to deconvolve the image
and reconstruct it. Such a procedure is known as “Wavefront Coding” (WFC).

The system sketch shown in Fig. 2.1 evidences the predistortion Phase Mask
in the Optical Subsystem block and the inverse filter implemented in the signal
processing block of the final electronic subsystem.

In [3], the shape of a Phase Mask that satisfies an EDoF condition, has been
found from the study of the Ambiguity Function [27–29], seen as the system OTF
developed in the spatial frequency domain [3, 30–32].

The phase profile obtained applying EDoF constraints and the stationary phase
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Figure 2.1: System sketch when Wavefront coding is considered.

Figure 2.2: Transfer function of a digital filter to deconvolve CPM distortion ef-
fects. From [3].

approximation to the Ambiguity Function in the spatial frequency domain is cu-
bic [3], and it can be described by the equation:

f(x, y) = α(x3 + y3), (2.1)

where α is the Cubic Phase Mask (CPM) parameter to be optimized.
The characteristics of the filter used in the digital elaboration of the acquired

image to deconvolve the effects of the CPM come from a least square optimization
of various PSF calculated for different defocus values. An example of the filter
is shown in Fig. 2.2. It is smooth and takes advantage of the lack of zeroes in
the OTF in the spectral region of interest. It has unitary value in the origin and
amplifies components at higher spatial frequencies to improve the contrast of the
reconstructed image.

Recently there has been renewed interest in the analytical study of the per-
formance of an optical system with a CPM. A simplified expression has been
proposed [33] for the MTF of a diffraction-limited optical system having a CPM
and subject only to defocus. The approximated expression of MTF is employed
to find the optimal configuration for imaging tasks [34]: the optimal cubic co-
efficient and the image plane distance are expressed in simple closed forms as
functions of the considered distance range, the aperture size and the focal length
of the diffraction-limited optical system.
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It is also possible, applying the stationary phase method in the spatial co-
ordinate system, to find another solution in an analytical way, stating that the
phase mask has in this case a logarithmic distribution (Logarithmic Phase Mask,
LPM [35, 36]).

Furthermore, after the seminal work published in [37], Robinson and cowork-
ers [4,38,39] have proposed the introduction of a quartic contribution in a system
to achieve EDoF (Quartic Phase Mask, QPM). They have also discussed the prob-
lem of using a joint optimization of the optical and electronic parts of the system
to obtain a better design.

Other different kinds of Phase Masks have been proposed in the last years.
Their common feature is that they come heuristically from the optimization of
some parameters of particular phase distributions (exponential [40], polynomial
[41], rational [42, 43], freeform [44], cubic sinusoidal [45], sinusoidal [46] etc. ).
While, for CPM and LPM, the function shape was the result of a theoretical ap-
proach, in the other cases the phase function shape is a-priori chosen and param-
eters are optimized according to some criteria.

2.1.4 EDoF solutions choice

On the whole, WFC based systems appears to have the best performance of the
optical system and the best overall EDoF potential (by including electronic post
processing).

Among all the proposed phase masks for WFC, the ones with cubic (CPM) and
quartic (QPM) profiles (f(ρ, θ) = αρ4) has been deeply studied. The advantages
and disadvantages of using these EDoF solutions for validating the tools that
provide an optimization at optical level (OLOM ) and at system level (SLALOM
, Ch. 3) have been investigated. They are presented in the following.

First of all, the way CPM and QPM are introduced into an optical system is
different. The cubic one requires the use of a phase mask. On the other hand,
a quartic contribution can be generated through an optimized use of the spher-
ical aberration, a fourth order aberration and an intrinsic feature of any optical
system. This results in having a simpler realization.

Secondly, the behavior of the MTF in the two cases presents some differences.
Fig. 2.3 shows the MTF with respect to the object distance zo considering only a
simple paraxial lens. Without aberrations, the MTF is very sensitive to the object
position and halves the optical bandwidth at 20mm out of focus (zo = 60mm).

With the introduction of the two aberrations, the MTFs do not depend on
longitudinal distance of the original optical system, though in a different way.
When cubic aberration is present, the MTF has a large degree of invariance over
the whole distance range (zo from 60 to 150mm), but also shows lower values.
The cubic aberration results in non-rotationally symmetric MTF: at 45◦ the MTF
is on average half of that at 0◦. The MTF of the system with quartic (spherical)
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Figure 2.3: MTF of the optical system without phase mask (blue curves), with
cubic mask (red curves) and with quartic phase mask (green curves) at object
distance zo (a) 60mm, (b) 80mm, (c) 100mm, (d) 150mm.
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aberration lies between the MTF of the system with cubic aberration at 0◦ and that
at 45◦. Also, it has smaller bandwidth and less invariance with object distance.

Fig. 2.4 shows the PSF of the three systems at object distance zo = 150mm. It
is chosen this distance because it is the worst case for the system without phase
mask and it is more visible the contribution given by CPM and QPM. Using them
the system behavior doesn’t change for different distances. Note the system with
cubic aberration has a PSF with large asymmetry.

(a) (b) (c)

Figure 2.4: PSF of the optical system at zo = 150mm: (a) without phase mask, (b)
with cubic mask and (c) with quartic mask.

Fig. 2.5 shows the images created by the three optical system evaluated as the
convolution of the image in Fig. 2.5(a) and the PSF of Fig. 2.4. In the case of cubic
aberration, the details along the lobe directions of the PSF are lost, whereas, for
the other two systems, the images appear very similar.

One can conclude that both the cubic and quartic (spherical) aberrations lead
to MTFs which can satisfy the criterion of being longitudinally invariant.

For CPM, the post processing is a critical part, because it needs to create an
ad-hoc filter as shown in Fig. 2.2, while for QPM it is possible to use conventional
image enhancing techniques, because its PSF is similar to the one of a lens without
masks.

In conclusion, the CPM solution has been chosen for testing and validating
the OLOM tool, because it is the type of mask that has the most solid theoretical
bases, resulting from calculations based on the Ambiguity Function. Further-
more, thanks to Bagheri studies, it is possible to perform very fast calculations,
using analytical formulas and not digital elaborations. OLOM tool has been used
for optimizing the CPM α parameter to achieve EDoF required specifications, ig-
noring the post-processing phase.

On the other hand, spherical aberration (or QPM) EDoF solution has been
chosen for testing and validating SLALOM tool, because, thanks to its circularly
symmetric PSF, it allows the use of a conventional post-processing. Therefore,
it is possible to be concentrated only on the optimization tool implemented at
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(a) (b)

(c) (d)

Figure 2.5: (a) Original image and images created by the optical system (b) with-
out phase mask, (c) with cubic mask and (d) with quartic mask at zo = 150mm.
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system level, using a conventional filter in the post-processing and not on the
construction of an ad-hoc one.

In the next sections, OLOM will be described and its application to a CPM
system will be presented, while the optimization of a spherical aberration system
using SLALOM will be illustrated in Ch. 3.

2.2 Optical Level OptiMization (OLOM ) tool

In this section, the features of the OLOM tool will be detailed. It is an algorithm
able to optimize the starting design at an optical level, using the optimization
engine of ZEMAXr . Optical level means that optimization is just of the optical
part, ignoring the other parts of the system (detector, noise, post-processing etc.).

OLOM allows to integrate the constraints typical of wavefront coding systems
into the Merit Function (MF) of ZEMAXr [36].

As said in Sec. 2.1.3, the advantage of WFC systems is that the OTFs (and
consequently the MTFs) do not depend on the defocus parameter. This means
that the MTFs at different distances are invariant.

The optimization, focused on increasing the extension of DoF made by the
invariant MTFs, is divided in two phases. Firstly, the difference between the
in-focus MTF and all the MTFs at the defocused planes taken into account are
minimized. This allows to have the MTFs as invariant as possible on the de-
sired planes. Secondly, in order to have the in-focus MTF as high as possible, the
difference between it and the in-focus diffraction limited function is minimized.
Therefore the final result of the optimization should be a system with the highest
value of the MTF as invariant with defocus as possible. The two minimizations
can be defined as follows:

arg min
p

(
MTF focus(f)−MTF

(k)
defocus(f)

)
, (2.2)

arg min
p

(MTF diff−lim(f)−MTF focus(f)) , (2.3)

where p is the group of parameters to be optimized, MTF focus is the in-focus
MTF, MTF

(k)
defocus is one of the K out of focus MTFs considered with k = 1...K

and MTF diff−lim is the diffraction limited MTF evaluated on the in-focus plane.
It can be calculated as [13]:

MTF diff−lim(f) =
2

π

cos−1

(
f

fcutoff

)
−

(
f

fcutoff

)√√√√1−

(
f

fcutoff

)2
 ,

(2.4)
where fcutoff = 1/(λ · (F/#)) is the cutoff frequency, product of the chosen wave-
length and of the system F-number.
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The optimization process in ZEMAXr works minimizing the MF, a numerical
representation of how closely an optical system meets a specified set of goals. For
setting a MF in ZEMAXr , it is possible to use a list of operands which individually
represent different constraints or goals for the system. The construction of the
MF is the most critical step to achieve the required specifications. Once the merit
function is complete, the optimization algorithm in ZEMAXr will attempt to make
its value as small as possible.

The MF used by OLOM follows the criteria explained by Eqs. (2.2) and (2.3),
calculated for different values of four parameters: frequency, field, wavelength
and object distance.

In table 2.1, an example of one MTF constraint construction referring to the
Eq. (2.2) is shown. For example Wave=1 or Field=1 mean that it is considered the
first wavelength or the first field defined by the user. The steps shown in table

#: Oper Cfg # - - - - -
1: CONF 1 - - - - -
#: Oper Wave Field Freq - - Value
2: MTFA 1 1 f1 - - 0.9
#: Oper Cfg # - - - - -
3: CONF 2 - - - - -
#: Oper Wave Field Freq - - Value
4: MTFA 1 1 f1 - - 0.8
#: Oper OP#1 OP#2 - Target Weight Value
5: DIFF 2 4 - 0 1 0.1

Table 2.1: Example of a MTF constraint referring to the Eq. (2.2).

are:

1. set of the configuration 1 (it represents the in-focus plane);

2. extraction of the MTF value (0.9 in the example) for the first field, the first
wavelength and the frequency f1;

3. set of the configuration 2 (it represents one of the defocused planes);

4. extraction of the MTF value (0.8 in the example) for the same field, wave-
length and frequency used before;

5. difference of the two MTF values identified by the operand number. The
target value for this difference is equal to 0 and the weight is set to 1.

In the example of table 2.1 the MTFA operand is used: it returns the average
value between the tangential MTF and the sagittal MTF one for the specified field,
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wavelength and frequency. It is also possible to directly use MTFT and MTFS to
extract the tangential and sagittal MTF separately.

The implementation of Eq. (2.3) is similar to the previously described one. The
only difference is that the MTF values are evaluated on the same configuration
corresponding to the in-focus plane. The diffraction limited MTF, also named
geometrical MTF, can be asked to ZEMAXr using the operand GMTA. However,
for simplifying the implementation, it has been calculated using Eq. (2.4) directly
in MATLABr during the MF generation. An example of the MTF constraints
referring to Eq. (2.4) is written in table 2.2, considering the first configuration as
the one referring to the in-focus plane.

#: Oper Cfg # - - - - -
1: CONF 1 - - - - -
#: Oper Wave Field Freq Target Weight Value
2: MTFA 1 1 f1 0.93 1 0.9

Table 2.2: Example of a MTF constraint referring to the Eq. (2.3).

Since the combinations of the considered variables are usually a lot, the MF is
automatically generated by a MATLABr script and then loaded in the ZEMAXr

MF editor. In particular, wavelengths and fields are directly set in ZEMAXr ,
whereas frequences and object distances depend on the specifications required
by the considered application.

In the following a possible example is presented, considering a particular
Auto ID application that requires EDoF: the barcode reader system.

For barcode identification applications, the goal is to correctly read the differ-
ent types of barcodes when they are positioned in a specific range of distances
from the reader. The barcode types are characterized by their resolution, i.e. the
minimum module size (thinnest bar, module, for 1D barcode as shown in Fig. 2.6
(a) and smallest element for 2D barcode), expressed in mils.

A barcode located at a distance z from the imaging system is readable if the
MTF calculated at fres is greater than a specific threshold, usually set under 30%
(see Fig. 2.6 (b)). The frequency fres is calculated as:

fres =
1

2rmm

· 1

M(z)
, (2.5)

where rmm is the spatial resolution in mm and M is the system magnification,
dependent on the distance z.

An example of specifications is shown in table 2.3. In the first column there
are the barcode resolutions in mils and in the others the minimum and maximum
distances that specify the desired readable range.

The frequencies and the planes to be used in the optimization are the mini-
mum and maximum distances and the fres frequencies.
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Figure 2.6: (a) Example of the minimum module size of a barcode. (b) Represen-
tation of an MTF specification.

Resolution [mils] Dist. min [mm] Dist. max [mm]
... ... ...

Table 2.3: Example of a specifications table.

In the next section, the use of OLOM will be demonstrated, considering the
optimization of a CPM system.

2.3 CPM system Design using OLOM

In Sec. 2.1 different types of phase masks, each designed to allow EDoF, have
been reviewed. After the literature analysis, the CPM solution for EDoF has been
chosen. It is the type of mask that has the most solid theoretical bases, resulting
from the optimization of the MTF.

The CPM system to be designed is made by joining a CPM to an existing
lens, referred to as original lens, previously optimized. The goal is to validate
the OLOM tool for the optimization of the CPM, without starting from scratch
designing a totally new system.

Before the optimization of the system, the best position to put the CPM with
respect to the original lens has been chosen.

According to the theory, the CPM is to be placed at the exit pupil plane of the
lens. The exit pupil is a virtual aperture image of the aperture stop and only rays
which pass through it can exit the system.

In the original lens, the exit pupil plane is before the first surface and is there-
fore a virtual plane. Note, however, that in such lens the first surface is the stop.
Since the exit pupil and the stop plane are conjugated planes, their wavefront
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Figure 2.7: Scheme of the system including the CPM.

Resolution [mils] Dist. Min [mm] Dist. Max [mm]
13 20 500
20 20 780
40 20 1500

Table 2.4: Specifications on the required resolution capability of the optical system
at the object plane.

aberrations are proportional. Thanks to this relationship it is possible to obtain
the required phase distortion on the exit pupil placing a scaled phase mask di-
rectly on the stop plane.

After having chosen to place the phase mask at the stop of the original lens,
the system to be optimized results as schematically shown in Fig. 2.7. In the
following, the optimization of this system will be presented.

2.3.1 Optimization

The variables to be optimized are: α, the only CPM parameter (cubic phase:
f(x, y) = α(x3 + y3)), and Back Focal Length (BFL), the distance between the
last original lens surface and the sensor plane.

The required specifications for this CPM system are expressed in terms of the
desired DoF extension for a barcode reader, used as an example of application.

A part of the system requirements for low resolutions are listed in table 2.4.
The distances listed in the table are between the object position and the nose of
the reader. This is a convention used for the barcode readers.

Therefore, the optimization process looks for the value of α and BFL that can
guarantee the performance described in table 2.4. The required MTF thresholds
are not listed in the table because they are specific for the type of application.

In order to construct the MF, OLOM described in 2.2 has been used. It allows
on one hand to minimize the difference between the in-focus MTF and the defo-
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cus ones. On the other hand also the difference between the in-focus MTF and
the corresponding diffraction limited is minimized.

Since the number of constraints depends on the frequencies where these dif-
ferences are evaluated, it is important to choose the lowest possible number of
spatial frequencies in order to minimize the CPU time.

To determine these spatial frequencies, the data shown in table 2.4 have been
used. Frequencies have been calculated according to Eq. 2.5, reported here for
simplicity:

fres =
1

2rmm
· 1

M(z)
.

M is the system magnification, expressed as function of z and calculated as:

1

M(z)
= γ · z + δ,

being γ and δ coefficients obtained from a linear regression on about ten couples
[1/M, z] resulting from the original lens design.

This led to 6 spatial frequencies, one for each distance and resolution. These
frequencies can be anyway reduced to 4 in the optimization process. This was
done simply considering only the more stringent requirement and the relevant
spatial frequency when, at the same distance, different resolutions are required.

The total number of MTF to be evaluated at these frequencies is given by the
product of:

• the number of the considered object distances (including also the focal dis-
tance of the original lens);

• the number of the design wavelengths;

• the number of the fields considered to evaluate the system performance.

Finally, the tangential and sagittal MTFs have been considered separately.
The optimization led to α = −0.035 as the optimal value of the CPM coeffi-

cient and BFL = 4.571mm . In the following, the results obtained thanks to this
optimization will be shown.

2.3.2 Optimization results

In this section, the performance of the CPM system is compared to the one of the
original lens. This allows to evaluate not only the ability of CPM to extend the
DoF, but also to validate the implemented optimization.

The figures, in the following, show the range, minimum and maximum dis-
tances in mm, where a given barcode, represented by its resolution in mils, can be
successfully read (i.e. when the MTF threshold is achieved).



2.4 CPM system realization 43

FIELDS

on CCD
surface

Figure 2.8: Fields on the CCD surface.

Fig. 2.9 refers to the tangential field, while Fig. 2.10 refers to the sagittal field.
Fig. 2.11 summarizes these results, presenting the overall lens performance, i.e.
the worst case between the tangential and the sagittal ones. In all the plots, for
each barcode resolution (13, 20 and 40mils), 7 results are reported. They are la-
beled by the relevant FoV: the central one, the two vertical ones, the two horizon-
tal ones and the two diagonal ones. They are shown in the label that represents
the fields on the CCD surface as scketched in Fig. 2.8.

As one can see, for the lens without the CPM, results are the same for positive
and negative values of the field because the original lens has a symmetric PSF.
They differ when the CPM is included because the system PSF becomes asym-
metric.

Even if not all the specifications listed in Tab. 2.4 are achieved, the CPM op-
timized using OLOM tool shows an improvement in terms of DoF especially for
the central field and for low resolutions (40mils) and high resolutions, which have
been analyzed but are not reported here.

In the next sections, the realization of this CPM system and its characterization
will be shown.

2.4 CPM system realization

After an analysis of the production capability of phase mask suppliers, the Nanocomp
company have been chosen.

The process used for the CPM fabrication is direct etching to glass.
After choosing the fabrication process, it is important to verify its require-

ments and limitations. In this case they are the bulk thickness and the total height
of the cubic shape. The CPM design is able to satisfy both of them.

Moreover, Nanocomp fabrication has a tolerance on the etch depth: they de-
clare±300nm at the depth of 3µm, scaling proportionally to the depth. Therefore,
it is important to do a tolerance analysis of the phase mask.
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Figure 2.9: DOF on the tangential plane for the lens: (a) without CPM; (b) with
CPM (α = −0.035).
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Figure 2.10: DOF on the sagittal plane for the lens: (a) without CPM; (b) with
CPM (α = −0.035).
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Figure 2.11: Overall DOF for the lens: (a) without CPM; (b) with CPM (α =
−0.035).
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Figure 2.12: CPM with exact α (red) and α± tol (blue and black). D represents the
CPM diameter.

2.4.1 Fabrication tolerance analysis

For evaluating the tolerances of the phase mask, the performance of two systems
with a phase mask profile calculated adding and subtracting the fabrication tol-
erance, has been studied. Fig. 2.12 shows the mask profiles computed with the
two maximum deviations from the ideal profile. The effect of these fabrication
errors on the lens performance are shown in Fig. 2.13 and Fig. 2.14. Fig. 2.13 re-
ports the results for a positive error (α + tol = −0.0385) compared to the exact
case (α = −0.035), while Fig. 2.14 reports results for a maximum negative error
(α−tol = −0.0315) and the exact solution. The achieved DoF is on average 5%-9%
different with respect to the one obtained with the nominal value of α.

All three cases have been fabricated. In the following, their features will be
described.

2.4.2 Fabricated samples characterization

In this section, the characteristics of the phase masks that NanoComp has fabri-
cated and their profilometric and optical characterization will be described.

The complete pattern, defined on the whole substrate, is made out of nine
sample-patterns arranged in 3 × 3 matrix array. Three different patterns are fab-
ricated, having three values of α: 0.0385, 0.035, 0.0315. The different sample-
patterns are referred to as SP1, SP2, SP3. In the matrix array, the SP1, SP2 and
SP3 are repeated three times each. The cubic-etched area is connected to the non-
etched region by an annulus having width of 50µm. The etch depth in this re-
laxation region is constant along each radius and is equal to the cubic etch depth
at the edge of the circle. Each phase mask is surrounded by four markers. The
marker patterns are shown in Fig. 2.15. They are gratings arranged in the shape
of a cross. The gratings have 4µm period, 50% duty cycle and 100µm width. The
overall size of the cross is 500µm× 500µm.
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Figure 2.13: Overall DOF of the CPM system designed with: (a) α+tol = −0.0385;
(b) α = −0.035.
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Figure 2.14: Overall DOF of the CPM system designed with: (a) α−tol = −0.0315;
(b) α = −0.035.
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Figure 2.15: Color map representing the etching depth of the cross gratings.

Figure 2.16: Picture of a phase mask sample

Fig. 2.16 shows a picture of a phase mask sample. In Fig. 2.17(a) the phase
mask picture and the same phase mask surrounded by four alignment crosses,
both taken by the microscope are shown.

Profilometric characterization

The real depth profile of all fabricated samples was characterized by NanoComp
using a profilometer. The experimental depth curve along the horizontal direc-
tion (y = 0) is shown in Fig. 2.18 together with the nominal profile lines for three
phase masks (one for each type): the optimal profile (type A) is shown in (a) as
a continuous blue line, the optimal profile plus tolerance (type B) is indicated by
the dashed black line (see (b)) and the optimal profile minus tolerance (type C) is
indicated by the dashed red line (see (c)). The agreement between expected and
obtained results is very good demonstrating the accuracy of the technological
processes. After having verified the CPM features, their optical characterization
will be presented.

Optical characterization

In order to test the behavior of the phase mask samples, the pattern that they
project when illuminated by a coherent laser beam has been considered. In the
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(a) (b)

Figure 2.17: A phase mask with the alignment crosses.

(a) (b)

(c)

Figure 2.18: Characterized etched depth of masks: (a) the optimal profile, (b) the
optimal profile plus tolerance, (c) the optimal profile minus tolerance.
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Figure 2.19: Sketch of the experimental set-up for evaluation of the PSF of the
phase mask.

Figure 2.20: Measured intensity of the laser beam impinging on the phase mask.

following the results of this experiment will be presented.
The experimental set-up consisted in a He-Ne laser (λ = 633nm) illuminating

the CPM; the beam exiting the CPM is imaged by a CCD sensor (240× 240 pixels,
pixel size 16.6µm) placed at 500mm from the PM itself. The experimental set-up
is sketched in Fig. 2.19.

The basic idea behind the experiment is that, since the CCD plane can be con-
sidered at far-field distance from the CPM and the whole system can be con-
sidered linear, the projected field can be well approximated by the convolution
between the PSF of the CPM and the source beam. If the source is an ideal point
source at infinity, the detected signal is the PSF itself.

The first problem comes from the fact that the source illuminating the CPM is
not a point source, but a laser, providing a gaussian beam, as shown in Fig. 2.20.

Simulations can explain clearly the differences between the two cases. In par-
ticular, Fig. 2.21(a) shows the pattern projected by the CPM when illuminated by
an electromagnetic plane wave (corresponding to the ideal point source at infin-
ity) obstructed by a stop as large as the CPM profile itself. In this case the pattern
has large resemblance to the PSF reported in [3] for optical systems with CPMs.
However, if the illumination is given by a Gaussian beam such as that shown in
Fig. 2.20, the resulting pattern is that of figure 2.21(b).

The comparison between the simulated and the experimental data can then be
done only in a qualitative way. Deconvolution of the real source features to obtain
the PSF would require a precise knowledge (both in amplitude and phase) of the
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(a) (b)

Figure 2.21: Simulation of projected pattern of phase mask of type A as illumi-
nated by (a) a flat wavefront as wide as the mask and (b) a Gaussian wavefront
larger than the mask

input beam. Moreover the set-up proved to be very sensitive to the alignment
between the input beam and the CPM.

Fig. 2.22 shows the experimental patterns projected by three CPM samples
(one of each type). They are all quite similar, with the previously shown main
lobe deformation.

In the following the assembling of the CPMs and the lenses will be presented.

2.4.3 CPM system assembling

After verifying the CPM features, three phase masks (one of each type) were as-
sembled into full systems.

The procedure consists of two steps: the assembling of the lenses and the
aperture stop into the lens barrel and the gluing of the CPM to the barrel.

The first step is a standard lens mounting and was carried out by a specialized
technician.

In the second step the CPM was placed on top of the lens with glue at the in-
terface. The alignment was made using an optical microscope, aligning the phase
mask pattern to the diaphragm. After alignment, the glue was fixed by exposition
to ultraviolet light for few seconds. Fig. 2.23 shows the resulting component.

Fig. 2.24 shows optical micrographs of the diaphragm as seen through the
phase mask side of the lens. By analyzing the relative position of the phase mask
pattern and the stop rim, it was found that for lens with CPM type A the mis-
alignment is ≈ 8µm, for type B the misalignment is not noticeable and for type C
the misalignment is ≈ 10µm. Such small misalignment values do not result into
evident effects.

Fig. 2.25 shows how a small round pinhole is imaged by the optical system
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(a) (b)

(c)

Figure 2.22: Projected pattern of phase masks (a) type A, (b) type B, (c) type C

Figure 2.23: Phase mask sample glued to the lens barrel.
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(a) (b)

(c)

Figure 2.24: Optical micrographs of the lens diaphragm as seen through the phase
mask (a) type A, (b) type B, (c) type C.



56 2. Imaging System Design: Optical level

Figure 2.25: Image of a pinhole

with the phase mask. Since the pinhole is very small, this image is very similar to
the PSF of the optical system itself. Its shape is analogous to those reported in [3]
for similar systems.

In the next section, the results obtained by the characterization of three CPM
systems (one of each type) will be presented.

2.5 CPM system characterization

In this section specific characterization results will be shown. Firstly, the MTF at
infinity of the systems with and without CPM will be discussed. Secondly, the
systems performance, before and after the CPM assembling, characterized mea-
suring the SFR with the SAFARILAB tool will be presented. This demonstrates
also the versatility of SAFARILAB (see Ch. 1), that is suitable for characterizing
all kind of optical systems.

2.5.1 MTF at infinity measurement

In the following the results of the characterization of the MTF at infinity of lens
with and without phase masks will be described. This comparison allows a first
quantitative evaluation of the effect of introducing the optimized CPM in the
optical system.

The instrument for the evaluation of the MTF of the object at infinity is shown
in Fig. 2.26(b). A light source at 523nm (green) with an amplitude shape in the
form of a cross (see Fig. 2.26(a))passes through the lens under investigation and
is collected by a calibrated imaging system. In this way, it is possible to calculate
the LSFs in the two directions using the captured image of the line source in the
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(a) (b)

Figure 2.26: (a) Light source with an amplitude shape in the form of a cross; (b)
Experimental set up to evaluate the lens MTF at infinity.

sagittal and tangential planes and to generate the MTF by Fourier transforming
the LSFs.

The MTF were characterized for tangential and sagittal planes with object
at 0◦,±8◦,±16◦. The lenses have been characterized before and after the phase
masks mounting in order to highlight the effect of the CPM optimization.

At any fixed source (object) angle, the instrument can displace its sensing
stage automatically, as to characterize the MTF over a set of back focal distances
(or back focal length, BFL).

As a first direct qualitative view of the effect of the phase mask, Figs. 2.27 and
2.28 show the MTF curves for all the BFL values taken into account, considering
the lens with and without CPM type A and the central field. Similar results were
obtained for the other CPM systems. A comparison of the curve bundles shows
that the phase mask has a large impact on the optical MTFs: on average, the
curves are lowered, but the zero positions are shifted to higher frequencies, near
the optical cutoff. Finally, their dependency on the BFL is made less strong. It
is noted that the experimental tangential and sagittal MTF are slightly different:
this is due to an imperfect alignment caused by the lens shape that does not fit
the holder clamps. Finally, the simulated data reproduces the experiment very
closely.

In order to have a more compact view of the results, the MTF is plotted at two
fixed spatial frequencies for different BFL expressed as shift from the in-focus BFL
represented by the zero value. Considering lenses with and without phase mask
type A, Figs. 2.29 and 2.30 show the MTF values for the field of 0◦ at 1/3 and 2/3
of the normalized frequency (Nyqist frequency, fN ), respectively, with simulated
data on top of experimental ones. Figs. 2.31 and 2.32 show the MTF values for
the field of 8◦ at 1/3 and 2/3 of fN , respectively, with simulated data on top of
experimental ones. Figs. 2.33 and 2.34 show the MTF values for the field of 16◦ at
1/3 and 2/3 of fN , respectively, with simulated data on top of experimental ones.

The effect of the CPM is to lower the MTF peak sensibly and to make the
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Figure 2.27: Measured (upper figures) and simulated (lower figures) sagittal MTF
at different back focal distances without (left side figures) and with (right side
figures) the phase mask.
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Simulated Tangential MTF.  Field=0°
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Figure 2.28: Measured (upper figures) and simulated (lower figures) for the tan-
gential MTF at different longitudinal distances without (left side figures) and
with (right side figures) the phase mask.
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Figure 2.29: Experimental and simulated MTF at 1/3 of fN at 0◦

curves flatter over a BFL range almost two times wider than that of the lens with-
out the CPM.

Note again how well the simulated data reproduce the experiment.
At angled fields, the experimental MTFs are much lower than the simulated

ones. This may be due to misalignments, to lower power incident on the sensor
that makes the measurement more uncertain and to the additional lateral shift of
the focused spot that cannot be completely followed by the sensing stage of the
instrument.

These plots clearly highlight the effect of extension of the in-focus region in-
duced by the optimized CPM and show that the experimental results fit those
obtained by simulations well, thus confirming the quality and the reliability of
the design procedure.

The results of this type of measurement suggest that when the object source
is at finite distance, the SFR is less sensitive to its varying position for any fixed
BFL. In the next section, results of the SFR measurements will be reported and
commented.

2.5.2 SFR measurement using SAFARILAB

SFR measurements have been performed also with object and image planes at
finite distance. Results can then provide information more suitable for verifying
the performance of devices in real operating conditions. Also in this case, the
lenses have been characterized before and after the phase masks mounting in
order to highlight the effect of the CPM optimization.

Before starting to measure the SFRs of the system with and without CPM,
it is important to mount the lens in front of the sensor. The distance between
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Figure 2.30: Experimental and simulated MTF at 2/3 of fN at 0◦
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Figure 2.31: Experimental and simulated MTF at 1/3 of fN at 8◦
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Figure 2.32: Experimental and simulated MTF at 2/3 of fN at 8◦
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Figure 2.33: Experimental and simulated MTF at 1/3 of fN at 16◦
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Figure 2.34: Experimental and simulated MTF at 2/3 of fN at 16◦

them should be the BFL found by the optimization process. It was necessary to
evaluate it experimentally.

The optimal working position of the lenses within the holder is then found,
before CPM mounting maximizing the SFR for an object positioned at the fo-
cus plane of the original lens. The position could be adjusted in steps of 100µm
making use of gauged shims. The calculation of the SFRs has been done with
SAFARILAB tool, described in Ch. 1.

After assembling the lens and the sensor together, the SFRs of the system with
and without CPM have been measured. For this purpose a slanted-edge has been
moved from a distance of 20mm to a distance of 1500mm. For each object distance,
the SFR curves are calculated using option B and A of SAFARILAB to reduce
the presence of noise. Each image for the SFR evaluation was the average of 10
images, and each SFR was the average of 10 SFRs. For this set of measurements
only the central field was inspected.

After the characterization, further ZEMAXr simulations were run to match the
experimental results. In particular, since the lens has no fixed position within the
optical chamber, the BFL was found “a-posteriori”, as the one that matches the
experiments the most.

In order to be compared with the experimental data, the simulated MTF has
to be multiplied by the detector footprint MTF that is expressed by Eq. (1.6).

Fig. 2.35 shows simulations and measurement results at all distances. The
effect of the mask is evident: it reduces the sensitivity of the MTF to the object
distance, reduces its average value at all frequencies and shifts the zero toward
the cutoff.

The simulations reproduce the experiment closely.
Considering an MTF threshold usually under 30%, the MTF curves are trans-
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Figure 2.35: Comparison between simulations and measurements results with
and without phase mask
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Figure 2.36: Simulated and experimental resolution bars with and without phase
mask type A.

lated into information on the resolution on the object plane just considering the
central field. Figs. 2.36, 2.37, 2.38 show the DoF bars with and without the phase
masks type A, B, C respectively. The DoF for simulated ZEMAXr data with and
without the detector effect and for the experimental SAFARILAB data has been
calculated. The DoF is increased almost doubled for these resolutions shown.

2.6 Conclusion

In this chapter, the optical design of an imaging system with EDoF have been
described.

After a literature review, it appeared that the so called Wavefront Coding
based systems show the best performance for the DoF extension of an optical
system. The Cubic Phase Mask is the type of mask that has the most solid theo-
retical bases, resulting from the optimization of the MTF. For this reason, it has
been chosen for validating OLOM tool that allows to design WFC systems with
MTF invariance.

After having presented the main feature of this tool, the optimization of a
CPM system has been described. The considered requirements were the ones of a
barcode reader, taken into account as an example of Auto ID and portable system
application. The simulated performance of the optical part of the system with
and without CPM has demonstrated the ability of the CPM optimized by OLOM
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Figure 2.37: Simulated and experimental resolution bars with and without phase
mask type B.
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Figure 2.38: Simulated and experimental resolution bars with and without phase
mask type C.
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tool in extending the DoF.
After designing the CPM system and simulating its results, it has been real-

ized. A fabrication tolerance analysis have been shown that adding and subtract-
ing the tolerance value to the optimized cubic shape, the differences in terms of
DoF are around the 5%-9% of the exact CPM DoF. All three cases have been fab-
ricated and characterized firstly with a profilometer. The results demonstrate the
accuracy of the technological processes. Secondly, an optical characterization has
been done. The beam shapes produced by the CPMs agreed with the expected
ones. Lastly, after assembling the CPM with the stop and the lens, the misalign-
ment values have been measured. They have not resulted into evident effects.

Finally, the CPM system performance has been studied. Firstly the MTFs at
infinity of the lens with and without system have been measured for different
BFL values. The results showed the agreement between the simulated and the
measured data, but also confirmed the EDoF produced by the optimized CPM.
Secondly, SFRs of the system have been measured using SAFARILAB . Measure-
ments demonstrated again that the CPM optimized using OLOM enhances the
performance of a lens, extending its DOF. The whole design procedure is reliable,
since the results obtained by theoretical means are confirmed by the characterized
behavior of the realized prototypes.

In conclusion, OLOM tool have been validated and its ability to increase the
performance of a system in terms of DoF has been demonstrated.

However, the designed CPM system does not achieve all the required spec-
ifications. This is due to the fact that only the optical part is considered during
the optimization, and not the one of the whole system. Moreover, the electronic
post-processing is not taken into account during the evaluation of the system per-
formance (Sec. 2.3.2). In order to take into account the whole system and not only
the optical part, an optimization and analysis tool that allows to design the lens
at a system level has been developed. In the next chapter, the results obtained
using this tool, named SLALOM , will be shown and discussed.
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3

Imaging System Design: System
level

In this chapter, the analysis and design of optical systems including also the effect
related to the presence of electronics and detection will be described. The study
is done not only at the optical level, as seen in the previous chapter, but also at the
system level, considering all the system components. In this way, the design is
achieved by optimization of the overall system at once, rather than by sequential
optimization of its constituting elements.

This study is done using a novel software developed within the research group:
the package has been named SLALOM , acronym of ”System Level AnaLysis
and OptiMization” and is based on two tools that can be run independently:
Optimization-SLALOM (O-SLALOM ), for design and optimization of new sys-
tems, and Analysis-SLALOM (A-SLALOM ) for the analysis of the existing ones.

This framework will be described first (Sec. 3.1). Then results of the applica-
tion of O-SLALOM and A-SLALOM to the design of a lens with EDoF obtained
exploiting spherical aberration will be presented (Sec. 3.2). The choice of spher-
ical (quartic) aberration has been made (see Sec. 2.1) because it provides a PSF
with circular symmetry that allows to use a conventional post-processing.

3.1 SLALOM : System Level Analysis and Optimiza-
tion tool

In this section, the features of SLALOM will be described. The software can be
applied to any electro-optical imaging device and in this work it will be targeted
to the design of the vision system of a barcode reader.

An electro-optical vision system for the acquisition of information encoded
in the form of a barcode can be considered as the cascade of three major blocks
(schematically shown in Fig. 3.1):
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Figure 3.1: Schematic of the barcode reader as an electro-optical system.

• the optical subsystem, composed by the lens. Its behavior is modeled by
ZEMAXr which provides its PSF or SFR;

• the electronic subsystem, made by the photo-detector that translates the op-
tical image into an electric signal also adding noise;

• the decoder. Its specifications are on the SFR and on the SNR which depend
on the code to be read and on its distance from the reader.

The optical subsystem allows a barcode printed over a support material and
illuminated by a source to be imaged over a sensitive medium (typically CCD
or CMOS photosensors). The electronic subsystem moves the image on to the
electrical domain so that it is digitally re-conditioned (post-processed) and finally
interpreted (decoded) to extract the information.

The design of the electro-optical system is classically made by designing the
three constituting parts independently. However, in a complex system the best
performance of a single element may not correspond to that of the complete pro-
cessing chain [38]. Therefore, as seen in Ch. 2, the optimization of the system only
at the optical level may not be enough to achieve the required performance. The
system optimization should then consider the parameters of the whole system
(i.e. belonging to both optical and electronic subsystems) in order to maximize
the decoding rate.

For this purpose, the design tool is implemented as a C-based extension to
ZEMAXr that includes the modeling of the electronic subsystem not encompassed
by ZEMAXr itself. Fig. 3.2 shows how the general system description is adapted
with respect to the functionality of (a) O-SLALOM and (b) A-SLALOM . Even if
they have different input and output interfaces, the two tools share a large part of
core routines which provide model of the same electro-optical system. For exam-
ple, the optimization could be seen as an iteration of analysis. These tools have
been called with different names just to emphasize their purpose to be used.

O-SLALOM is used iteratively by ZEMAXr , therefore it has to respond to
its command and provide output that is compatible to its optimization engine.
The purpose of the tool is to evaluate the SFR and the SNR of images generated
by the system blocks (cascade of optical system, noisy photosensor and digital
reconstruction) and to compare them with the requirements for decoding given
by the decoding library.
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(a)

(b)

Figure 3.2: Schematics of O-SLALOM (a) and A-SLALOM (b).

A-SLALOM is used in independent single runs directly by the user or by a
command script. Its purpose is to create the barcode images generated by the
system blocks (sequence of optical system, noisy photosensor and digital recon-
struction). The images can then be further processed for decoding (by a separate
tool) as to complete the whole barcode reader functionality.

Before presenting O-SLALOM and A-SLALOM , it is important to describe
the general features of the electro-optical system on which they are both based.
It is composed of the common blocks of the two schematics of Fig. 3.2: a sensor
located after the optical system creates a noisy image which must be electronically
restored to be “readable”.

Optical system

The optical system (first block of Figs. 3.2(a) and 3.2(b)), fully modeled by ZEMAXr

, is composed by lenses and glass surfaces that create an image of the object on
the image plane. Its parameters are set as variable during the optimization and
will be better discussed in Sec. 3.2.

Illumination system

The illumination system (not shown in Fig. 3.2 as it is separated from the bar-
code reader) and the environment lighting where the images are taken are also
important for successful decoding.

Illumination conditions are described by radiometric quantities, in particular
the irradiance (EE), measured in Watt per square meter (W/m2), gives the power of
electromagnetic radiation per unit area incident on the object plane as a function
of the distance from the reader:

EE(z) =
IE0

z2
+ EE,room (3.1)
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where z is the distance from the emitting source measured in m, IE0 is the radiant
intensity (measured in W) given by the illumination system and EE,room is the
irradiance due to the room light, assumed constant in the whole space.

These radiometric quantities correspond to photometric ones: the luminous
intensity IV 0 (measured in lumen, lm) and the illuminance EV,room (lm/m2). The
conversion coefficient k is referred to as “luminous efficacy” and depends on the
source of the considered radiation. The relations are:

IE0 =
IV 0

kLED
; EE,room =

EV,room
kroom

(3.2)

where kLED is the luminous efficacy of the LED source and kroom is the luminous
efficacy related to room light.

The irradiance on the object plane EO as a function of the distance from the
reader is evaluated using the formula:

EO(z) = 0.9

(
IV 0

kLED z2
+
EV,room
kroom

)
(3.3)

where the coefficient 0.9 considers the reflectivity of the paper where the input
image is printed.

Sensor and noise

The sensor (second block of Figs. 3.2(a) and 3.2(b)) converts the incident radiating
power into current. Since the detector surface is an array of pixels, the image
provided by the detector is a sampled version of the image provided by the lens.

Each pixel of areaA, integrates the incident irradiance EI by a time τ allowing
the formation of ne electrons according to the relation

ne = QE(λ)EI τ A
λ

hc
(3.4)

where QE is the detector quantum efficiency, λ is the optical wavelength, h is the
Plank constant and c is the speed of light.

Assuming a linear detector, which is the case of the CCD, used in these exper-
iments, the sensor converts the number of electrons into gray levels (expressed in
Digital Number, DN ) through the linear relation

DN =
ne

KADC

(3.5)

where KADC is the conversion constant. The value of the constant depends also
on the number of bits by which DN is given.

Unfortunately, the detector also introduces noise. Noise in imaging sensors
comes from the sum of four contributions: shot noise, Fano noise, fixed pattern
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noise and read noise, as described in Ch. 1. In the following, only the first contri-
bution, the shot noise, is considered.

The sensors considered in this work are characterized by three photon transfer
relationships: irradiance [W/m2] versus signal [DN ], irradiance [W/m2] versus
shot noise power [W] and irradiance [W/m2] versus SNR.

Reconstruction

Reconstruction (third block of Figs. 3.2(a) and 3.2(b)) should enhance the details
of the image removing the effects of the used mask. Reconstruction shall then
be a sharpening of the black-white transitions, blurred by the low-pass transfer
function of the electro-optical system.

Among the many different image reconstruction algorithms proposed in the
literature [47], Wiener filters have been chosen since such filters balance reduced
computational complexity and good effectiveness: they are in fact linear and
make use of the knowledge of the transfer function to be inverted, of the signal
to be reconstructed and of the noise affecting the image.

Given a linear space-invariant system with impulse response h(x), the output
signal sout(x) is:

sout(x) = sin(x) ? h(x) + n(x) (3.6)

where sin(x) is the input signal, n(x) is the additive noise and “?” denotes con-
volution. In the spatial frequency domain, f , this expression is written using the
spectra of the signals and the transfer function H(f) of the system:

Sout(f) = Sin(f)H(f) +N(f). (3.7)

The reconstructed signal is found applying a filter to the output according to the
formula:

Sr(f) = R(f)Sout(f) = R(f)
(
Sin(f)H(f) +N(f)

)
. (3.8)

The purpose is to find the reconstruction filter R(f) that gives the best estima-
tion of the input signal knowing only the output one. Without any noise (N(f) =
0), this filter is a simple inversion of the system transfer function: R(f) = 1/H(f).

The Wiener filter provides the best estimation of the signal Sin(f) in presence
of noise, according to the Minimum Mean Square Error (MMSE) criterion:

W (f) = arg
{

min
R(f)

{
E |Sr(f)− Sin(f)|2

}}
(3.9)

where arg stands for the argument of the minimum and E is the mean function.
Substituting Eq. (3.8) in (3.9) and differentiating the result to find the mini-

mum, the expression of the filter becomes:

W (f) =
1

H(f)
· |H(f)|2

|H(f)|2 +
N(f)

Sin(f)

. (3.10)
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The leftmost fraction in this equation takes into account the inversion that has to
be made if there is no noise, while the rightmost fraction avoids the enhancement
of frequencies where the noise is the most important contribution.

A more general version of Eq. (3.10) considers also a target function and, in a
2D reference frame, is given by:

W2D(fx, fy) =
Htarget(fx, fy)

H(fx, fy)
· |H(fx, fy)|2

|H(fx, fy)|2 +
N(fx, fy)

Sin(fx, fy)

(3.11)

where:

• Htarget(fx, fy) is the target transfer function. In the most simple case, it is
given by a two-dimensional window function (for example a raised cosine
window) with a carefully chosen cutoff frequency.

• H(fx, fy) is the real transfer function including the sensor sampling effect.
It is given by:

H(fx, fy) = Hopt(fx, fy) |sinc (wfx) sinc (wfy)| (3.12)

where Hopt(fx, fy) is the two-dimensional transfer function of the real opti-
cal system and w is the pixel pitch of the sensor.

• N(fx, fy) is the noise power spectrum.

• Sin(fx, fy) is the signal spectrum before the reconstruction filter.

The filter is then normalized to have the central value W2D(0, 0) equal to 1, so
that it does not change the mean value of the image.

As a useful simplification, both the power spectrum of the noise and of the
signal are assumed to be flat over the relevant bandwidth of the system. In this
case one gets:

N(fx, fy)

Sin(fx, fy)
=

N

Sin
=

N

ASO
(3.13)

where SO is the signal power on the object plane and A is the power attenuation
between the object and the image plane of the optical system.

Ideally, the Wiener filter used to reconstruct an image should match the trans-
fer function of the optoelectronic system that generates it, since reconstruction
using non-matched filters generates artifacts that may impair the decoding pro-
cess.

However, in the considered case the transfer function is closely related to the
OTF, which creates two problems that prevent the use of a perfect matched filter
to reconstruct all the images:
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1. The system transfer function depends on the distance of the object plane.
In principle, one should then have a matched filter for each considered dis-
tance. Since the system is designed to reduce the dependence of the OTF
on the object plane distance, only a limited number of filters is necessary
(usually 5-10).

2. The system transfer function depends also on the field that is considered.
The most general reconstruction algorithm should be implemented as space-
variant. For reduction of the computation complexity, the reconstruction
has been implemented as space invariant, and only the central field has
been considered for the creation of the kernel of the Wiener filter.

In the following, for the sake of brevity, the planes where the filters are cal-
culated will be referred to as “Wiener planes”. Different criteria can be used to
choose the positions of the Wiener planes. For example they can be located ob-
serving the rate of variation of the MTF with the object distance or choosing po-
sitions that avoid the presence of spurious artifacts during the optimization. The
choice of the number and the position of the Wiener planes has an effect on the
reconstruction quality and on the overall decoding performance and must then
be done with care, depending on the situation. Alternatively the Wiener plane
positions can also be considered as variable during the optimization of the whole
system.

Once a set of Wiener planes is defined, the actual filter used for the reconstruc-
tion is evaluated on the Wiener plane the F-number of which is the most similar
to that of the object plane.

In the next sections, O-SLALOM and A-SLALOM will be described.

3.1.1 O-SLALOM : System Level Optimization tool

The purpose of O-SLALOM is to evaluate the SFR and the SNR of the image
after it has passed through the entire system and to compare them with the re-
quirements for decoding given by the decoding library. This process is repeated
optimizing the parameters until they achieve the target values.

To evaluate how good the system performance is (fourth block of Fig. 3.2(a)),
the differences between the SFR and SNR obtained after the system and the ones
required by the decoding library are used:

MTFdiff = SFReval −MTFspec (3.14)

SNRdiff = SNReval − SNRspec (3.15)

where SFReval is the value of the SFR at the frequency given by the specifications
and SNReval is the SNR of the reconstructed image and does not depend on the
spatial frequency.
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The SNR is defined as (Fig.3.3):

SNR =
Sout
σout

(3.16)

where Sout is the difference between the mean high gray level and the mean low
gray level and σout is the maximum standard deviation of the noise. Because of
the dependence of the standard deviation on the mean value of the signal, typical
of Poisson processes, σout always corresponds to the standard deviation of the
noise in the white part of the image.

Figure 3.3: SNR definition.

The specifications are given for various barcode resolutions. For each require-
ment the differences are calculated by the C program and given to ZEMAXr as
the results of the simulation. All these differences have to be kept positive and
maximized in order to obtain the best performance of the optics.

O-SLALOM implements the model of the system in two ways according to
the domain in which calculations are performed: the spatial domain and spatial
frequency domain or, simply, frequency domain.

In the following their general features will be described.

Spatial domain model

The spatial domain model refers to simulations done working directly on images,
as sketched in Fig. 3.4. The output image is the result on the input image of the
cascaded effect of each block.

Knowing the position and the size of the input image (a slanted edge), ZEMAXr

creates a bitmap version of the edge as it appears after passing through the opti-
cal system, using the so called “Image Simulation” tool. Also the sensor sampling

Figure 3.4: Simulation in the spatial domain.
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Figure 3.5: Simulation in the spatial frequency domain.

Figure 3.6: Scheme for the SNR evaluation in the frequency domain. W2D(fx, fy)
is the Wiener filter used in the reconstruction.

effect is modeled by ZEMAXr , while the noise is added by the C program. The
reconstruction is then done with a convolution between the noisy image and the
kernel of the Wiener filter, calculated as the Inverse Fourier Transform of the fil-
ter defined in the frequency domain. The SFR is found using SAFARILAB (see
Ch.1) on the edge image. The SNR is directly calculated on the image according
to Eq. (3.16) and does not depend on the analyzed frequency.

Even though the approach in the spatial domain is the most close to reality, it
involves operations on images (e.g. convolutions, use of SAFARILAB , etc.) that
slow down the optimization process. Moreover, working in the spatial domain
can cause problems related to the correct sampling of the functions that describe
the optical system.

Frequency domain model

The spatial frequency domain model follows the scheme shown in Fig. 3.5.
It does not handle images directly since it describes the system using its trans-

fer function. For example the optical system is completely characterized by ZEMAXr

using the OTF. The effect of the sensor is taken into account by the C-based pro-
gram that adds the appropriate spectral folding. The reconstruction is then done
by direct multiplication in the frequency domain between the obtained transfer
function and the Wiener filter. In this way the SFR of the whole system is obtained
without using convolutions and SAFARILAB .

A critical point of this approach may be the model of noise to be used to eval-
uate the SNR with Eq. (3.16). Considering the scheme of Fig. 3.6, it is possible to
find Sout and σout following these steps:

• The signal Sin is the difference between the high and low gray levels en-
tering the filter. These numbers are calculated from the illumination on the
object plane using the characterization of the sensor (the signal Sout after
the reconstruction is equal to the signal Sin before it since the Wiener filter
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W2D(fx, fy) is normalized to be equal to 1 at zero frequency). In formulae:

Sout = Sin|W2D(0, 0)|2 = Sin = DNhigh −DNlow (3.17)

whereDNhigh andDNlow are the digital numbers corresponding to high and
low gray levels of the signal.

• The noise present in the image is described by a Poisson random process or
a Gaussian one depending on the small or large number of electrons arriv-
ing on the sensor. If the noise power spectrum is flat over the bandwidth
relevant to the system, an Additive White Gaussian Noise (AWGN) can be
considered. In this case the variance σ2

out of the signal after the filter is found
as [48]:

σ2
out = N0

∫ +∞

−∞

∫ +∞

−∞
|W2D(fx, fy)|2 dfx dfy ≈

≈ N0

Nx∑
k=1

Ny∑
h=1

|W2D(fxk, fyh)|2 ∆fx ∆fy (3.18)

where N0 is the power spectrum density of the AWGN that enters into the
reconstruction filter and W2D(fx, fy) is the Wiener filter used in the recon-
struction. N0 is known from the characterization of the sensor and is given
by:

N0 =
σ2
in

(Nx ∆fx)(Ny ∆fy)

where σ2
in is the variance of the noise entering the filter.

3.1.2 A-SLALOM : System Level Analysis tool

The purpose of A-SLALOM is to create an image of the chosen input as it appears
after passing through the entire electro-optical system. Even if the idea behind
this tool is more general, it has been specialized for simulating barcode images.
The sequence of operations is described as follows.

Firstly, the optical system is characterized through its PSF, calculated as the
inverse Fourier Transform of the OTF provided by ZEMAXr . The image after the
optical system is found as the convolution between the PSF and the barcode input
image, created directly by A-SLALOM knowing the code resolution, position and
template (the sequence of bars and spaces). Then, the sensor sampling effect and
the noise are added by the C program. Finally, the reconstructed image is found
as the convolution between the noisy image and the kernel of the Wiener filter,
evaluated in the same way as for O-SLALOM .

In order to allow the study of the reconstruction filters and the tuning of their
parameters, both the images before and after the reconstruction step are saved as
outputs of the program.
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Even if the scheme of the program is the same shown in figure 3.4, many
differences are present concerning how the output image is evaluated. In A-
SLALOM the convolution between the input image and the PSF of the optical
system is done directly by the C program rather than by ZEMAXr . The use of
a FFT-based algorithm to evaluate the PSF — which is not implemented by the
ZEMAXr image simulation tool — allows to balance accuracy and speed even if
a high degree of aberrations is present. Moreover, in the C program the simula-
tion parameters are automatically chosen, whereas they have to be set manually
in ZEMAXr : this makes A-SLALOM suitable for many subsequent automated
simulations. On the other hand, A-SLALOM generates images of linear barcodes
assuming space-invariance, absence of distortion and constant illumination over
the field of view.

3.2 Spherical aberration system design using SLALOM

After describing the features of SLALOM , this section describes its use and the
results of the optimization and analysis of a system with a high degree of spheri-
cal aberration.

Firstly, some preliminary parameters related to the reconstruction step are
found using A-SLALOM and comments on the problem of reconstruction are
reported.

Then, the design procedure is illustrated: the starting designs are described
together with the merit functions used to optimize them.

Finally the optimized designs are shown and their performance discussed.
Note that all the results are found using O-SLALOM in the frequency domain,
since this allows a faster and more accurate optimization.

3.2.1 Tuning of the reconstruction filter parameters

Before running the optimization tool, the values of some parameters of the re-
construction filters have been set by using A-SLALOM . They are: the number
of points for sampling the Wiener kernel used to reconstruct the image, the cut-
off frequency of the window chosen as target function and its roll-off factor (if
a raised cosine window is used). These parameters have been fixed before per-
forming the overall system optimization in order to speed up calculations. The
simulation for estimating the reconstruction filter parameters has been done con-
sidering an optical system with a high degree of spherical aberration by simu-
lating codes with different resolutions at various object distances. Many values
of the previously cited parameters have been considered and the best ones have
been found using information about the decodability of the obtained images, try-
ing also to balance efficiency and accuracy. All the results are found assuming the
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object to be at the Wiener planes in order to avoid artifacts that may impair the
results.

The obtained values are not reported since they depend on the considered
optical system: they are not the optimum ones for any configuration, but only
the best candidates for the investigated one. Different configurations will require
another tuning process.

This study gives the opportunity to make a brief analysis of the effect of re-
construction based on the found optimal values.

All the results are obtained for a lens triplet with a high degree of spherical
aberration optimized in the frequency domain using O-SLALOM . The Wiener
planes are located at the distances where the specifications are given, in order to
avoid spurious effects during the optimization.

Fig. 3.7 shows the decodability as a function of the object distance for codes
with different resolutions, both for noisy images (blue line) and reconstructed
images (red line).

In all cases the reconstruction has a positive effect:

• in Fig. 3.7(a) barcodes are correctly read also between 20mm and 40mm;

• in Fig. 3.7(b) the depth of field increases from 50mm up to 90mm;

• in Fig. 3.7(c) one finds that all the noisy images cannot be decoded, whereas
the reconstruction allows a depth of field of 190mm between 110mm and
300mm (even if some problems are still present between 200mm and 220mm).

These data show that the reconstruction has a large positive impact on the de-
codability of the images independently of the object distance. In real cases, how-
ever, the decoding capability depends on the amount of artifacts introduced by
the reconstruction, which in turn depends on the matching between the Wiener
filter actually applied and the OTF of the system at the relevant object distance.

However, it is important to notice that at least one decodable image for each
distance may be enough: the real depth of field of the system is given by the union
of the distances where the noisy and the reconstructed images are decoded.

3.2.2 Starting designs

A major assumption taken before design was that of starting not from scratch
with totally new lenses but draw on an already existing design, which has a lim-
ited depth of field that has to be extended and adapted to the purpose of this
work, enhancing the lens spherical aberration. Since this aberration goes like the
4th power of the lens radius, the design needs at least one aspherical surface with
non-zero 4th order term. This can be done by modifying the lenses of the original
design or by adding new optical elements to it.

In Fig. 3.8 the system scheme is shown. The original lens is different from the
one used in Ch. 2. It is composed by three lenses and one of them is aspherical.
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Figure 3.7: Decodability of different code resolutions for the noisy (blue line) and
reconstructed (red line) images.
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Figure 3.8: Representation of the two system design possibilities.

The first design option consists in modifying a surface of one of the three lenses,
as shown in red in Fig. 3.8. The second design has been created by adding an
aspherical lens, as shown in blue in Fig. 3.8. Both possibilities are described in
the following.

First design

The most immediate solution is the modification of one surface of the original
lens, so that it can generate the spherical aberration needed for EDoF.

The surface that can mostly contribute to the total spherical aberration is the
front surface of the aspheric lens, because of its position and of the high angle
of incidence of the incoming rays. Therefore, thickness, conic constant and 4th

order term of the lens front surface were set as variable together with the distance
between this aspheric lens and the followed glass one. Also the BFL is considered
as a variable.

Second design

Another possible design adds a surface with non-zero 4th order term to the orig-
inal lens. Since a high degree of spherical aberration is needed, an aspheric lens
(implemented in ZEMAXr as an ”even asphere” surface) has been considered.

An important decision is about the lens material. Being aspheric, it is easier
and cheaper to manufacture it in plastic instead of glass. Key factors are Abbe
number and index of refraction. A lower Abbe number corresponds to increase
the chromatic aberration. A lower index of refraction helps to avoid total re-
flection and high angle of transmission/incidence. Nine plastic materials were
studied and the best one was found to be polycarbonate.

The last decision concerns the location of the polycarbonate aspheric lens. As
long as it may be desirable that the structure of the starting lens is not modified,
a new optical element can be introduced only before or after the external barrel.
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Since the stop is the entrance hole of the barrel itself and the angle of incidence of
incoming rays is greater, the best location for the new lens is before the barrel.

Thickness, 4th order term of the polycarbonate lens back surface together with
distance between this lens and the barrel are set as variable. Such as in the previ-
ous design, BFL is variable too.

3.2.3 Optical pre-design using OLOM

Once the geometries have been chosen, the values of their parameters are the
result of the optimization.

Before running the O-SLALOM process that permits to optimize the all electro-
optical system, it is better to pre-optimize the optical part of the considered sys-
tems alone. The results will be the starting points for the O-SLALOM optimiza-
tion. This is possible thanks to the OLOM tool described in Sec. 2.2.

Two different Merit Functions (MFs) have been implemented ad-hoc for each
design.

The specifications of the merit functions that involve the optical performance,
include:

1. Optical system constraints such as spherical aberration, that should be in-
creased, relative illumination, maximum distortion, Half Field of View (HFoV);

2. Fabrication constraints in order to control the mechanical constraints that
lenses and other glass surfaces need to satisfy to be feasible;

3. MTF constraints, set by OLOM , to satisfy the specifications about the dis-
tances where each barcode needs to be read;

The first three types of constraint are the same used in the next section added
to the O-SLALOM specifications.

Considering the layouts of the two starting designs, distinct MFs have been
written and different optimization processes have been run. This is the direct
consequence of the fact that the two lenses have not the same number of compo-
nents.

In the following, the main similarities and differences between the two merit
functions will be illustrated.

Optical system constraints

For both designs, it is necessary to include in the MF the following optical system
constraints:

1. Spherical aberration. Its measurement unit is given in wavelengths and
the limits which bound the allowed range are 5 and 10. These values have
been suggested by experience and have been confirmed by optimization
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results as able to guarantee both enough defocus for EDoF and successful
decoding.

2. Relative illumination. Calculated at the primary wavelength for the outer
field, it must be larger than a fixed threshold.

3. Maximum distortion. Also this parameter is calculated at the primary
wavelength for the outer field and must be limited under a fixed thresh-
old.

4. Half Field Of View (HFoV). It is the radial max field at primary wave-
length. The barcode reader is required to have a specific HFoV.

The weights of all these optimization variables differ and must be carefully
chosen. The weight of an operand is in fact a measure of the importance of that
operand relative to the others. During the optimization process, the weight of
the same operand has been changed according to their tendency to violate the
constraints.

Fabrication constraints

The fabrication constraints are important for controlling the mechanical part of
the system and its feasibility.

They are different for the two designs, because they have different optical
component to fabricate.

The fabrication constraints are:

1. Practical feasibility. The structures obtained by optimization must be fab-
ricated. Radius, thickness and sag as well as the distance from the next el-
ement of the spherically aberrated surface may differ and their values may
prevent or allow fabrication.

2. Length of the optical barrel. It is the distance from the first to the last
surface of the three lenses. It is an important device mechanical constraint
though it plays a practical role only in the first lens since the second one has
a fixed length.

3. Geometric constraints. They are different since the structures are different
(the number of lenses is not the same, for example). Referring to the first
design, constraints on central and edge thickness are set on the first lens of
original lens while air-space thickness between lenses has to be positive and
lower than a maximum value dependent on the optical barrel length. Re-
ferring to the second design, the same constraints are set on the lens added
before the barrel while air-space thickness between the lens and the barrel
has to be positive and lower than a fixed maximum value.

Also for these constraints the weight choices has to be done accurately.
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MTF constraints

In order to find the highest value of the MTF for a system that is as invariant with
defocus as possible, the constraints on the MTF are set using OLOM , as described
in the previous chapter (Sec. 2.2).

The used wavelengths and fields are related to the system to be optimized,
whereas frequencies and object distances to be considered depend on the re-
quired specifications.

In particular the frequencies (fI) to be considered in OLOM are calculated in
the way described in Sec. 2.2 using Eq. (2.5). However, other frequencies have
been added in order to take into account also the Print Ratio (PR) of the code.
They are calculated as fI/PR.

After setting all these constraints, the variables to be optimized have been
chosen. They are: referring to the first design the first lens surface and the BFL —
and referring to the second design the second surface of the added aspheric lens
and the BFL.

The results of this pre-optimization process are used in the following as start-
ing points for the system design using O-SLALOM .

3.2.4 System level design using O-SLALOM

Thanks to the previous optimization, a good starting point has been found even
if it can not satisfy all the system constraints. The purpose of O-SLALOM is
to optimize the whole system considering not only the optical part but also the
others.

In the following the results of the optimization will be described. The Wiener
planes have been placed at the distances where the specifications are given in
order to avoid spurious effects during the optimization, while the parameters
used in the reconstruction are those already found using A-SLALOM .

The MF used during the optimization is the same constructed before, sub-
stituting the OLOM part with the one related to O-SLALOM . In this case the
specification table considers a combination of MTF and SNR constraints.

First design

The optimization has made the first lens of the starting design thinner, with a
different shape and has moved it away from the second lens.

The most important limiting factors in reducing the merit functions have been
found to come from the O-SLALOM constraints on MTF and SNR.

Results concerning MTF are shown in Fig. 3.9 which reports the variation of
optical system MTF versus normalized spatial frequency as a function of the ob-
ject distance. The black arrow highlights that the MTF curves tend to a tight bun-
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Figure 3.9: MTFs of the first optimized designs evaluated for various object dis-
tances between 25mm and 750mm.

dle (without zero points) as the object distance increases. The behavior desired to
obtain EDoF is then basically achieved.

The performance of the whole electro-optical system can be evaluated by us-
ing A-SLALOM that simulates the barcode reading. As an example, Fig. 3.10
shows the decodability of a set of barcode images with a given resolution. Part
(a) refers to the starting design, part (b) refers to the optimized one. Blue and red
lines correspond, respectively, to images before and after reconstruction. In this
case a significant extension of the DOF is obtained.

Second design

In this case spherical aberration turns out to be properly controlled. Also for
this design, the O-SLALOM constraints on MTF and SNR are the most important
limiting factors to the reduction of the merit function.

Fig. 3.11 shows the variation of optical MTF versus normalized spatial fre-
quency as a function of the object distance. In this case, the curves do not have
zero points, which is advantageous for the system. The black arrow also high-
lights that as the nose distance increases, the MTF curves tend to a tight bundle.
The overall behavior is then similar to that obtained in the first design, with the
further advantage of the absence of zeroes in the MTF at any distance.

The performance of the whole electro-optical system has been again evaluated
using A-SLALOM and an example is shown in Fig. 3.12.. As for the previous
analysis, the top figure refers to the starting design whereas the bottom one refer
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Figure 3.10: Decodability as a function of the object distances for the first starting
design (a) and for the first optimized design (b).
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Figure 3.11: MTFs of the second optimized designs evaluated for various object
distances between 25 and 750mm.

to the optimized design, the blue lines correspond to images before reconstruc-
tion while the red lines refers to images after reconstruction. Also in this case an
extension of the DOF is demonstrated.

3.2.5 Merit function sensitivity to optimized parameters

In order to validate the results obtained by means of the optimization just de-
scribed, including fabrication, spherical aberration and O-SLALOM constraints,
an analysis of the merit function sensitivity to the optimized parameters has been
made, considering the second optimized design.

This is useful both to verify that the final merit function has been optimized
to an absolute minimum and to investigate the system sensitivity to the variable
parameters in view of its possible fabrication.

The system parameters that were varied during the analysis are the thickness
of the polycarbonate lens (THIC2), the 4th order term of its back surface (PAR23),
its distance from the barrel (THIC3) and the back focal length (BFL).

Each parameter is sampled in nine equidistant points in the range ±10% off
the optimal values. Fig. 3.13 shows how the merit function changes varying only
one parameter at a time while the other three are fixed at their optimized value.

Fig. 3.13(a) shows that the dependence of the merit function on the lens thick-
ness is small, since the curve is almost flat. This loose dependence shows that
the polycarbonate lens thickness is not a critical parameter for the system though
it can represent a problem for the optimization tool, because it runs into more
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Figure 3.12: Decodability as a function of the object distances for the second start-
ing design (a) and for the second optimized design (b).
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Figure 3.13: Merit function sensitivity to: (a) thickness of the first lens, (b) distance
of this lens from the stop, (c) 4th order term and (d) back focal length.
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Figure 3.14: MF of optical systems obtained from 6561 different combinations of
the optimized parameters.

difficulties in finding a minimum.

Similar conclusions are valid for the distance between the lens and the barrel,
see Fig. 3.13(b) and for the 4th order term of the lens back surface, see Fig. 3.13(c):
these parameters are not crucial for the system performance. However, the vari-
ation of the lens sag needs a further comment. Shifting the 4th order term toward
zero, the merit function tends to rise. This behavior is correctly explained by the-
ory. Making the 4th order term vanish means decreasing the total amount of the
system spherical aberration, with the resulting fall of the MTFs and the violation
of required specifications. That implies the increase of the merit function.

Fig. 3.13(d) shows that the back focal length is the most critical parameter
among those taken into account. The optimized value is a minimum of the curve,
and this validates the optimization result. Increasing this value by 10% results in
a merit function increase larger than 30%, whereas decreasing it by 10% makes
the merit function rise more than 120%. Note that the BFL is a compensator pa-
rameter typically adjusted during the assembly.

Fig. 3.14 shows a summary of the analysis just described, considering the 6561
different optical systems obtained from the combinations of the four parameters.
The merit function of the second optimized design, circled in red, is actually
among the lowest values. Nothing can be said about the feasibility or the reading
performance of the systems with lower merit function, so the second optimized
design has been considered to be a very good one on the whole.



92 3. Imaging System Design: System level

3.3 Conclusion

In this chapter, the general features of SLALOM tool for the optimization and the
analysis of an imaging system have been presented and results of its application
have been described.

In the first part of the chapter, the structure of SLALOM has been explained
with respect to both the optimization task performed by O-SLALOM and to the
analysis task performed by A-SLALOM . The two tools leverage on an extensive
library of C modules that are implemented for the modeling of optical systems
(in conjunction with ZEMAXr ), photosensors (taking into account pixel sampling
and shot noise generation), and image restoration (via digital Wiener filtering).
These modules allow the use of ZEMAXr beyond the optical domain.

In the second part of the chapter, the use of O-SLALOM for the optimization
of a system based on the presence of a large spherical aberration have been pre-
sented. Firstly, the reconstruction filter parameters to be used in the optimization
process have been found using A-SLALOM . Thanks to OLOM tool described in
Ch. 2, a good starting point for the two designs considered has been found.

Finally, the two lenses pre-designed have been optimized by O-SLALOM .
The results obtained after the optimization process have been considered. The
features and the ability of both designs to extend the depth of field with respect to
the corresponding starting designs have been validated the SLALOM tool in both
its parts. Moreover, also the sensitivity of the merit function has been studied.
Results show a low sensitivity to all the optimized parameters but the BFL: even
if this low sensitivity can create problems during the optimization of the system
because a sharp miminum of the MF is not present, it represents a good result
taking into consideration that possible errors in the following fabrication step do
not change the overall performance of the system.

In conclusion, results have shown that O-SLALOM can be successfully used
for system-level design since it allows to obtain the almost absolute minimum
of the merit function. However, results also show that spherical aberration, al-
though capable of impacting on the lens DoF, does not allow to extend it so much
as to meet all the required specifications. Furthermore, A-SLALOM is not only
useful for analyzing the imaging systems and simulating their behavior but it
also allows to find reconstruction parameter for the optimization process.



Part II

Non-Imaging Systems





4

Illumination System Design

The illumination system is a non-imaging system that consists of an incoherent
source (LED) and an optical part.

In this chapter, an analytical and simple tool for designing the optical part,
such as a free-form lens, to achieve a custom illumination will be described. The
term free-form refers to the shape of a lens that has more degrees of freedom than
those allowed to traditional optical surfaces. For validating the tool, a free-form
lens has been optimized according to two requirements: the illumination should
be concentrated on the desired FoV and the edge of the illuminated zone must
receive more light than the central one.

Being made out of a single lens attached to an LED source, such an illumina-
tion system can have sufficiently low weight and energy consumption to be em-
ployed in portable devices. The required illumination pattern is especially useful
to imaging system because it compensates for both the target angular reflectiv-
ity and the angular response of the imaging system. For example, in a barcode
reader, it helps the imaging system to have the proper SNR to successfully decode
the barcode signal coming from the sensor. The free-form lens could be designed
by this tool for satisfying also other specifications required by applications that
need custom illumination.

After illustrating briefly the background of the free-form lens design problem
(Sec. 4.1), the tool algorithm will be described (Sec. 4.2). In Sec. 4.3, the results of
the free-form design will be shown. The mechanical and optical characterization
of the fabricated lens will be presented in Sec. 4.4.

4.1 Free-form lens design background

In the last decade, the free-form lens design has become a hot topic especially for
applications that need a flexibility that cannot be achieved by classical azimuth
symmetric optical systems.

For non-imaging applications, free-form lenses are employed in combination
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with high power LED sources [49] for street or ambient illumination [50], where
uniform illumination is required on a given surface, or bar code reading [51],
where the illumination pattern is tailored to diverse and non-uniform shapes.

Original procedures to design free-form lenses were proposed [52, 53]. How-
ever, they are limited by the use of point sources and by assuming the illumina-
tion profiles to be uniform.

The inclusion of real sources that are not Lambertian [49, 50], sets new chal-
lenges in writing the equations to be optimized in the design procedure and in
studying source algorithms [54–57].

Fabrication introduces further problems such as alignment — whenever more
than one curved surface is relevant to the design of the lens — and tolerances,
whenever the designed lens has a complex shape, e.g. if it is not continuous [53].

A general design procedure should take into account the mentioned fabrica-
tion issues and also allow to target custom illumination patterns. A choice to
tackle these problems is to use dedicated commercial software that can handle
a large set of optical design problems (such as the widespread ZEMAXr [2],
ASAPr [58], OSLOr [59], TRACEPROr [60]). This solution may anyway be ex-
pensive when routine design of such lenses is not needed.

In the next section, a simple algorithm for the design of optical free-form sur-
faces is illustrated.

The tool, I have developed, has various attractive features: it can optimize any
analytical function describing the lens surface shape; it has the potential to obtain
any desired radiation pattern; it handles real sources such as high power LED
sources rather than ideal uniform or Lambertian point sources, using a specific
source algorithm. Finally, it was programmed in MATLABr , which guarantees
versatility and minimum programming effort.

4.2 Free-form lens design algorithm

In this section, the proposed algorithm is described.
A plano-convex free-form lens is considered. Letting one of the two surfaces

of the device remain planar reduces the degrees of freedom available for design,
but has a positive impact on the ease of fabrication and alignment, which is im-
portant in practice. The convex surface has been chosen to be described by a 6th

order polynomial:

z = f(x, y) = c1 x
2+c2 y

2+c3 x
4+c4 x

2 y2+c5 y
4+c6 x

6+c7 x
4 y2+c8 x

2 y4+c9 y
6 (4.1)

where the nine ci coefficients are the unknowns to be determined by optimiza-
tion. Lower or higher order polynomials can be considered, depending on design
specifications.

The geometry of the structure is sketched in Fig. 4.1. Note that the flat surface
is in front of the source plane, set at z = 0.
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Figure 4.1: Definition of the free-form surface parameters.

In a cartesian reference frame with coordinates i = x, y, z, Vi indicates the ray
direction cosines out of the source, Pi, the coordinates on the free-form lens input
plane, Vri , the ray direction cosines within the thick lens, N , the direction cosines
of the normal to the input surface,Qi, the coordinates on the free-form lens output
surface, Ri, the ray direction cosines out of the free-form lens, Ui, the direction
cosines of the normal to the free-form surface lens and Ti, the coordinates on the
final (target) surface.

The source to be considered is a real LED, modeled using ray tracing. Data
sheets provided by manufacturers, include the so-called “ray-file”, which con-
tains the description of the source ray distribution pattern, i.e. the source angular
irradiance distribution. In practice, the ray-file lists the coordinates of the point
i = x, y, z where each ray originates, its direction cosines Vi and the ray flux P .
This description of the source allows to consider any real source, with its own
radiation pattern.

Since the ray-file generally contains from tens to hundreds of thousands of
rays, it is necessary to reduce their number in order to allow a better performance
of the implemented algorithm. In the following a possible procedure to do this
will be explained.

One can first notice that the ray spatial distribution depends on the source ra-
diation pattern and on the distance between the source and the lens. Some of the
rays will then not impinge on the input surface of the lens and can immediately
be eliminated. However, the majority still must be considered.

To further reduce their number, one can note that, if the phase fronts are
smooth enough to guarantee that not too rapid changes in the direction cosines of
adjacent surface points occur, rays can be grouped dividing the input surface of
the lens in subsurfaces. Each group has a constant ray flux through the input and
output sections. This way of working takes advantage of the ray optics hypoth-
esis that rays are normal to the beam phase fronts. Each subarea is associated to
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a set of direction cosines, calculated as the average of the direction cosines of all
the rays impinging on that region.

Such grouping operation should consider also the shape of the lens input sur-
face. In the considered case, however, this surface is flat, simplifying the oper-
ation. This source algorithm allows not only to increase the computational effi-
ciency, but also to consider a real source as a lot of point sources, without reducing
the algorithm reliability. In other words the results are not affected by using this
new source instead of the real one.

A typical result is shown in Fig. 4.2 for a square lens with 2mm side. Subfigure
(a) shows schematically how the source algorithm works. It is done subdividing
the whole lens input area in vertical slices with the same overall intensity of rays
(red points). Each slice is then partitioned in subareas following the same rule.
For each subarea, the centroid (black point) is calculated and it represents all the
rays impinging on that area.

Subfigure (b) shows the surface subdivided in bin, in color scale. The green
points represent the centroids of each subsurface, as explained before. The color
scale represents the central ray intensity (from white, maximum, to black, min-
imum). Each area is anyway associated with the same overall flux, this is con-
firmed by the fact that the darker areas are the largest ones. This way, a much
smaller number of “equivalent” rays is considered, which is useful in the next
optimization procedure. In the example, 10× 10 ray bundles (or bins) are consid-
ered. The matrix size could be changed, if necessary.
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Figure 4.2: Example of input surface subdivided in bins with the same flux (co-
ordinate z = zlens of Fig. 4.1) for a square lens with 2mm side in two different
representation, with the rays (red points) (a) and in color scale (b).

The algorithm is based on the assumption that the free-form surface creates
an isomorphism between the lens input surface and the target surface. The target
surface is subdivided into the same number of parts as the input one. On this
surface each area is related to the expected local flux. For example, if uniform
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target illumination is desired, the rectangular final surface shall be subdivided
into equal parts. If not, subareas must be determined to fit the required specifica-
tions: the smaller the area, the larger the local expected flux. This way of setting
the illumination pattern features guarantees wide flexibility of the algorithm. A
few simple tests have been run preliminarily to tune the choice of the parameters
(for example the number of bins to reduce the number of ray flux tubes) depend-
ing on the required intensity pattern distribution. After having decided how to
subdivide the input plane (source) and the output one (target), it is necessary to
define their relationship.

The ray trajectories from the input lens surface to the target plane are calcu-
lated using the vectorial Snell’s law. This can be done considering the gradient of
the surface

∇g(x, y, z) =

(
−∂f
∂x
,−∂f

∂y
,+1

)
(4.2)

where g(x, y, z) = z − f(x, y) = 0 and f(x, y) is the polynomial given by equation
(4.1). Its knowledge leads to the direction cosines

Ux = −
∂f
∂x

||∇g||
, Uy = −

∂f
∂y

||∇g||
, Uz =

1

||∇g||
(4.3)

being ||∇g|| =
√

1 + (∇f)2. The knowledge of this surface allows to calculate
also the direction cosines of the normal to the surface.

The coefficients of the polynomial function are calculated minimizing the root
mean square error between the real arrival points (Ti, i = x, y, z)) and the ex-
pected ones (Ti,exp, i = x, y, z)):

e = 〈
√

(Tx,exp − Tx)2 + (Ty,exp − Ty)2 + (Tz,exp − Tz)2〉 (4.4)

where 〈 · 〉 is the average of the argument.
The optimization procedure starts by assuming a parabolic surface (i.e. by

setting to 0 all the coefficients of Eq. (4.1) except those of x2 and y2) and calculat-
ing the related output ray position and slope on the target and the first value of
the error. Then, all the coefficients are progressively varied at the following opti-
mization iterations, until convergence is reached. The optimization is performed
using Newton-like algorithms implemented in MATLABr , which can find local
minima of a user-defined function.

4.3 Free-form lens design

This section describes how the proposed algorithm is used to design a lens obey-
ing to the following specifications: i) the free-form lens operates at the wave-
length of 633nm and is fabricated in acrylic; ii) the field of view (FoV) along the
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two axes should be FoVx = 35◦ and FoVy = 22◦; iii) at least 80% of the ray flux
entering the lens should be in the given FoV range; iv) the intensity distribution
should provide corners illumination at least 30% higher than that at the center of
the target; v) the lens is at 0.8mm from the external surface of the LED package;
vi) the target is at 200mm from the source plane.

The lens size should be large enough to collect as much power as possible,
with possible size constraints set by mechanical (mounting) problems. In this
case, a surface of 3.5mm × 3.5mm positioned at 0.8mm from the LED package
surface can collect about 70% of the ray flux emitted by the LED used. This can
be considered a satisfactory value. This percentage is an hundred times the ratio
between the power ray flux impinged on the first lens surface and the total power
LED flux.

However, internal reflections of rays impinging on the lateral lens surface are
possible. To exclude them from calculations, a further guard ring (0.5mm in this
case) around the lens has been considered (leading to an overall size of 4.5mm×
4.5mm and an overall ray flux of 80% impinging on the first surface lens). The
choice of using the guard ring is beneficial to reduce lens side scattering effects in
fabricated devices, which have also a detrimental effect on performance.

In the following the results obtained after the lens optimization made by the
proposed algorithm will be shown.

4.3.1 Optimization results

The division in bins of the target plane obeying the specifications obtained after
the optimization process is shown in Fig. 4.3. To check the design, TRACEPROr
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Figure 4.3: Division in bins of the target at z = 200mm to allow an illumination
with 30% power increase at the target corner compared to the center.

package to simulate the flux distributions that can be obtained by the overall
system has been used. TRACEPROr traces all the source rays from the input to
the target plane. Fig. 4.4 shows the irradiance profile at 200mm from the source
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plane. One can see that, at the corners, the flux is larger than it is at the center. In

Figure 4.4: Intensity distribution at 200mm as resulting after reducing in bins the
TRACEPROr ray table.

particular, the horizontal (Fig. 4.5(a)) and vertical (Fig. 4.5(b)) irradiance profiles
are shown. They are calculated as the average of the lines passing through the
local maxima at the four corners, shown as blue rectangle in Fig. 4.4. The flux is
normalized with respect to the average intensity of a central portion of the whole
profile. One can see that the flux is more than 30% larger than that at the center,
thus satisfying the specifications.
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Figure 4.5: Normalized horizontal (a) and vertical (b) irradiance profiles at
200mm.

Finally, the specification on efficiency has been verified. It is attained, since
80% of the flux entering the lens does fall into the area defined by the specified
FoV. This efficiency is calculated as the ratio between the power flux of the rays
impinging on the target inside the specified FoV and the power flux of the rays
entering the first surface lens.
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4.4 Free-form lens characterization

A prototype of the designed lens has been fabricated using acrylic material. A
picture of the sample is shown in Fig. 4.6.

Figure 4.6: Picture of one of the fabricated samples of free-form surface lens (ac-
tual size: 4.5mm× 4.5mm).

The lens was characterized, both mechanically — to check if the prescribed
shape had been obtained — and optically, to check its performance.

4.4.1 Surface profile characterization

In order to characterize the surface shape, a Digital Electronics Automation (DEA)
touch-probing tool shown in Fig. 4.7 has been used. The tool can evaluate the
coordinates of a set of points of the lens surface. Positioning of the sample in the
tool is critical. The sample has a size comparable to the test tip and the tool must
have direct access to the bottom flat surface, as this is the reference for all the
other measurements. Moreover, the touching tip must have access to the lateral
surfaces of the lens. An ad-hoc sample holder has then be designed. It is shown
in Fig. 4.8.

The surface has been characterized measuring 900 points. The result is shown
in Fig. 4.9(a) with the best fitting surface described by a polynomial given by
equation (4.1), the coefficients of which have been calculated using the measured
points.

The comparison between this surface and the designed one evidenced that the
fabricated lens has a curvature slightly larger than the designed one especially at
the lens border. For example, Fig. 4.9(b) shows one of the principal sections of
the free-form lens as designed (blue solid line) and fitted (red dashed line). The
maximum difference at the guard ring border —which limits the area collecting
the most of the input ray flux — is of 85µm, which is about 4% of the lens height
(∼ 2mm) at this coordinate, an error compatible with the fabrication technology.

To evaluate the performance differences between the designed lens and the
fitted surface one, TRACEPROr was used to simulate their behavior. Fig. 4.10
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Figure 4.7: Digital Electronics Automation (DEA) machine.

Figure 4.8: Front (left) and side (right) view of the lens glued on the holder.

reports the results of such a comparison. The horizontal (a) and vertical (b) irra-
diance profiles at 200mm from the lens on lines passing through the maxima, as
explained before, are shown considering the designed lens (blue line with circle
markers) and the fitted surface (red line with square markers). The curves agree
quite well. The peak value is more than 30% with respect to the average value of
the image center.

4.4.2 Irradiance measurement

After the mechanical characterization, the optical performance has been mea-
sured. The illumination pattern has been projected on a diffusing screen and
detected by a calibrated camera. The setup is shown in Fig. 4.11 (a). The camera
considered is a barcode reader characterized to allow direct reading of the irra-
diance profile simply from the captured image intensity. It is possible to use any
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Figure 4.9: (a) Measured surface points and best fitting surface. (b) Lens shape
sections: designed (blue solid line) and fitted from measured data (red dashed
line). The vertical black lines indicate the interfaces between the inner useful part
of the lens and the outer frame.
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Figure 4.10: Horizontal (a) and vertical (b) irradiance profiles at 200mm. Plots are
normalized with respect to the value at the image center. The blue line with circle
markers refers to the designed lens, the red one with square markers refers to the
surface obtained from the best fit of the experimental surface points.

type of characterized camera. The measurement steps are the following ones:

• The diffuser is positioned at 130mm from the reader.

• On the other side of the screen, the LED with the freeform lens mounted
(see Fig. 4.11 (b)) are positioned at 200mm from the screen;

• 10 images are captured with the LED switched off;
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(a) (b)

Figure 4.11: (a) Irradiance measurement set up. (b) Lens mounting on the LED .

• 10 images are then captured with the LED switched on.

The desired image comes from the difference between the average of the im-
ages captured with the LED on and the average of the images captured with the
LED off, corrected by the camera characterization data. These data take into ac-
count the measured intensity, lower at the image border than in the center, due to
the camera angular response.

After measuring the irradiance profile of the fabricated lens, the agreement
between experimental results and theoretical predictions has to be checked. The
simulated behavior on a screen at 200mm of the designed and the fitted surface
lenses used is the one shown in the previous section. Fig. 4.12 reports the over-
all irradiance patterns, in three cases. Fig. 4.12(a) shows the irradiance of the
designed lens, Fig. 4.12(b) shows the irradiance of fitted surface lens. Finally
Fig. 4.12(c) shows the measured irradiance.

Fig. 4.13 reports horizontal (a) and vertical (b) sections of the previous pat-
terns, always taken on lines through intensity maxima. The agreement between
theoretical predictions and measurements appears very good especially in the
regions of maxima.

4.5 Conclusion

A free-form lens design tool in MATLABr has been proposed and successfully
demonstrated optimizing a plano convex lens with curved surface described by
a 6th order polynomial function to provide a custom illumination pattern. The
designed lens has been fabricated and tested. Measured results agree with theo-
retical predictions and confirm the quality of the proposed algorithm.

The algorithm is general, simple and effective. It allows the design of free-
form lenses described by an arbitrary analytical function and is able to provide
custom illumination conditions for all kind of applications.
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Figure 4.12: Irradiance of the designed lens (a), irradiance of the fitted surface
lens (b) and measured irradiance (c).
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Figure 4.13: Horizontal (a) and vertical (b) irradiance profiles at 200mm for de-
signed lens (blue line with circle markers), for fitted surface lens (red line with
square markers) and with measured data (black solid line).

Another advantage of the tool is that it is realized in MATLABr and allows
not to use expensive commercial optical design tools, which is important when
free-form lens design is not routinely done and cost issues become relevant.
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5

Pattern Generator Design

The non-imaging system with a coherent source (laser) is the pattern generator
system.

Such a system can be employed as a pattern generator for various types of
applications, such as 3D reconstruction, laser range finders, movement detection
and robot vision. Regarding Auto ID applications, it can be used as a viewfinder
for helping the user point a device towards the item to be identified by projecting
a rectangle-like illumination pattern. Usually for both types of applications, the
required pattern angle is large, such as 40◦, because it is necessary to hit the whole
item to be identified or object to be 3D reconstructed etc.

For this reason, a tool to design Diffractive Optical Elements (DOEs) as a pat-
tern generator with large diffraction angles (large FoV) has been implemented.

The results, described in this chapter, were obtained at the Friedrich-Alexander
University of Erlangen, in Germany, in the group of prof. Norbert Lindlein. The
aim of this collaboration was twofold. It was not only to set up a design proce-
dure, but also to study the phase only DOE fabrication process and understand
how it can influence the design phase.

After a brief introduction to the design problem (Sec. 5.1), phase only DOE
characteristics (Sec. 5.2) and its fabrication process (Sec. 5.3) will be presented.
The procedure set up for pattern generator design will be described in Sec. 5.4.
Finally, results will be discussed in Sec. 5.5.

5.1 Introduction to the design problem

It is often assumed that the DOEs are designed for beam shaping [61]. DOEs
which are designed with the help of a computer and written by lithographic
methods are called Computer Generated Hologram (CGH) [62].

When a DOE is illuminated by a coherent source, it projects a diffraction pat-
tern that can be described as the Fresnel or the Fraunhofer integral of the am-
plitude and phase distribution of the DOE depending on the distance z of the
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illuminated plane from the DOE itself. In the particular case of very large dis-
tance (far field condition), the diffraction pattern can be approximated well by
the Fourier transform of the imaginary exponential of the phase function (e jΨ(x,y))
implemented by the DOE. So, knowing the desired pattern which should be pro-
jected at the desired distance from the DOE, the features of the DOE can be ob-
tained calculating, in the paraxial approximation, the Fourier transform of the
image itself.

Among the possible design algorithms, the so called Iterative Fourier Trans-
form Algorithm (IFTA) has been widely used for CGH design [5–7], and turns out
to be a very effective design tool. However, such an algorithm, being based on it-
erative application of the classical Fourier Transform, implies fulfillment of the so
called paraxial approximation, if no additional relations between the coordinates
in the hologram plane and the coordinates in the far field are taken into account.
Unfortunately, this is not true for the large FoV that the device to be designed
in this work should have. Ways to circumvent this problem must therefore be
found.

A significant amount of study has been given to methods for non-paraxial
propagation [63], [64], [65], [66]. All of them are too computationally complex
to be used in an iterative method. On the other hand, IFTA is attractive as it is
conceptually and computationally simple. Therefore, since the purpose of this
work consists in designing a wide angle CGH in a simple way, IFTA has been
adapted as to compensate for DOE producing non paraxial holograms. This is
the first important topic of the activity.

A second problem comes from the DOE discretization, a critical step in the
IFTA. In the results there could be undesirable effects due to the choice of the
phase quantization rule. This problem is widely studied [67], [68]. The solution
proposed by Wyrowski [69] that consists in a stepwise quantization, also named
soft quantization, has been chosen for the design tool. It allows to avoid the
stagnation problem that occurs frequently in the IFTA.

A third problem comes from the fact that the DOE has to be realized by laser
lithography and the requirement of large FoV may suffer from the limits im-
posed by the available technological apparatus. Before analyzing these issues
and describing the solutions adopted to overcome these problems, the DOE gen-
eral characteristics and the fabrication process will be presented.

5.2 Phase only DOE characteristics

A phase only DOE is a diffractive element designed using digital computations.
The computed phase pattern can be realized either using multilevel micro-reliefs
(binary optics) or continuous micro-reliefs. Reliefs have features in the range
from sub-micron size to millimeter size and relief amplitudes of a few microns.
The modulation of the surface profile locally modifies the phase of the impinging
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radiation, thus resulting in a phase modulation of the field. The electromagnetic
radiation emitted from the different zones of the DOE, which is then a grating,
interferes to form the desired wavefront. The shape of the grating reliefs deter-
mines the efficiency of the element, which is the amount of light that goes into a
particular diffraction order [70–72].

DOEs emerged from holography in the 1989 thanks to Swanson and Veld-
kamp [73] and in 1993 thanks to Herzig and Dändliker [74].

A phase only DOE is then a particular case of phase mask. In order to find the
relationship between a generic phase distribution Φ(x, y), which can for example
be expressed as a polynomial with coefficients amn:

Φ(x, y) =
2π

λ0

M∑
m=0

N∑
n=0

amn x
m yn

and the characteristics of the phase only DOE, one can first notice that changes of
integer multiples of 2π in the phase have no effect. In other words one can wrap
the phase in the interval [0, 2π] and get:

Ψ(x, y) = Φ(x, y)
∣∣∣
mod2π

.

The complex transmittance of the phase only DOE is then given by

t(x, y) = e jΨ(x,y), (5.1)

where j is the imaginary unit. The surface profile h(x, y) for a thin phase only
DOE in transmission is then related to the phase profile Ψ(x, y) by

h(x, y) =
λ0

n(λ0)− 1

Ψ(x, y)

2π

where n is the refractive index of the phase only DOE plate material and λ0 is the
free space design wavelength.

6π

2π

φ

ψ

0 2π 4π

(a)

6π

2π

q

φ

ψ

0 2π 4π

(b)

Figure 5.1: (a) Wrapped phase ψ vs unwrapped phase φ; (b) Quantized wrapped
phase ψq vs unwrapped phase φ.

Once the phase distribution Φ(x, y) or, equivalently, the reduced Ψ(x, y) is
known, its values must be sampled to an integer number of discrete values if
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the previously mentioned binary optical approach is to be used. Considering, for
formal simplicity, only the 1D case, the continuous phase ψ(x) is approximated
by a staircase function with uniformly distributed values, with steps ∆ψ = 2π/N .
Fig. 5.1 shows the wrapped phase ψ(x) vs the unwrapped one φ(x), (a), and the
quantized wrapped phase ψq(x) vs the unwrapped one φ(x), (b). One can then
note that, although the phase profile is a function of the spatial coordinates, it is
not convenient to consider this dependence explicitly, since the technology used
to realize such phase distributions will realize uniform steps of the phase change
and not uniform steps in the position of the sampled function.

The design and fabrication of a phase only DOE requires several steps. At the
system level one should perform:

1. an analysis of the global system requirements,

2. a partitioning of the opto-electro-mechanical characteristics of the basic con-
stituting functional elements of the system into the desired micro-electro-
mechanical system;

3. a further optical definition, deciding whether refractive/reflective, waveg-
uides/DOEs components should be used;

4. a tolerance analysis related to the phase only DOE fabrication, operation,
packaging realization phases.

Considering specifically the phase only DOE element, one must then:

1. understand the physics of the problem and build the corresponding math-
ematical model;

2. decide if the problem can be solved analytically or numerically;

3. identify the optimization problem, with constraints and cost function;

4. write a suitable computer code and run it up to convergence;

5. transfer the code result to a real device which can be physically fabricated;

6. fabricate and characterize the DOE, to check if expected results are obtained.

The beam shaping problem considered has no analytical solution. It is possi-
ble to use only the numerical approach.

A numerical-type phase only DOE is calculated and optimized as a two di-
mensional matrix of regularly spaced complex data sampled over the xy space.
In the present case, the problem of obtaining a specific pattern on a screen is
a typical Fourier phase only DOE design problem. The optimization algorithm
then aims to find the values of the elements of the phase only DOE matrix that
will form the desired image as accurately as possible, in terms, for example, of



5.3 DOE fabrication process 113

diffraction efficiency, root mean square error in reconstruction, signal-to-noise ra-
tio, uniformity of the obtained pattern, etc.

The degrees of freedom that allow a phase only DOE optimization process to
evolve and converge are of two types: the first considers properties of the phase
only DOE itself while the second considers properties which must hold on the
reconstruction (image) plane. Since a phase only DOE is basically a matrix of
sampled values of a given phase distribution, the allowed degrees of freedom are
therefore the size of the matrix (i.e. the number of cells in the DOE), the size of the
cells and the number of phase levels (quantization levels). These features must be
chosen with care as a trade-off between accuracy of pattern reconstruction, CPU
time, fabrication time and, which is most important in this work, technological
fabrication constraints.

Phase only DOE design is based on iterative optimization algorithms. Such
algorithms can be grouped in four different categories [71, 75–77]:

1. algorithms which perform a single pixel change in the phase only DOE at
each iteration and analyze the effects of this change on the reconstruction.
These algorithms are known as “unidirectional” algorithms as they use a
single forward propagation at each step;

2. algorithms performing one, two or even more global transformations at
each iteration, using forward and backward propagators and projecting
the result on several different constraints defined by the relevant applica-
tion, fabrication, technology, operation, etc. These include, for example,
Gerchberg-Saxton algorithms [5] and the Ferwerda and Yang-Gu [78,79] al-
gorithms. They are known as IFTAs and bidirectional algorithms;

3. algorithms based on evolutionary programming, the so called “genetic al-
gorithms”;

4. algorithms that perform global optimization, related to encoding techniques
such as error diffusion.

The choice of the optimization algorithm is closely related to the type of appli-
cation and the performance required. For the pattern generator design tool, the
IFTA has been chosen, as previously explained.

5.3 DOE fabrication process

The most important technological approach for the fabrication of micro-optics
such as DOEs is lithography [72]. Two types of lithographic fabrication proce-
dures can be distinguished (see Fig. 5.2): scanning lithography and mask lithog-
raphy.
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In scanning lithography no mask is used but local variation of the photore-
sist exposure is achieved in a so-called direct-writing process. To this purpose a
laser or an electron-beam source is scanned over the substrate, while the beam
intensity and exposure time of the beam are modulated.

In mask lithography the pattern of the component is encoded as an amplitude
distribution in a lithographic mask. Uniform illumination of the mask is used to
expose a photosensitive coating on the substrate.

In both cases, after the exposure of the photoresist layer, a development step
converts the exposed photoresist into a surface profile. In a further processing
step (etching) the surface profile of the photoresist pattern is transferred into the
substrate.

In the following, only the scanning lithography will be described in detail
because it is the one used in this work.

Figure 5.2: Approaches to lithographic fabrication: a) mask lithography, b) scan-
ning lithography. From [72].

The three main phases of scanning lithography are sample preparation, pat-
tern writing and pattern transfer.

5.3.1 Sample preparation

The first step of the scanning lithographic fabrication process is preparation of
the uniform thin layer of photoresist material to be written by the scanning laser
beam on the polished face of the substrate. The cheapest and fastest way to gener-
ate these layers is the so called “spin coating”. The substrate is fixed, for example
on a vacuum chuck, which is rotated at a rate of typically 3000-6000 rotations per
minute (r/min). If some coating material (for example a diluted photosensitive
polymer) is deposited onto the substrate, the centrifugal forces due to rotation
spread the material to form a layer over the substrate. Its width and uniformity
are controlled by the spinning speed, the viscosity of the material, the temper-
ature of the substrate, the environment and the overall rotation time. The rest
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of the material is thrown off the substrate. Post baking removes the solvent and
leaves a uniform and solid coating on the substrate.

If the wafer is free of dust particles and the spinning speed is high enough, this
coating method is simple and yields good quality coatings with highly uniform
layer thickness. Problems may come in non-rotation-symmetric substrates or for
textured substrates, where results may not be so uniform.

5.3.2 Pattern writing

Once the photosensitive layer has been deposited, the pattern of the micro-optical
components can be directly written on it using a focused laser beam. Fig. 5.3
schematically shows the setup of a typical laser scanner. A laser with an emission
wavelength is modulated (for example by an acousto-optic modulator, AOM)
and focused onto the wafer coated with a layer of photoresist. The focused beam
is scanned over the whole wafer area to write the whole pattern. Reasonable
scanning speed can be achieved using a combination of direct deflection of the
laser beam (e.g. an acousto-optic deflector AOD) and scanning of the wafer using
an xy stage.

Figure 5.3: Schematic setup for laser beam writing: AOM: acousto-optic modula-
tor; AOD: acousto-optic deflector. From [72].

The critical parameters of the process are the synchronization between the
modulator and the deflector, the relative position of the xy stage, and the precise
focusing of the laser beam. The acousto-optic modulation can be realized using
a deflector and a spatial filtering system. When deflected, the laser beam misses
a pinhole (the spatial filter) and is thus blocked. The modulation is electronically
synchronized with the beam deflection and the xy scanning of the substrate. The
position of the xy stage is controlled interferometrically.

The most critical issue for the minimum feature size is the exact focusing of
the laser beam. This must not be affected by the roughness of the photoresist
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layer, which causes a variation of the distance between the focusing lens and the
layer. A common solution to this problem uses a focusing lens floating on an
air cushion of constant pressure. This way it is possible to achieve a constant
minimum spot size depending on the illumination wavelength.

There are two procedures for pattern writing: the binary and the gray-tone
lithographic techniques, as schematically shown in Fig. 5.4.

(a) (b)

Figure 5.4: Lithographic techniques: (a) binary; (b) gray tone. From
http://www.optik.uni-erlangen.de/odem/index.php?lang=e&type=12.

Fig. 5.4 (a) shows the steps of the binary lithographic process. The first one is
the exposure of the photoresist on the top of a thin Cr layer (sample prepared as
explained before), using a laser beam with uniform intensity. After exposure, the
substrate is developed. This way, the exposed areas of the (positive) photoresist
layer are removed by the developer. The next step is the pattern transfer made
with a reactive ion etching, explained in the following. This process produces a
DOE with 2 levels. More levels can be obtained repeating the whole process. For
example, if a 4 level DOE is desired, the process has to be repeated twice, align-
ing two different exposure masks. For good DOE performance, the alignment
accuracy is very important.

Fig. 5.4 (b) shows the schematic of the gray tone lithographic process. In this
case the analog response of a photo emulsion is used to generate a gray-level
profile varying the writing laser beam intensity using, for example, a laser beam
scanner. This process is similar to the just described binary lithography, but with
three main differences.

The first difference is during the exposure phase and consists in the use of a
beam with varying intensity instead of a constant one. Secondly, in the develop-
ment step, there are different developer concentration for a binary or a graytone
lithography. For the binary one, a low developer concentration is used to have
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a high contrast that produces a binary profile. On the other hand for having a
graytone profile, it is necessary to have a low contrast, and consequently a high
developer concentration. The third difference consists in having a single process,
independently of the number of levels in the graytone lithography, and a multi
process in the binary lithography (one process each two levels) that implies the
importance of accurate alignment step.

5.3.3 Pattern Transfer

Transferring the computer-generated pattern into the photosensitive layer on the
substrate wafer is done etching the photoresist with a suitable chemical process,
which progressively removes the photoresist layer. The thinner the layer, the
deeper the etching of the substrate, for a given etching time.

The pattern transfer process used is the reactive ion etching which transfers
the photoresist structure into the substrate material. The etching process occurs
in a vacuum chamber filled with the etching gases to a working pressure of about
10−6bar where a plasma of chemically active species is generated applying an
HF-field. For a binary diffractive element to be realized in quartz, CHF3 (fluo-
ride) ions are used, while oxygen is the etching material for the photoresist layer.
The etching rate of the quartz and the resist is controlled by the concentration
of the two etching gases. The ratio of these concentrations, the so called etching
selectivity S and the time of etching, determines the final height of the structure.

5.4 Design tool

The design tool developed is based on the IFTA, a simple and computationally
fast method. As said in Sec. 5.1, this algorithm consists in bouncing back and
forth between two planes related by a Fourier transform, applying different con-
straints at each iteration defined by type of application, fabrication, technologies,
operation, etc.

The IFTA [5] allows to calculate the amplitude and phase field distribution
(f(x, y) = a(x, y) e jΨ(x,y)) on the CGH plane which, illuminated by a plane wave
or any beam shape, provides a field F (x, y) = b(x, y) e jΦ(x,y) on the image plane in
the far field. Within the limits of the paraxial approximation, F is then the Fourier
transform of f .

The block diagram of the algorithm is illustrated in Fig. 5.5. It starts in the
image plane from F ′ = be jΦ where Φ is a random phase and b is the desired
amplitude and applies a Fourier transform (direct or inverse, depending on the
sign conventions) to determine the corresponding field distribution f ′(x, y) in the
CGH plane. At this stage, it is important to apply the fabrication constraints. First
of all, if a phase plate must be realized, the field modulus must be 1 in the CGH
domain. In addition, for multilevel surface-relief elements, the fabrication con-
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Figure 5.5: Schematic representation of the iterative Fourier transform algorithm.

straints include the discretization of the phase function to N phase levels. Such
constraints allow to obtain a physically realizable phase only DOE. The new field
is then (inversely or directly) Fourier transformed to obtain the corresponding
field in the image plane F (x, y). The next step consists in an amplitude correc-
tion, constraining the F modulus equal to the desired amplitude b(x, y). This
process is repeated until the desired image or a maximum number of iteration is
achieved.

The discretization is a critical step because in the results there could be un-
desirable effects due to the choice of the phase quantization rule. There are two
main quantization rules: the direct one and the soft one. A direct quantization is
given by:

exp(−jΨ̂(u)) =



exp(−jπ) Ψ(u) + π ≤ 0.5∆
...
exp(j(−π + n∆)) (n− 0.5)∆ < Ψ(u) ≤ (n+ 0.5)∆
...
exp(jπ) (N − 0.5)∆ < Ψ(u) + π

(5.2)

where Ψ̂(u) is the quantized phase of Ψ, ∆ = 2π/N , N is the number of quantiza-
tion levels and n = 0, . . . , N .

Applying this quantization rule to the IFTA, it happens frequently that Ψ(u) at
each iteration does not change enough to overcome the threshold levels causing
a stagnation problem.

In order to avoid this stagnation, Wyrowski in [69] proposed an improved
quantization rule, the soft quantization. He has introduced a stepwise quantiza-
tion in the iterative procedure.
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At ith iteration, the quantization rule is:

exp(−jΨ̂i(u)) =



exp(−jπ) Ψ(u) + π ≤ 0.5∆ · ε(s)
...
exp(j(−π + n∆)) (n− 0.5ε(s))∆ < ψ(u) ≤ (n+ 0.5ε(s))∆
...
exp(jπ) (N − 0.5ε(s))∆ < ψ(u) + π
exp(jΨi(u)) otherwise

(5.3)
with

0 < ε(1) < ε(2) < . . . ε(s) . . . < ε(S) = 1 (5.4)

This second quantization rule, called soft or stepwise, has been chosen to
avoid the stagnation increasing the capability of the IFTA to change the phase
distribution during the iterative procedure.

The IFTA loop described is iterated until the field on the image plane coin-
cides, within a decided error, with the desired one or if the maximum number of
iterations is achieved.

The aim of this work consists in designing a wide angle CGH. The main chal-
lenge is to introduce in the IFTA a correction for DOE producing non paraxial
holograms. In the next section this correction will be described.

5.4.1 Paraxial correction

The desired pattern to be created by the DOE is in the far field of the DOE itself.
The relationship between the two fields is assumed to be a Fourier transform [10].
Unfortunately, this algorithm stands on the paraxial approximation, i.e. on the
assumption that the error introduced considering sin Ω ' Ω is negligible.

However, in this case, where the diffraction angles are large, this hypothesis
is no longer true. This causes a pincushion distortion error in the image plane as
shown schematically in Fig. 5.6. Considering the ray with angle Ω, it lands on the
image plane at pointE; the segmentOE corresponds to tan Ω. Use of Ω instead of
sin Ω, applying the definition of Ω in radiants, is possible only if Ω is small. This
means that OE coincides with the ray OP landing on the point P on the sphere
with radius d, being z = d the distance between the object and the image plane.
However, if Ω is large and since the algorithm makes reference to the image plane,
point P ′, the projection of P on the image plane, is used instead of E. It is visible
that P ′ is low shifted with respect to E. This effect is the mentioned pincushion
distortion of the image.

It has been investigated how the paraxial approximation induces an error in
the design procedure and how one can compensate such an error keeping the
IFTA basically unchanged.
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Figure 5.6: Interpretation of the paraxial approximation: instead of the exact point
E on the image plane (tan Ω in the expression of the spatial frequencies), the point
P , on a sphere with radius z = d, (Ω in the expression of the spatial frequencies)
is considered. Point P has projection P ′ on the image plane.

A plane wave with complex amplitude propagating in free space is given by:

U(x, y, z) = Ae−jk · r = Ae−j(kxx+kyy+kzz)

The propagation vector k (with modulus k = 2π/λ) makes angles θx = sin−1(kx/k)
and θy = sin−1(ky/k) with the yz and xz planes, respectively (see Fig. 5.7).

The complex amplitude in the z = 0 plane can then be written

U(x, y, 0) = f(x, y) = Ae−j(kxx+kyy) = Ae−j2π(νxx+νyy)

having introduced the spatial frequencies νx = kx/2π and νy = ky/2π. The angles
of the wavevector are therefore related to the spatial frequencies of the harmonic
function by

θx = sin−1(λνx), θy = sin−1(λνy). (5.5)

At a distance z = d from the plane z = 0, it holds

U(x, y, d) = f(x, y) e−jkzd

being

kz =
√
k2 − k2

x − k2
y = k

√
1−

k2
x + k2

y

k2

= k
√

1− sin2 θx − sin2 θy = k
√

1− λ2ν2
x − λ2ν2

y .

(5.6)

The square root is real if k2 > k2
x + k2

y . If not, the argument becomes negative
and the square root imaginary, corresponding to evanescent waves not observed
in the far field. If kx � k and ky � k, so that the wavevector k is paraxial, angles
θx and θy are small (sin θx ≈ θx and sin θy ≈ θy) and

θx = λνx, θy = λνy. (5.7)
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The angles of inclination of the wavevector become now directly proportional to
the spatial frequencies of the corresponding harmonic function. Equation (5.6)
can also be simplified and one can write:

kz = k
√

1− sin2 θx − sin2 θy ' k
√

1− θ2
x − θ2

y (5.8)

and θx ' x/d, θy ' y/d. The wavevector has now components kx ' (x/d)k and
ky ' (y/d)k and spatial frequencies are νx ' x/(λd) and νy ' y/(λd).

Without paraxial and far field approximation, the spatial frequencies can be
written as:

νx =
sin θx
λ

, νy =
sin θy
λ

. (5.9)

ρθ

θ

Ω Φ
(x,y)

d

y

x

z

y

x

Figure 5.7: Representation of the parameters: ρ, φ (polar coordinates on the xy
plane) and θx, θy, Ω (angular coordinates from z = 0 to z = d planes).

With reference to Fig. 5.7 one can write:

sin θx =
x√

x2 + y2 + d2
.

Substituting x with ρ cosφ and x2 + y2 with rho, one gets:

sin θx =
ρ cosφ√
ρ2 + d2

,

and finally, substituting ρ with d tan Ω:

sin θx =
d tan Ω cosφ√
(d tan Ω)2 + d2

.
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In a similar way, one can write the same expression for sin θy using y = ρ sinφ
as:

sin θy =
d tan Ω sinφ√
(d tan Ω)2 + d2

.

In conclusion, the expressions of the spatial frequencies without the paraxial
approximation are:

νx =
1

λ

d tan Ω cosφ√
(d tan Ω)2 + d2

, νy =
1

λ

d tan Ω sinφ√
(d tan Ω)2 + d2

. (5.10)

If the paraxial approximation is considered, tan Ω ' Ω and these equations
reduce to:

νx =
1

λ

dΩ cosφ√
(dΩ)2 + d2

, νy =
1

λ

dΩ sinφ√
(dΩ)2 + d2

. (5.11)

The paraxial approximation produces an error, which can be anyway com-
pensated, if a suitable predistortion is introduced on the desired amplitude in the
image plane. In practice, Ω can be written as arctan(tan Ω) but with tan Ω ' Ω
approximation, it reduces to arctan Ω. To compensate the error introduced by the
use of paraxial approximation in the case of large angle, arctan Ω instead of Ω
has to be considered in equations (5.11). To have a correct image pattern, spa-
tial frequency axes should then simply be locally stretched to obey the following
equations:

νx =
1

λ

d arctan Ω cosφ√
(d arctan Ω)2 + d2

, νy =
1

λ

d arctan Ω sinφ√
(d arctan Ω)2 + d2

. (5.12)

To do so, for each point of the image plane, sampled on a fine enough grid, the
spatial frequency must be calculated first. This would correspond to a point in
the grid of the DOE. Such a point is anyway moved to a different one to introduce
the desired predistortion. So, though the Fourier transform introduces an error,
such an error is compensated by this predistortion of the signal.

In Fig. 5.8 an example of the target compensation is shown. A square with a
FoV of 40◦ has been chosen as target. The blue square is the pattern desired, the
green one is the pincushion-distorted image because of paraxial approximation
and the red one is the predistorted square. Using the red square as target in
the IFTA, a pattern projected in the reality as the desired one (blue square in the
figure) has been obtained.

In the next section, results of the DOEs designed by IFTA with this compen-
sation, fabricated and measured will be illustrated.

5.5 Results

In this section, the results obtained using the design tool and fabricating the de-
signed DOEs in the laboratories of Friedrich Alexander University will be pre-
sented.
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Figure 5.8: The blue square is the desired pattern, the green one is the pincushion-
distorted image because of paraxial approximation and the red one is the predis-
torted square.

First of all, for testing the design tool, a graytone lithographic technique, il-
lustrated in Fig. 5.4 (b), without etching of the substrate has been chosen. In this
way the samples are rewritable, just removing the photoresist layer.

After having analyzed all the project problems, the final sample using the
binary lithographic technique, illustrated in Fig. 5.4 (a), including the ion etching
phase has been fabricated.

In the following, both these samples will be described, focusing on their de-
sign, fabrication and characterization.

5.5.1 Graytone test sample

Several DOEs have been fabricated using the graytone lithography without etch-
ing. This technique has been chosen for two reasons. First of all, the graytone
lithography allows to fabricate multilevel DOEs in a single writing process. Sec-
ondly, it allows to re-employ the same substrate for further experiments just by
removing the exposed photoresist layer. This process is quite simple and quick
to be used for just testing the implemented algorithm.

Design

In order to test the paraxial compensation, a DOE projecting a simple image, sim-
ilar to ones used as viewfinder, has been chosen. It is shown as the blue curve
of Fig. 5.9 It is a double set of squares and circles, the former with a FoV of 20◦

(Ω = 10◦, value at which the paraxial hypothesis is fulfilled) and the latter with
a FoV of 40◦ (Ω = 20◦, value at which the paraxial hypothesis is no longer valid).
One expects that the smaller square/circle does not have differences before and
after the paraxial compensation for the smaller angle, while such a compensation
should be important at 40◦. In particular, a barrel distortion should be appreci-
ated, just the opposite distortion caused by paraxial approximation. The paraxial
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Figure 5.9: Image used for the paraxial compensation test. The blue curves are
the desired image while the red curves are the compensated image. The smaller
square/circle correspond to a FoV of 20◦, the bigger ones to a FoV of 40◦.

compensated target is shown in Fig. 5.9 by the red curve. The compensation is
created by shifting each point of the desired image by a quantity calculated by
Eq. (5.12).

The following samples have been obtained using a red HeNe laser operating
at 633nm. The spatial resolution on the image plane is ∆xi/d = ∆yi/d = 0.0006.
This sampling is enough to appreciate differences between sin θ and θ for θ > 9◦.
The DOE, on the object plane is a matrix of N ×N = 1281× 1281 samples. Their
spacing can be calculated using the following formula:

∆xo = ∆yo =
λ

N

d

∆xi
=

λ

N

d

∆yi
=

633 · 10−9

1280

1

0.0006
m ' 0.82µm.

Such a spacing is larger than 0.5µm, the minimum pixel size of the lithographic
machine, and not too close to it, to avoid critical working conditions. The pixel
size that the machine can use is 0.8µm. The use of this pixel size instead of the
exact one 0.82µm causes some errors in the FoV, as explained in the following.

This target image (red curves) has been used as the desired amplitude Fdes in
the image plane. The IFTA algorithm illustrated in Sec. 5.4 has been used. The
introduced constraints are:

1. in the image plane, the field modulus is set equal to Fdes;

2. in the DOE plane, the modulus is set to 1, i.e. a plane wave is assumed to
illuminate it.

3. 4 levels achieved using soft quantization.

After about 100 iterations the IFTA provided the DOE phase profile. Fig. 5.10
shows the simulated field intensity in the image plane. It is the same as the red
curve in Fig. 5.9.
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Figure 5.10: Image resulting after IFTA iterations.

Fabrication

The laser lithography machine used for the fabrication phase is called DWL 425.
It is similar to the one described in Sec. 5.3. Its setup is shown in Fig. 5.11. It
is characterized by: a camera system for overlay alignment and metrology, an
interferometric controlled air bearing xy stage, an AOM with 128 intensity levels
during exposure, the possibility of fabricating binary and continuous structures
and replaceable writing heads. The laser lithography machine technical data are:
minimum feature size of 0.5µm, edge roughness < 80.0nm, overlay accuracy <
250.0nm, auto focus range 90µm, interferometric position control < 10nm.

Figure 5.11: Lithographic system setup schematic. From
http://www.optik.uni-erlangen.de/odem/.

The data come from the IFTA are not in the right format for the lithography
machine. Thus, the IFTA data have been converted in the machine format with
the following parameters: pixel size of 0.8µm, instead of 0.82µm, as in the design
and 10 × 10 matrix of optimized DOE repetition for extending the zone to be
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illuminated by the user. In this way the user has not to aim the small single DOE
(about 1mm × 1mm). The sample test to be fabricated has one 10 × 10 matrix of
the DOE designed with paraxial compensation (CPA), and another 10×10 matrix
without the compensation (PA).

In the following, the details of the fabrication process are described. The fab-
rication phases are three:

1. the sample preparation, made in the chemical room consists in:

• cleaning the sample in subsequent steps using remover, deionized wa-
ter, N2, aceton, isopropanol and N2 (see Fig. 5.12 (a));

• drying the sample in the hot plate (see Fig. 5.12 (b));

• spin coating of photoresist (as described in 5.3) (see Fig. 5.12 (c)):

– putting on the sample the HMDS (adhesion promoter);
– spinning (4000r/min);
– put on the sample the resist (AZ1518);
– spinning (4000r/min);

• putting the sample on the hot plate (soft bake) for 4min at 110◦C (see
Fig. 5.12 (d)).

2. the exposure phase, made in the cleaning room, in details consists in:

• putting the sample in the laser lithography machine activating the air
cushion of constant pressure and covering the not used hole (this is
important to fix firmly the sample stable on the plate);

• letting the machine measure the sample center;

• setting parameters in the machine software (number of samples, posi-
tions, laser intensity, focus)

• starting exposure (it takes 2− 3h).

3. the development phase, made in the chemical room, consists in:

• mixing the developer AZ351B with deionized water (ratio 1:2);

• putting the sample in the developer for about 20s;

• cleaning it quickly with deionized water;

• drying it with N2.

After development, the etching process should be made, but, as explained
before, this sample has been chosen just as test.
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(a) (b)

(c) (d)

Figure 5.12: Pictures of some steps during the sample preparation process: (a)
dry the sample with N2; (b) dry the sample in the hot plate; (c) spin coating of
photoresist; (d) put the sample on the hot plate (soft bake) for 4min at 110◦C.

Characterization

To characterize the test sample, its profile has been observed with the microscope
and the shape and the angle associated to the projected pattern have been mea-
sured.

Fig. 5.13 shows a portion (64µm × 64µm) of the sample CPA, taken with the
microscope.

Fig. 5.14 shows the setup to measure the pattern generated by the DOE, con-
sisting in a laser, the DOE, a screen and the camera behind it.

Fig. 5.15 shows the pattern projected by the DOE without paraxial compen-
sation (a) and the pattern obtained using DOE with paraxial compensation (b).
The hologram without the paraxial compensation have a pin-cushion distortion,
as expected. This distortion is clearly visible in the bigger square.

Fig. 5.16 shows subfigure (a) of Fig. 5.15 without cropping the ghost images.
The DOE projects not only the desired hologram but also other replicas. It is not
possible to eliminate these replicas as they are intrinsically connected with the
image sampling existing in the IFTA.

The holograms sizes, which, knowing the distance between DOE and screen,
provides the FOV angles have been measured using the setup shown in Fig. 5.14,
at different distances. A polynomial regression allowed to find the desired angles.
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Figure 5.13: Microscope photo of the sample.

(a) (b)

Figure 5.14: The setup for measuring the hologram shape consists of a screen (a),
a laser (b), the sample and a camera.
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(a) (b)

Figure 5.15: Photos of the holograms projected by the DOE without paraxial com-
pensation (a) and by the DOE with paraxial compensation (b).

Figure 5.16: Projected pattern with “ghost” images.

Fig. 5.17 shows the angle measurement results. The lines represent the polyno-
mial regression of the measured point: the red ones represent the holograms size
(smaller and bigger square) in the case of paraxial compensation; the blue ones
represent the holograms size (smaller and bigger square) in the case of parax-
ial approximation. The red and blue points represent the x-size measured on
the image plane at different distances between the screen and the DOE-laser sys-
tem, with and without paraxial compensation, respectively. The desired angles
are 40◦ for the bigger square and 20◦ for the smaller one. The real angles are
41.4◦ and 21.2◦ for the CPA case, 45.2◦ and 21.4◦ for the PA case. In the paraxial
compensation case there is a difference of about 1◦-1.5◦, caused by the difference
between the designed DOE pixel size (0.82µm) and the real one (0.8µm). Without
the paraxial compensation case, the difference is much larger, about 5◦, because
of the image distortion.

In conclusion, this sample test confirms that paraxial compensation has been
obtained with a FOV of about 40◦.

5.5.2 Binary sample

After having tested the paraxial correction, the final sample has been fabricated
using binary lithography with etching. It is important to understand how the



130 5. Pattern Generator Design

100 200 300 400 500
-300

-200

-100

0

100

200

300

z[mm]

x[
m

m
]

21.2° 21.4°

41.4° 45.2°

CPA PA

20°

40°

SPEC

Figure 5.17: Angle measurement: the red curves represent holograms size
(smaller and bigger square) in the case of paraxial compensation and their related
angles; the blue curves represent holograms size (smaller and bigger square) in
the case without paraxial compensation and their related angles. In black the spec
angles are shown.

fabrication process can influence the results.
In collaboration with the group of Prof. Häusler of the Friedrich-Alexander

University, a DOE that projects several lines with large angle used in that group
for 3D reconstruction called Flying Triangulation [80], [81] has been designed
and fabricated. In this approach a light pattern is projected onto the surface (see
Fig. 5.18) and the changes in the pattern due to the surface observed by the cam-
era gives the depth information about the 3D surface shape. With Flying Triangu-
lation it is possible to measure the 3D topography of an object surface on the fly.
For measuring large objects, such as sculptures or rooms it is important to have a
light pattern with a large diffraction angle.

Design

Using IFTA with paraxial correction, two DOEs for large pattern angles used for
Flying Triangulation, one with distortion correction and the other without have
been designed. The pattern consists of 13 vertical lines with a FoV of about 40◦ ×
40

◦ , useful for the application shown in Fig. 5.18. For designing the DOEs, four
quantized levels, 1100 × 1100 samples, DOE pixel size of 0.8µm corresponding
to ∆xi/d = ∆yi/d = 0.00075, with a wavelength of 660nm have been used. This
sampling is enough to appreciate differences between sin θ and θ for θ > 9.5◦. In
this way, the distortion is corrected for large angles. At first the desired target has
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(a)

(b)

Figure 5.18: Flying Triangulation measurement (a) and scheme (b). Adapted from
[80].

been pre-distorted as shown in Fig. 5.21 (a) obtaining the new target (b). Secondly
both targets have been used as amplitude constraints in two different IFTA loops.
After 100 iterations the two patterns with (d) and without correction (c) have been
obtained. Using IFTA, an amplitude in the image plane with the same shape of
the desired one but noisy has been obtained.

Fabrication

Two DOEs with optimized phase profiles have been fabricated using the binary
technique with etching described in Sec. 5.3. The DOEs have been designed using
4 levels. In this case, the fabrication process is double and each time the alignment
step is the most critical part.

The process can be divided into three main phases, the sample preparation,
the first etching (for 2 levels) and the second etching (for the other 2 levels).

The standard sample is a fused silica (pure silicon dioxide SiO2) with a chromium
coating (thickness of 60nm) and a thin layer of chromium oxide for antireflection
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(dark chromium). The sample has been prepared for having the black and white
structure shown in Fig. 5.19. The four squares (only two of them have been used)
are for the designed DOEs (6mm× 6mm), the crosses (100µm far from the square
corner) and the rows used for identifying the center and the alignment of the
sample. They are necessary for having the same alignment condition in the first
and in the second etching phase.

First of all, the chromium has been removed in the white areas shown in figure
5.19, in this way:

1. spin coating of photoresist:

• put on the sample the HMDS (adhesion promoter);

• rotate plate for 1min (4000r/min);

• put on the sample the resist (AZ1505);

• rotate plate for 1min (4000r/min);

2. put the sample on the hot plate for 1min at 110◦C;

3. exposure for having the structure of Fig. 5.19;

4. development:

• mix the developer AZ351B with deionized water (ratio 1:4);

• put the sample in the developer for 1min;

• clean it quickly with deionized water;

• dry it with N2;

5. chromium etching:

• put the sample in the chromium etch #1 from Microchemicals for 40s
ca. (this is a wet chemical etching process);

• clean it with deionized water;

• dry it with N2.

It is necessary to make the spin coating of the sample, as explained for the
graytone sample preparation. This time the MIR 701 resist that needs a baking of
1 min at 90◦ has been used. It is a thicker resist than the one used for the graytone
lithography.

For the pattern writing phase, the sample has been put in the laser lithography
machine in a specific position using some drawing pin, activating the air cush-
ion of constant pressure and covering the not used hole. It is important to align
the sample with the machine coordinate. The crosses shown before are useful for
calculating the tilt angle between the machine coordinate system and the sam-
ple coordinate system. Using the camera inside the machine, the three crosses



5.5 Results 133

indicated with a green circle in Fig. 5.19 have been found and the crosses centers
have been selected with the green lines as shown on the left of Fig. 5.19. The
software calculates the rotating angle and then adjusts the machine coordinate
system rotating it. This step has to be repeated until a rotating angle less than 1◦

is reached. After this alignment, the zero of the coordinate system is set in the red
point shown in Fig. 5.19. After the exposure has started, the software finds each
square to be exposed searching the center of the three crosses signed in Fig. 5.19
with a light blue square. After exposure, it is necessary to put the sample in the
developer (concentration 1:4 respect to deionized water) for 1min, then clean and
dry it.

Figure 5.19: Schematically alignment process.

The sample is ready for the first dry etching process, previously described in
5.3. There are several etching machine parameters. In the process used all of
them, gas mixture, pressure, power, temperature have been fixed except for the
time. This is the parameter used for controlling the level height. If the height
achieved is not equal to the one desired, the zero and + 1 order are visible in
the pattern projected by the DOE. For this reason the choice of this parameter is
fundamental. For the first etching, it is necessary to create a DOE with two levels
that induces a phase of 0 and π. The high level that corresponds to a phase of π is
expressed by λ/2(n−1), where λ = 660nm is the laser wavelength and n = 1.4562
is the quartz refractive index. With this parameters the height to be achieved is
723nm.

Several etching tests have been done for establishing the right time that can
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produce this height. For each test, the height has been measured using the ma-
chine shown in Fig. 5.20. At the end, the right time used during the first etching
is 21min. The last step is to put the sample in the ultrasonic bath for half an hour
for removing the resist.

Figure 5.20: Machine for measuring the high level of the etching test samples.

For having a four level DOE it is necessary to make again the same phases
explained for the first two levels: sample preparation, alignment, exposure, de-
velopment, etching, resist removing. In this case half etching time of the previous
etching process has been used to achieve half level height.

Finally the desired DOEs have been fabricated with four levels.

Characterization

To measure the pattern generated by the DOEs, the same setup described in pre-
vious section (Fig. 5.14) has been used.

Fig. 5.21 (third row) shows the pictures of the pattern projected by the fabri-
cated DOEs illuminated by a laser, designed with (f) and without correction (e).
They are compared with the target pictures with and without pre-distortion (first
row of Fig. 5.21) and the ones achieved in the simulation after having used the
IFTA (second row of Fig. 5.21).

One can note that the pattern produced by the DOE designed without the cor-
rection (subfigure (e)) has a pincushion distortion. In (f) there are no distortions.
Unfortunately, the lines are not straight because of misalignment in the set up be-
tween the laser the DOE, the screen and the camera. The zero order and +1 order
are visible because of fabrication errors. For knowing the etching errors, the lev-
els height have been measured with an interferometer. The height that induces a
phase of π should be 723nm and the measured one is 680nm, the π/2 should be
361nm but it is 300nm, the 3π/2 should be 1084nm but it is 980nm. These height
differences cause the appearance of undesired diffraction orders. Errors could be
also caused by a wrong alignment.
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The pattern FoV at different distances between the DOE and a screen has been
measured. After fitting the data, an error between the desired FoV and the mea-
sured one < 1◦ has been found.

At the end, the aim desired has been achieved. A DOE, designed in a simple
way using IFTA, that projects the desired wide angle pattern without distortion
has been fabricated and the problems caused by the fabrication errors have been
analyzed.

5.6 Conclusion

A new method to design DOEs for large pattern angles using IFTA has been de-
scribed. The IFTA has been illustrated, improved with soft quantization devel-
oped by Wyrowski. Moreover, the method for correcting the pattern distortion
caused by using large angles in a Fourier Optics approach has been presented.
The main DOE fabrication problems have been illustrated. Finally the experi-
mental results have shown that the correction works successfully.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.21: In the first row, there are the amplitudes used as constraints (a), (b),
in the second row, the amplitudes obtained by IFTA (c), (d) and in the third row
pictures of the pattern projected by the fabricated DOEs (e), (f). The first column
corresponds to images without distortion correction (a), (c), (e) and the second
one with it (b), (d), (f).



Conclusions

This thesis has tackled the problem of conceiving a design philosophy and the
related suitable codes to help designers of an industrial environment to develop
their activities without too much concern on software set up. The activity has
been carried out in close contact with Datalogic Scanning Group s.r.l., the indus-
try which promoted and funded this PhD activity. This helped in understanding
details about the industrial design process, such as how parameters to be opti-
mized have to be chosen, how the required performance can be achieved, how
the fabrication tolerance can impact on the design etc.. The approach to the prob-
lem has been conceived to be as general as possible for what concern its applica-
tions, although in the present work, the design of a portable device for automatic
identification (Auto ID) applications has been studied as a case study to provide
suitable examples. The complete device has been studied and its main functional
components have been identified first: electro-optical imaging system, illumina-
tion system and pattern generator system. Several design tools have then been
implemented for improving the optical design of all the subparts of the whole
device, either increasing the overall performance optimization or proposing new
design methods. For validating the design tools, the performance of the designed
systems has been measured, thanks to the realization of prototypes, or simulated.
In the case of electro-optical system design, tools for its analysis and character-
ization have been set up. The comparison between the measured or simulated
results with the expected ones demonstrates that the design tools work success-
fully and that the characterization and analysis tools are reliable. For this reason,
most of them are now used in Datalogic Scanning Group s.r.l..

Optical design of the electro-optical imaging system has been discussed in the
first part of the thesis, while in the second part illumination system and pattern
generator system have been dealt.

Since design requires a characterization process to check if the desired perfor-
mance has been achieved, this problem, applied to the imaging system design,
has been addressed first. In particular, Ch. 1 dealt with the characterization of
electro-optical imaging system performance. For this purpose, a tool named SA-
FARILAB (SFR measurement for a LAB environment) has been set up. It has been
used extensively for measuring the performance of the designed system shown in
Ch. 2. SAFARILAB evaluates the Spatial Frequency Response (SFR) of an imag-
ing system complying with the ISO 12233 standard, the reference standard for
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this kind of measurements. SAFARILAB tool consists of both the algorithm for
the SFR evaluation and the experimental set-up. Taking advantage of the degrees
of freedom left by the standard, new options have been added to the algorithm to
improve the numerical calculations and to reduce the noise that affects the mea-
surements. For validating this tool, several tests have been done. The SAFARI-
LAB results obtained for synthetic and experimental tests have shown that they
can be successfully compared with those of other freely or commercially available
software dedicated to the same task. Further tests have shown the SAFARILAB
excellent behavior in terms of repeatability and ability to filter out random noise
effects, especially thanks to the options added. The tool has been used to com-
pare the measured optical SFR and that designed with an optical CAD, ZEMAXr

. This successful verification is an essential step to validate the whole optical
system design process.

The design of an electro-optical system can be made at different levels, such as
optimizing just the optical part (optical level) or the whole system including op-
tics, electronics and detection (system level). Both are important because the first
has the advantage to optimize just the core of the system improving its perfor-
mance ignoring all other contributions and generating a good starting point for
the optimization of the whole complex system (second approach). On the other
hand, the second approach allows to optimize the system taking into account its
behavior with a model as near as possible to reality.

In Ch. 2, the design at optical level is presented. The tool implemented is
named Optical Level OptiMization, OLOM . It designs the system only at its
optical level, ignoring the effects of the other parts. This tool, working together
with the ZEMAXr optimization engine, allows to set constraints on the Modu-
lation Transfer Functions (MTFs) of the optical part of the system following re-
quired specifications. The Cubic Phase Mask system (CPM), one of the Wavefront
Coding (WFC) based systems, has been chosen for validating OLOM , because it
shows the best performance for the DoF extension of an optical system (an impor-
tant characteristic for Auto ID applications) and the most solid theoretical bases,
resulting from the optimization of the MTF. The optimization of the CPM system
using OLOM has been done considering the requirements of a barcode reader,
taken into account as an example of Auto ID and portable system application.
The fabrication tolerance analysis of the CPM has shown that adding and sub-
tracting the tolerance value to the optimized cubic shape, the differences in terms
of Depth of Field (DoF) are about the 5%-9% of the exact CPM DoF. All the three
case have been fabricated. Both the profilometric and optical characterization of
the fabricated prototypes have demonstrated the accuracy of the technological
processes and the agreement between the CPM realized and the designed ones.
The CPM system performance has been measured in two ways. Firstly the MTFs
at infinity of the lens with and without system have been measured for different
Back Focal Length (BFL). The results have not only shown the agreement between
the simulated and the measured data, but also confirmed the Extended Depth of
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Field (EDoF) produced by the optimized CPM. Secondly, SFRs of the system have
been measured using SAFARILAB . Measurements confirm again that the CPM
optimized by OLOM enhances the performance of a lens, increasing its DOF al-
most doubled. The whole design procedure is reliable, since the results obtained
by theoretical means are confirmed by the characterized behavior of the realized
prototypes. OLOM tool was validated and its characteristic to increase the per-
formance of a system in terms of DoF has been demonstrated. Thanks to the
successful validation of OLOM , it can be used for designing the starting point to
be used in the system level optimization.

Ch. 3 describes the main features of the software package named System Level
AnaLysis and OptiMization, SLALOM , able to study and design optical sys-
tems including also the effect related to the presence of electronics and detec-
tion. SLALOM consists of two parts one for the optimization task performed by
Optimization-SLALOM , O-SLALOM , and the other for the analysis task per-
formed by Analysis-SLALOM , A-SLALOM . The two tools leverage on an ex-
tensive library of C modules that are implemented for the modeling of optical
systems (in conjunction with ZEMAXr ), photosensors (taking into account pixel
sampling and shot noise generation), and image restoration (via digital Wiener
filtering). These modules allow the use of ZEMAXr beyond the optical domain.

The SLALOM tool, set up in the optics group of DEIS, has been used to de-
sign a system based on the presence of a large spherical aberration. It provides
a Point Spread Function (PSF) with circular symmetry that allows to use a con-
ventional post-processing. Such design has been done first optimizing some of
the parameters, such as the reconstruction filter parameters, using A-SLALOM
, and then optimizing the whole system using O-SLALOM . A good starting
point for the two considered has been found by OLOM to be optimized at sys-
tem level by O-SLALOM . The results obtained by O-SLALOM optimization,
have demonstrated the ability of both optimized designs to extend the depth of
field with respect to the corresponding starting designs. The analysis of the merit
function sensitivity shows that it is low to all the optimized parameters but the
BFL: even if this can create problems during the optimization of the system, it
represents a good result taking into consideration possible fabrication errors. In
conclusion, results show that O-SLALOM can be successfully used for system
level design since it allows to obtain the almost absolute minimum of the merit
function. However, results also show that spherical aberration, although capable
of impacting on the lens DoF, does not allow to extend it so much as to meet all
the required specifications. Furthermore, A-SLALOM is not only useful for an-
alyzing the imaging systems and simulating their behavior but it also allows to
find reconstruction parameters for the optimization process.

Ch. 4 shows a tool for the design of non-imaging systems with an incoherent
source. It allows the design of free-form lenses described by an arbitrary analyt-
ical function and is able to provide custom illumination conditions for all kind
of applications. The designed free-form lens has been fabricated and tested. The
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measured results satisfy the illumination requirements and confirm the quality
of the implemented algorithm. Another advantage of the tool is that it is realized
in MATLABr and allows not to use expensive commercial optical design tools,
which is important when free-form lens design is not routinely done and cost
issues become relevant.

Ch. 5 shows a tool for the design of non-imaging systems with a coherent
source. It consists of a new method to design Diffractive Optical Elements (DOEs)
for large pattern angles using the Iterative Fourier Transform Algorithm (IFTA).
The IFTA has been improved with soft quantization developed by Wyrowski and
with the method for correcting the pattern distortion caused by using large an-
gles in a Fourier Optics approach. The main DOE fabrication problems have been
illustrated. Finally the experimental results show that the correction works suc-
cessfully, even if fabrication errors occurred.
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[20] J. Ares Garca, S. Bará, M. Gomez Garca, Z. Jaroszewicz, A. Kołodziejczyk,
and K. Petelczyc, “Imaging with extended focal depth by means of the re-
fractive light sword optical element,” Optics Express, vol. 16, no. 22, pp.
18 371–18 378, 2008.

[21] L. Kipp, M. Skibowski, R. Johnson, R. Berndt, R. Adelung, S. Harm, and
R. Seemann, “Sharper images by focusing soft X-rays with photon sieves,”
Nature, vol. 414, pp. 184–188, 2001.

[22] C. Iemmi, J. Campos, J. Escalera, O. López-Coronado, R. Gimeno, and M. J.
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