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Introduction

The large majority of microearthquake source patamestimations now available in
literature have been obtained from measurementsrpexd in the frequency domain.
The seismic moment, for example, is derived frone tbw frequency level of
displacement spectra and the rupture length (raxfigscular ruptures) is obtained from
the spectral corner frequency, according to kinereatd dynamic source models (Brune,
1970; Madariaga, 1976). The analysis of the sopezameters is often complicated by
their spectral properties at high frequencies, ehmath and site effects are not easily
distinguished from the source characteristics. ®ag to overcame this problem is to use
the Empirical Green Functions (EGFs) that allow répresent the contribution of
propagation and site effects to signal without gsapproximate velocity models (e.qg.,
Mori and Frankel, 1990; Hough, 1997; Ide et al.020Abercrombie and Rice, 2005).
The method requires two earthquakes having a simyljpocenter and focal mechanism
but different size. The smaller earthquake, préigra to 2 magnitudes smaller than the
other, will act as a medium transfer function. Aesg that the path, site, and instrument
effects are the same for both earthquakes, thedauenvolution of the two earthquakes
will give the relative source time functions (RSTFd the larger earthquake at each
considered station. The durations of each RSTFtlaa examined to retrieve some
interesting properties regarding the extent andupéure velocity of the event. They are
essential to obtain accurate estimates of the saire and therefore of corner frequency.
Thus, in the frequency domain, where the seismimerd is estimated by low-frequency
level of displacement spectra, one major issuestaftorded is the adequate correction of
observed ground motion for path attenuation ané sdsponse effects. Different
approaches can be used which can be classifiedramptric when both seismic source
and attenuation models are selected a-priori (@egl,orenzo et al., 2010; Edwards et al.,
2008) or as non-parameteric when data are analyr@tfer the source properties and
attenuation models (e.g., Prieto et al., 2004; Ban@l., 2006).

In this study we estimate the source parametersgusiparametric approach,
based on a physical description of the differeféat$ which modify the signal radiated
by the seismic sources.We use observations in dmaéor frequency domain in order to



estimate the model parameters accounting for sppath attenuation and site effects.
Moreover we apply the deconvolution method of \@al({2004) to calculate the RSTFs

and to get accurate estimates source size atarewelocity.
This thesis is divided in three sections:

> Section A. We will give a brief review of the thgoof seismic source, starting
from the representation integral. This theorenhésltasis of the argoments explained in
the next sections: in section B it will be usedha frequency domain, while in section C

we will discuss its applicability in the time domai

> Section B. In this section the spectral model usedestimate the source

parameters in the frequency domain will be expldjress well as the multi-step, non-
linear inversion strategy. To test the iterativeltiraiep procedure the resolution test on
Laviano sequence (Southern Italy) is applied. iymak will discuss about the scaling

relationships of source parameters which have lesémated for a database with local
magnitude [0.1:3.7] both from P- and S-wave signals

> Section C. In the third section we will focus or ttme domain deconvolution
method of EGFs. We will first outline the physicanstraints on the RSTFs. Then, we
will describe in detail how to compute the decomwioin. Moreover we will discuss the
advantage of using RSFs to obtaine accurate essmat source parameters and
information on rupture process. In conclusion tippliaations of EGFs method are

shown for large, moderate and small events.



Section A Seismic source theory

1. The representation theorem

The representation theorem is a formula for thengdodisplacement, at general point in
space and time, in terms of the quantities thajimaied the motion: these are body
forces and/or applied tractions over surface ofllastic body.

In a kinematic description of the seismic sourde theory that links the source and
propagation is the representation theorem: the lalismenu generated by a
discontinuity across a internal surfac@as components:

de”[U QZ t k]kpq |pq X’t;g’ T)dez(f) (ll)

whereCjyq is a tensor of an elastic consta@y, q are the Green’s functions amgis the

normal to the surfac&. The function G,pq(x,t;f,r) represents the effect of the

propagation of elastic waves through the medium.
The only case in which the Green's function cawbien explicitly is when the medium

is homogeneous, isotropic and unlimited, and ifgession is given by:

1 1. 1 1
ylerine)= oy -g i pirat-r-t)e oy, o e-r-L ]
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1 1 r
- 4710ﬁ2 (yiyp _é-ip)Fd(t_T_E]

wherey is the unit vector pointing from the souic#o the receiver x and r = |¥}|. « and

(1.2)

f are the P- and S-wave velocity, respectivelis the medium density. The term that is
attenuated with distance as’lif saidnear fieldwhile the terms that are attenuated as 1/r
are called a&r field.

From the representation theorem and the expressiothe Green’s function in a

homogeneous, isotropic and unlimited medium, sdmerttical tools used in the course

1C



of work will be discussed.

2.  Kinematic description of seismic source

The far field condition is equivalent to the Fraafér condition for linear optics (L <<
A). If the distance between source and station i&mgreater than the linear dimension
of the faultX, we can assume that both distance r and the idinecbsinesy; do not
depend on the coordinates on the fault plane. Butisy the terms of equation (1.2) in
the far field representation theorem we obtain éxpressions for the displacement

associated with P and S phase:

__ Y : r
uf = Wcjkpqypyqvknj | Au({,t —Ejdz
5 ° (1.3)
— ~in _yiyn ! r
us = Wcjkpquvknj I Au(f,t _E)dz
0
where
u,(é,t)=n, (& t) 4\

The scalar functiomdu(¢,t) is the source function. Since in genefai(¢,t) can change

quickly in time and space, the delay in the integsaof (1.2) must include variations of r
with &. The factor ¢* is based on the distance of the receiver from @aifit f, of the
fault. Equation (1.3) allows to obtain in a verynpie way the characteristics of motion
of seismic waves in the far field condition. Froetationshipsyiy; = 1 andyi(d; - yiyp) = 0
it is clear that the motion of particles hit by avRve (particle motion) is perpendicular to
the fault plane (parallel to the norm@J while it is parallel for those hit by a waveThe
amplitude of the wave is attenuated as the invefsiéhe distance and it is inversely
proportional to the cube of wave velocity. Then #mplitude of S-waves is a factor

(a/B)® greater than amplitude of P-waves. The fac@y,,V,V,vin; represents the

radiation pattern of P-waves, determined by theraation of the planex(), the direction
of the discontinuity of displacement;) and the direction of the station relative to the

fault (y). Similarly if we consider the vectors and y orthogonal to surface

11



perpendicular toy, the amplitude of the radiation of issued S waiesequal to

Cioa/bVeViN; in the directiony and C,,¥, ¥, VN, in the directiony”. The shape of

the displacement for the P and S waves is deschiyea term that expresses the time

dependence; this has the form:
Q1) = Mu[g,t-@sz(g) ws)

where c is the velocity of propagating wave. Depelg in Taylor series the expression

of distance between the receiver located iand sourcedZ|x—£| and neglecting the

terms of order higher than 1 we get:
r=r-(¢0) (1.6)

Replacing (1.6) in (1.5) we obtain:

Qyt) = jjAu[E,t —@jdz (1.7)
whose Fourier transform is:
Q(y,t)e_% = [[au(&, w)e X r)ds (1.8)

The right side has the form of a double Fouriemgfarm in space, expressed by:

[[au(&, w)e“dz = £ (k) (1.9)

If the transform was known for dtl in the space of wave numbers, it would be possible

to reverse the double integral and deternﬂm‘léf, a)) as a function of completely, from

12



far-field observations. Unfortunately the Fourieansform is not known for all wave
numbersk but only for the projection aby/c onX. Then the range of unsearchable wave
numbers is restricted to parallel toX and k < w/c|. It follows that it is not possible to
study the details of seismic source at length scatealler than the shortest observed

wavelength.

2.1 Seismic spectrum to the high frequency

When the frequencw is close to zero, the Fourier spectréiX,o) of the far field

displacement tends to a constant value:

Qx,w - 0)= jszu(E,t - 0)dz (1.10)
because
u(, w - 0)=[Au(&,t)expliat)dt (1.11)
and moreover
Au(&,w - 0)=[Au(&,t)dt = Au(&,t - o) (1.12)
So we obtain that:
Q(x,w - 0)=[[Au(é,w - w)dz (1.13)

2

Then Q(x,a) - O) tends to the integral of the final slip on thelfglane. In other words,

the far-field displacement spectrum at low frequesictends to a constant value
proportional to the seismic moment which is defiasd

M, = (A= uxaveragedislocatian x Areaof the fault

13



This result is true for any function of the dislboa on fault plane and asserts that the
spectral trend at low frequencies is independernhefdetails of the process that led to
the final value of dislocation. If the area of tfelt surface is infinitesimal and the
dislocation varies as a step in time, the far-fielveform is a Dirac delta function and
then the spectrum is flat in the whole frequenaygea

14



Section B Frequency domain

Chapter 1 Modeling of displacement spectra

1.1 Spectral model

The earthquake displacement spectrum can be deddipbthe relationship:
U (@) = S,(wR(@)R(w)l («) 13)

whereU (w) is the observed ground motion displacement spectfy(w) is the source
spectrum,Q(w) is the path attenuation modeR(w) is the site transfer function, and

| (w) is the instrumental response.

Now we will see in details these functions andrtisbaracteristics.

1.1.1 Source spectrum w)

S is the source spectrum, which includes the frequ@mdependent radiation pattern

and the geometrical spreading factors:

(1.15)

Qo is low-frequency spectral leveb (<< w¢) (related to seismic momentoM o is the
corner frequency (related to source radiyis(Fig. 1.1) and

R: F
C. = 99T s

= 1.16
4rpc®R (1.16)

1t



whereR is the hypocentral distance,is the S- or P-wave velocity, is the medium

density, R;, is the radiation pattern coefficient, ang i& the free-surface coefficient

(=2). The above equations assume that the propagatedium can be described by a
uniform velocity modely is a constant that control the shape of the specturvature
around the corner frequency.

In order to account for direct P- and S-wave angaltfon due to a vertically varying
velocity structure, we replaced the constant id@)L with the more general expression
(Aki and Richards,1980):

_ RyF
PR

Cs 1.17)

where the sub-scripts ando are for density and velocity values at the hyptereand
receiver depths, respectively. The geometrical slimgaR’ is estimated for a linear

variation of velocity with depth (Ben-Menhaem ariddgh, 1981):
R = [PoR (1.18)
PnCh

Log |U (w)|
A

'2008.05.27. 1‘6 19.33.VDS3_v.mod’ +
1(x)

P
L e i
25 o
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Figure 1.1: Left: theoretical variation of spectihplitude in homogeneous medium as function of
frequency. Right: example of observed displacemsprttrum. The dashed line represents the thedretica

spectrum f1(x).



1.1.2 Path attenuation modeQ(w)

Q(w) is the function which accounts for the anelabticly-wave attenuation along the
travel path:

Qlw)=e (1.19)
with £ =T/Q is the attenuation parameter, depending on thelttime and the quality
factor, which can be constant or frequency dependen

The quality factoQ is defined by the relation

1 __AE
Q(w) 21TE

@)

where the second member is the fraction of eneegerfy variation / total energy)
dissipated in a cycle by a wave that propagates @anelastic medium. Under this
definition, highly attenuating media are charazedi by small values of Q, and
conversely, high values @J correspond to weakly attenuating media.

In the most general formulation of the anelastteratation model, the coefficietit in

equation (1.19) is frequency-dependent, thus itmawritten as:

T
Qo

t' (o) = (1.21)

wheren is a positive real number arf@, is the quality factor evaluated at a reference
frequency, often fixed to 1 Hz (e.g. Morozov, 2Q08)

It has been shown that the quality fac@rhas to depend on the frequency in
order to satisfy the causality requirements (Akttirds, 1980). However, the same
authors state that the attenuation law can be ohimseakeQ effectively constant over
the seismic frequency range. This is also the res#lzimi et al. (1968) which proposed
a Q model which depends on frequency but is constathe seismic frequency range.

This result is more or less equivalent to thatrmefe by Kjartansson (1979), even if its

17



mathematical development could be partially questib(in fact he was unable to derive
the time domain expression of the impulse response)

Based on these theoretical developments, manyestidive assumed tHatdoes
not depend on the frequency in the typical freqyaange of recorded waveforms. It is
worth note that an important reason for the difficof assuming a frequency dependent
Q model is that ifQ is frequency dependent, for instance through aepdaw, then a
strong dependence of body wave velocities on fregueshould be inferred from the
analysis of seismic data, whereas only exceptig@atlispersion relationship for P waves
has been inferred.

The data selection is critical in terms of physigaantities (acceleration, velocity
or displacement) and in terms of analyzed seisrhiase, that isP-wave, Swave,
surface wave or coda waves. In fact, due to tHereiiit frequency content, each of the
listed phases can lead to a different result orb#tevior ofQ. However, particularly for
body waves, the inability of accurately separateedi waves from secondary
contributions, can lead to controversial results.

Another problem to be faced in estimating the astelattenution properties of a
study area concern its intrinsic correlation witdui€e paramters and, in particular, the
corner frequency and high frequency spectral fiillxoln facty is responsible of decay
of spectrum to high frequency as well as the pateamé correlated with corner
frequency and seismic moment. To high values @grhall values o) corrispond small
values ofy. This means that a robust strategy has to be eddptreduce the correlation
between 7Q and Mo, f.).

1.1.3 Site transfer function R{)

Site response functions represent the station-pedfiect on the record.

The termR(w) in equation (1.14) is the site transfer functibattis a generally unknown
function and, in the present study, has been datedrby an iterative procedure. In fact,
as detailed in the next chapter, the site tranfiiections for P- and S-waves are
determined through an iterative procedure basedhencomputation of displacement
spectra residuals and stack at each receiver site.

There are several definitions of site term in &tare, for example:



> Edwards et al. (2008) define the site transfer tionc for station as
Tj(f):Ajaj(f)exr(—ﬂf kj/fa), where A is a frequency-independent correction
factor, x; is a constant site-related attenuation operatay.,(Anderson and Hough,
1984),f, determines the frequency dependence of Qadfjds the frequency-dependent
site amplification function that takes into accouetonant frequencies due to the
layered, fractured subsurface (e.g., Steidl et1896). In figure 1.2 the flowchart of
method used by Edwards et al. (2008) is shown.

> The site transfer functioR(f) defined by de Lorenzo et al. (2010) is given by
product of near site attenuation (described in $erofi the k; attenuation factor)
K].(f)=exp(—ﬂf kj) and local site amplificatiom\(f). Ai(f) is not described by a
particular mathematical relationship and depends tlom elastic and geometrical
properties of the rocks near the recording sitg. (EBsumura et al., 1996). Considering the

residual Res (f)=[Uf*(f)-U;(f) , whereU/* and U;*are the observed and

theoretical spectrum respectively, the site respoRgf) at station] is obtained

N,
minimizing, at each station, the quantiyy|Res (f)~InR;(f) .Ni is the number of
i-1

spectra available for the evant

> In Prieto et al. (2004), the source contributiors@ated by receiver contributions
to the spectra following the method described byré&aand Sheare (2002). This method
assume that the observed spectidy(f) from each sourc§ and receiveR; (denotedS

for theith earthquake anB; for thejth station) is a product of source effects and path
site effects. They iteratively stack all log spactrom each station, after removing the

source terng, to obtain the path-station teifR

So attenuation and site responses are crucial edeesnto obtain accurate estimates of
source parameters. Therefore, it is necessary dptaa multi-step inversion method to

separate source, attenuation and site terms.
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Inversion of Fourier spectra fe it <> /Qw\
o o

Compute theoretical t*
//;1\\.\ Inversion of Fourier spectra
Q\/ fixing t* as computed

Inversion of signal moments, Q, for
: seismic moments, site amplification and

geometrical spreading.

Figure 1.2: (from Edwards et al., 2008) A flowchafthe method used. From top to bottom: (1) thigaiin
spectral inversion, (2) estimates are then used to construct a Q moded asstomographic method, (3)
theoretical t values are computed for each spectrum using theQienodel, (4) the spectral inversion is
repeated, this time fixing the theoreticalvalue, and (5) finally, the signal moment is deposed into
seismic moment, a site amplification term, and angetrical decay value. Parameters in bold diamonds

indicate the final values of each parameter.

1.1.4 Instrumental response curve k)

The function 1) is the response curve of the specific instrumestdording the
earthquakes analyzed. For our analysis we conthéedata recorded by Irpinia Seismic
Network (ISNet) (Weber et al., 2007), network depeld with the aim of permanently
monitoring the Irpinia faults system in Southemdyt(Fig. 1.3).

Southern Apeninnes (Italy) are among the regioitls lnighest seismic potential
in the Mediterranean area. They have been intelebte large earthquakes with
magnitude up to M 7 generated as a consequenceatiier complex geodynamic which
produces an anticlockwise motion of the Italian iRema (Scandone et al., 1979). The
observed stress regime is mainly extensional (&gntone et al.,, 2004) and, as a

consequence, the dominant fault mechanism is noraithbugh there have been some



(e.g., May 5, 1990, Potenza, M 5.4; October 31-Ndwr 1, 2002, Molise, M 5.4)
strike-slip earthquakes, the origin of which ar#l skebated (Fracassi and Valensise,
2003; Valensise et al., 2003). The last destrucaiemic event occurred in the area was
the November 23,1980 M 6.9 Irpinia earthquake wltiahsed severe damage and about
3,000 deaths. The November 23, 1980 M 6.9 Irpgraidhquake was characterized by a
complex normal fault mechanism involving three faggments which ruptured in three
distinct episodes 20 seconds apart (0s, 20s andwi@s a total seismic moment of
18x10®% Nm (Bernard and Zollo, 1989).

ISNet network is composed by 30 stations covedangarea of about 100 x 70
km2. It is organized in “sub-nets”, each of them comploby a maximum of seven
seismic stations and managed by a data concen{t&i@, Local Control Center). All of
the stations are equipped with a strong-motion lacometer (Guralp CMG-5T) and a
three-component velocimeter (Geotech S-13J), witlataral period of one second, thus
ensuring a high dynamic recording range. Moreofieg, stations host broad-band 40 s
velocimeter for a better recording of regional aetkseismic events (Nanometrics
Trillium 40S). The full recording dynamic rangetisg, and the sensitivity is sufficient to

record Mw 1.5 events at a distance of more thakm@and down to N 0.2 at smaller

distances.

I | 2 ) 3 ¥ By

Figure 1.3: Green squares indicate seismic statigltow lines symbolize wireless radio links beeme
each seismic station and its nearest Local Co@eniter (LCC, blue circles). Gray lines represeghér
bandwidth, wireless connections among LCCs andNbevork Control Center (red star). The latter

transmission system is conceived as a redundami@ong.
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Data acquisition at the seismic stations is perémtrny an innovative data-logger
produced by Agecodagis, the Osiris-6 modhtip;//www.agecodagis.com
In figure 1.4 the overall (sensor + data loggestrimmental response curvém) for
accelerometer Guralp CMG-5T, velocimeter Geotech3$-and velocimeter Trillium

40S. We can observe that all curves present afthigh frequency of about 50 Hz. So

we cannot obtain in frequency domain estimatesoiear frequency, > 50 Hz.

The data are carefully corrected for instrumenpoese such thatd)=1.

22



CMG-5T + OSIRIS

1e5

Amplitude

\

\
\.
\
|
\
|
|
\
\
|
1e3
25 oo 25 50 75 100 125 150 175 200 235 250 275 300 323 350 375 400 425 450 475 500 525 350 575 600
Frequency (Hz)
513) + OSIRIS
1e9
LT TR
./
{
|
‘ N
1e8 ‘| N
| \
| \
@ | \
3 X
£ | \
a \
& ‘ \
\
187 | \
] | \
\
\
§
\
\
16 l\
25 00 25 50 75 100 125 150 175 200 225 250 2.5 300 325 350 375 400 425 450 475 500 525 550 S5 600 625 650
Frequency (Hz)
TRILLIUM 40s + OSIRIS
1e9
s == E5s
.'/
{
|
|
1e8 |
|
|

Ampltude

|
1e74

250 275 200 325 350

Frequency (Hz)
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1.2 From spectral to seismic parameters

In this paragraph we will see the parameters that lme calculated by estimation of
spectral parameters, that is spectral amplitudecanter frequency.

Given the estimation of spectral paramefgy and o, from the inversion of
displacement spectra, the source parameters samsomentM, and source radiuscan

be estimated through the formulae:

M, =C.Q, (1.22)

e (1.23)

wherec is the P- or S-wave velocity aridis the corner frequency.(= od/2r ). k; is a
coefficient which depends on the adopted circulgature model and wave type, e.g.,
assuming the Madariaga (1976)’s mokie¥ 0.32for P-waves an#s=0.21for S-waves,
while according to the Brune (1970)’'s mod#ek 0.37.

The seismic moment and radius of a circular faufiture from equations (1.22) and
(1.23) are used to estimate the static stress(H#teiis-Borok, 1959):

T 7 M
Ao = p-—a=-——2 1)24
'U16 16 r?3 @

wherey is the rigidity andu is the average earthquake slip.

Since the term® in equation (1.24) is high, small errors assodiatiéth it will produce
large errors in the determination of the stresgp difowe replace the area of the fault (S =
n r%) in equation (1.24), we obtain:

_16Ao0 32
Mo ="' (1.25)

or, considering the logarithm,
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(1.26)

logM, = IogS+ Iog(liaggj

From this equation it follows that, if the stressmlis constant for all earthquakes, then
logS is proportional té5 logMo. It has been shown empirically that this assunmpiso
valid for a wide range of magnitude (Kanamori antlérson, 1975). For moderate and
large earthquakes (M> H)¢ takes values in the range [1:10] MPa and an aeevalyie

of 6 MPa (Fig. 1.5).

From estimates of seismic momeng e moment magnitude is calculate through the

relationship (Hanks and Kanamori, 1979):
2
M, = 5(|_og|\/|0 -91) (1.27)

where Myis expressed in N-m.
The advantage of thil,, scale is that it is clearly related to a physicalperty of the

source and it does not saturate for even the laegethquakes.

Figure 1.5: The relation between the fault area&the seismic moment JMvith lines of constant stress
drop (Udias, 1999).

25



Chapter 2 Multi-step inversion of displacement speca

This chapter provides a description of the invergpoocedure used in this study and the
principles of the theory of inversion. First a pagdric modeling approach combined
with a multi-step, non-linear inversion strategyllviie described. It is based on the
physical description of the different source, pattenuation and site effects which
modify the signal radiated by seismic sources. Taafescription of inverse theory is
made with a distinction between global and localrse methods. Finally, it will be given
a more detailed description of the inversion methsed in the thesis to estimate
the source parameters, that isthe method of LergnbMarquardt. Thisis a

linearized inversion method combining the Hessiaoh gradient descent.

2.1 Inversion strategy: iterative, multi-step apprach

We have adopted an iterative, multi-step approawhtlie inversion of P- and S-
displacement spectra; in this approach sourcenation and site response models are
determined by applying progressive corrections dttenuation and site effects to the

source spectral function.

Using the theoretical model in (1.14) we first estted the attenuation paramet;%rand

the constany and after the spectral parameté$ and )/ (i andj are indexes of the
event and station respectively) by a non-lineart-bgsng method applied to the
observed displacement spectra. Specifically, weliegppthe non-linear Levenberg-
Marquardt least-square algorithm (Marquardt, 1968)plemented in the software
package GNUPLOT (Janert, 2009), for curve fittingl @arameters estimation.
Assuming thay and tIl follow a unimodal distribution with mean valuesuafto <

> and < t> respectively, we applied the iterative procedsiiewn in the flowchart of
figure 1.2, i.e.

1. assuming =2 as initial guess, the spectral paramet@is «!, t*; are
estimated,;

2. fixing the values ofQ; and «)/ at the event-average estimates, the pararﬁfpter t

NEW

is estimated. In this step we obtain new values;cf t*; In order to be consistent
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with the relationship between seismic moment ananerd magnitude (IWLogM,)

(Hanks and Kanamori, 1979), f@] the geometric mea® = (I'I ?":‘193)%’“ has been
.. . Mi .
computed while ford the arithmetic meaw), = Y o)} /Mi has been computed (where
j=1
M; is the number of stations that have recorded ¥baté).

3. fixing the value of §j at the mean value > the displacement spectra are

inverted forQ;j, ), yij. So, new values of; for each displacement spectra are estimated

and its mean value is denoted g8'=¥>. Assuming =<)"*"> the procedure is
iterated until no changes in mean values gfahdy are observed.

The iterative multi-step procedure should convetgex stable value of the average

quantities, sincetand y are related only to that part of displacement spat

with frequencies greater then corner frequeady, furthermore tis independent of
for frequencies less tham’ .
By fixing the best values of; and tijD for each pair station-event obtained from the

previous procedure, the site transfer functiBifg) for P- andS-waves are determinated
through an iterative procedure. For each stajighe site transfer functioR(w) is
obtained from the average of the transfer functiafesred from each eventecorded at
the statiorj :

(2.1)

whereN; is the number of earthquakes recorded byjihestation andU, (w) is the

observed P- or S-wave displacement spectrum foretlemti. The same equation is
applied for P- and S-wave displacement spectrathab two site transfer functions
specific for the analyzed seismic phase are rethlev It is worth to note that the site
transfer functions obtained from equation (2.31gocamt for both the constant and
frequency dependent site amplification/attenuagffiect and for the differences in the

instrumental response between accelerometers docmeters.
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The source spectrur§, (a)) for the event, is obtained from equation (1.15), using the

event average value®, and «, defined above and the valuesypfor each pair station-

event. The attenuation spectru@, (a)) is obtained from equation (1.29) using the

parametertijD obtained from the second step of final iterationl@scribed above.

In order get more refined estimations of the sogpextrum, the observed P- and S-wave
displacement spectra are then corrected for thma&tstd site response and attenuation

functions :
Ul = - e 2.

WhereUijSC(a)) is the site and attenuation corrected displacesettrum. By fixing the

mean valueof t (obtained from the iterative procedure describdibve), the

displacement spectrt) *°(w) are therefore inverted for;, Q) and w!to get new

estimations of the spectral paramet@’s and )’ .

The procedure to estimate the site response funcho be iterated by recomputing the
site functionsR(w) with equation (2.1), using the updated event a®unodels. The
iterative procedure is stopped when 1) the ovespkctral misfit does not change

significantly, 2) the retrieved average source paters do not change significantly

2.1.1 Influence of noise

As we can see from the first part of the flowch@g. 2.1), after the correction of

displacement spectra for the overall instrumenveuthe signal to noise S/N ratio is
calculated in the whole range of frequency. Thisend is calculated in a 2.56-second
time window before the arrival of P-wave. The sigeacalculated in a 2.56-second time
window around the manual P/S pick starting 0.28fsrie the pick P/S.

The S/N ratio is used as a weighting factor initiversion procedure.

In fact, the noise in the data introduces Higiguency oscillations in the displacement
spectra, masking the corner frequency and the leguency spectral amplitudes. To

overcome this problem we "weigh" the amplitudeshe displacement spectra rather
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than selecting a band to the inversion in which slgnatto-noise ratio is less than a
priori fixed threshold value. In figure 2.2a thesplacement spectrum of an event with
moment magnitude 0.5 is shown. We can observe that for frequensy t¢ 6 Hz the
S/N assumes low values, so this means the sigs#ioisgly contaminated by noise. The
noise is responsible of artificial low frequencwtglau that give us an incorrect estimate
of spectral amplitude and therefore of seismic mamEo avoid this problem, for events
with local magnitude M< 1.5 the minimum frequency in the inversion is egtal to 6
Hz (Fig. 2.2b), while for events with M> 1.5 it is set equal to 0.5 Hz. In figure 2.2c an
example of fit between the observed and calculdigplacement spectrum of event with
My, = 3.5 is shown, together with the signal to noae.

Moreover in the inversion procedure only the resomth mean value of S/N less of 2
are selected to calculate the displacement spektrahis way we impose that the

spectrum of noise and of signal are dissimilar.
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Figure 2.1: Flow chart of iterative multi-step apach.
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Figure 2.2: Fit between observed (black line) aaldudated (dashed line) displacement spectra fentev
with Mw=0.5 in the range of frequency [0.5-50] Hg) @nd [6-50] Hz (b). The same is shown for an even

with Mw=3.5 (c). In all graphics, the signal tois®ratio is also shown (grey line).

2.2 Introduction to inverse theory

Inverse theory is an organized set of mathemateziniques used for reducing data to
obtain useful information about the physical wastdthe basis of inferences drawn from
observation. Observations of physical quantities egsures) are thedata.It is

assumed that there is a specific method, usuathathematical theory or model, that

relates the model parameters to the data. Inveesayt addresses the reserve problem:

starting with data and a general principle or mpdeletermines estimates of the model

parameters (Fig. 2.3).
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FORWARD PROBLEM

MODEL PREDICTION
— MODEL —
PARMETERS OF DATA

INVERS PROBLEM

ESTIMATES OF
DATA — MODEL . MODEL

PARAMETERS

Figure 2.3: Outline of the forward and inverse peots.

Note that the role of inverse theory is to providi®rmation about unknown numerical
parameters to be used into the model, not to peoid model itself.

The starting point in the definition of inverse plems is the description of the data. In
general, the data are a set of numerical values #refefore, a vector provides a

convenient way for their representation. If N meaments are made in a particular

experiment, you can consider them as the eleméatsectord of dimensior\:

d=[d,.d,,d,,...d,]" (.3

whereT denotes the transpose.
Similarly, the model parameters can be represeatedhe elements of a vecton,

whoselength i$/:

m=[m,m,,m,...m,][" (2.4)

In general, the relationship between data and medelepresented by one or

more implicit equations of the type:

f,(d,m) =0

£,(d,m)=0 (2:5)

f (d,m)=0



whereL is the number of equations.

So we can write:
f(d,m=0 (2.6)

These equations summarize what is known aboutelaionship between measured data
and model parameters (unknowns).
The purpose of inverse theoryis therefore to salve“invert”, these equations to
derive the model parameters from the data available

There are three types ofinverse problems: Ijme@ar linear and linearized
inverse problems.

The linear inverse problems are problems wher toissible to separate the data
from the model parameters and to obtain linear wopmwith respect to the data, for

which (2.6) can be written as:

f(d,m=0=d-G0m 2.7)

Thus:

Gm=d (2.8)

whereG is aM x N matrix.
If we denote by € the vector whose elements are the errorson thia, tthen

equation (2.8) becomes:

—

d=Gmm+é (2.9)

Indicating with m®*" the vector whose components are the estimates of

parameters obtained by inversion, we can write:

m* =G (2.10)
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whereG? is the matrix callegeneralized inverse.

By introducing equation (2.9) in (2.10) we get:

me' =G 'Gm+G % (211
The matrixG %G = Ris called theesolution matrix.

Equation (2.11) can be written as:
M= =m+(G9G-1)+G% (2.12)

If the estimated model is equal to the true modaFf*(=m), each parameter will
be estimated independently. In equation (2.12)dperator (G‘QG- I) means that any
component of the estimated parameter of vectoris limear combination of
different components of the vector of true paramsete m. If the
matrix resolution coincides  with the identity mattj  all parameters are
well resolved. The last termin equation (2.12)cdégs the effect of measurement
errors on parameter estimation. These errors arderrdimed from data errors. In

fact, when data are uncorrelated and all havewegias, , the standard deviation of

the estimated parameter,, , resulting from the propagation of data errorgjiven by:

2= G0, ) (2.13)

J

In the linearized problem we assume that, locallgund a trial solution, the
relation data-parameters is approximated by aliredationship.

In the non-linear inverse problems the data anématers of the model are linked by
non-linear relationships. As will be seen in thatngection, to solve these problems we

can proceed following a linearization approachyusing optimization techniques.

2.3 Non linear inverse problem

The nonlinear problems are solved by a direct emfilon of the cost function, defined
as a measure of the difference between observedpegdicted data. The search of
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the absolute minimum of the cost function E(m) isadea difficult by the presence

of secondary minimum (Fig. 2.4) (Menke, 1989).

These non-linear inversion’s methods can be dividadtwo main categories:

> global search methods that investigate the whalenpeter space (e.g., genetic
algorithm, simulated annealing);

> local search methods looking for the minimum of ¢bet function in around of a

trial solution (e.g., hill climbing methods, dowittsimplex).

E(m)
maximurn (@)

local

minimum global minimum

»
»

Mes Mirue Model parameter

E(m) .
maximun

(b)

local minimun

global minimum

»
»

my
Mest ue Model parameter

Figure 2.4: If the trial solution is too far frorhe global minimum, the method may converge to alloc

minimum (a) or to a maximum (b).

TheSimulated Annealingg based on the analogy between the way in which a
metal cools and freezes at a minimum energy otstal structure (annealing process)
and the search for a minimum in a more generaésy¢bavis, 1987).

The algorithm uses a random search which acceptsmyp those changes that lead to a
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decrease of the function E, but also some chamggswvll lead to an increment of E. The
implementation of simulated annealing is relativ@iyple. It is necessary to give the
following “ingredients”: a representation of thesgible solutions, a generator of random
variations of solutions, a method to evaluate thancfion E of the problem and
an annealing schedule, i.e. the initial temperatme rules for E decreaseto the
progression of research.

Regarding the genetic algorithm, the solution to e dptimization
problem is obtained on the basis of an evolutionargcess, based on the principle
of natural selection developed in the Darwinian otlge (Goldberg, 1989). This
principle asserts that individuals with more adbpitg to the environmentleave on
average more numerous progeny. The basic propedmsssary to carry out the
evolutionary process are: heredity (each individizaties the genetic characteristics that
have made it more suitable for the parent) andabdity (different individuals must co-
exist in a different manner suitable to the envinent, so that the natural selection can
act). Taking advantage of the terminology of garsetthromosome is defined as a string
of parameters chosento describethe modeland plopulationis aset of
chromosomeditness which  expresses the individual's ability to adapgb  its
surroundings, is connected to the value of the asttion: the search for the absolute
minimum of the cost function consists in the choiwk the chromosome that, within
a given population, is characterized by the highsss.

The Hill Climbing search algorithm is an iterative algorithm thartst with an
arbitrary solution to a problem, then attemptsital fa better solution by incrementally
changing a single element of the solution. If therge produces a better solution, an
incremental change is made to the new solutioreatépg until no further improvements
can be found.

The Downhill Simplex proposed by Nelder and Mead (1965), is a teclnipat
requires only to evaluate the cost function andl@svatives. A simplex is a geometrical
figure consisting, in N dimensions, N +1 points (gertices) and by interconnect all
segments, polygonal faces, etc.. For example, ith2D simplexis a triangle, a
tetrahedron in 3D, and so on. This method optimiaescost function E making a series
of purely geometrical operations (reflections, exgpans, contractions).

The optimization procedure is stopped if the vedi®@tance coveredin a cycleis a
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fraction of a toleranctl established a priori. Alternatively, it is possilib request that
the improvement of the minimum value of the funectio the stopping stepisa

fraction of a certain tolerandwl| established a priori.

2.4 The Levenberg-Marquardt algorithm

Let us consider N points fora model characterizbga setof M unknown
parameters k, k = 1.2, ...., M. The prediction eaomisfit () is defined as the
difference between the observed dat®}) and predicted datal P'):

(a) z{do S dprej (2)14

where each measurement is weighted by the recipodda variance. This function give
more weight to more accurate data. To minimfzand estimate the parameters of best-
fit it is possible touse an iterative process. le&ed some trial values for the
parameters, we evaluate the trial solution angtbeedure is repeated until the variation
of ¥*is no longer significant. Assuming fgf a quadratic form, expanding in a Taylor

series around the minimum and stopping the exparatisecond order we get:

X°(@) = X(ak)+Z a+ Z

i ]- .....

aqaa (2.15)
= y—&[ﬁ+%é[D[ﬁ
where
2 . 2 0°x?
= d=-0 D|. = 2.16
y=x*(@a) ¥’ [D]y, daa (2.16)

d is aM-vector and is aM x M matrix.
If the approximation is a good one, we know howjump from the current trial

parametersi,, to the minimizing onesi,, in a single leap, namely:



B = e + D OFOX2(Eo)) (2.17)

On the other hand, (2.15) might be a poor localr@dmation to the shape of the

function that we are trying to minimize at, . In that case, a new step is considered with

a new trial parameteg

next

8,oq = 8y, — costante M Y*(8,,, ) (2.18)

anext

To use equation (2.17) or (2.18) we must be ablealculate the gradient of the
functionx2 at any set of parameters. In particular, usingaggn (2.17), we need the
matrix D, which is the matrix of second derivatives of #reor of prediction (Hessian
matrix) for each a.The matrixD is known because the form of is precisely
known. This allows us to use both relationshipse Hoguation (2.18) is only used when
the equation (2.17) does not minimize the predicéoor.

Let us see how to calculate the gradient and treside ofy°.

Suppose that we have N pointg (), fori =1, ..., N. If the fitting model is

=y(x;a) 2.19)

the misfit function will be:

x’(@) = Z( Y a)] (2.20)

where o; is the standard deviation associated with eachtpama y andy(x;a) are

the observed and predicted model, respectively.
The gradient of* compared to vectod is zero in correspondence of minimum and has

components:

X - 22 Ly, - y(x"a)] ayg;k' 3) k=1,2,....M (2.21)
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The mixed partial derivative is given by:

9° oy(x ;a) ay(x;a 0°y(x;a
P Px :22 2 Y(%;8) 9y(Xi3) =y, - y0x; @) =22 y(x:3d) (2.22)
a,0a, =g oa, 04, 0a,0a,
Then we put
10 2 1 62 2
By = _E 6)( W=7 X (2.23)
A 2 da, 0a,

In this way p] = % D and the equation (2.17) can be rewritten as theofsénear

eguations:

M-1

Zakl&l = B« (2.24)

This set is solved for the incremends, that, added to the current approximation, give

the next approximation.

The equation (2.18), the gradient descent fornitaaslates to:

da, = costante 3 (2.25)

Note that the components of the Hessian matrix PE2f) depend both on the first
derivative and on the second derivatives of thetion with respect to their parameters.
Some treatments proceed to ignore the second teewahose multiplicative term in

equation (2.22)isy[ — y(x; a)]. For a good model, this term represents the nando
error on the measurement of each point, and thair ezould be either positive or
negative. Itmay be generally unrelated tothe rhodendthen the second
derivative term tends to zero when the sumisfconsiderate.

The inclusion of the second derivative term carfast be destabilizing if the model

reproduces the data badly, or if it is contaminabgcutliers, thena,, can be defined
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through the formula:

b =25 L {ay(xi;a) ay(xi;a)} (2.26)

= o?| 0a 02,

The condition of minimum foy?, i.e. B, = 0, is independent by matrix].

A combination of the Hessian method (Eq. 2.23) anthe method  of
descent gradient (Eg. 2.25) is the method of LegsmbMarquardt. Itis based on
two elementary, but important observations. Let csnsider the “constant”in the
equation (2.25). The first observationis that thmmponents of the Hessian
matrix provide information on the order of magniuaf the problem.

Equation (2.20) shows that the quaniityis dimensionless 5, has the dimensions of

1/a,, whose unit of measure is ¢mor kW, or any other measure. In fact, according

the problem you are solving, each componeiffi, otan have different dimensions. The

constant of proportionality betwegh and da, must therefore have a size af and the

only quantity that has this size is the recipramfahe diagonal element, i.e.old. So the
scale of constant must be assigned: so that thistaot is not too large, it is divided by a
dimensional factol, with the the possibility to assigh >> 1 to stop the step. So the

equation (2.25) is replaced by:

_ 1 _
&| —EA or /10'"@1 _IB| (227)

Is also necessary that is positive, but this is guaranteed by the dabnit(2.26): this is
another reason for adopting this equation.
The second observation is that the equations (22d)2.27) can be combined if a new

matrix o ' is defined:

a; o (1+2)
i i (2.28)

a'jj =ay (#Kk)
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and then replace both equations (2.24) and (2.2R) w

M-,
E) 008 = By (2.29)

When A is very large, the matrixa'

iIs reduced to diagonal
equation (2.29) becomes

identical to equation (2.2F A
equation (2.29) becomes identical to equation (2.24

From an operational viewpoint,

element, so

instead tends to zero,

given an initial
algorithm is based on the following steps:

a. computey’;

sef parameters, the Marquardt

b. pick a modest value fav, sayA = 0.001;
C. solve the linear equation (2.29) fd& and evaluatg’(a+ d&);
d.

if y¥’(a+a) > x%(@), increase\ by a factor of 10 (or another substantial
factor) and go back to step c;

e. if y*(a+d) <y%4a), decreas@ by a factor of 10, update the trial solution

a — a+aa and go back to step c.

41



Chapter 3 Applications

3.1 Resolution test: Laviano sequence

Here we propose a resolution test aimed at estigndtie minimum moment magnitude
value above which source parameters can be efédgtestimated. For this test we
consider a microearthquake sequence started on28ag008 in Irpinia region, nearby
the village of Laviano, at about 800 m distancerfrine 1980 epicenter (Fig. 3.1). The
moment magnitude [land local magnitude Mof the events ranged from 0.8 to 2.9 and
from 0.3 to 2.7, respectively, with the largest magle earthquake occurring at the
middle of the sequence (Stabile et al., submitesicientific Reporis
We chose that sequence for two principal reason$hé striking waveform similarity
and the coherence of the P-wave first motion pylat different stations indicate that
events are co-located and share the same focalamieolh and site effects. As an
example of this strong likeness across all the wyemand-pass filtered (1-20 Hz),
amplitude-normalized waveforms of the velocimetviertical component records at
COL3, SNR3, and VDS3 stations for all microeartHasain the sequence are shown in
figure 3.2. 2) The range of moment magnitude o$¢hevents covers the range of bf
the whole dataset.

The iterative multi-step approach described inpgi#@a2 was applied to Laviano
sequence for S- waves. Five iterations were coreidend for each iteration the

hypotheses of unimodal distributions for the higéghiency falloff rate and attenuation

parametert; were tested. In fact in figure 3.3 the histograshg and tIJ obtained from

inversion of S- displacement spectra are showninverse triangles represents the mean

values ofy and t,j . The trade-off between attenuation paramq;teand corner frequency

w'g is solved through the two inversions of displacetmspectrum, that isstep? the

*

displacement spectra are inverted to estimatecu'g and t; ; step2 fixing the values of

Q; and a)'g at the event-average estimates in shepl the displacement spectra are
inverted to estimatet; (flow chart 2.1). We can observe in figure 3.4ttha each

iteration at step2 the attenuation parameter amdecofrequency are not correlate.
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Moreover we have verified that any correlation edw y and a)'g /ti} is introduced, as

shown in figure 3.5.

The iterative multi-step procedure converges ttabls value of the average quantities

< y> and <ti; > after the third iteration (Fig. 3.6). In tabletlie average oj and tIJ

obtained from each iteration are listed.

In this test the site response functioRg(w) are not calculated, thus the
displacement spectra are not correctedRfg®). But, ss mentioned above, the events are
co-located and share the same site effects. Fi§iurshows a log-log representation of
the corner frequency vs seismic moment for S-wasksg with the associated
uncertainties. These parameters were obtainedtdpy3of fourth iteration (flow chart

2.1), where the average pand tIJ become stable and any correlation betvv}ekt@ and

«) is observed. The constant stress drop lines atesaful to 100 MPa are shown

(Kanamori and Anderson, 1975) in figure 3.7, whetress drop is estimated using the
Madariaga’s model for the earthquake rupture radiuglear deviation from a self-
similar scaling of the corner frequency is obserfggdseismic moments pMsmaller than
about 16 Nm (M., = 1), above which the static stress drapremains constant with a
value of (3.9 + 2.2) MPa (red line). We verifiedatithe events belong to the same
distribution with constanic by they? statistical hypothesis test. The grey line indisat
the minimum values of seismic moment (and therefooenent magnitude) above which
we can obtain reliable estimates of source parasietbat is corner frequency and
seismic moment. The vertical arrows indicate corfrequencies greater than our
maximum resolution threshold, while the horizondatlows indicate that the seismic
moments of these events are indeterminate. TheB-fwave the source parameters can
be effectively estimated from ¢ 10" Nm. By assuming that the estimates of seismic
moment obtained from P- and S- waves are the samean conclude that the resolution

threshold M > 10'* Nm is also valid for P-waves.
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Table 1: Average of high-frequency falloff ratey and attenuation parameter fi,-
obtained from each iteration

lteration <y> <t; >
1 1.76 £ 0.61 0.020 £ 0.01D
2 1.56 + 0.68 0.023 £ 0.010
3 1.52 + 0.68 0.024 £ 0.011
4 1.51+0.68 0.024 £ 0.012
5 1.51+0.68 0.024 £ 0.012
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Figure 3.1: Map of the May 25-28, 2008 microeartiiqisequence located nearby the village of Laviano
(Southern lItaly). The events of the sequence amemely concentrated in a volume less than 300 m pe
side and the swarm is about 800 m distance fronll &89 Irpinia earthquake epicenter. The fault plane

solution of the mainshock is consistent with th&@9rpinia earthquake fault plane. The dimension of

circles is the Madariaga’ circular rupture areaewknts while the color represents the event depth.

Horizontal location errors are also reported in figgire for each event. (Stabile et al., submitted

Scientific Reporfs
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Figure 3.2: Vertical-component velocity recordstioé seismic sequence at (a) COL3, (b) SNR3, and (c)
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3.2 Scaling laws

In this paragraph the relationships between thecsoparameters estimated through the

multi-step inversion procedure are shown.

3.2.1 Data collecting and processing

For the analysis proposed in the present studyd#taset collected by ISNet is further
extended and integrated by the inclusion of thesadb stations of the Italian Seismic
Network, managed by Istituto Nazionale di Geofisikculcanologia (INGV). The total
number of available three-component records is @5d8ative to 689 microearthquakes
with local magnitude ranging between 0.2 and 3 lanated inside ISNet network (Fig.
3.8). These earthquakes were located using thebbec (Lomax et al., 2000) and 1D
velocity model of Matrullo et al. (in preparation).

Among all the available recordings only those wvatiturate pick P/S are selected. In
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fact, after associating a weight at pick P/S based on the uncertainties on onget ti
(Table 2), the following procedure is applied (RBgP):

a) If there is manual pick P on vertical componentwit< 2, the relative horizontal
and vertical records are selected for the analysiBerwise these components are
removed from the database.

b) If there is manual pick S on horizontal componenthw < 2, then this

component is considered for the calculation of ldispment spectra.

C) If the pick S does not exist or its weighti, the error on hypocentral distance

R is evaluated as:

OR =+ oRh + oRY? (3.1)

where Rh and Rx are the errors along horizontal and vertical dioe; respectively,
obtained from the location procedure.

If oR < 2 km, the theoretical arrival timies of S- phase is calculated as:

\Y
Ts:Tp+B[E—p—lj (3.2)
v, 1V,

whereTpis the manual pick P that satisfies the conditiprv, andVs are the velocity of
P and S waves, respectively. The ratg\W is set equal to 1.85 anda8 km/s (Matrullo
et al., in preparation); sop\s equal to 5.6 km/s.

So in this case the horizontal component is uselddranalysis.

If JR> 2 km, the theoretical S-pick is not calculated #relanalysis is done only for the
P-waves.

From this procedure an optimal database with atedrand S manual picks is obtained.

This dataset is used to calculate the displacermspattra on which the multi-step
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inversion procedure is applied. The signal is dated in a 2.56-second time window
around the manual P/S pick starting 0.25 s befoeepick P/S (Fig. 3.10). In order to
reduce distortions due to the windowing of thenalg, a cosine taper function with a
fraction of tapering equal to 10% is applied to fheand Swave time series before
computing the amplitude spectrum. Next, an averageing window with a half width
of 3 points is used to smooth the spectra. FintdiyP- andS-displacement spectra from
velocity/acceleration time series are computed frimegration/double-integration of
velocity/acceleration in frequency domain. The @mfequency band for the spectral
analysis is 0.5-50 Hz and 6-50 Hz for events watbal magnitude M< 1.5 and M >
1.5, respectively, constrained by the data-loggjee, overall (sensor + data logger)
instrumental response curve and by the relativelglissignal-to-noise amplitude at low

frequencies.

Table 2: Weight associated to onset time P/S

Weight Uncertainties on onset time (S)
0 <=0.05
1 0.05-0.1
2 0.1-0.2
3 0.2-0.5
4 >0.5
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53



|
i w3 E
AL 13 (rad), 2010 |
o 03:35:55.104 |
I P S
5 i _
T ‘ ] | ‘ m ‘
= ' \ ‘ ||\| {l
S Hf | W U\ .Jw, -
T T \ .
f [ .V L A N L L A
0 30 40 50 B 7
) Time [s]
94), 2010 ﬁ‘ I
i @ [
B T N
; 3 AN
;S I z s “‘m\ | / “J
=z |~ J“U 4= v c'/ ’
‘I‘ | v
. s S |

T
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3.2.2 P-and S- path attenuation

In the present study, it is assumed that in théyaed frequency band (0.5-50 Hz), the

parameteq is not frequency-dependent. This hypothesis has liest verified through

two analyses (Zollo et al., 2011):
1. Qualitative analysis. In particular, the displacetspectra of smallest events (M
< 1.2) contained in the available dataset, at feegies larger than the theoretical
corner frequency (> 25Hz), have been consideredh Wiis assumption the source
spectrum can be assumed as constant and the récepmdetrum, in a log-lin
representation is reduced to a linear functiorefidiency. As an example, figure 3.11
shows displacement spectra, corresponding to ttwaeeforms recorded at three

different stations, and five attenuation functioriéw) characterized by different



values ofn (cfr equation (1.21)). From a qualitative analydis;an be noted that the
casen=0, that is, th&)-constant model provides a better fit of the sewlith respect
to the other models.

2. Statistical test. In order to obtain a more rolmaghparison, the differences in the
fit between the attenuation models have been tstaliy tested. In practice, assuming
the omega-square model, two different inversiongeHaeen carried out. In the first
one, the displacement spectra were inverted farating the three parametévk,

f. and t assuming aQ-constant model (which corresponds to assumirg in
equation 1.21). In the second one, a frequencyratkpeQ model has been assumed
for estimating the four parametelo, fc, t* andn. To establish which model best
reproduces the data, we estimated the variandeeofeisidualsg), that is a measure
of the discrepancy between the observed and thealrdisplacement spectra. Finally,
the best-fit model has been discriminated by usimegAkaike Information Criterion
(AIC) (Akaike, 1974). The criterion states that, amdmg best-fit models described
by a different number of parameters, the one thaimizes the following function
has to be selecte&klC=2Np + N[In(2tE) + 1]. In this equation, Nj® the number of
parameters used for modelling the displacementtapecand the attenuation model
while N=Nt-Ns-Nds the number of data. Specifically, Ntthe number of frequency
samples in each spectrum, iMghe number of analyzed displacement spectraNand
is the number of components (=1). As for the galie analysis, the results of the
statistical test indicated that the Q-costant madsults in the minimum of the AIC
and has therefore to be considered as the bestroonge between model simplicity
and adherence to data (Akaike, 1974).

After the study on the frequency dependence of ityu&ctor, the iterative multi-

step procedure shown in figure 2.1 has been appliedobtain for P- and S-wave that

<t

»> = (0.022 + 0.014) s and t;<s> = (0.026 + 0.017) s, respectively. Figure 3.12

1

shows the distributions of values t§f.

55



Observed displacement spectra

\ of events with 0.5 <M, <1.3
2 I v st -

— n=0

----- n=0.8
—— n=0.6

Moment magniutde

= T T T T T T T

5 10 15 20 25 30 35 40
Frequency (Hz)

Figure 3.11: Log-lin representation of scaled dispment spectra corresponding to S waveforms redord
at 7 different stations (grey lines). Black linesrespond to five attenuation functioti¢o) characterized
by different values of (cfr equation (1.21)) used to test the frequengyeddence o model against the
Q-constant model corresponding to n=0 (black comtirsdine). Note that the comparison has to be done
the frequency range lower that 26 hz (black arrmwgre, in the adopted representation the sourcgrape

is constant and the attenuation model dominatelo(Boal., 2011).

Assuming an uniform anelastic attenuation modeltlier upper crust in the investigated
region of southern Apennines, the estimated averalyes for the P- and S-wave quality
factors areQp = 266 + 254 and)s = 361 + 287. Then the crust@k is higher tharQp.
According to laboratory measurements, a larger Rant S-wave attenuation,
corresponding t®s / Q- > 1, is a marker for a partially fluid-saturatedisty while the
inverse (e.gQs/ Qr< 1) is expected for dry or full-saturated rockdes; (Winkler and
Nur, 1979; Toksoz et al.,1979). This seismic atiiom behavior is analogous to that of
shear to compressional velocity ratio, with valeés/,/Vs ratio around 1.8 or slightly
larger, for partially fluid-saturated materialso(kt al., 1979). For the analyzed area the
value of ratioVy/Vsis included in the range 1.8-1.9 (Maggi et al.0&0Matrullo et al.,
2011). Based on the mentioned results of laboratwgsurements, we suggest that the
observations of relatively large values of tgVs and Q4Qp ratios in the analyzed
region of southern Apennines, are the evidenceafhighly fractured, partially fluid-
saturated medium embedding the Irpinia fault zdogn to crustal depths of 15-20 km.
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Figure 3.12: Distribution of parameter for P-wave (grey) and S-wave (black). The meanagbf t* is

plotted as inverse triangle (black for S-wave arel/dor P-wave).

3.2.3 P- and S- site transfer functions

Given the used recursive procedure for site argha#tion correction of displacement
spectra, the P and S site transfer functions a¢douall the effects which systematically
modify the spectral shape at a given receiverutiaolg the instrument response, local
site geology, ambient noise and signal processitiigq@s due to filtering or inadequate
base-line corrections. For this reason we expeat tiine P- and S- transfer functions
could be different at the same site given the dfie frequency content and signal-to-
noise level. Figure 3.13 shows the S-site tranffiections at 8 stations of ISNet
network, obtained analyzing the signals recordeddgcity and accelerometer sensors.
Except at very low frequencies (f<1 Hz), the transfunctions obtained from
accelerometers and velocimeters look very simitareach panel, the continuous lines
refer to the average transfer function obtainedhfial the earthquakes recorded at that

station while the dashed lines delimitate the dtandard error.
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Figure 3.13: S-wave site transfer functions ataBiahs of ISNet network, obtained analyzing thenalg
recorded by both velocity (black lines) and accaiester (grey lines) sensors. In each panel, the
continuous lines refer to the average transfertianmbtained from all the earthquakes recordes given

station while the dashed lines delimitate the standard error.

Almost all the sites show a constant level of afigaltion or attenuation with exception
of stations CLT3 and CMP3 showing at least onergbeak at frequencies around 5 Hz
with amplifications larger than 1.5. The presenéeclmaracteristic resonance peaks at
ISNet stations due to local site amplification effehave been also pointed by Cantore et
al., (2010) using H/V spectral ratio technique. & transfer functions (not reported in
figure) show similar resonance peaks of S waves tué to the higher frequency
content, a number of secondary peaks are alsowaaser

In order to verify the effect of having properlycaanted for the attenuation model and
site transfer functions, we compared the displacgrepectra corrected and uncorrected
for the attenuation and site functions. As an eXaemfgure 3.14 shows th&wave
displacement spectra of 4 earthquakes recordedatstations of ISNet (CMP3 and
TEO3) before and after the correction for pathratégion and site functions. It can be
noted that the correction affects spectra bothowat and high frequencies. An average
variation of 0.25 unit in the moment magnitude bamoted at the two selected stations
together with a shift in the corner frequency valwehich is more effective for the

smallest earthquakes.
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Figure 3.14:S'wave displacement spectra of 4 earthquakes red@tavo stations of the ISNet network.
Upper panel refers to the station TEO3 and lowerepaefers to the station CMP3. For both the two
stations left panel refer to scaled spectra beffoeecorrection for the attenuation and site eftdathined
from the iterative procedure. Right panels refeth® same spectra corrected for the attenuatiorsded

effect and superimposed grey dots indentify th@eofrequencies.

3.2.4 Seismic moment, source radius and static stedrop

Once we have obtained the spectral parametersrieyudncy spectral level and corner
frequency, we can calculate the seismic momentsthece dimension and the stress
released by faulting.

In order to account for the results of resolutiestt the scaling laws are shown only for

events with seismic moment V> 10" Nm. Moreover, only events recorded at a
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minimum of 5 stations have been considered. Fi§utd shows a log-log representation
of the corner frequency vs seismic moment for Sesgtop panel) and P-waves (bottom
panel). The grey dots indicate the estimationsonfre parameters obtained for each
analyzed event, while the black/white circles witie associated uncertainties are
obtained by averaging the data grouped in a 0.8rithgn of seismic moment bin. This
value of bin has been chosen by considering theageeof uncertainty associated with
the logarithm of seismic moment. The constant stdesp lines at values 0.1 to 100 MPa
are shown in the same figure, where stress dregtisiated using the Madariaga’s model
for the earthquake rupture radius. We observe #iessnilar scaling of the corner
frequency in the whole range of seismic momenbfith P- and S-waves.
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Figure 3.15: Log of corner frequency versus loge&itmic moment for S-waves (top panel) and P-waves

(bottom panel). The black/white circles with the@sated uncertainties are obtained by averagiagl#ta

(grey dots) grouped in a 0.3 logarithm of seismamment bin.
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The earthquake source radius is then determingbdebgrithmetic mean of all the
available corner frequency estimates (ref. relatioR3). Source radii decrease with
decreasing moment, confirming the self-similarigyg( 3.16). P- and S-wave estimates
of source parameters are very consistent, whicla ifurther confirmation of the
robustness of such estimates.

We estimate the static stress drapfrom the seismic moment and source radius
using the relation (1.24). Stress drops appeatstmvariant with earthquake moment
(Fig. 3.17), with a value of (8.9 + 2.0) MPa whicbrresponds to an average Brune’s
static stress drop value of (1.6 + 0.4) MPa. A-satifilar scaling of static stress drop has
been found in southern California by Abercombri@let(1995) from recording at depth
of 2.5 km Cajon Pass and Prieto et al. (2004) frigarth surface recordings of
microearthquakes by the Anza seismic network. Imt@é Apennines, Italy, in a
dominant normal faulting tectonic environment, salestudies analyzed the source
parameter scaling relationships from the aftershmdordings of the 1997 Umbria-
Marche seismic sequence. Using different modelpg@aches and sub-sets of the same
data archive, Bindi et al., (2001) found a selfifamscaling of static stress drop (Brune’s
stress drop 2.6 MPa).

For a limited number of events, we compared P ancbi@er frequencies as
shown in figure 3.18. Here the black circles wihkbk fissociated uncertainties are obtained
by averaging the data grouped in a 2 Hz S-corregfuigncies bin. We find that the P
corner frequencies are systematically higher tihasd estimated for S waves from the
same earthquakes. The raijof.” is about 2.0 + 0.5, consistent within the errothvthe
model of Madariaga (1976). In fact, Molnar et 4973) and Madariaga (1976) present
source model with 1.5 & /f.°< 1.73, whereas Savage (1974) and other argustibhta
sift is incompatible with Haskell-type source maahd must result from attenuation.
Accounting for attenuation, in this study > f.° and we can assert that the corner

frequency shift observed here is principally a sewsffect, as proposed by Hanks (1981).
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3.2.5 Moment and local magnitude

In figure 3.19 the values of moment magnitudg (dalculated for S-wave) as a function
of local magnitude M are shown. The values of local magnitude for emdkes
recorded by the network ISNet were obtained frombliBo et al. (2009). The data (grey
dots) are grouped in a 0.3 local magnitude bincfblercles). The black line represent
the line of best fit, while the dotted line corresds to My = M. The resulting

relationship between moment and local magnitude is:
My = 0.63 (+ 0.04) M + 0.95 (+ 0.09) (3.3)

We observe a systematic underestimation of momaghitude by local magnitude.

In theory, M, and M_ should provide the same value which means that
2
M, =§(Log|v|0—9.1)= M (3.4)

According to Deichmann (2006), due to inappropriederection of instrumental and



attenuation effects, the local magnitude causes uhderestimation of moment

magnitude.
4
M,,=0.63 (+/- 0.04)M, + 0.95 (+/- 0.09)
3_ __________________ -
z
=27 ]
1_ =
0 ' T ' T ' T '
0 1 2 3 4
M

Figure 3.19: Moment magnitude (1 versus local magnitude (Y relationship obtained from a best fit
analysis. The black circles with the associatecettamties are obtained by averaging the data (dots)

grouped in a 0.3 Mbin. The dotted line corresponds tgy™ M.

3.3 Conclusion

Important findings can be summarized as follows:

1. By the resolution’s test we obtained the minimurtuga of seismic above which we
can obtain reliable estimates of source parametesis My> 1e11 Nm (M, ~ 1)

2. Frequency-independent attenuation model: througtisstal test we verified that
the constant-Q model has to be preferred to frequdapenden®-models

3. Earthquake self-similarity: we observed a consttneéss-drop scaling of source
parameters. The average Madariaga’s static stress ©& about 8.9 MPa, which
corresponds to Brune’s stress drop of about 1.6.MRa ratio between P- and S- corner
frequencies is comparable with the theoretical@alu

4. We observed the discrepancy between local and momagnitude: M causes the

underestimation of I\l
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Section C Time domain

Chapter 4 Empirical Green Function's (EGF) Approach

4.1 Introduction

Knowledge of the seismic source requires modelegpropagation between the source
and the receiver (Green’s functions). Under theoltypsis of linear wave propagation,
the Green'’s functions may also be replaced bydherds of small earthquakes occurring
on the same fault with the same focal mechanismtl@dame stress drop, commonly
referred to as Empirical Green’s functions (EGFs).

As seen in the previous section, the analysis efgburce parameters is often
complicated by their spectral properties at higlgfrencies, where path and site effects
are not easily distinguished from the source charatics. One way to overcame this
problem is to determine the EGFs that consent fwesent the contribution of
propagation and site effects to signal avoidingube of approximate velocity models. In
fact, the displacement spectra of small eventslaaeacterized by high corner frequency
below than the source can be assimilated to spmtitemporal function delta of Dirac.
Then, in this range of frequency, the signal isrésponse of the medium to impulses in
the source region.

The use of small events as EGFs was first propbgedartzell (1978). It was
subsequently used and developed by Mueller (1F8Kuyama and Irikura (1986), Mori
and Frankel (1990), Ammon et. d[1993), Velasco et al(1994), Courboulex et al
(1997a), and Ihmle (1996). The idea is to decorardahe mainshock from the smaller
event (EGF) to obtain a relative source time flrc{RSTF) at each considered station.
The durations of each RSTF are then examined t@vetsome interesting properties
regarding the extent and rupture velocity of thergyv

In this chapter the deconvolution method (Vallég)4®) is explained. It takes into
account various physical constraints of the RSTFIstabilize the deconvolution. The
method is based on the projected Landweber metimbchduced in seismology by

Bertero et al(1997), to which we have added an important commgtrthe area of the
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RSTF, which represents the scalar moment of thihepzake, has to remain the same at

all stations.

4.2 Theory of EGF analysis

By starting from the representation theorem, fdarge earthquake of moment;Mve

can write:

UL(x,w)= -M M,k G, (% &, w)] f (£ cle ¥ 5la2s 4.1)

q-ip

whereGj, denotes the spatial derivative of the Green functtéere we assume that 1)

the Green functiorGy, is the same for all the points of the fault exdepta phase shift
R[ﬁ?—fo) due to the varying distance between source aneiverc (far-field
approximation), 2) the earthquake has a constanthamésm.M is a unit tensor
independent off and o, f(f,t), the inverse Fourier transform o‘f(f,a)), is a causal,

positive scalar function, monotonically increasier [0,D], where D is the unknown
duration of the source, and constant elsewheraiftoe details see Vallée 2004).

For a smaller earthquake of scalar moment With same location and similar focal

mechanism of large earthquakt—:-(f,a)) can be approximated by

((2.0)= e - & Jre(ha() = 2 =5o) “2)

lw
whereTF(H(t)) is the Fourier transform of the Heaviside fuantiwhich leads to

Moi 6 (x,?o,w) (4.3)

Uio()?'w)z_Mpq i ae

Therefore, by deconvolving equation (4.1) from dmum (4.3), we obtain the RSTF,

defined ag-y in the equations:
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Fy(c) = %“"Q f (¢, o ez =

0

ST P

0

(4.4)

where vy, the phase velocity andi the wave propagation direction, are assumed
constant. This assumption compels us to study agggreach wave type in the EGF
analysis. The RSTF is a positive, bounded-supporttion and its duration will also
depend on the position of the station, the phase,tlae rupture velocity but it will of
course remain bounded. Another important propefrth@® RSTF is that its integral value
is independent of the stations or the wave typd us¢he deconvolutions and is equal to

the relative moment between the mainshock and @&ife E

4.3 Projected Landweber method

The deconvolution method of Vallée (2004) is basadthe approach of Bertero et al
(1997), who developed a simple method to includstimity and temporal constraints on
the RSTFs, based on the Landweber method. It wasrsby Bertero et al1995) that
the latter method was slower but more accurate ¢tbajugate gradient methods.

CalledU* andU® the mainshock and EGF waveform, respectivelyptioblem is
to identify the RSTH- verifying

[JU°* Fy || - U = minimum (4.5)

or equivalently

U *ul*F, =U” * U! (4.6)
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(e.g., Bertero, 1989), wherd® is the adjoint operator dfl°. Through mathematical

manipulations, equation (4.6) can thus be written a

Fo=Fy+U%-t) * (U*- U°* Fy) (4.7)

In an iterative scheme, the last equation becomes

Fo™™ = Fo" +7U%(-t) * (Ut - WO+ Fp") (4.8)

where 7 is the relaxation parameter which must satisfy theddmn 0 < 7 <

2/(sup,|U%w)|)? and is classically chosen equal to 1/¢§ufi{(w)|)*.

Let us suppose that we know that the RSTF belomg®ine closed and convex €&t

Then equation (4.8) can be modified as follows:

Fo™ =Po( Fp" +2U%-t) * (U - U * Fy")) (4.9)

where P, denotes the metric projection @ In the absence of noisE; is shown to
converge, but only weakly, towatke expected solution of

IU°* Fy || - U* = minimum, F,0C (4.10)

Bertero et al(1997) definedC as the set of nonnegative causal functions thatene for
t > D. However, we can be even more restrictive andClée the set of nonnegative
causal functions that are zero for D and for which the integral over [} is equal to
M1/Mo. It can be immediately verified that the newly idefl set that we calCm is
closed and convex. We now must define the projedde, itself in order to compute
equation (4.9). Given a functioh, it can be shown thaPcq{h) can be naturally
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computed, that is, we essentially add a properitisddconstant tach to derive Pcp(h)

from h. it is shown thaPcn, is approximated by:

P +(h(t)+ k%} if t0[oD]

Peoh(t) = (4.11)

0 elsewhere

wherek is a positive real number.

Given Pcr, the computation procedure is again completelthasone of Bertero
et al (1997): we start fron,°= 0, compute equation (4.8) in the frequency domesia,
come back to the time domain to Ug, as defined by equations (4.9) and (4.11). We
then obtainF, * and repeat the operation, transforming into tlegdency domain to
compute again equation (4.8) and so on. The scl{éreis semiconvergent, that is, it
approaches the solution before diverging again. él@r the minimum seems very flat,
and good results are obtained after a few hundeeations.

4.4 Conditions of applicability EGF method's

As mentioned above, an empirical Green’s funct®a recorded three-component set of
time-histories of a small earthquake whose soureehanism and propagation path are

similar to those of the master event. This defomitrequires that:

1. we must find a smaller earthquake than the mairnsiksocthat equation (4.2) is
verified. In reality, the small-event source timendtion has a finite duration, and
therefore a high-frequency-limited spectrum. ThghkHrequency limit is represented by
the corner frequency of the small event and comedp to the maximum resolution that
we can obtain on the large-event rupture process.

To establish how much is the difference in magratbdtween the EGF and master event,
a synthetic test was performed. It has been shtvanhthe EGF optimal magnitude is
about 1 units smaller than the mainshock.

2. The mechanism and location must be similar — ire azfsdifference between both

events, it is possible to correct for these effedtsnle, 1996), but it adds some
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complexity to the procedure. Consequently, wavasrddiate from the nucleation points
of the two events should cross exactly the sameiumedn reality the two events are
slightly shifted in space, and a heterogeneitjhadource region can be detected by only
one of the events. This is a restriction of the E@G&thod, but the resulting error is

smaller than the one that would result from usimglaulated Green’s function.

3. The mainshock must have a constant mechanism sthth&reen'’s function may be

assumed to be consistent over the whole source zone

The conditions listed above are very importantantipular for near source data. In fact,
for regional and/or telesismic data the differentefocal mechanism and location are
attenuated by large distances between seismic esoant receiver, and so these
conditions can be considered negligible. As we wéke in this chapter, to identify

potential EGF the near-source data processing gee\several steps before
the deconvolution, i.e. 1) localization using thelldc code (Lomax et al., 2000), 2) the

calculation of focal mechanisms with FPFIT code gg&nberg et al., 1985) and 3) the
study of the stability of the polarization for tbptimal choice of range frequency to be

used in the deconvolution process.

4.4.1 Difference in magnitude between master eveahd EGF: synthetic test

To determine the difference in magnitude betweere nthinshock (main) and EGF,
synthetic seismograms were generated with a momagmnitude ranging between 0.5
and 3. We used the AXITRA code (Coutant, 1989) thase the discrete wavenumber
method (Bouchon, 1981) to generate the syntheiso®sgrams.

For each moment magnitude a different discretipatio the fault plane was chosen
(Table 3), keeping fixed the distance D betweenetementary sources to 9 m and with
strike, dip and rake respectively equal to 285%, 48d -110°. It is assumed a unilateral
rupture with uniform velocity rupture=0.94 and the velocity model used is model of
Amato and Selvaggi (1993). The hypocentral cootdmahave been set equal to
40.7720°N, 15.3135°E and 17.25 km for all eventsegated by using the actual
geometry of the Irpinia Seismic Network (ISNet)dH.1).

The deconvolution code of Vallee (2004) was applied the synthetic
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seismograms. In particular, the following pairs mBGF were considered:
Case 1 main of M,=1 and EGF of M=0.5

Case 2main of M,=3 and EGF of M=2
Case 3main of M,=3 and EGF of M=1
Case 4main of M,=3 and EGF of M=0.5

For each pairs main-EGF the RSTF was determinedX¥®tations in the S- and P- wave
time window and the misfit between the real mairgisand the reconstitued mainshock
is evaluated. It is obtained by reconvolution af RSTF with the EGF, as a function of
the allowed duration of the RSTF. This misfit ig@od indicator of the quality of the

obtained deconvolution. The time at which the fiorcbbecomes flat gives the simplest

(i.e., shortest) RSTF able to well describe therag source (Fig. 4.2).

As it can be seen from figure 4.3, since in caseeldifference in magnitude is 0.5, we
are not able to distinguish the two events andefbes the misfit function is zero. In case
2 and 3, however, the misfit function becomes dtat= 0.1 s. This value represents the
optimal duration of RSTF. Increasing the differentemagnitude between the main
and the EGFdase 4, the accuracy in the estimation of the optimattion increases. In
the latter case, is equal to 0.15 s.

So we can conclude that the minimum difference agnitude between mainshock and
EGF is equal to 1. Figure 4.4 shows the RSTFs ehthin for each station obtained in
the case 3 Therefore for Mj=3.0 we observe that the optimal duration 0.1 s. It is

essential to obtain accurate estimates of the emirze.

Table 3: Discretization of fault for generated evehwith different moment magnitude

Mw N° sources
0.5 2

1 3

2 10

3 21
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Figure 4.1: Map showing the location of generateehe (star) with different magnitude and the stadiof

ISNet network.
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Figure 4.4: Map of RSTFs for each station.

4.4.2 Processing of near-source data

As mentioned in previous paragraphs the EGF appreaffers from certain limitations
related to the selection of valuable Empirical GrEenction, especially for small events.

To select the best EGF, the data processing insltlte estimation of the event location
and the determination of the focal mechanism.

Considering only P-wave arrival time, first the Ndd code (Lomax et al., 2000) has
been applied to each pair master event — EGF, qushi selected according to the
difference in magnitude. After, the focal mecharssmere calculated using code FPFIT
(Reasenberg et al., 1985). Only the pair mastenteveEGF with similar location and

focal mechanism have been chosen. Finally, theysttidtability of polarization is done



to chose the optimal range of frequency to ugberdeconvolution process.
To set the low-frequenciyin it is necessary to know the corner frequency of

events pair. In fact, the low-frequency limit igoresented by the corner frequency of

main main

master event; ", i.e fmin << f;°" (Fig. 4.5). In this way also the condition (4.3) i
verified and so the source of EGF can be assimdiladespatial and temporal function
delta of Dirac. Then, in this frequency range, signal of EGF represents the response
of the medium to impulses in the source region.

To set the high-frequendy,.x we study the polarization. By applying different
range of frequency, the stability of polarizati® abserved and thi,.x at which it
becomes stable in time is chosen as high-frequémily The polarization direction of
the wave velocity is determined directly from thiagtams since it coincides with the
azimuth of the motion associated with the firstivemg wave. Figure 4.6 shows an
example of the diagram of polarization obtainechbyizontal componentsisE andsisN
for fmax= 10 Hz. This components are aligned accordindpécatheoretical arrival time of
S-wave (red lines). In this case it is clear thatilwabout 3.8 s the polarization is stable
indicating that 10 Hz is the optimal high-frequeriayit.

This study also provides information on the time&daw to be selected from the

S phase in the deconvolution process. In fact, acan see in figure 4.6, the angle of

polarization changes sharply after about 3.8 scattig the presence of secondary phase.

To obtain reliable RSTFs it is necessary not tooshice several phase in the time
window. So in the case shown in figure 4.6 theroptiduration of time window to be
selected from S-phase is about 3 s.

Selected the range of frequency, the deconvolutiethod is applied to each pair
master event — EGF to obtain the RSTFs.
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Chapter 5 Source parameters from RSTFs

5.1 Introduction

As seen in the previous chapter, from the RSTIspbssible to obtain the knowledge of
the seismic source without modeling the propagatietween the source and the

receiver. The observables of RSTFs are:

> Duration
> Area
> Shape

These give us accurate estimations of source radius so corner frequency, seismic
moment and rupture velocity. Moreover, the invarssd RSTFs allowed to constrain the
fault plane and provided us with the estimationtlud slip distribution, the rupture
direction and the average velocity rupture. Fronmedes of source radius and seismic
moment the static stress drop can be calculatddeqgtiation (1.24) and the scaling laws
can be investigated.

Therefore, in this chapter the properties of RSafesillustrated and the relation

between the duration and corner frequency are teghor

5.2 Effects of directivity: rupture duration and sasmic moment

The first-order effect we expect to see on a declwed source time function at a
particular station is directivity.

The source time function can be defined as theeslodghe body-wave pulses
which are caused by the earthquake rupture. Aanlists beyond a few fault lengths, the
near-field effects are dominated by far-field effe@nd so only these far-field terms are
considered in this case.

For a small earthquake, the fault is considereldet@ single point source. As a
simple approximation, displacement on this faulh && considered to occur as a ramp
function. The source time function arising fromaamp time history on a single point

source is a box-car of length which is the rise time of the ramp function. Foite
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length faults, the rupture plane can be approxithate the summation of a number of
earthquake point sources that rupture with the @pjate time delays considering the
progressive rupture of the fault (Fig. 5.1). Thim@e line source is the Haskell Fault
Model.

AX
<+——>

epicenterle |: W

ok

rupture front

d
<«

v

Figure 5.1: Simplified fault geometry for fault width w and length_, with unilateral slip. Rupture plane

is divided into sub-event slices of lendth

Figure 5.2 shows a fault of length L, rupturingnfrdeft to right. If the distance to the
recording station is (r >> L), then the arrival time of a ray from the begimmhiof the
faults ist=r/c, wherec is the velocity of the wave type. The arrival tiofewaves from a

faulting segment at poirxton the fault is given by:

AL s (5.1)

Thus the difference in time between energy arriyiogn the end of the fault, at position
L and that arriving from the beginning of the facéin be used to define the timegthe

duration of rupture for this unilateral case, asevbed at the station atf):
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(5.2)

Then the rupture time depends on the viewing azimlhis azimuth dependence due to
fault propagation is calledirectivity. If a station is located along the direction gbture
propagationf = 0° andt is short, especially in the case of the shear vepeed ¢ = ),
asv; is typically~ 0.8B. A station behind the rupture propagatiér=(18C) has a long.
and small amplitude. Stations located perpendictdathe rupture § = 9C°) are not

affected by the directivity.

,-f"'f T (to station) .
- _____/ _J__a--"'
co56 ——
Xe0S8 " __—T—xcoss o
— {9 o —"r-1I cos
e | B —

Figure 5.2: (from Clinton, 2004) Azimuthal dependgiof arrival times, for fault plane rupturing froleft
to right.

A scheme showing how source time functions arectdte by a unilaterally rupturing
strike-slip fault is in figure 5.3.

The area under the time function is directly propoial to the seismic moment, which
must be independent of azimuth. In fact, the afethe RSTFs is equal to the moment

ratio between the mainshock and EGF and it mushirethe same at all stations.
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Figure 5.3: (from Clinton, 2004) Simplified azimathvariations for source time functions in a uratatly
strike-slip fault rupture. Note that the area untlex source time function (proportional to the sBis

moment,My) is constant, but the time, and the amplitudesy wadely.

The simple Haskell line source representation tat have considered involves
unilateral rupture or rupture in only one direction. For some eautiiges, unilateral
rupture is a sufficient model of the faulting presegbut many earthquakes nucleate in the
center of a fault segment and spread in both diest This known abilateral rupture
The source time function for bilateral rupture earimuch less with azimuth, and it is
often impossible to distinguish bilateral rupturenfi a point source. Some faults appear
to expand radially, asircular rupture This model was introduced by several authors
including Savage (1966), Brune (1970), and Keilsdk (1959) to quantify a simple
source model that was mechanically acceptable anmelate slip on a fault to stress
changes. Dislocation models such as Haskel's madetluce nonintegrable stress
changes due to the violation of material continatythe edges of the fault. A natural
approach to model earthquakes is to assume thaiatitlequake fault is circular from the
beginning, with rupture starting from a point ahérn propagating self-similarly, until it

finally stops at a certain source radius.

5.3 Corner frequency and rupture velocity

For a circular rupture the duration of ruptugés given by:

8C



7, :L[ﬁh % S'ng} (5.3)

c

wheref is the angle between the norntalto the fracture plane and the direction of the

ray (Fig. 5.4). By integrating (5.3) on the faulape we get:

c ™ _lo
T V, C
' (5.4)
_ry, 2[_,"_ r
V V 7TC

As seen in the chapter 1, the source radius iserkl@ corner frequendy through the
relation (1.23), that is:

=k O (5.5)

Figure 5.4: Circular fault plane with finite radiu® is the angle between the normal to the fault pkame

direction of ray.

As mentioned abovek is a coefficient which depends on the adoptedutarcrupture
model and wave type. By replacing (5.5) in (5.4)ab¢ain the relationship between the

corner frequency and rupture duration:
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f = kc—CEE1+ al }E—I— (5.6)
Vv, mc | Ar,

Let us consider three circular source model:

> Sato and Hirasawa’s model (1973), where the cesftéhe expanding circular

front coincides with the center of the circular Ifauln Sato and Hirasawa’s (1973)
model, the stopping of slip occurs simultaneousigrahe entire surface of the crack
when the rupture front stumbles on the edge offéludt. This model predicts higher
corner frequency for P-waves than for S-waves,ctoedance with observations. Their

corner frequencies averaged over all directions are

fP = KSH G‘rl sk (5.7)

r

where o and B are P- and S- waves velocity, respectivekg” and k" are the

coefficients for P- and S- waves equal to 1.8%8d 1.53/2.

> Madariaga (1976). In this model, the slip does stop simultaneously on the
fault. Once the rupture front stops, a healing ph@®pagates inward from the edge of

the fault causing the arrest of slippage. For Miadar’s model:

paimoB . gsoymof (5.8)

r r

where k)*° = 032 and k{*® = 021. In this equation the velocity of S-waves is

considered also for P-waves.

> In Brune’s model (1970) the stress pulse is apphesthntaneously on the whole
fault area. For this reason, there is no fractuopg@gation. The shear pulse generates a
shear wave that propagates perpendicularly to thdt fplane. Brune’s model is
commonly used to obtain fault dimensions from specf S waves, so the corner

frequency is given by:
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i5 =P 5.9)

wherekS®Y = 037.

In this models, all the coefficientss were obtained by assuming the ratio between

rupture velocity and S-waves velocitys equal to 0.9.

By rewriting equation (5.4) for P- and S- wavesabain the following relations:

L2V gl 1=3[E1+ va}a—l (5.10)
r v, g | Arg rv, ma | Ar,

The formula (5.10) can be used to obtain the estiro&rupture velocity,, comparing

the ratioA7g /A7, :

2V

1+ %
Ars _ mi3p (5.11)
AT 2V, '
P 1+ r
g

by assumingr = /33 .

So from source time functions calculated by P- 8aghases the rupture durations are

obtained and by applying relation (5.11) the rupteglocity can be estimated.
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Chapter 6 Applications

In this chapter we will see the results obtainedappglying the deconvolution technique
(Vallée, 2004) to the WME6.3 L'Aquila mainshock and cluster of aftershockda
foreshock of L'Aquila sequence with moment magnétudnging between 3.5 and 5.6.

Finally the results obtained to 2.9 Laviano mainshock are shown.

6.1 LAquila sequence

The 2009 L'Aquila earthquake (M6.3) occurred in the Central Apennines (Italy) on
April 6th at 01:32 UTC. The hypocenter is locatéd2.35 N, 13.38 E at a depth of 9.5
km (http://portale.ingv.it). The earthquake causeshrly 300 casualties and heavy
damages in the L'Aquila town and in several villegeearby. The mainshock was
preceded by a seismic sequence starting a few mbefiore and culminating with an.M
4.1 event on March 30th 2009, followed by a B9 and a M 3.5 foreshocks on April
5th 2009 — a few hours before the mainshock. Thithgaake ruptured a northwest -
southeast active segment of the normal fault syserbedded in the mountain front of
the central Apennines (Cirella et al., 2009; Waltetral., 2009).

The central Apennines (Italy), that belongs to tezio-Abruzzi Mesozoic
carbonate platform domain, is dominated by the-lvatk of the Adriatic subduction
toward the east (Doglioni et al., 1998). This regsthhows an arc-like belt of seismicity in
the upper crust that follows the mountain range @ndharacterized by normal faults
directed along pre-existing compressive tectoniacttires (Bigi et al.,, 2002). North-
West striking segments are present and the lasgesiic events are mainly related to
normal faulting mechanisms (Fig. 6.1), consisterthwhe regional NE-SW trending
extension (Selvaggi, 1998; Montone et al., 1999p&®ni et al., 2005; Devoti et al.,
2008; D’Agostino et al., 2009) and likely contralléy deep crustal-scale decollements
(Bigi et al., 2002).

One of goals of this work was the creation of areéarometric waveform archive
of 605 earthquakes recorded between 30 March 20028 April 2009 by DPC-RAN
(National Accelerometric Network) (35 stations) and INGV (29 stations) permanent

and temporary seismic networks. All of the stati@re equipped with Kinemetrics
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Episensor FBA ES-T sensors with high dynamic rafrgen 108 to 130 dB. Several of
the new stations installed after the L'Aquila m&iosk, are equipped with the new
instrumentation recently acquired by DPC: a threeyoonent Syscom Instruments Force

Balance Accelerometer, model MS2007.
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Figure 6.1: Sketch map of main tectonic featurelady simplified from Bigi et al. (1990). CMTs fagreat
earthquakes that occurred between 1976 and 1998haken. (a) thrust fault (pre-middle Pliocene); (b)
thrust fault (middle Pliocene-Recent); (c) normallf; (d) strike-slip fault; (e) undetermined fault
(Montone et al., 1999).

The total number of three-component records is 32&r events with local
magnitude ranging between 2.5 and 5.9, and recdgle8i to 41 stations. This dataset
provides with a unique aftershock strong motionada&ank covering a wide moment
magnitude [2.6-6.3] and epicentral distance randiog near-source<(20 km) to far-
field (100 km) (Fig. 6.2). For this reason thes¢adean be very useful to determine

refined ground motion prediction equations and nedethe rupture processes.
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Figure 6.2: Map showing the stations of DPC-RAN #4@V networks (triangles). The hypocenters of the
earthquakes considered in this study (size ofeiscproportional to the local magnitude) are glltted.
The creation of the database consists of threeeghas

1. processing of binary files in ASCII files

2. converting ASCII filesinto SAC files format (Seismic Analysis Code, from

Lawrence Livermore National Laboratory)
3. association of the waveform (in sac format) at eaant.

In the last step the header of each event wavefarrilled of location and local
magnitude reported by cataldglian Seismic Instrumental and parametric DatasBa

(Iside,http://iside.rm.ingv.ix.

A data quality parameter (Elia et al., 2009) isgresd to each waveform, automatically
computed by evaluating the signal to noise rathd &/the signal level S of the recorded
earthquake compared to the noise level N beforeettamt. In figure 6.3 and 6.4 an
example of waveforms with S/N 50 and waveforms of a small earthquake are shown,

respectively.
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Figure 6.3: Examples of waveforms recording by RAdédwork. The seismogram relative to station MTR
presents S/N 51, while for station GSA it is equal to about 85.
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Figure 6.4: Waveforms of a small earthquake reabnge to a distance of about 30 km from epicenter.
Date: 2009-04-30; Origin timeyF 16:41:47 ; Latitude (°) = 42.35 ; Longitud¢ €°13.342 ; Depth (km)
= 8.6 ; Local magnitude M= 2.5.



6.1.1 M,6.3 LAquila mainshock

In this paragraph the RSTFs of Mw=6.3 L'Aquila mehinck are shown. As we will see,
from RSTFs the fracture properties are analyzed.

Regional data

To determine the RSTFsthe W4.9 aftershock occurred on 2009-04-09 at
09:26:29 UTC was used as EGF. To get more infoonadit different azimuths and to
overcome the limitations of similar location anddbmechanism between master event
and EGF, the waveforms of 39 broad band statioms haen recovered by the following
networks: MedNet (MN), ISNet (IN), INGV (1V), GEORO(GE),
French Broadband Seismological Network (FR), Aastr Seismic Network (OE),
Aristotle University of Thessaloniki Seislogical AUTH (HT),
Slovenia (SL), BayernNetz, Germany (BW), Hungafaismological Network (HU).
These stations are located at a distance greateratout 200 km and less than about 80
km (Fig. 6.5).

In case of a large earthquake, the waves considaréite deconvolution process are
surface waves. They constitute the best choicegdiney are sensitive to long periods
and they do not suffer from the wave mixing of bedyves. Data has been windowed in

the Love and Rayleigh waves and filtered betwe8b Blz and 1 Hz (Fig. 6.6).
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Figure 6.5: Map of seismic stations used in thiglgt The location of \=6.3 mainshock (red star) and
EGF (white circle) are also shown. The informatiom location and focal mechanism are taken by

catalogue Iside and INGV, respectively.
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Estimate of fracture properties: modeling of RSTFs

Figure 6.7 shows the RSTFs obtained for all thesictamed stations with increasing
azimuth from left top to right bottom.

It is clear the presence of two bumps in the RSag-well as the effects of directivity. In
fact, the RSTFs of station located along the dibacof rupture propagation, i.e. stations
of ISNet network (AND3, CLT3, etc.) show short dtion and big amplitude, while the
RSTFs of station behind the rupture propagatiore. istations of Austrian
seismic network (DAVA, RETA), have long duratiand small amplitude.

In other words, proceeding from stations behindrtipure propagation (station ROBS)
to stations along the direction of rupture propmgafstation COL3) we observe in
RSTFs that the distance between the two bumps besamreasingly smaller and their
amplitude increasingly small.

The two bumps may mark off an anomaly zone duédé¢opresence of eventual
fluid. To confirm this hypothesis, a careful stuofythe geology of the area should be
done.

Since the two bump are well localized, we considehe difference\t between
the arrival times of first and second bumps to ibbt&ccurate estimates of rupture
velocity V; and length_ of fault plane. In this case the estimated lengtihhe segment of
faults between the two bumps. Forthe event in ystwel assumed the

following unilaterally propagating rupture model

AT :L(l—V—Rcosaj 1b.
Y/ Cc

r

wherec is the velocity of wave used in the deconvolufiwacess and is the directivity
angle between the rupture direction and the Loveeway leaving the source. For this
analysis we used only the RSTFs calculated by eaees. So, the Love - waves phase
velocity is set equal to 4.5 km/s. From fit betwdle observed datsr and theoretical
model (6.1) we obtain thaf, = 1.85 + 0.09 km/s and = 5.6 £ 0.3 km (Fig. 6.8).
This value oV, corresponds to about 60-70% of the velocity osheaves to the depth
of the source and it is consistent with a slowuuptpropagation as well as inferred



from kinematic inversion models obtained by the borad inversion of teleseismic,

accelerometer and GPS data (Balestra et al., 2@® et al., 2009). In fact figure 6.9a
shows the observed RSTFs (filled curves) togethdr the RSTFs computed (red curve)
from slip model of Balestra et al. (2010) invertistgong motion, broadband telseismic,
GPS, and InSAR data (Fig. 6.9b). We can observe ftiois model that the rupture
propagates in two directions, updip and towardSke exhibiting two or three asperities.
Balestra et al. (2010) estimate a value of ruptalecity equal about 1.9 km/s and the
total rupture length is between 14 and 16 km. Be estimaté.=5.6 km obtained in our

study represents the distance between the two péhtblghest values of slip in the slip
model. The good agreement between observed angutech RSTFs is a strong

indicator of the realness of our results.
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Figure 6.7: RSTFs obtained by stabilized deconiahubf Mw=6.3 L'Aquila mainshock.
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6.1.2 Cluster of events with N}, > 3.0

After the study of fracture properties of,W6.3 L'Aquila mainshock, the events of
LAquila sequence with moment magnitude 3746.6 are analyzed to retrieve
information on kinematic parameters of fractur@sparticular, on rupture velocity and

its relationships with corner frequency.
Near source data

From the data set described in paragraph 1 a clas&2 events with M >= 3 has been
selected. The accelerometric waveforms of this @vdrave been integrated with
velocimeter data recorded by INGV network.

As seen in paragraph 4.4.2, the near-source datessing requires several steps before
the deconvolution. In the first and second steps 3B events are located using the
code NLLoc (Lomax et al, 2000) andthe focal medrasare calculated
with FPFIT (Reasenberg et al, 1985). The focal rapidms are prevalently of normal
type, consistent with the extensional tectonicévadn the central Apennines since the
Pliocene (Walters et al., 2009) (Fig. 6.10).

From this cluster of events, 15 pairs master et#B¥ with similar location and focal
mechanism have been selected. Finally the studiefstability of the polarization is
performed to the optimal choice of the frequenaygeato be used in the deconvolution

process.
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Figure 6.10: Hypocenter (dots) and focal mechanismsuster of 32 events with moment magnitude

ranging between 3 and 5.6.

Rupture duration, corner frequency and rupture velccity

For each selected pair master event-EGF, the R&fd-salculated for P- and S- phase
using the deconvolution method (Vallee, 2004). Feghi11 shows the RSTFs of Mw=4.0
foreshock occurred in 2009-03-30 at 13:38 (UTC)IsoAthe misfit between the real
mainshock and the reconstituted mainshock for #atyosis is shown as a function of the
allowed duration of the RSTF. As EGF the Mw=3.0Aril 2009 at 13:57 UTC was
used. The range of frequency used in the deconwalptocess is [0.05-4] Hz.

Once the RSTFs are known, the relationship betweeoorner frequencids
estimated through the inversion of the displacenspdctra of S-waves (Orefice and
Zollo, 2010) and the inverse of duratief! has been investigated. For each master event
the mean value of inverse duratién* is calculated as arithmetic meantgt observed
at each station.

In figure 6.12 the estimate of, with their uncertainties are plotted as functidme-"
andAts?, that is the arithmetic mean of* obtained by P- and S- phases, respectively. In

order to estimate the best value for theto- Atp™Y/ Ats! ratio, a non-linear best-fitting



procedure which allows to account for the unceti@snon both the two variables has
been applied (Reed 1989), assuming the linear mamtgf.) = Log(AtcY) + Log@). The
fitting problem is reduced to an optimization pwail for the intercept Logj by setting
the slope to one. The estimated value for S-platedss + cas = -3.32e-02 + 2.30e-02
which yieldsas + cas = 0.93 + 0.05. For P-phase we obtain &8 ca, = -7.41e-02 +
3.89e-02 which yields, + ca, = 0.84 + 0.08. Therefore, the observed duratioR®TFs

is in inverse proportion to corner frequency.
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Figure 6.11: RSTFs of an event with moment mageitMidv=4 obtained by S- and P- phase. Any example

of misfit between real mainshock and the recautstit mainshock are reported.

As seen in the paragraph 5.3, the theoretical icosft a is given by the quantity

AT, [F, =a=kc—C[E1+ va} 6.2)
v, 7Tc

wherek;-c depends on the adopted circular rupture modeiawe type.

In this study we considered three circular mod#iat is Madariaga’s (1976), Brune’s
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(1970) and Sato & Hirasawa’s (1973) model. In Tablée theoretical coefficientsfor
this models are reported for both P- and S- waleswant remark that in these models,
all the coefficientk; and so the coefficientsare obtained by assuming the ratio between
rupture velocity and S-waves velocity equal to 0.9.

In figure 6.12 the theoretical lines obtained byngsMadariaga’s (red line), Brune’s
(green) and Sato and Hirasawa’s (blue) model &® @lbtted. We can observe that none
of the models in literature (circle rupture) expkthe relationshify vs Atp™/ Atst. This
could be due to the fact that thég ratio is not equal to 0.9, as these models asslime.
fact, using the measurememis> and Ats we can estimate the rupture velocity through
relation (5.11) independently from the adopted utpimodel. To estimate we applied
the same non-linear best fitting procedure impleerior the estimation of coefficient
a. The best fitting line Log{tp?) = Log(Ats?) + Log() resultsb + ob = 1.16 + 0.08
(Fig. 6.13). Assuming different valueswif in equation (5.11), witlg = 3374 m/s (Bagh
et al, 2007), we obtain thdt + cb = 1.16 * 0.08 corresponds to ratigf ranging
between 0.7 and 0.8. Therefore, the most probales\of v/f ratiois less than 0.9.

So, as obtained for the Mw = 6.3 L'Aquila mainshoe@htso the smallest events have low
value of rupture velocity, indicating thatis a mechanical
property of rocks where fractures are developedgandless of the geometry of

the fracture planes and the initial conditionstoéss .

Table 4: Theoretical coefficienta for the circular model used in this study

atheo athec
Model S wave P wave
Madariaga
(1976) 0.367 0.437
Brune
(1970) 0.647 -
Sato and
Hirasawa 0.627 0.515
(1973)
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Scaling laws

As seen in the previous paragraphs, from the andadarations of RSTFs the seismic
moment and source radius of events in study carcdbeulated, respectively. From
estimates of source radius and seismic momentt#tie stress drop can be calculated

with equation (1.24) and the scaling laws can bestigated.

As evidenced by previous analysis, th## ratio varies between 0.7 and 0.8. Exactly the
value 1.16 of coefficienb corresponds te,/f = 0.77. So, by using this value the source
radius is calculated by relation (5.10) for eacbrgs.

Figure 6.14a,b shows the log-log representatiosoafce radius and static stress drop vs
seismic moment, respectively, for P- wave (emptgles) and S- waves (solid circles),
with the associated uncertainties. The constaesstdrop lines at values 0.1 to 100 MPa
are shown in the same figure. We observe the selfes scaling of source radius with
seismic moment. The mean value of static stregs finoP- and S- waves is (2.7 + 1.2)
MPa and (3.0 = 1.7) MPa, respectively.

Thus, reliable source parameters can be estimhtedgh RSTF without need to know
velocity and attenuation model, and no assumptaesdone on the shape of adopted

spectral model.
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Figure 6.14: Log-log representation of source rad@) and static stress drop (b) vs seismic moment,
respectively, for P- wave (empty circles) and Sveg(solid circles), with the associated unceri@én(The
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6.2 M, 2.9 Laviano mainshock

We studied the rupture process of the largest nmadmievent of Laviano sequence by
performing a kinematic rupture modeling through thexonvolution by an empirical
Green’s function. The event of magnitudg M2.9 is considered as the mainshock of the
sequence since its seismic moment (28-Mdm), is about 4-5 times the cumulative
seismic moment of all foreshocks and aftershocks 16% N-m corresponding to =
2.5). The main contribution to this latter valualige to the aftershocks which cumulated
a seismic moment of 5.4%ON-m (M, = 2.4) while the one associated with the
foreshocks was 1.1-40N-m (M, = 2.0).

Near source data

To retrieve the source time functions we appliesl stabilized deconvolution technique
of Vallée (2004) to Mw=2.9 Laviano mainshock recmdby ISNet network. In

particular, the Mw=1.9 aftershock occurred on 26637 at 17:25 UTC was used as
EGF. We estimated the RSTFs at 12 of recordingos&gi{Fig. 6.15) in the S-wave time
window: the duration ranges from about 0.07 s toual®.11 s, evidencing a directivity

effect.
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Inversion of RSTFs

We performed a kinematic rupture inversion of RSDBlysthe use of isochrones back
projection technique (Festa et al., 2006). Thernsioa of RSTFs allowed to constrain the
fault plane and provided us with the estimationtlud slip distribution, the rupture

direction and the average velocity rupture.

For the main event we measured 26 P-wave firsiamgiolarities. From these
polarities we obtained by means of the FPFIT cboéefault plane solutions of the main
event. The two nodal planes have strike 290°, @ vake -100°, and strike 123°, dip
51°, rake -82°, respectively. The resulting focacimanism is reported on figure 6.16a
and indicates an almost pure normal faulting evére.investigated which of the two
nodal planes is the more likely for the rupturele main event by the use of the back-
projection technique. For each plane and a fixewstamt rupture velocity, we retrieved
the best solution for the slip by minimization dfie ! distance between the observed
RSTFs and their synthetic estimations, the choi¢bencost function trying to reproduce
both the amplitude and the shape of the RSTFsulResere plotted in figure 6.16b. The
minimum of the cost function was obtained for atuug with a velocity of 2.3 km/s
along the nodal plane having strike 290°, and dp Zo check the sensitivity of the
solution to the nodal plane and the rupture vepdite vertical axis of the figure shows
the normalized variation of the cost function witspect to the minimum value. By
inspection of the curves, we found that the nodahe generating the rupture is well
constrained while the variation of the cost functwith the rupture velocity is very
small, indicating a large uncertainty on this pagtan The slip distribution (Fig. 6.16c)
shows that the main event was principally a cincalack having a predominant updip
direction of the rupture with an average velocify2d8 km/s, and a high slip patch of
about 3.0 cm on the positive direction of the gtrikhe estimated average slip in this
area is equal to 2.2 cm. In addition, we found thatother events mostly occurred on the
left side (i.e. negative direction of the strikd)tbe main event, with average slips that
range from 0.2 cm to 0.7 cm (Fig. 6.16¢). Thesaiemlare small compared to the
average slip obtained for the main event.

The presence of structural or rheological discantias may be responsible of the strong

heterogeneous slip distribution estimated for thainmevent and the asymmetrical
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location of foreshocks and aftershocks. For th&son, an accurate spatiotemporal study
of the crackling noise (in particular repeated legukes and swarms) in the Irpinia
region should help to better understand the sthteealth of the fault and to possibly
monitor also time variations. In particular, theaate knowledge of the P- and S-wave
arrival times with a large number of records, aefined location of events, allows to
study \W/Vs variations in space and time along the Irpinialtfao monitor fluid

injections, which could play a key role in the paegdory phase of a large event (Chiodini

et al., 2004; Lucente et al., 2010).
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6.3 Conclusions

From the RSTFs it is possible to get knowledgehefdeismic source without modeling
the propagation between the source and the recdivdact, from the observables of
RSTFs, that is duration, area and shape, we haa@mel:

1. presence of two bumps in the RSTFs of mainshock@\By

2. low velocity rupture ¢ ~ 1.9 km/s) for Nj=6.3 L'Aquila mainshock, as well as, low
value ofv; for smallest events of L'Aquila sequence;

3. the observed duration of RSTFs is in inverse priigoto corner frequency;

4. a constant stress-drop and apparent stress scdlsmurce parameters is observed.

The average static stress drop for P- and S- wasvéa7 + 1.2) MPa and (3.0 £ 1.7)
MPa, respectively. The apparent stress is equ@.fo+ 1.2) MPa and (1.7 + 0.7) MPa
for P- and S- waves, respectively.

5. For My, = 2.9 Laviano mainshock the RSTFs were invertediiain maps of slip
and velocity rupture: the slip distribution showstt the mainshock was principally a
circular crack with a slip concentration in the ygpdnd west directions, evidencing a

possible directivity effect toward those directions
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Summary

The objective of this work of thesis is the refinestimations of source parameters. To
such a purpose we used two different approachesinotihe frequency domain and the
other in the time domain.

In frequency domain, we analyzed the P- and S-wdisplacement spectra to
estimate spectral parameters, that is corner frezi@e and low frequency spectral
amplitudes. We used a parametric modeling appredcbh is combined with a multi-
step, non-linear inversion strategy and includes dbarrection for attenuation and site
effects.

First of all a resolution test was applied in orderestimate the minimum moment
magnitude value above which source parameters eafféctively derived. For this test
we consider a microearthquake sequence started ayn 2dth 2008 in Irpinia region,
nearby the village of Laviano (Southern lItaly). 8y resolution test we have obtained
the minimum values of seismic above which we cataiolreliable estimates of source
parameters, that is ¢ 10"* N-m (M, = 1). Then the iterative multi-step procedure was
applied to about 700 microearthquakes in the momserge 18-10" N-m and recorded
at the dense, wide-dynamic range, seismic netwopesating in Southern Apennines
(Italy). Our results show that the constant-Q atédion model is preferred to frequency
dependent Q-models. Using the retrieved corneufrges and the Madariaga’s (1976)
crack model to get the source radius, we computed/ariation of the source radius and
static stress release with seismic moment. Thessguifarity of earthquake source
parameters is observed over whole range of seismiment, with a constant values of
static stress drop.

The analysis of the source parameters is often boatgd when we are not able
to model the propagation accurately. In this cageempirical Green function approach
is a very useful tool to study the seismic sounagerties. In fact the Empirical Green
Functions (EGFs) consent to represent the conioibwif propagation and site effects to
signal without using approximate velocity models.

An EGF is a recorded three-component set of tirseshes of a small earthquake whose
source mechanism and propagation path are singldhdse of the master event. To

establish how much is the difference in magnitueisveen the EGF and master event, a

104



synthetic test was performed. It has been showtrthiesEGF optimal magnitude is about
1 units smaller than the mainshock.

Thus, in time domain, the deconvolution method dill& (2004) was applied to
calculate the source time functions (RSTFs) andciturately estimate source size and
rupture velocity. This technique was applied toldrge event, that is Mw=6.3 2009
L’Aquila mainshock (Central Italy), 2) moderate at& that is cluster of earthquakes of
2009 L’'Aquila sequence with moment magnitude ragdimetween 3 and 5.6, 3) small
event, i.e. Mj=2.9 Laviano mainshock (Southern lItaly).

From duration and area of RSTFs accurate estimatdrsource radius, and so corner
frequency, seismic moment and rupture velocity vedrtained. From estimates of source
radius and seismic moment the static stress drap cakculated and the scaling laws
were investigated for smallest events of L Aquiasence. For these events and also for
L’Aquila mainshock a low velocity rupture was estited in agreement with kinematic
inversion models obtained by the inversion combiokteleseismic, accelerometer and
GPS data (Balestra et al., 2010, Yano et al., 20@8jeover, the inversion of RSTFs of
Laviano mainshock allowed to constrain the faulangl and provided us with the

estimation of the slip distribution, the ruptureediion and the average velocity rupture.
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