ALMA MATER STUDIORUM
UNIVERSITA DI BOLOGNA

DOTTORATO DI RICERCA IN

INGEGNERIA ENERGETICA NUCLEARE
E DEL CONTROLLO AMBIENTALE

ING-IND/10 Fisica Tecnica Industriale
XIX CICLO

MULTI-OBJECTIVE OPTIMIZATION OF
MICROGAS TURBINE RECUPERATORS

Il Coordinatore del Corso di Dottorato
Chiar.mo Prof. Ing. Alessandro Cocchi

Il Relatore
Chiar.mo Prof. Ing. Enrico Nobile

Candidato Dott. Stefano Pieri

Trieste, 2007






...l can see much clearer now, I'm blind”... [D.T.]

Dedicato ai miei pseudo-cugini acquisiti,
Lucy, Mattia e Valentino






Contents

Nomenclature IX
Introduction Xl
1 Microgas turbine recuperators 1
1.1 Microgasturbineoverview . . .. ... .. .. ... ... .. ... 1
1.2 Recuperators . . . . . . . . . . . 5
1.3 Recuperators classification . . . . ... ... ... .. ....... 7
1.3.1 Shell-and-tube . . . ... ... ... 9
1.3.2 Tubefintype . . . .. .. L 9
1.3.3 Plate-fintype . . . . ... ... 10
1.3.4 Primarysurface . . . . . . . ... o 11
1.4 Literaturereview . . . . . . . . . . e 13
2 Geometry parameterization 19
2.1 Introduction . . . . . ... 19
2.2 Parameterizationoverview . . . . . ... Lo 91
2.3 Parametriccurves . . . . . . . . .. 20
2.3.1 Splinecurves . . . . ... 21
2.3.2 BezZIercurves . . . . . . . . e 22
2.4 Primary surface parameterization . . . . . .. ... .. ... ... 24
3 Numerical methodology 29
3.1 Introduction . . . . . . .. 29
3.2 Periodic boundary conditions . . . . ... ..o 30



CONTENTS

\%
3.3 Meshgeneration. . . . . ... ... . ... 33
3.4 \Validationoftheresults . . . . .. .. ... ... .. L. 73
4 Multi-objective optimization 49
4.1 Introduction . . . . . . ... 49
4.2 Designvariables. . . . . .. .. 50
4.3 Performance Evaluation Criteria . . . . . . ... .. .. ... ... 51
4.4 Formulatingthe objectives . . . . . . ... ... ... .. 35
4.5 Optimization strategies, Genetic Algorithm 54
4.6 Optimization applications . . . . . . . ... ... ... .. ... .. 56
4.6.1 Primary Optimization . . . ... ... ... ......... 58
4.6.2 Secondary Optimization . . . .. .. ... ... ....... 66
4.7 Newmethodologies . . . . . . . . . . .. ... 76
4.7.1 RobustDesign . .. ... ... ... ... 76
4.7.2 Self-OrganizingMap . . . . . ... ... ... ... 79
Conclusions 85
A Robust Design 87
B Game Theory 93
95

C Self-Organizing Map



List of Figures

1.1
1.2
13
1.4
15
1.6
1.7
18
1.9
1.10
1.11
1.12
1.13
1.14

1.15

2.1
2.2
2.3
2.4
2.5
2.6
2.7

Automatic processchain. . . . .. ... ... ... .. ... ...

Anopenideal Braytoncycle. . . . ... .. ... ... .......
Ideal Brayton cycle, T-sdiagram. . . . . . . .. .. ... ... ...
An open ideal Brayton cycle with recuperator. . . . . . . ... ...
Ideal Brayton cycle with recuperator, T-s diagram. . C e
Effect of pressure and temperature ratios on thermalmﬁ:y .....
PROE 90TM (Courtesy of Proe Power Systems, LLC).

Spiral heat exchanger (courtesy of Rolls-Royce).

Individually finnedtubes. . . . . . ... ... .. ... .......
Continuous finsonanarraytubes. . . .. ... ... .. ......
The offset strip-finsurface. . . . . ... ... ... ... ... ...
Cross-Corrugated recuperator. . . . . . . .. . . ... ... ..
Corrugated-Undulated recuperator. . . . . . .. .. ... ...
Cross-Wavy recuperator. . . . . . . . . ...
Unitary cell: (a) Perspective view; (b) section withdplaney = 0;
(c)C-Csection; (dN—-Nsection. . . . . ... ... ........
Setup of the device for the experimental analysis, [1].. . . . . . .

Chartof Spline. . . . . .. ... .. . . . ..
Graphic method to build a Spline. . . . . . .. .. .. ... ....
Third order Beziercurve. . . . . . . .. .. ...
The construction of the Beziercurve. . . . . . . . ... ... ...
Beziercurves. . . . . ..
New Bezier curves obtained modifiR@ andP3. . . . . . . ... ..
Costruction of the first corrugated surface on the battom . . . . .

Vv



VI LIST OF FIGURES
2.8 Costruction of the second corrugated surface on the top.. . . . . 26
2.9 Different phases to generate the complete closed domain . . . . 27
2.10 A possible geometry decreasing the cross-ahgle . . . . . . . .. 28
2.11 Some particular geometries obtained varyingrhgarameters. 28
3.1 Convergence history of mass flow in hot and cold domains. . . . 33
3.2 Convergence history of bulk temperature. . . . . . . 34
3.3 Two steps in order to generate a structured meshA\NBYS ICEM

CFD. . . 35
3.4 StructuredMesh. . . . . ... 36
3.5 Hybridmesh. . ... ... .. ... 37
3.6 Detail of the hybridmesh. . . . . ... ... ... ... ... .... 38
3.7 GridIndependence. . . . .. ... ... e 38
3.8 Gridindependence. . . . . . ... ... e 40
3.9 f/focomparison. . . . .. .. ... 41
3.10 NU/NUp comparison. . . . . . . . v v v i i e e e e e e e 41
3.11 Cross sections for plot visualization. . . . . ... ... ...... 42
3.12 Temperature contours on each section. . . . . . ... .. .. .. 43
3.13 Velocity contours on each section. . . . . . ... ... ... ... 44
3.14 Vectorsoneachsection.. . . . . . .. .. ... ... ... 5 4
3.15 Streamlines. . . . . . . . . 46
3.16 Nusselt number on the top and bottom surfaces. . . . . .. ... 46
3.17 Wall surfaces for plot visualization. . . . . ... ... ...... 47
4.1 CIaSSICCrOSSOVEL. . . . . v v vt e e e e 55
4.2 Directional crossover between individubdsl,Ind; andindg. . . . . . 55
4.3 Process Flow ahodeFRONTIER. . . . . ... ... .. ... ... 57
4.4 Objectives History Charts, | optimization. . . . . ... ... ... 61
4.5 Parameters History Charts, | optimization. . . . . ... ...... .. 63
4.6 T-Student Charts, | optimization. . . . . . . ... ... ...... 64
4.7 Pareto Frontier graph: encircled in black the solutibelonging to

the Pareto Frontier. . . . . . . .. ... . ... ... ... 65
4.8 Parameters History Charts, Il optimization. . .. ... ...... 69
4.9 Objectives History Charts, Il optimization. . . . . . . . ... ... 70
4.10 Pareto Frontier of the final optimization. The desigd has been

chosen as best configuration of the entire project. . . . . . ... 70
4.11 Comparison betweenwall heatflux. . .. ... ... ... ..... 71
4.12 Comparison between the original and optimized gedesetr. . . . . 72



LIST OF FIGURES

VI

4.13
4.14
4.15
4.16
4.17
4.18
4.19
4.20
4.21
4.22
4.23
4.24

A.l
A.2

A.3

A4

Cross sections for plot visualization. . e

Comparison between velocity contours on cross sebtton .....

Comparison between velocity contours on section .

Streamlines visualization, original geometigsign0 . . . . . . . . .
Streamlines visualization, optimized geometesign134 . . . . . .

Comparison of grid independence. . . . . ... .. ... ... ..
Variation of the air properies on function of altitude. . . . . . . ..
Variation of the air density during theyear. . . . . . . .. ... ..

Maps of the objectives, primary optimization. . . . . .. ... ..

Maps of the variables, primary optimization. . . . . . . ... ...

Maps of the objectives, second optimization. . . . . . ...... . ..

Maps of the variables, second optimization.

Gaussian distribution of input parameter. .
Comparison between a single design point optlmlzatmxm Iaobust

Designapproach. . . . . . .. .. . . ..

Function with 2 extremes: not stable absolute maximymstable
relative maximunKo. . . . . . . . ..o e e e e e e e
Pareto Frontin a Robust Design Multi Objective Optintiga. . . . .

72
73
73
74
74
75
78
78
81
82
83
84

87



Vil LIST OF FIGURES




Nomenclature

©

VUV ZSD T ITST—+-0O0T>O

s~
‘SEC @
N

TT R A~ T®R X

Plate corrugation amplituden]

Module heat exchange areay]

Channel heightrfi]

Specific heatJ/(kgK)]

Friction factorf = a2b/(2pu?)

Local heat transfer coefficient\[/ (m?K)]
Module length in streamwise directiom]
Wavelength of the corrugatiom

Mass flow ratekg/ s

Unit vector normal to a surface

Nusselt number Nu f2b/2

Pressurefpa)

Prandtl number Pr gpu/A

Reynolds number Re »(2b)/u
TemperatureK]

Velocity in flow direction n/s]

Global heat transfer coefficierityj (m?K)]
Velocity vector n/g]

Cartesian coordinatesT]

Overall pressure gradient in the flow directid?e/m|
Temperature gradient in the flow directidd/m]
Heat flux W/n?]

Thermal conductivity W/ (mK)]

Dynamic viscosity kg/(m9]

Density kg/n?]

Included angle between corrugatiodgfree$

IX



Nomenclature

Sub/Superscripts

! S0 TS0 o

Bulk

Cold

Hot

Inlet

Outlet

Wall

Periodic Component
Mean Value



Introduction

In the last few years, a clear trend to develop productsrfaasteeompetitive prices,
and to a high quality standard has become evident in inddstlgwing globalization
and competitive markets. In order to meet these targetspatenaided engineering
tools started to be used in the design process. This tendescdeeen favored by the
constant increase of the computational performances dfbla hardware, together
with the decrease of their cost.

In particular, this topic has grown in interest in microgabtnes fields due to the
possibility to produce low-cost combined heat and eleatpower.

To achieve high efficiencies in small gas turbines, compacuperators are
mandatory to preheat air to higher temperature prior cotidiyshus improving the
overall cycle rendition. For this reason, efforts must belento enhance the perfor-
mances of these important heat exchangers.

In conventionally sized recuperators, complex, well des@fin configurations
are used in order to improve the gas-air heat transfer. lardalavoid these costly
and difficult to realize fin configurations, alternative rpetator designs are needed
for microscale applications, capable to maximize the heaisfer coefficient as well
as the compactness. Cross-corrugated primary surfaceekel@nger is promising
for this purpose.

Performance of such heat exchanger greatly depends oraits g¢ometry and
shape, type of corrugation, corrugation pitch and coriogatngle, so a complete
analysis of these relationships is needed during the desaress.

It is on record that an engineering process can be consi@arad iterative loop
where new ideas are generated and evaluated on the basefolidinéng five steps:
analysis, synthesis, simulation, evaluation and decisiaking. If the performance of
new design predicted by means of numerical models does nett time objectives, it

Xl



Xl Introduction

is necessary to modify some parameters and evaluate agdisatisfactory perfor-
mance is obtained. This approach depends on the knowledfe alesigner and in
case of large number of variables and objectives it becomiestunately unfeasible.
From these considerations, it is necessary to increaseveédf automation adopt-
ing a numerical optimization technique to speed up the dgsigcess and to achieve
better results.

Thus, the purpose of this thesis is to describe the orgaoizgheoretical back-
ground and application of a novel methodology for the mailjective optimization
of both technical and economical aspects of microturbineperators by means of an
automatic integration of different industrial design ®dle. computer-aided design
(CAD), mesh generation tools and computation fluid dynamsidger, managed by a
multi-objective optimization platform as schematized ig.E.

Obviously, a large amount of simulations is needed in ordezvalutate the in-
fluence of all these geometrical variables. However it issfids and convenient to
reduce the numerical analysis to one single periodic modaleause this corrugated
geometries are characterized by repetitive pattern in smamwise and transverse
directions. The temperature and the flow fields infact, bexutly developed after
a short entrance regime and repeat themself from module tlulaan a similar way.
The core of this work consist in an integration of a comméxCED solver, program-
ming by means of the native command language, the appregréatodic boundary
conditions between inlet and outlet with a coupled conjeggiproach, considering
both hot and cold fluids and solid domains.

Regarding the objectives, high effectiveness must be aetieithout detriment
to pressure loss, that must be minimized due to its stronganfle on gas turbine
efficiency. These considerations are linked to economispéets, which lay down
serious constraints to the technically feasible solutiofise cost of the recuperator
should not exceed the standard values, corresponding ta5489% of the whole
micro turbine price.

All these technical and economical goals lead to a chaltendesign problems
consisting of several conflicting objectives. Usually, tlierent objectives are com-
bined into a mono-objective analysis, whilst in this thesimore extensive approach
has been adopted to face this optimization employing thetiMdbijective Genetic
Algorithm (MOGA).

The result of such multi-objective optimization is a set@iiions - the so called
Pareto Front - that displays the trade-off between the céingpebjectives; at the end
of the optimization, different tools to analyze the resaltsl to choose which of the
solutions is the best have been utilized.

In summary, the present work reports the geometrical cordtgnn and the param-
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3D CAD Mesh Gen.|—B.C. setup
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Optimization tool | Post

Figure 1 Automatic process chain.

eterization of the geometry of a compact heat exchangeddfirition and validation
of the thermal and fluid-dynamics numerical model and findilly data analysis of
the results of various optimizations of a8 microgas turbine recuperator obtained
integrating all the different methodologies describedvabo

The final objective of the whole research is to find optimumfigumations for
high effectiveness and high compactness recuperators.






Chapter 1

Microgas turbine recuperators

1.1 Microgas turbine overview

Gas turbines can be arbitrarly categorized as “microt@di(c— 200kW) and “mini-
turbines” (200- 500kW). The main difference between small and large gas turbines
is the amount of gas involved into an almost unchanged théymemmic cycle. Ve-
locity and pressure levels remain the same when scaling @ogas turbine, even if
the dimensions are smaller. The work exchange between essqror turbine and
fluid is proportional to the peripheral speed, such thatdtetional speed should scale
inversely proportional to the diameter, resulting in sgeefimore than 500006pm
for rotor diameters below 26m

A major problem with the miniaturization of microturbinesa large decrease in
Reynolds number, resulting in higher viscous losses andvarloverall cycle effi-
ciency. Also the required temperature is a problem, in fsioGe a pressure ratio of
3 is expected, the turbine inlet temperature should be at 200K to obtain a pos-
itive cycle efficiency, thus higher temperatures would dd&sbly boost the overall
efficiency. In large turbines, the blades are cooled by iva@ecooling channels and
protected by thermal barrier coatings, whilst in case ofratirbines, internal cooling
of such small blades is unrealistic, therefore temperatafd 200K and higher can
only be reached with ceramic materials.

Another major consequence of the small dimensions is thermet temperature
gradient between the hot turbine and colder compressor.réhdting massive heat
flux causes a non-negligible decrease of both compressauebide efficiency. Given
that gas turbine net power output is the small differenceveen the turbine power
output and the compressor energy requirements, the detéoioof aero-performance
of the components with decreasing dimensions and incrdasatdransfer, results in
an even larger decrease of power output and cycle efficiency.

The simpliest microgas turbind/GT) system can be schematized as shown in
Fig.1.1, where three components are connected in orderfioedde temperature-

1



2 Microgas turbine recuperators

entropy Brayton chart indicated in Fig.1.2: a compressograbustion chamber and
a turbine. Even though these three devices are sufficiemteVer a recuperator is
needed to achieve desirable system thermodynamic efficiémthis section, a brief

description of the general features of a gas turbine, the g@rerning equations and
the different phases of the ideal Brayton cycle are given.

Fuel Combustion

chamber
[
Compressor ! Turbine
U
Fresh Exhaust
o el @

Figure 1.1 An open ideal Brayton cycle.

Figure 1.2 Ideal Brayton cycle, T-s diagram.

The system in Fig.1.1 is an open cycle, because there areflmassn (fresh air)
and out (exaust gases) of the process. At stage 1, the cosopirsreases the pres-
sure of the fresh air on the base of its size and construatiering compression, the



1.1 Microgas turbine overview 3

pressure and temperature increase even though the endropgstant. At stage 2 the
high-pressure air and fuel are mixed and burnt in the condlushamber at a con-

stant pressure where density decreases and specific vohdneraperature increase.
Next, the hot gas enters the turbine at stage 3 and forcegrtiiae to rotate producing

mechanical work, thus the turbine behavior is the oppasée the compressor, in fact
the pressure decreases and specific volume increases.dpeheycle, at stage 4 the
exhaust gases are released to the surroundings. Sincditienef/ of the gas turbine

is the ratio of produced net work and added heat power, it eanriiten as:

Whet Cout Ts— Tl)
- S CLL [ 1.1
T Qin ( Oin ) (TB - T2 ( )

We can relate the temperatures to the pressures with thiedpenrelations:

T, ~ P, (kfl)/k. Ts ~ Ps (k=1)/k 1.2)
T, \Ps " T, \Py '
Since thatP,/P; = P3/Py4, the efficiency can be rewritten as:
Mg = 1— {7k (1.3)

wherer , represents the pressure ratio. From Eq.(1.1) it is possildeduce that the
higher pressure ratio of the gas turbine, the higher is fisieficy. The equation is
valid only for ideal gas turbines with no friction and revéts processes.

@ Recuperator
g : z

—

- ZHéat g Comb.
|:®  E— (5) chamber(;
A

I

V]

Compressor Turbine
Figure 1.3 An open ideal Brayton cycle with recuperator.
Large gains could be made if the heat of the exhaust gaseiadethe turbine

could be reused, instead of being rejected to the surrogedind this can be obtain
with a recuperator. As shown in Fig.1.3 the hot exhaust gagpoaheat the fresh air
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Figure 1.4 Ideal Brayton cycle with recuperator, T-s diagram.

going into the combustion chamber, thus reducing the fuglirements for the same
net work output. The correspondiiig- sdiagram is indicated in Fig.1.4.

In practice, to allow heat transfer, the temperature of thé&eaving the recuper-
ator at state 5 must be less than the temperature at state fhahd same way, the
temperature at state 6 must be higher than the temperatstatat2. Points’5and
6’ correspond to the extreme points using a ideal countermoneat exchanger. The
efficiency of a conventional recuperative cycle can be amitis:

Whet Qout Te — Tl) (Tl) (k=1)/k
= —_— = 1 - | — 3 1 —_ = 1 il r 14
g Oin ( Oin ) (Ts -Ty Ts) P (14)

whereT; andT3 are the temperatures before compression (the ambient tampe
ture) and after combustion respectively. Therefore, foidaal Brayton cycle within
recuperator, the thermal efficiency depends not only on thespre ratio, but also
on the temperature ratio. Moreover, the equation showstligahigher difference
between the temperature at which heat addition (combystioch heat rejection (ex-
haust gas leaves and fresh air comes in) occurs, the hightes ifficiency. A most
important aspect to notice is that, on contrary to a simpby®m cycle, the thermal
efficiency of a Brayton cycle with recuperator decreasek tié increase in pressure
ratio. This correlation is better explained in Fig.1.5 wheris the intersection point
between the curve of the simple Brayton and the curve of thieayithin recuperator
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in case of temperature ratio equal t8 OIf the pressure ratio of the system is higher
thanry, the simple cycle has higher effectivness and vice versa.

A recuperator with a higher efficiency will obviously save i@ater amount of
fuel since it will preheat the air to a higher temperatur@pdombustion. In larger
gas turbines there are additional possible stages, asdon@e intercooling and two
stage expansion and compression. These stages will iectieasotal efficiency, but
will make the gas turbine more expensive to manufacture aore komplex.

with an ideal
recuperator

without a recuperator

T/ T3=0.2
Ti/T3=0.25

Ti/T3=0.3

p 'p

Figure 1.5 Effect of pressure and temperature ratios on thermal «fiigie

1.2 Recuperators

As explained previously, recuperators are essential devic obtain high perfor-
mances and elevated renditions in small gas turbines. lata sf the art machine, in
which the temperature of the gas at the turbine inlet is addl200K, the efficiency
can reach values of 2830%, about ten points higher than a non regenerative cycle.
The U.S. Department of Energy has promoted the Advanceddulidsine System
Project to develop the advanced technologies needed feeeafjenerative microgas
turbines having efficiency values up to 4@15%, cost lower than 5008W andNOXx
emissions lower than 1ppm able to be fed with various fuels and to operate with-
out significant maintenance for time intervals of a few ydafsMoreover, it is well
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known that with further developments efficiency could rea0po [3].

The reaching of the just pointed out performance goals dipsignificantly on
the possibility of being able to design and realize recupesavith advanced char-
acteristics from the viewpoint of thermo fluid-dynamicseetiveness, mechanical
strength at high temperatures and manufacturing costs.

As far as the thermal fluid dynamics aspects are concernelaycle efficiency
values can be obtained with recuperators having effeatis®malues equal to or higher
than 85% [4]. An effectiveness increase of 1% gives a gagtedfficiency improve-
ment of about 0.35 points [4]. Effectiveness values of 90% kigher are usually
considered today: unfortunately, starting from so higluga| every further increase
involves a dramatic growth of the heat transfer surface eikample, going from 90%
to 95% the recuperator core dimensions double and they dagdin if effective-
ness has to reach 97.5% [3]. So it is evident that the reqliege efficiency and
recuperator effectiveness improvements can be pragtichthined only looking for
innovative design solutions, capable to maximize the haaster coefficient as well
as the compactness and lightness of the whole recuperator.

As far as dimensions are concerned, microgas turbine apiolics require small
values for both the cross sectional area of the flow chanwélish means small val-
ues of the hydraulic diameter, and the metal sheet thickiysdraulic diameter[);)
is the design variable which probably has the greatest itrgrathe recuperator core
volume. A small diameter gives a small volume, but too redu@dues could be un-
acceptably sensitive to fouling and too expensive to fabeicValues oD; around one
or two millimeters could be considered as a trade-off ambegdescribed technical
constraints. Metal sheet thickness is an important desagiable: because thermal
and mechanical stresses must be taken into account, togeithethe commercial
availability, values around.05 -+ 0.08 millimeters can practically be considered.

Unfortunately high effectiveness is directly connetctedptessure loss, which
must be minimized due to its strong influence on gas turbifieieficy. Actually, a
loss reduction of 1% brings an improvement in gas turbineieffcy of about 0.33%
[4], thanks to the better use of the power taken by the comspresd to the control of
the counter pressure which interferes with the gas flow ratlee turbine wheel. That
is the reason why the fluid-dynamics of the flow channels anti@fir and exhaust
gas ducts must be carefully studied in order to maintaindted pressure drop under
the value of 4= 5%.

As far as the mechanical aspects are concerned, materiatdbmaohosen suitable
to withstand the more and more higher thermal stresses wscht from the expected
increase, in the small turbine field also, of the combustoanmemperature. Until
temperature of 95& austenitic stainless steel of the 300 series can be usedtidg
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with higher temperatures, alloys less subject to creepuish and corrosion must be
utilized [6]. The material choice process must also take &ucount the requirement
of assuring to the device an in service life of about 60.000 fiovith some thousands
starting and stopping operations which cause strong tHetnesses [4].

The mechanical strength is an important issue becauseagetops are manufac-
tured with extremely thin metal sheets, so creeps can caeddilatation of the com-
pressed air channels provoking a counter pressure incde@ge the narrowing of the
exhaust gas passages. As a whole, the distortions can dgogiant variations of
the heat transfer surfaces geometry [7].

This considerations are linked to economical aspects,iwhicdown serious con-
straints to the technically feasible solutions. The coshefrecuperator should not ex-
ceed the standard values reported in the recent literatomessponding to the 280%
of the whole micro turbine price [8]. If the effectivenessas from 85% to 90%, the
recuperator cost normally increases of 50% [9]. Moreove,dost of the core rep-
resents the 56 75% of the whole recuperator cost, and it can be valued inithé&st
the cost of the material for highly corrosion and creep tastsalloys [10] and 5+ 4
times for the 347 stainless steel [11].

1.3 Recuperators classification

In the previous section the basic concepMiET-cycle and the importance of using
recuperators have been discussed. This is the purpose Vansefhust be made to
design compact and low cost heat exchangers, able to mipressure drops and
maximize effectiveness. To such extent, new design coadepte been proposed,
as the spiral recuperator presented by Acte S.A. [12] orsRRdyce (Fig.1.7) or the
multiple concentric tubé®ROESOT M shown in Fig.1.6 [13]. The basic element of
the this recuperator is a concentric tube assembly thaheipteferred embodiment,
is comprised of four concentric tubes that enclose threeeautnic annular flow pas-
sages. The low pressure exhaust gas flows through the indesudar annular pas-
sages while the high pressure compressor exit air flows gjtrdlue annular passage
that is between the two low pressure passages. The highwamtéssure flows are in
opposite directions to achieve the high effectivenessstaitly available with a coun-
terflow heat exchanger. Heat is transferred from the extgassto the compressor air
though the tube walls on each side of the high pressure cleanne
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Figure 1.6 PROE 90TM (Courtesy of Proe Power Systems, LLC).

Figure 1.7 Spiral heat exchanger (courtesy of Rolls-Royce).
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This kind of devices may be fulfilled with more traditionaster to manufacture
and cheaper compact recuperators. The traditional conmgattexchanger geome-
tries can be classified according to transfer process, amnsh, flow arrangement,
surface compactness, number of fluids or heat transfer merha. Next is provided
a brief description of the four main types of traditional kangers classified according
to construction: shell-and-tube, tube-fin, plate-fin, arichpry surface recuperators.

1.3.1 Shell-and-tube

The tubular exchangers are widely used because of the lange of operating con-
ditions, such as from vacuum to ultra-high pressure, froyo@enics to high tempera-
tures, and because of the allowed differences of fluids ptiegei.e. temperature and
pressure, limited only by the material of construction. I[BAed-tube recuperators can
be designed for special operating conditions as vibratieayy fouling, erosion, cor-
rosion, toxicity and so on. They are the most versatile enghes made from a variety
of metal and non-metal materials and in sizes frafnrf? to over 100000v?. They
are basically non-compact exchangers and consist of ass&rtabes within an outer
shell. One fluid flows through the tubes while a second fluid $lb@tween the outer
shell and the tubes, exchanging heat from one fluid to the.oftmey have been used
for decades in the process industry and in large gas turbi@essequently, knowl-
edge is extensive about their design, construction, andatipe. However, because
shell-and-tube recuperators are typically very large arklybthey are not normally
used on microturbines.

1.3.2 Tube-fin type

In this type of exchangers, round, rectangular and althaligttical tubes are cou-
pled with external or internal fins. They are attached to tihe$ in several ways such
as by a tight mechanical fit, adhesive bounding, solderiragibg, welding or extru-
sion. Depending upon the fin type, the tube-fin exchangerswrdivided into three
gruoups:

e finned tube exchangees shown in Fig.1.8, having normal fins on individual
tubes;

e tube-fin exchanger having flat and continuous;fthey can be plain, wavy or
interrupted, and the array of tubes can be circular, ovatargular or other
shapes as shown in Fig.1.9;
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¢ longitudinal finson individual tubes generally used in condensing appbcati
and for viscous fluids in double pipe heat exchangers.

/ Flow

Figure 1.8 Individually finned tubes.

Tube-fin exchangers can support high pressure on the tubeasid the highest
temperature is limited by the type of bonding, materials #iridkness. These ex-
changers are used as condensers and evaporators in aitiaxang and refrigeration
applications.

1.3.3 Plate-fin type

Plate-fin heat exchangers consist of finned chambers segdmaflat plates that route
fluid through alternating hot and cold passages. Heat isfeared via fins in the
passageways, through the separator plate, and into thdlgialsl via fin once again.
One of the many plate-fin types, calleffset strip fin(or staggered fij is shown in

Fig.1.10. The efficiency of thermal transport to the sefpaganetal sheets of the fins,
depends on their height, material conductivity etc. The fiosld often be brazed
to the separating metal sheets to secure a good thermalctofitais configuration

results in a higher mass of the recuperator unit and moremigra fraction of about
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Figure 1.9 Continuous fins on an array tubes.

75+ 80% of its surface is effective to heat transfer purposek Ei0the plate-fin type
could be not convenient.

1.3.4 Primary surface

Primary surface recuperators consist of folded thin met#ds for plates packed to-
gether. Generally, these exchangeers could not suppgrhigh pressures, temper-
atures and temperature gradients. The shapes of the platesry significantly so
they can be mainly categorized icross-corrugategcorrugated-undulateendcross-
wavy It can be assumed that recuperators based on these kindnafrpisurfaces are
able to decrease the volume and the material weight by 50%@oe,mvhen compared
to an equivalent plate-fin heat exchanger [10].

Cross-corrugated recuperato®Q) are obtained packaging identical corrugated
metal sheets alternating the extrusion angle comparecetontin axial direction as
shown in Fig.1.11. The main geometrical characteristiesPawhich is the wave-
length between two peaksl, andH;, respectively the external and internal height of
the half channel, and the wall thicknessvhich is given by the difference betwekn
andH;. Moreover, for this kind of recuperators, the quantity otenel, which means
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Figure 1.10 The offset strip-fin surface.

its weight, is the main parameter that affects the final cost.

Figure 1.11 Cross-Corrugated recuperator.

Concerning the cross-undulated geome@YJ shown in Fig.1.12, it is a variation
of the cross-corrugated geometry, in which the shapes dfutfaces have two differ-
ent corrugation profiles and the gas-air interfaces arenately subdivided by planar
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metal sheets. The reason of this choice is that the hot antflaéds have different
physical properties and pressure so providing a largeseaosa for low pressure flow,
leads to minimize the pressure drop of the low density extgases.

Cross-undulated surfaces have been recently consideretkiry air pre-heaters
studies [14], but the main limit in their use is a lack of kneddje in how performance
is impacted by the geometrical variables [15].

The cross-wavy recuperatdZ\yV) illustrated in Fig.1.13, is a commercially avail-
able primary surface concept, in which the waviness in thim fitaw direction of the
upper and lower duct halves is 180 degrees out of phaseveetatieach other, thus
forming the fluid domains. The wavy corrugation of this wawyface is obtained
using a folding process because pressing or stamping tle¢sskenot possible due to
the very small pitch and relatively high height of the passag

Cross-corrugated and cross-wavy surfaces have both gofmipances, but the
first ones are easier to manufacture and better documentiédrature than cross-
wavy ones.

1.4 Literature review

In literature, many case of experimental and numericalaigbf complex heat trans-
fer surfaces is treated. A detailed description of the tipeggers that mainly affected
the choice of the geometry to analyze in this thesis is giveovia

G.Croce, P.D’Agaro

In this work [16], the cross-corrugated geometry has bees@mto carry out a three-
dimensional investigation of flow and heat transfer. Theireadf the fluid is intrinsi-
cally three-dimensional, thus a detailed description efuthole flow field is impos-
sible to obtain by analytical investigations and very diffi¢co reach experimentally.
Thereby the authors claim that numerical analysis is a venyvenient tool to get
complete behavior of the complex flow structures over thealom

Since the corrugation geometry is correlated to the thermid-flynamic perfo-
mance of the recuperator, a large variety of corrugatedlpsdfias been investigated
for many different cross-sections. At least they have fedwm sinusoidal corrugation
with a 90 angle between adjacent plates.

This corrugated ducts are characterized by repetitive gégrin both streamwise
and transverse directions. The temperature and the flove fidldome fully developed
after a short entrance regime and repeat themself from ragduhodule in a similar
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i Flurd fiow
N\,

i Fluid flow

Figure 1.12 Corrugated-Undulated recuperator.

way. Because of that, it can be possible and convenient taesithe numerical analy-
sis to this single periodic module. From a thermal point efwiuniform temperature
condition is assumed on the heat exchange walls while thedeity of thermal field
between inlet and outlet is imposed. The authors have bedorped calculations
for six Reynolds numbers ranging from 10 to 1000. They olesbtwo different flow
regimes: steady flow fdRe < 300 and unsteady behaviour fee> 300. For higher
Rein fact, the flow solution becomes time dependent and sslafed oscillations in
the flow quickly lead to semi-chotic phenomena.



1.4 Literature review 15

Gas

Air
Figure 1.13 Cross-Wavy recuperator.

Stasiek J., Collins M. W., Ciofalo M.

In [1, 17], an experimental and numerical study of flow andttiemsfer has been
conducted for a cross-corrugated geometry. By means of te fielume method,
a variety of approaches ranging from laminar flowkte turbulence model, direct
numerical simulation and large eddy simulation were olgtgin

Figure 1.14 shows the computational domain of the heat exgegheatrix, which
was used in the numerical simulation. Many computationsiiite are presented in
the paper for mid plane and the two secti@hs C andN — N whitin a range oRe=
10° + 10* and cross-angles betweeen 30and 150. As regards thermal boundary
conditions, the authors remark that the ones closest tetposvailing in real air
heat exchangers are uniform wall temperature conditioh&gwwere thus adopted in
most runs. Uniform wall heat flux conditions were also tested gave slightly larger
values of the mean heat transfer coefficients. Finally, deoto draw comparisons of
the results with experimental data, they carried out a tkind of thermal boundary
conditions: the bottom wall was assumed to be adiabaticvanilthe opposite wall the
following condition was imposedy, = (Tp — Tw)/R. This simulates the experimental
conditions, represented in Fig.1.15 whdaigs the constant temperature of the water
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=

\Z
—

da

Figure 1.14 Unitary cell: (a) Perspective view; (b) section with midptey = 0; (c)C - C
section; (d)N — N section.

bath cooling the outer side of the top corrugated plateRisdthe thermal resistance
of the plate and liquid crystal package.

Blomerius H., Mitra N.K.

In [18], flow field and heat transfer in cross-corrugated diheive been investigated by
means of CFD simulations in the laminar to transitional ofReynolds numbers as
in [16]. Geometries with different cross-angles given g/ ¢brrugations and the main
stream direction, between 48nd 90 have been considered because, as they report,
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Figure 1.15 Setup of the device for the experimental analysis, [1].

the overall heat transfer and pressure drop depend stramgiiis angle. As in the
other works, a periodic element of the duct is chosen to bedhgutational domain,
and periodic boundary conditions are assumed at the emtrdreexit and at the sides
whilst uniform temperature condition is assumed on the bBeethange surfaces. The
results presented by the authors strongly agree with thavi@hof the similar paper
found in literature, confirming the possility to focus thenrmerical simulation on a
single cross-corrugated module by imposing proper pegibdundary conditions.
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Chapter 2

Geometry parameterization

2.1 Introduction

In the previous chapter, the choice of the cross-corrugdtafe as the best geometry
to get the purposes of this thesis has been done considearginplicity of the man-
ufacturing and the availability of the data in literatureeded for the validation of the
numerical results.

Because of the optimization process which is intent to beedarlarge number
of CFD simulations is needed to be evaluated, and as a comsega large number
of different geometries is needed to be generated. To retthécBme necessary to
generate all these models, a semi-automated approach toeleelsipplicated, which
means that the geometry has to be built just once and forcatha some geometric
entities like edge lenghts or point coordinates, definechaampeters from the outside,
could vary the overall shape or size of the domain.

2.2 Parameterization overview

The research in parametric design was born approximatél9@0s, in which the idea
of using geometric constraints to modify graphics was presk Since then, para-
metric design had a quick developing history. The concepfeature” which was
presented in 1980s and developed in the next years [19]d&aich the foundation of
parametric design. In that yeaRarametric Technology Corpcovered the market
with its new generation solid modeling softwaRrpEngineer[20], which is based
on parametric, variational and feature design, wtiistmise Corpwas developing
the commercial softwarBesignview In [21] firstly the concept of “variational ge-
ometry” has been presented, in which parametric design esesarched further. Up
to now, many parametric design methods, such as variangsgroning, knowledge-
based parametric design, variational geometry and vanatidesign, history-based

19
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constraint modeling or parametric feature-based deskj dppeared.

Accompanying the growth of parametric design theory, theDCoftware has
also had an extraordinary development. The early CAD systmuld only treat two-
dimensional drawing by simply connecting the basic geoicadtelements, such as
point, line, circle, arc, etc. and the result was just thei@igraphics, which did not
comprise the topological relationships and dimension traims between different
parts of the product. Therefore, when some details of thphica need to be modi-
fied, the drawing has to be redrawn entirely, which makes ésigder waste lots of
time in repeating the monotonous similar operations. Thea} system of this kind
of software isAutoCAD With the development of computer technology, the three-
dimensional functions, such as 3D modeling, virtual asdgndlynamics simulation,
and interference verification can be easily realized inentrcomputer. Developing
from Brep (Boundary Representation,SG (Conshuctive Solid Geometry) arny-
brid modelto feature modeling, the 3D functions of the CAD softwaredsee more
and more powerful and sophisticated. The typical conteampersus 3D CAD systems
arel-DEAS ProE, CATIA Solidworks and so on. Therefore the parametric design
plays a more and more important role because it can aceekh@tevelopment pro-
cess of product, shorten the design and manufacture cypl®diict, improve product
quality, reduce cost, and enhance the capacity of markepetition and originality
innovation.

2.3 Parametric curves

In order to parameterize a simple geometrical entity, itdisassary to define in para-
metric way its basic properites, e.g. the coordinates ofiato the length of a line.
The higher is the complexity of the geometry the higher isrthmber of parameters.
For example, to parameterize a circle, it is possible to shame of the following
groups of parameters:

e the coordinates of the center and the radius,

the coordinates of the center and one point belonging toitbiec

the coordinates of two points of the circle and the radius,

the coordinates of three points,

the bitangent and the radius,
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e the tritangent,
e the coordinates of the center and one tangent.

Nevertheless, usually happens that the model has complex&ilinear edges, so
itis possible to choose between many different methodsranpeterize the geometry.
The more adopted methodologies to parameterize a curveaspline and the Bazier
curves. The detail of the theory behind these two methodgiaea below.

2.3.1 Spline curves

Parametric equations can be used to generate curves tmadergeneral than explicit
equations of the formy = f(x). A typical quadratic parametric spline may be written
as:

P=at’+at+ay (2.1)

whereP is the point we are trying to findy, a; anda, are three vectors defining the
curve and is a parameter in a range between 0 and 1. In order to solvedhition,
three points on the curve, labell®d, P, andP, have to be specified; these are the
positions along the curve given by the relevant paraniefy convention, two of the
selected points are the ends of the curve. By substitutiegdlues into the equation,
as a result we obtain a system of three equations:

P0=ao t=0
P=a+a1+a t=1 (2.2)
P, = a2t02+a1to+ao t=1ty

and by solving these it is possible to fiagl a; anda, in terms ofPy, P andPy:

{ ap = Po
a = P2 - Po —ay (23)
a2 = ((P1 — Po) — to(P2 — Po)) /to(1 - to)

An example is given in Fig.2.1, where a spline obtained withget of values re-
ported in Tab.2.1 is shown. The values of the coefficientaiobt solving the system
of equation for this case ag = (-1.25,0.833),a; = (3.25,0.167) anday = (0, 0).

Although this method employed to create curves is easy tpitisenot immedi-
ately clear how these shapes come about. The curve is gcauatimbination of two
guadratic curves, one is= f(t) and one isx = f(t). By varyingt between 0 and 1
as already writteng andy will both vary and create the curve, as indicated in Fig.2.2,
where a coupled graphic method to build the curve is illustta The intersection
between the projections aft) andy(t) gives the point belonging to the curve.
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Table 2.1 Table of the Spline coefficients.
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Figure 2.1 Chart of Spline.

2.3.2 Bezier curves

In §2.3.1, curves defined wholly in terms of the points thitoudpich they pass have
been considered. This is a logical way of thinking, thougtoitld suffer from draw-
backs, infact, to make arbitrarily complex curves using juse equation, leads to
higher degrees of polynomial and this make the problem madlieally awkward.
One solution is to create complex curves merging many sincpleves callegbatches
however it is not acceptable to match just the end pointsalree it is necessary to
match gradients as well. Defining curves by the points thinoulgich they pass does
not lend itself very well to patching, thus a different apgeh based on the so called
Bezier curves is needed.

The most commonly used Bezier curves of third order are fudlfined by four
points, known as knots. Two of these are the end points ofuheecwhile the other
two effectively define the gradient at the end points. These foints control the
shape of the curve so it is actually a blend of the knots asllyshappens in an
approximation of curves.

From a wide point of view, a-order Bezier curve is a smooth curve defined by
the xx andyy coordinates of its control points as indicated in formu 2, wheren is
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Figure 2.2 Graphic method to build a Spline.
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Figure 2.3 Third order Bezier curve.
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the degree of the curve ¢+ 1 represents the number of the control points), bisch

number beween 0 and 1.
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X(t) = Zkl( n tk(l—t)nk

N (2.4)
y(t) = Z TR 2

An even simpler explanation about the Bezier curve algorighould be given by
a geometrical point of view: as shown in Fig.2.4, the sideshefcontrol polygon
are divided in manner that all of the two segments of thisslisiy in the relation
to : (1 - tp). The points obtained in this way and thus connected bygéttdines, are
divided adopting the same proceeding until the reachingoftp(to). It is possible

to notice thatp(tp) is the tangent point between the last line and the Beziarecso
locally each line throught each(t) is tangent to the curve in that point. Therefore
Bezier curves are very useful to get control over curvattuteeaends and to carry out
complex curves even with a small number of parameters.

2

4

Figure 2.4 The construction of the Bezier curve.

2.4 Primary surface parameterization

The two main methods to parameterize complex curved ge@aéiave been just pre-
sented. To build the geometry of the cross-corrugated pyisiafaces of the compact
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heat exchanger, the commercial parametric CAD softv@&|A has been utilized
adopting the Bezier curve approach, following the procegtaéned below. First of
all it is necessary to define the main curve of the corrugdtippmeans of the seven
points indicated in Fig.2.5. This main curve is made in factwo Bezier curves of
third order (the so callegatche$ defined each by 4 control points, the first having
points from 1 to 4 and the second one from 4 to 7. To guarantesame tangent of
this two curves, points 1,2,6,7 and 3,4,5 are alingned orpavallel axes.

3 4 5

-_—
~

Figure 2.5 Bezier curves.
In this way, it is possible to define four parameters as fotlow

Pl=x—X1; P2=X4—x3; P3=X5—X4; P4d=Xx7—X. (2.5)

These lenghts define the Bezier curves in parametric waghwheans that changing
these values it gives, as result, a new main shape of the thewevill constitute the
geometry of the half flow cross-section area. In Fig.2.6 asibdes configuration is
shown, for example, doublinB3, halving P2 and keeping constant the others two
parameters.

3 p3 4 P4 5

—_

7
P1 P2

Figure 2.6 New Bezier curves obtained modififR2 andP3.

Once the main curve has been generated and parameterizedogsible to ob-
tain the first corrugated surface laying on the bottom by aupit several times and
then extruding it in the direction shown in Fig.2.7, formiag angle equal te-6/2
compared to the main flow direction indicated with the dastiedl line.
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main curve

Figure 2.7 Costruction of the first corrugated surface on the bottom.

To get the first fluid domain, the main curve needs to be put profahe just
created surface, shifted by a half wavelengf?2 and then extruded in the direction
forming the angle equal ted/2, as shown in Fig.2.8. The angléhas been chosen
as one of the parameters for the optimization because ofiated influence on the
thermal and fluid-dynamics behavior [18].

Figure 2.8 Costruction of the second corrugated surface on the top.

It is evident that the geometry has repetitive patterns ichedirection so it is
possible to cut the whole domain and consider the elemeptigdic cell displayed
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() (b)
(©) (d)

Figure 2.9 Different phases to generate the complete closed domain.

in Fig.2.9 (a) for the computation. As explained in detailtie next chapter, since the
approach for heat transfer presented in this thesis regjthieesimulation of the flow
and temperature fields in both cold and hot domains, themyrdtl is doubled, thus
a thin solid layer has to be added to separate the fluid zoresdifferent phases of
the construction of the final closed geometry are reporté&dgna.2.9 (b), (c) and (d).

At least, another parameter definedLast which is the global lenght of the heat
exchanger has been prepared. Changing the parameter,veduiesis different ge-
ometries can be automatically produced: for example, is.2ig0, 2.11 some new
geometries have been obtained varying alternatively tbheseangle and the Bezier
curves parameters.
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Figure 2.10 A possible geometry decreasing the cross-afgle

Figure 2.11 Some particular geometries obtained varyingRinparameters.



Chapter 3

Numerical methodology

3.1 Introduction

The numerical simulation of the fluid flow and heat transferatalities of the cross-
corrugated channels in a recuperator is a critical passageduccessful deployment
of an automatic design methodology. In this framework thmerical simulation has
to satisfy some important constraints, for instance thelt@bave to be accurate but
they must be obtained using reasonable computationalmes®too, so the simulation
of the whole recuperator is clearly impracticable becatiseuld require very high
computational time.

To reduce the size of the computational domain, the symeaseand the repetitive
pattern of the geometry can be exploited. Actually, aftdr@isentrance region which
can involve up to five modules, the flow and thermal fields bexfutly developed
and repeat themselves from module to module in an identicalnoilar way [23].
Therefore it is possible to reduce the numerical analydisésingle periodic element
using suitable periodic boundary conditions [16]. Such@preach is acceptable also
in the present case of short heat exchanger if, as can be etkfhoen the data given
in [15], the length of the device is equal to almost 15 or 20 nlesl

As already reported in 81.4 various numerical approachésst@roblem of heat
transfer in periodic domains can be found in literature.

These previous studies on numerical simulation of crosaigated channels in-
variably restrict the analysis on a single module by impggariodic conditions on
velocity and pressure fields and solving the thermal fieldleyipg usually constant
temperature boundary conditions [10, 11, 24]. Nevertlsefes microturbine recu-
perators, constant flux boundary condition is deemed tob&tier the real operative
conditions, since the two flows are in counter current andattarised by similar
heat flow capacities. In the following, the classical nurarireatments are presented
along with a novel approach that couples cold and hot fluidsperiodic unitary cell.

To solve the fluid and thermal fields the commercial cAMNSYS CFXas been

29



30 Numerical methodology

utilized. It uses a coupled solver, which solves the hydnadyic equations fou,

vV, W, p as a single system. At any given time-step the solver usedlyaitioplicit
dicretization of the equations. In case of steady statelpnody as in this work, the
time-step behaves like an “acceleration parameter”, tdegthie solution in physically
based way to a steady-state solution, thus reducing the eusfiieratons required to
converge ANSYS CFXises aMultigrid (MG) accelerated factorization technique for
solving the discrete system of linearized equations, aggimg to the exact solution
of the equations during the course of several iterationscBmparison purposes, the
simulations have been also performed, in the validatiorspled the methodology,
with the commercial codEluent

3.2 Periodic boundary conditions

In the following the elementary periodic cell of Fig.2.9 ()l be utilized. As already
written, since the approach for heat transfer computatiesgnted here requires the
simulation of the flow and temperature fields in both cold asicdomains, the unitary
cell is doubled. Moreover thin solid layers have been addetbswhen a conjugate
heat transfer calculation is performed with & X code, the physical layers are
required to separate fluid domains. The longitudinal heatuootion of the metal
sheet can deteriorate the performance of the recuper&@pmi2vertheless this effect
has been discarded since the effectiveness reduction kasesémated to be below
1%.

From a fluid-dynamics point of view, the velocity field on bathcts is periodic
in the mean flow direction, so pressure can be expressed asrhef a linear term,
depending on the pressure gradienand a periodic componeptas follows:

pP(X.y,2) = —ax+ p(xYy,2) (3.1)

Pressure and velocity on each point belonging to the periodérfaces assume the
same value, so it is possible to write:

Pi (v.2) = Po(y.2
lji (y’ Z) = D0 (y» Z)

(3.2)
Vi (y,2 =% (.2

Wi (v, 2) = Wo (v. 2)
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while standard zero velocity condition has been assumedlahwalls. The pressure
gradient termy can be added to themoment equation as a source term.

Given that to each value of momentum source corresonds & @élmass flow,
an iterative approach has been utilized to get the wantedeafl mass flow, and so
the Reynolds number, in case of a constant domain. In faakshto the capabilities
of the CEL language oANSYS CFXode, a variable value of momentum source has
been implemented as:

MomS ource= MomS ourcg + 0.3« (MassFlow — MassFlow.1) (3.3)

where the new value of momentum source foritheration is given by the sum of
its value in tha — 1 iteration added by a term proportional to the differencsvben
the wanted mass floMassFlow and the calculated one. The convergence history
of non-dimensional mass flow, during the iteration in a @picalculation, is shown
in Fig.3.1. It is possible to notice how the method convemesotonically in few
iterations.

Besides, the temperature field is not periodic in a recupersince the tempera-
ture changes continuously along the cross-corrugatechehanthe mean flow direc-
tion, so the analysis of the periodic fully developed terapge field needs a different
approach and it follows a different pattern depending ortlieemal boundary condi-
tions.

Periodic heat analysis encountered in literature requremgle domain to be
solved, as shown in Fig.2.9 (a), since suitable boundargition must be applied
on the walls, which means uniform temperature or wall heat fitescribed on the
primary surfaces.

Within the first method, a non dimensional periodic tempegatan be defined if
a uniform temperature is considered at the walls:

~ T -Tyw
T= T T, (3.4)
whereT,, is the wall temperature ant, the bulk one defined as:
[IW en|TdS
p= ————— (3.5)
[IW enjds

whereS is the area of a surface normal to the mean flow direction\&hd the
velocity vector. For this case, the fluid temperature apgitea more and more closely
to the wall temperature, as the fluid flows through the charare the temperature
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difference between fluid and wall decay exponentially tmzdong the lenght of the
duct.

If, on the contrary, the flux is prescribed on the boundamperature and pressure
can be treated in a similar way, which means that temperaturée expressed as the
sum of a periodic and a linear component driven by the gradiethe mean flow
directiong:

T(XY,2) =Bx+T(XY,2) (3.6)
Ti(y. 2 = To(y. 2 (3.7)
Eq.3.6 can be substituted into the energy equation:
d(pcp T
(patp ), V(oc, TW) = V(aVT) (3.8)
to obtain the transport equation for the periodic companent
d(pc,T - N
AeSol) V(oc, TW) = V(aVT) + Bupc, (3.9)

ot

The last term in EQ.3.9 represents an energy source terndémends on the fluid
velocity in the mean flow direction. Eq.3.9 can be solved watipropriate boundary
conditions as in [24] where an uniform wall flux was imposed,ato satisfy the
energy balance, the temperature gradient was computed as:
¢

= on (3.10)
whereH is the length of the periodic module in the mean flow direciar ¢ the
overall thermal flux specified at the walls. (It derives frgm= MGAT andg =
AT/H).

While the uniform flux is a practical solution for imposing leetmal boundary
condition, it does not completely describe the heat transf@ module of the re-
cuperator, because the fluid flows in the furrows of the comssdgated ducts with
complicated three-dimensional patterns, strongly affeetocal heat transfer rates.

Since in this work the elementary periodic module is douldetdke into account
both cold and hot fluids, Eq.3.9 can be applied to both domaisno boundary
condition has to be imposed at the interface wall. To satlsfyglobal energy balance
the same flux has been applied to the hot and cold domains byshtugahe CEL
language also in this case:

P = —¢c (3.11)
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using Eq.3.10 to compute the source term of Eq.3.9. Tempesbf the hot and
cold domains, are automatically adjusted and tend to fix&eegaduring the iterative
computation as shown in the non-dimensional chart in R2g®. satisfy the overall
energy balance:

¢ = UAAT (3.12)
whereAT is the bulk temperature difference between hot and coldgiuid
AT = (Toidh = (Too)e = (Too)n = (Thi)e (3.13)

and U is the global heat transfer coefficient which dependi@heat flux distribution
between the solid interface and the hot and cold fluids.

Figure 3.1 Convergence history of mass flow in hot and cold domains.

3.3 Mesh generation

The mesh generation process deals with the decompositiandaimain into finite
elements in order to solve the partial differential equaio It is one of the most
important and most time consuming step of a CFD analysis.qUiadity of the mesh
plays a direct role on the goodness of the results, regardiethe fluid-dynamics
solver used. Moreover the solver will be more robust and tewhen using a well
constructed mesh. With these considerations, any CFD sisahave to know and
judge all of the different kind of meshing criteria, i.e.wsttured or unstructured mesh,
using as more as possible, different commercial/propsiestaftwares, thus this phase
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(TI'Tw)/ ((lei)h'(Tbo)h)
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Figure 3.2 Convergence history of bulk temperature.

could be very time expensive.

In order to have a complete experience about this compticeheice, the package
ANSYS ICEM CFIhas been utilized, because it allows to generate mesheg usin
various elements such as tetrahedrons, hexahedrons antspri

Below a brief description of the two main methodologies isgented with the basic
advantages and faults.

Structured mesh method

Structured grids take their name from the fact that meshes tidy structures ar-
ranged in regular repeating patterns called blocks. Géneal interior nodes of the
structured mesh have an equal number of adjacent elemeh&sagproach is very
effective when relatively simple geometry is consideretlibcould be used in mesh
generation for complex geometries coupled with multi-Blapproach, in which the
comlplete geometry is considered as whole of blocks. Thiesské are further subdi-
vided into elements, depending on the desired grid denBitg. block topology con-
sists of information about vertices, edges, faces, blookistheir relationship among
each other. Structured meshes offer more control over #eeasid shape of the el-
ements. The main disadvantage of structured meshes isldc&iof flexibility in
covering the domains of complex shapes even if the grid cahaged to the body fit-
ted through stretching and twisting of the blocks infacytiepport a high amount of
skewness and stretching before the solution will be sigitly effected. The major
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drawback of structured block grids is the time required toegate an optimal block
structure for an entire model.

Below, the description of the step in order to generate astrad mesh witAN-
SYS ICEM CFDs given. After the model file has been imported, with bothnpmi
curves and surfaces as presented in Fig.3.3 (a), it is nagemssubdivide the main
domain in smaller blocks as shown in Fig.3.3 (b), and assigrcorrelation between
the edges of the blocks and the curves of the geometry by ntleaRsojectionfunc-
tion. At the end, it is necessary to define the number of noddsezentually the
thickening ratios on each edge of the domain.

(a) The model file, with points, curves and surfaces (b) The blocks
Figure 3.3 Two steps in order to generate a structured mesh ABYS ICEM CFD

An example of the final mesh obtained by mean&ndfSYS ICEM CFDs illus-
trated in Fig.3.4.

Unstrucured mesh method

Tetrahedrons are the most widely used elements for 3D wtsted mesh generation
since any arbitrary geometry can be more flexibly filled wiits telements. Because
the arrangement of elements does not have recognizabéemmtthe mesh is called
unstructured. The main disadvantage of unstructured msdstikat the control over

the size and shape of elements is very difficult so usuallygelaumber of elements is
needed to discretize even not complicated geometries andrfortunately leads to

high computational time. On the contrary, the main advantdghe unstructured gen-
eration method is the large degree of automation of this aukttnerefore, it requires

less time and efforts.
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Figure 3.4 Structured Mesh.

Starting from a clean CAD model (surfaces, curves and ppémg a global refer-
ence size of the elements, a good mesher can automaticalyage triangles on the
surfaces and tetrahedra in the volume by successive refitamél all grid density
requirements are met. Moreover, maximum element sizeseaefined on different
surfaces or volumes to refine areas where a high gradiengifialv field is expected.
The resulting tetrahedral mesh is an adaptive mesh of ndoromdensity and it is
independent of the CAD patch structure.

Hybrid mesh method

Hybrid mesh methods are adopted to take advantage of thévpasspects of both
structured and unstructured grids utilizing structureid gn restricted regions and
unstructured grid in the bulk of the domain. The various @ets, such as hexahedral,
tetrahedral, prismatic and pyramid elements in 3D are useatding to their strenghts
and weaknesses. The ability to control the shape and distibof the grid locally is
a tool that can lead to excellent meshes.

ANSYS ICEM CFLzan arrange layers of prism elements near the boundary sur-
faces, controlled by exponential or geometric growth lawgyrder to appropriately
model close to wall physics. As a result, it generates a hytetrahedral grid con-
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sisting of prism elements near the walls and tetrahedrah@hés in the interior of
the space to be meshed. The hybrid mesh of the single dom&imet withANSYS
ICEM CFD and a detail of the prism layers are shown in Figs.3.5, 3.6.

Figure 3.5 Hybrid mesh.

3.4 \Validation of the results

To validate the methodology, the results of the presentlsitioms need to be com-
pared with the literature data. As observed while discugstile numerical method-
ology, it has been impossible to find in the open literatuneeedmental data for the
considered surface geometry and Reynolds number rangeatsihé comparison was
carried out only on the basis of numerical data. Moreoveheaure that the CFD
predictions did not feel the effects of the grid and to coreghe results between the
two different mesh approaches, several grids have beeratedwat various Reynolds
number, increasing gradually the number of elements tarbtanesh independence
analysis.

For first the hybrid method has been validated, testing elijferent meshes from
coarse with both few and many prisms layers to extremely éibgined changing the
parameters iANSYS ICEM CFDlike the global dimension of the elements (which is
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Figure 3.6 Detail of the hybrid mesh.

related to the total number of cells) and the number or trekttd@ss of prisms layers.
The details of meshes are listed in Tab.3.1.

—>= FINE

= == MEDITM

== MEDITM+

=——>==COARSE

= == COARSE 4 LAYERS

—=>= 1% LAYERZ COARSE

——+—ELOMERTVUS

s JTCE MESH 2

—#—NICE MESH 1

Figure 3.7 Grid Independence.
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name elem | layers
FINE 864886 1
MEDIUM 206440 1
MEDIUM+ 449584| 2
COARSE 111733 1
COARSE 4 134700 4
COARSE 12 185138 12
NICE MESH 2 | 626124 6
NICEMESH 1| 704591| 6

Table 3.1 Mesh independence for unstructured grids.

Nodes X,Y | Nodes Z| CELLS | Time min.
A 26 16 82500 29
B 31 21 154800 49
C 36 26 259700 80
D 41 31 403200 117
E 46 36 591300 157

Table 3.2 Mesh independence for structured grids.

The values of the non-dimensional friction factor, whichfis= a2b/(20u?) di-
vided by fo = 24/Rerelative to a fully developed laminar flow between two sthaig
plates, obtained at different Reynolds number, comparnefagourably with those of
literature [18] as shown in Fig.3.7. However, given that ayMfne mesh is needed
to cover the literature data, a huge computational time Ishioel required in the op-
timization phase where hundreds of simulations are reduifEhus, to reduce the
amount of cells and so the calculation time and resourcessttiictured approach is
needed.

To obtain the structured mesh-invariance, five meshes hese talculated. The
details of the number of nodes on X, Y and Z directions and dessive number of
cells are indicated in Tab.3.2.

The structured grid presented in Fig.3.4 is composed by 0G4@&xaedra cells
(Case B), and has been selected as a trade-off between acemt computational
costs. Computations with refined grids up to 591300 (Casekddra elements have
been carried out to obtain the mesh independence as repofay3.8.
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On the left side of the figure there is a percentage scale éthtbrmo/fluid dy-
namics behaviors, instead on the right there is a time soaiginutes. It is possible
to notice that thecomputational time raises almost lineas the thermal-hydraulic
values tends to 100%. It has been verified that the coarser osedl in this work
involves a maximum error estimated 066 for theAT number and 3% for the mo-
mentum source, moreover it can be noticed that to reducertbeless than 2%, a
mesh with more than 250000 elemets is needed (Case C), batithice should cause
an increase of CPU time consuming from 5@ to 80, as reported in table 3.2.

100, 10

100, 00 -
99,90 4
99,80 4
93,70 4
93, 60 4
93, 50 4
99,40 4
99,30 4

momsSource

%

99,20 4
93,10 4

CPU Time min

99,00 4
95,90 4
95,80 4
98,70 4

DeltaT

398, 60 T T T T T T
o 100000 200000 jjulnlululn) 400000 S00000 600000 Fooooo

Cells
Figure 3.8 Grid independence.

Figure 3.9 reports the normalised friction factbff, for the selected Case B,
wherefy = 24/Reis relative to a fully developed laminar flow between two igfina
plates, as a function of the Reynolds number.

In the same manner, the Nusselt number, normalized witigktrplain channel
valueNuy = 7.537, is plotted in Fig.3.10 at different Reynolds numberse Tesults
obtained with the proposed method with thid S Y S CF Xode give higher heat trans-
fer rates than those reported in literature and those addaiith theFluentcode, all
characterised by prescribed uniform temperature bouraargitions.

The complicated nature of the flow and thermal fields in thesmorrugated chan-
nel can be visualised by means of the temperature contodrgedocity vectors plot-
ted in the reference planes of Fig.3.11.

The periodic temperature and velocity fields in hot and caldhdins are respec-
tively presented in Fig.3.12 and Fig.3.13. The distribufiodicates a strong depen-
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Figure 3.10 Nu/Nu, comparison.

dence on the complicated flow field that is forced to followfilmeows of the channel
changing direction and impinging on the walls.

In Fig.3.16 the distribution of local Nusselt number on thie &nd bottom walls is
shown. It can be clearly seen that the pattern is well away faa uniform distribu-
tion, because, as stated before, the heat flux dependsyheaviie complicated nature
of the flow field in both domains. Higher values of local heahsfer are attained at
the points where the flow first impinges on the wall and theriates to follow the
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channel geometry.

Figure 3.11 Cross sections for plot visualization.

The analysis of the velocity vectors of Fig.3.14 revealsady regular flow and
two distinct streams which follow the furrows between therggations of the plates.
The pattern of the flow between the corrugated plates is ddgted with streamlines
in Fig.3.15, in which two streams that tend to mix are cleaibible. This mixing
effect gives a contribution to the enhanced heat transfaracieristic of the cross
corrugated channel.
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Figure 3.12 Temperature contours on each section.
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Figure 3.13 Velocity contours on each section.
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Figure 3.14 Vectors on each section.
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Figure 3.15 Streamlines.

4 3

1 2

(a) Top surface (b) Bottom surface

Figure 3.16 Nusselt number on the top and bottom surfaces.
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Figure 3.17 Wall surfaces for plot visualization.
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Chapter 4

Multi-objective optimization

4.1 Introduction

In the previous chapter the results of the simulations ofdtuss-corrugated recu-
perator, with a 90cross angle, have been successfully validated by companigh
literature data, thus it can be assumed that also the otffieradit geometrical shapes,
which will be generated during the automatic optimizatioagedure, could be reli-
ably analyzed and compared.

When a complex engineering design is performed, it is nosipéesto carry out a
single optimization phase, because often it is hard to defjréori all the parameters
involved into the optimization. Usually, during the devahoent of the project, it is
necessary to change the ranges of some constraints, to fodosane design vari-
ables, or, in multi objective case, to change the numbereobfitimization criterions.

Therefore, there is the necessity to use a process integmrtivironment to help
the designers in the optimization phases by means of &tatighols. As explained in
[26], the statistical analysis for reducing the number afige variables is an important
tool for limitating the total number of simulations neededyet the best final design.
For these reasons the optimization platfomadeFRONTIERR27] has been utilized,
because it is a complete software and it implements seweatlifes as:

e modeFRONTIERSs the only truly multi-objective commercial product on the
market, as it is able to manage many goals at the same tinogyirad) to pick
the best design at the end of the optimization, from a setsifjds that represent
the best designs for various trade-offs;

e the various exploration and optimization algorithms cambired at will, so
that powerful hybrid optimization technigues can be edsilglemented.

e it uses a small number of highly efficient and proprietaryatims;

49
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e it embeds non-linear response surfaces, which can be uspéé¢al up the opti-
mization of complex problems;

e it is possible to change goals and constraints during thangggtion phase
which allows to steer the optimizer towards regions of thsigte space that
are more appealing, but not predicted before starting thiengation;

e it is intuitive to use thanks to it&UI (Graphical User Interface) by means of
which it is easy to describe the problem, define a set of caim$sron the input
and output variables, and express the goals.

In this chapter, two series of optimization of microgas inebrecuperator, using
the Multi Objective Genetic AlgorithmMOGA) strategy, are presented: the first has
been useful to better understand the problem (which varsabte the most influent,
which objectives are really interesting) and the secondhasethe aim to find out the
final optimal design. The description of the main concedgesign variablesobjec-
tivesandoptimization strategiesare given in order to better understand the different
phases when formulating an optimization problem.

4.2 Design variables

Design variables are parameters that can be adjusted intordedify the system to
design. There are many types of variables [28]:

e independent design variablase the quantities the designer deals with directly,
such as geometry, material properties, configuration ofpmormants and many
more. Independent design variables are usually calleddgsign variables or
design parameters.

e dependent variablegre variables the designer can not directly assign valyes to
but working with them through the design parameters. Thedéent variables
are usually namedharacteristicsor attributesof the design. Examples of sys-
tem characteristics are energy consumption, pressureatiicpost. The quality
of a design is largely a function of its characteristics. jimization, the ob-
jective function value corresponds to the value of a padiccharacteristic. An
objective function is thus the relation between the desigrameters and this
characteristic. For a general design problem, it might bg déficult or even
impossible to represent all such relations analyticallyase, as in this thesis,
the characteristics are the outcome of complex simulations
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e state variablesre an intermediate type of design variables between depénd
and independent design variables, such as the pressureyuiraulic cylinder
or the current to an electric motor. State variables canimetty be assigned
values, and they do not directly contribute to the value ef dlesign, as the
characteristics do.

e operating variablesre variables that can be changed by the operator after the

design has been actually built.

e environmental variablesr theexternal variablesre the environmental factors
that affect the design when in use, e.g. changing mass flotesrgreratures.

The design problem could be formulated as to assign valutbeteystem param-
eters to ensure that the state variables and the charéictesse as good as possible
during a wide range of operating and environmental varg@ble

Regarding the heat exchangers, the independent geomatiables could be, as
an example, the tube diameter and length or the number o$ fubease of conven-
tional shell-and-tube recuperators (see §1.3.1), or toengéy fins geometry, angle
and size in case of tube-fin type (81.3.2). On the contragy,gdometric variables
for a cross-corrugated recuperator basically are, asiirelarified in §2.4, the pa-
rameters that modify the shape of the primary surface iracia the heat exchange,
the corrugation angle given by the crossing plates, theaujdrdiameter of the flow
passages and the total length of the exchanger. Besides, thiat in heat exchangers,
thermal phenomena are involved, it is possible to constietemperature difference
of the fluids and the mass flow rate (or velocity) as the opagatariables. Dependent
variables instead, could be the heat transfer rate and tm@ipg power (or pressure
drop).

All these variables may have intrinsic complicated relaginips and obviously
have influence on the performances of the recuperator, sa tfe way to classify a
characteristic as a good or bad one, which means to choosenauliite an objective,
could be very awkward. Therefore the presence of system asigjd constraints
leads to a large number of methods to classify the goodnessiesign, also known
asPerformance Evaluation Criteri@P.E.C). The details and the main classification
of these strategies are given in the next section.

4.3 Performance Evaluation Criteria

A Performance Evaluation Criteria is established by s&lgaine of the operational
variables as a performance objective, in accordance watbdhstraints on the remain-
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Case | Geom.| massFlowwV | Pump.PoweP | Heatfluxq | AT Obj.
FG-la| N,L X - - X Tq
FG-1b | N,L X - X - LAT
FG-2a| N,L - X - X Tq
FG-2b | N,L - X X - LAT
FG-3 N,L - - X X P
FN-1 N - X X X L
FN-2 N X - X X L
FN-3 N X - X X P
VG-1 - X X X X | IN=L
VG-2a | N*L X X X X Tq
VG-2b | N*L X X X - LAT
VG-b N*L X - X X P

Table 4.1 Performance Evaluation Criteria for smooth circular tubes

ing variables of the design. Common thermal-hydraulic gdatlude reducing the

size of the recuperator required for a specific heat ratee@&sing the heat transfer of
an existing recuperator manteining constant the presesse teducing the approach
temperature difference or reducing the pumping power foakeheat rate and length
of the exchanger.

Several authors [29, 30, 31] have proposed the classificafithe performance
evaluation criteria in three main categori€3 criteria, by means of which the cross-
sectional envelope area and lenght are held condgtahtriteria that maintain fixed
the flow frontal area, but allow the lenght of the heat excleaibgbe a variable and the
VG criteria which is used when thEG andFN criteria are not applicabile because
the recuperator is sized for a required thermal duty wittcieel flow rate. These
groups of constraints are applicated in case of smoothlairtubes, as indicated in
Tab.4.1, choosing two of the following objectives: redantof the approach tempera-
ture difference, reduction of the pumping power or reductibthe length of the heat
exchanget, whereN is the number of tubes. However, even though these criteria
seem to be complete, they take it for granted some therndalyic comparisons
that instead could be applied only to basic geometries,dikeoth circular tubes of
shell-and-tubes evaporators. Thus a full analysis of th@ecement effect may re-
quire consideration of the entire system, much more in catesn the flow rates or
temperature levels change as a consequence of the enhamdselé
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4.4 Formulating the objectives

As most optimization problems are multiobjective in nattinere are many methods
available to tackle this kind of problems. Generally, thdtiobjective optimization
problem can be handled in four different ways depending oanathe choice con-
cerning the different objectives is made: never, beforendior after the optimization
procedure. In the first two approaches, the different objestare aggregated to one
overall objective function. Optimization is then condutteith one optimal design
as the result. Thus it is strongly dependent on how the dbgsctvere aggregated.
The easiest and perhaps most widely used method to aggtbgadbjectives is the
weighted-sum approach. The objective function is fornadats equation (4.1):

k
minZ 2fi(x) 1 xeS, 1Ry >0, Zai =1 (4.1)
j=1

where ; is the weight relative to theobjective. As the objective functions are
generally of different magnitudes, they might have to bewadized first. Although
the formulation is simple, there is no clear relation betw#® weights and the ob-
tained solution.

The third approach is an iterative process where the predeseon the different
objectives are progressively changed. The basic assumgftihis method is that it is
easier to estimate the objectives once the search for amalsolution has yet started.

In the fourth and last approach, optimization is conductiéaut the interference
of the designer among the objectives. The outcome of thisnagtion is a set of
optimal solutions which elucidate the trade-off betweendhjectives, which is called
Paretoset. The decision-maker then has to compare the bettergdesirorder to
select which is the best one. The big advantages with themes tgf methods are
that the solutions are independent from a subjective humafierence. The analysis
has only to be performed once, as the Pareto set would nogehas long as the
problem description remains unchanged. However, someesktimethods require
large computational time and resources. Another disadganinight be that at the
end of the optimization there are too many solutions to cadosm. One of the
techniques that allow to search in the solution space a deam@to optimal solutions
and then present them to the designer isGleaetic Algorithmwhich will be treated
in the next section.
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4.5 Optimization strategies, Genetic Algorithm

Optimization methods could be divided into derivative amhderivative methods.
This thesis focuses on non-derivative methods, as theyettertsuited for general
design problems. Non-gradient methods are more robustatiftg the global optima
and are applicable in a broader set of problem areas. Anaiihantage of non-
derivative methods is that they do not require any derieatof the objective function
in order to find the optimum. Hence, they are also known askbtax methods. In
this thesis the objectives are results of computer simariatithus the derivatives of
the objective function are not explicitly known. The disadtages are however that
it is impossible to prove that the actual optima have beemdouNevertheless, by
conducting several optimizations with different initiadraitions, it could be made
probable that the global optimum is truly found. Anotheradigantage with non-
gradient methods is that they usually require more funatedis than gradient meth-
ods, and are thus more computational expensive. Howevéhneasapacities of the
computers are increasing this disadvantage is diminishihgthermore, most non-
gradient methods are well suited for implementation onlnarocessors. There is
a large number of non-derivative methods, for example, thgBx method and its
constrained version named Complex developed in the 6@xG#netic Algorithm or
the similar Evolutionary Algorithm, both developed in tharlg 70’s or the Simulated
Annealing developed in the early 80’s. Apart from these rméththere are also other
promising techniques to conduct engineering optimizafioninstance response sur-
face approximationdRSM), as well as Taguchi methods.

The method adopted in this thesis which is the Genetic Allgori(GA), carries
out the optimization as the problem solution of competittwnong a population of
evolving candidates. So, the basic idea is that the genetitqf a given population
potentially contains the better solution to a given adappikoblem.

Every individual is characterized by a binary string (tikomosomésomposed
by geneswhich encode the activation or deactivation of a featurd, afitness value
which is assigned to it. The fitness function determines he@l avdesign is able to
solve the problem which is represented by the objectivesebptimization.

During the reproductive phase, individuals are selectechfthe population and
recombined, producing offspring that will be the next geien. The recombination
of the chromosomes of the parents could be realized in difterays. The most used
operations to modify the genes of the individuals, to obth@new generation, are:

e the classicatross-oveoperator which is the coupling of two individuals to cre-
ate two new designs cutting the chromosome strings of tiérgj@eneration at
some randomly chosen position. This fact produces two “hsegments, and
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two “tail” segments. The tail segments are then interchdrigegenerate two
new full length chromosomes as shown in Fig 4.1. The cross-probability
P.r_ov Can assume values betweef @nd 10, where a null value means that
cross-over is not applied and new generation is produceplginy duplicating
the parents, so usually a value ned i8 chosen.

1001000011 100100/1010
-—
0010111010 001011/

Figure 4.1 Classic crossover.

MoreovermodeFRONTIERNnplements an improved method calldidectional
cross-ovey that creates new designs considering the fact that a dineof
progress can be evaluated by comparing the fitness valuesliofdual Indi
from generatiort with the fitness of its parentsid; andInd, belonging to gen-
erationt — 1. The new individual is then created by moving in a randomly
weighted direction that lies within the ones individuatgdie given individual
and his parents as shown in Fig.4.2.

Ind

.

Newlnd;

Iﬂdk

Figure 4.2 Directional crossover between individuafsl,Ind; andIndy.

e theselectioroperator chooses designs with the best fitness, or value édtit-
tion, and replicates them into the next generation, whichmsehat a good so-
lution has more probability to survive than a bad one. As far tross-over
operator, it is characterized by Ry probability value between.0 and 10
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which gives the probability that design configurations aséehanged during
the evolution.

e the mutationis the operation by means of which some biger{e$ of some
individuals are randomly changed in order to avoid a prematonvergence
increasing the possibility of covering all the designs gpaghis operator is
distinguished by two parametenstobability of mutatiorandDNA String Mu-
tation Ratiq the first, Pmyt gives the probability that a design configuration is
randomly perturbed. If the value isQ, the algorithm becomes a pure random
search. The mutation probability should be kept at low w&lusually smaller
than 02. A mutation rate equal to.0 is the default value as in small popula-
tion cases (typical of design optimization applicationiahility in the search
process is recommended. If the sum of probability of dimwl cross-over,
probability of selection and probability of mutation exdeghe value of D,
the following rule is applied:

Prmut = 1 = (Per—ov + Psel) (4.2)

The second parametdNA String Mutation Ratipvalue gives the percentage
of the individual chromosome that is perturbed by the matatiperator so it
defines the number of bits that mutate. If the mutation ra&ti@0 none of the
bit are modified. A value of .D will change all the bits.

4.6 Optimization applications

In order to preparate and run an optimization process mitdeFRONTIERNViron-
ment, there is the necessity to define all the settings redqbyy the software, by means
of the grafical user interfaceas shown in Fig.4.3. In this diagram, a typical process
flow is represented, in which the imaginary flow chart of thérajzation process goes
from the left to the right, where respectively the designalales and the objectives are
arranged. In the middle of the flow instead, there is a chainafs whose task is to
run in batch - by means of shell scripts - the executablesaddifitware utilized to run
the simulation which goes from tl@ADtool, mesh generator and CFD pre-processor,
to the fluid-dynamics solver and post-processor. As alreadty in the introduction,
two serial optimizations have been performed and reportéhi$ chapter because of
the importance at the beginning, to investigate the ranfyesr@tion of the variables,
with the aim to not limitate the possible solutions. In a s&ta posteriorioptimiza-
tion, the ranges can been adjusted in order to focus thetsesd find better design
solutions, as discussed in §4.6.1 and §4.6.2.
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Variable Name| Min Value | Max Value | design_0

P1 0.8 12 10
P2 0.8 12 1.0
P3 0.8 12 10
P4 0.8 12 1.0

Ltot 110mm 130mm 118mm
0 58 62 60°

Table 4.2 Initial variables range, first optimization.

4.6.1 Primary Optimization

In the first optimization, six geometric variables define@ i1, P2, P3, P4, Ltot, 6)
have been chosen, because they have been catalogued assthiefimential parame-
ters as regards thermal and hydraulic behaviors (§2.4e€limain ojectives selected
in agreement with the performance evaluation criteria &azeninimize the pressure
drop between inlet and outlet and this is correlated to tgaired pumping power, to
minimize the bulk temperature difference between the twidsluvhich is connected
to the global heat transfer coefficient and to minimize theltsurface of the recuper-
ator which is proportional to the final cost of the materiaéthed to manfacture the
recuperator.

To ensure that the final optimum design would have good padaces in com-
parison with a reference one which is nicknantesign_Q each objective has been
coupled with a constraint: the values of the constrainte fieeen selected considering
the calculated performances of the geometry charactebyedcorrugation angle =
60°, indicated by Stasiek et al. [14] as a good compromise indevfrheat transfer
rate and friction factor. Moreover the ranges of the vagabisted in Tab.4.2 have
been reasonable chosen around the values of this referenneetry.

To start the optimization, it is necessary to initialize #igorithm, selecting the
first set of design to be evaluated. There are many differesthous to select as
more as possible representative groups of individualsgtineethods are usually cata-
logued as “Design of ExperimentDOE). This term was originated around 1920 by
the British scientist R.A. Fisher, who studied this systeeapproach to sample the
design space, and to maximize the knoledge gained from iexgetal data, provid-
ing information on the major interactions between the \@es. Prior this method,
the traditional approach was to test one variable at a tirhgwmeant that this factor
was varied helding costant the other factors. By using thigechnique, many eval-
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uations were ususlly needed to obtain the sufficient inféiona TheDOE approach
overcame the traditional method as it consider all the égasimultaneously, chang-
ing more than one variable at a time thus eliminating redoholaservations, reducing
the time and resources to make esperiments which meansigvathe most relevant
information with the minimal effort.

When using an optimization tool suamndeFRONTIERapplyDOE is very useful
because it allows to get a good understanding of the probyadentifying the sources
of variation and to find a good starting point for an optimiaatalgorithm.

In general, a good distribution of points obtained by medrsDOE technique,
will extract as much information as possible, examinatingeaw data as possible.
There are sever&®OE provided bymodeFRONTIERso for each kind of problem to
face, the designer has to choose between different metistels below:

e Exploration DOEs useful for getting information about the problem. This
methods, that allow good sampling of a configuration spaag,serve as the
starting point for subsequent optimization processes.y Hne subdivided in:
Random, Sobol and Monte Carlo.

e Factorial DOEs a large group of techniques essential to perform stedistital-
yses to highlight possibles interactions between varsab8me of the whole
are: Full and Reduced Factorial, Cubic Face Centered arid Sguare. Re-
duced factorial attempts to provide a reasonable coveragfeecexperimetal
space while requiring fewer experiments.

e Orthogonal DOEs useful to identify the main effects and all the interacsion
between variables. They are: Taguchi Matrix and Placketirtin.

The choice 0oDOE depends on the type of objectives and on the number of vari-
ables involved. WhenevddOE is used during the optimization process, it should
always be applied before the actual optimization phase @nitbe useful to reduce
the number of variables and to limitate the range of vanmtio

For the first optimization, an initiadDOE constituted of 39 designs obtained by
Sobolmethod in addition with the originalesign_Cthas been chosen. This is a usual
procedure to increase the speed of convergence when anedadesign is available.
The number of designs needed as the first population can ladlyusalculated by a
simple correlation which says that to describe in good matireevariables space, the
number of designs of the initial generation has to be grehter the product of the
double number of variables multiplied by the number of otijes.
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The multi-objective optimization managed by the genetjpathm MOGA - |1
available inmodeFRONTIERhas been stopped after 15 generations, and 600 overall
calculated designs.

From the observation of the convergence profiles of the thiogectives in Fig.4.4,
it is possible to notice how the optimization algorithm weik two different phases;
in the first (from the design id 1 to around 250), the algorittmmds the feasible ge-
ometries that satisfy the imposed constraints; this phasbaracterized by an high
instability, index that the algorithm explores differeagjions in the variables space. In
the second phase (from design 250 to the end), the algorittus five variables region
with the best compromise between the objectives, so it besdgmconvergence.

An interesting and useful aspect is to analyze the influehtieeadesign variables
in the design performances. Two are the important pointdisf work phase: to
understand which are the most important variables or ifetlaee some unuseful, and
to understand if the variable ranges are properly fixed.

To explain these two points, both the convergence profila@iariables and the
t-studentparameter have been used thanks to the toolmadeFRONTIERThet-
studentparameter is a statistical tool to explain if two data digttions are really
different, and it could be used to understand the influentke¥ariables.

From the observation of the Fig.4.5, it is possible to arguees interesting re-
marks: first it is easy to observe that the ranges of the Vasamave not been set
with correct values, because during the optimization, tgerédhm has found many
designs with the lower range value. This fact could lead toodgbility that, relaxing
the variables ranges, it would be possible to find bettertiswis in terms of objective
function values. This behavior happens explicitally fag thariablesP2, P3, P4 and
0.

The relationships between the objective functions and diiableL; is quite dif-
ferent, in fact, from the variable convergence profile, ippdssible to notice how the
algorithm fixes the value of this parameter to Ihé& after 240 designs (6 genera-
tions), to not exceed the constraints. This trend happecause the total length of
the recuperator has revealed to be the most influential geeizaariable in this design
phase, thus almost infinitesimal changes in this parameger o great variations of
the thermal-hyraulic performances up to violate the caiirsts; this fact is more evi-
dent from the-studentharts of the objectives with regard to the geometreic bt
in Fig.4.6. In these charts the blue bar corresponds t&itpeificanceof the variable
which indicates whether there is a relationship betweendtthe objective functions.
The orange bar instead representsiedta parameter, that shows how strong a rela-
tionship is. ADelta parameter greater than zero shows a direct correlationtivith
design variable, a negative value indicates that the oslisliip is inverse, so it creates
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Figure 4.4 Objectives History Charts, | optimization.

a sort of ranked list of importance. Low value parametergcate that there are no
correlations between variable and performance, so it wpudtbably be possible to
ignore these variables in the following analysis. From Higs(a) and (b) is it pos-
sible to notice that the whole parameters have highestfgigntes but only thé
parameter has high absolute valueD#lta. In detail, Li: hasDelta = —100% for
the DeltaT objective which means a inverse and strong relationshieauDelta =
100% for theDeltaP and Surfaceobjectives which means a very reliable and strong
correlation. These is the reason why the total lenght is tbstinfluential parameter,
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but also the most inconvenient because it easily causeasihfe designs, that exceed
the constraints.

The final result of a multi-objective optimization is a seB6fdifferent designs be-
longing to the Pareto frontier, that is the set of non-dongdaptimal solutions, which
is shown in the bubble chart of Fig.4.7. This is a recent andvative method inte-
grated inmodeFRONTIERo visualize four-dimensional data projected onto a more
comprehensive two-dimensional chart, in which the two agpsesent two objectives
(in this case pressure drop and total heat transfer surfabég the bubble colour and
diameter indicate respectively the heat transfer objedivd the desigiD number.
Thus, it is easy to visualize the imaginary Pareto bordegrglyy the three objectives
and the “evolution” of the designs during the optimizationpther words, how the
IDs of the new designs “grow up” into the objectives space. Aeointeresting re-
mark given from this chart, is the discontinuous distribatof the designs: this fact
depends on the discretization of the cross-angle varigdb&eminimum step of the
variation, which has been chosen equal @0 for manufacturing reasons, causes as
a matter of facts larges variations of the objectives. Haudvecause of the restricted
ranges of the variables, the performances of the best deslgoted from the Pareto
frontier do not significantly improve the origindesign_0Q from a quantitative point
of view, values lower than 2% of improvement for each objectiave been found,
thus a second adjusted optimization is needed to find bedtigias.



4.6 Optimization applications

63

100 200

300
Design ID

(a) P1

400

500 600

EREENI

08|

|
100 200

|
300
Design ID

(c) P3

400

500 600

130L

125

L120
)

115 fiiH
!

|
"o

100 200

300
Design ID

(€) Lot

400

Figure 4.5

Parameters History Charts, | optimization.

P2

P4

AlfaTOT

1.2 I
TR
Il
11 BN
[T |
|
1 i
09
1AL
osblil ! [ i Aaa
100 200 300 400 500 600
Design ID
(b) P2
12
1.1
1
L
|
| |
0.9 | T
I
08 i i i i i
100 200 300 400 500 600
Design ID
6217
L]
61
|
|
60 (| T
59 1
I
i |
58 L1
[ i i i i
100 200 300 400 500 600
Design ID

() o



64 Multi-objective optimization
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Variable Name| Min Value | Max Value
P1 0.2 0.8
P2 0.2 0.8
P3 0.2 0.8
P4 0.2 0.8
Ltot 118mm 118mm
0 4 60°

Table 4.3 New variables range, second optimization.

4.6.2 Secondary Optimization

Starting from the considerations obtained by the first ojattion, a second one has
been performed. The main changes concern both the variabtbshe objectives.
New ranges of thé1, P2, P3, P4 andé variables have been modified as indicated
in Tab.4.3, a constant value bf,; equal to 118nmhas been fixed, and the analysis
on only two objective functions, that are the minimizatidrpoessure drop and min-
imization of total heat tranfer surface, have been focusétk third objective, that
was the minimization of the temperature difference, hadeeh adopted, to help the
optimization algorithm to converge and find better resufise reason of this choice
depends on the fact that the objectives have opposite trendslicated in the pre-
vious t—student charts, so the algorithm, trying to optimize eadedailve, leads to
geometries not too far from the original one, to not breakdtestraints. The most
important thing is that however we don’t want to loose in parfances, so a con-
straint for the heat transfer has been set up, to guararaéehth new designs have
thermal performances at least equal to the best value rééchiee first optimization
(nevertheless better that the origidaisign_0.

As initial design of experiments for the second multi-oliijez optimization, 20
different solutions inside the Pareto Frontier of the pwesioptimization have been
chosen to start from almost good designs. The optimizatasndeen terminated af-
ter 17 generation which means 340 total configurations ttked. The convergence
history charts of the variables and the objective functiaresshown respectively in
Figs.4.8, 4.9.

From Figs.4.9 (a), (b) it is possible to notice how the optimtion algorithm works
well, minimizing both objectives. Also in this case it is gidse to observe the two
behaviors as in the first optimization phase; at the begintiia algorithm reaches the
best region as compromise between the objectives, whileeiisécond one there is a
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PL | P2 | P3| P4 | gded | AP% | Surf% | AT%
DesO | 1 1 1 1 60 0 0 0
Des.134] 0.03| 0.02| 0.03| 0.02| 42 |-19.36| -1.98 | -0.28
Des.337| 0.06 | 0.03| 0.25| 0.02| 42 | -19.64| -1.88 | -0.08

Table 4.4 Details of the two best designs compared to the original one.

refinementin order to get the best designs.

The final result of the optimization (the Pareto frontieryisible in Fig.4.10. The
set is composed by 7 designs, that are the best compromisedrethe surface (in
other words the cost of the material needed to fabricategbeperator) and pressure
drop objectives. For the choice of the final design insideRhesto Frontier, there
is the possibility to use different methods as Malti Criteria Decision Makingal-
gorithms MCDM) [32] in case of very complicated analyses, with a high nunafe
objectives.

In this case, since there are only two objectives, a diregineering approach has
been adopted, where the designer directly chooses the ésigingd according to his
preferences.

Among the 7 designs that belong to the Pareto front, two mérgesigns (ID 134
and ID 337) have been analyzed and compared (as reportet.sh.4pto understand
which of the two geometries has better performances. Thigné84 has a surface
area lower than.98% compared to the origindesign 0 and it minimize the pressure
drop less than 186% , maintaining a lower value of thel objective (0.28%).

The other design, with ID 337, has better fluid-dynamics genfince with the
lowest value ofAP, 19.64% less than the original, but jus#1% less compared with
the design 134. So in terms of differential increment in geess it is not significant
because design 337 has a surface ar@d% lower than the original, but 5% higher
than the design 134. For this reasons design 134 has beesnch®$he best compro-
mise design between the objectives.

This new optimized geometry has a sharper shape of the pristafaces, given
by the small value oP1, P2, P3andP4, and a lower value of the corrugation angle
0 = 42°, which means a minor number of unit cells across the lengtheofecuperator
due to the major length of the repeating module. The compatbstween the original
geometry and the optimized one are given in Fig.4.12.

In Figs.4.11, where the heat flux contours on the wall for tbe domain are
shown, it is possible to notice that the peaks at the pointsrevithe flow first im-
pinges on the wall and then deviates to follow the channebam®st the same. In
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fact the thermic-behavior is maintained constant due toctivestraints setup in the
optimization process.

From a purely fluid-dynamics point of view, in Figs.4.16,Aitlis possible to ob-
serve the two streams that tend to mix causing a vortex effeicth enhances the heat
transfer of the cross corrugated channel. Thanks to thgshss of the surfaces, the
optimized geometry induces a greater separation and sdrauletion downstream
the edges. Moreover, it can be noticed from the velocity @orst plotted on the cross
section | in Fig.4.15, that the best design has a more unitbstnibution with lower
peak values. The opposite behaviour happens at the sektieig.4.14, in fact higher
values of velocity occour where the flow meets the wall.

These results have been duly verified by running grid indéeece tests at several
grid resolutions, up to & 10° cells for each design belonging to the Pareto set as
reported in Fig.4.18, where it can be seen that the globaditod theAP objective is
maintained constant already for low number of elementscivhieans that at least it
could be theoretically possible to run faster optimizadioising coarser meshes and
refining them just in a successive phase.

Nx | Ny Cells | DeltaP| DeltaT
26 | 16| 82500 100,705| 97,496
31| 21| 154800| 100,295| 99,132
Orig. Des.| 36 | 26 | 259700| 100,117 99,860
46 | 26 | 403200| 100,024| 99,971
51| 26 | 510300| 100,000| 100,000
26| 16| 82500| 80,573| 98,131
31| 21| 154800| 80,958| 98,846
Opt. Des.| 36 | 26 | 259700| 81,121 99,181
41 | 31| 403200| 81,195| 99,356
46 | 31| 510300| 81,186 99,367

Table 4.5 Tables of values during the structured mesh independence.
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Figure 4.11 Comparison between wall heat flux.
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(a) Initial geometry

(b) Final optmized geometry

Figure 4.12 Comparison between the original and optimized geometries.

Figure 4.13 Cross sections for plot visualization.



4.6 Optimization applications 73

Velocity [m s*-1]
1.900e+000

1.710e+000
— 1.520e+000
—1.330e+000
1.140e+000
9.500e-001
7.600e-001
5.700e-001

3.800e-001

-

.900e-001

0.000e+000

Figure 4.14 Comparison between velocity contours on cross section |.

Velocity
(Contour 2)

.842e+000
727e+000
.612e+000
.497e+000
382e+000
.267e+000
.152e+000
036e+000
212e-001
061e-001
909e-001
758e-001
606e-001
455e-001
303e-001
152e-001
.000e+000

[m sr-1]

'\I\‘IHI\‘IHI\[IYW

SN WA U0 s o

o

Figure 4.15 Comparison between velocity contours on section .



74 Multi-objective optimization

Velocity
(Streamline 1)

I 1.900e+000

—1.425e+000

9.500e-001
4.750e-001

0.000e+000

Figure 4.16 Streamlines visualization, original geomeitigsign0

Velocity

(Streamline 1)

I 1.900e+000

— 1.425e+000

9.500e-001 _

0.000e+000

Figure 4.17 Streamlines visualization, optimized geomettgsign134



4.6 Optimization applications

75

(<

i,‘ Orig. Des.
'j_g. Opt. Des.
8

[

3

o7 T T T

T T
0 100000 200000 300000 400000 500000 600000

Cells

=)
I}
L

Orig. Des.
Opt. Des.

w0
Iz
L

cbj DeltaP%

@
(=]
L

-
wn
L

-
(=]

. .
(1] 100000 200000 300000 400000 500000 600000
Cells

Figure 4.18 Comparison of grid independence.



76 Multi-objective optimization

4.7 New methodologies

In this section the brief description of two novel applicat in turbomachinery fields
is presented, in order to show which would be the future teghes that could help
the design of such devices. The first is a methodology forgtest recuperators
based on the optimization of the performance stabilitylisitated. This technique
is an alternative approach compared to the traditional @mfopned in the previous
section, which considers just a design point and tends ter-optimize”, producing
solutions that perform well at the design point but have pdiedesign characteristics.
This method has been initially implemented for design ofods in transonic field,
searching for solutions that are stable in terms of perfoceavith the fluctuations of
Mach number and angle of attack [33], but it demonstrategta valid methodology
also in turbomachinery fields.

Besides this, the second section consists in a novel afipticaf a recent tool to
visualize natural groupings and relationships in high-etisional data is presented.
This methodology calle®elf-Organizing Map projects complex data onto a two-
dimensional map preserving the topology so that similaa dtams will be mapped
to nearby locations on the map. This method could be a helpdenstand the corre-
lation between variables and objectives and could be usedupling with the more
traditionalt-studentdata analyses.

4.7.1 Robust Design

The development of a design method, able to find solutioristieaas more insensitive
as possible to the variations of those parameters thatraledsign point, is becoming
more and more a requirement for industry. The name of thigdesethod is Robust
Design.

The implementation of Robust Design is interesting in magsigh situations; for
example in preliminary design phase some parameters magkmown and for this
reason is important to find solutions as more insensitiveogsiple to the variation
of these parameters. Other important applications canédeetearch of design so-
lutions that are not sensitive to small fabrication errarsariations of the operative
conditions (fluctuations of the design point). In this sito@as traditional optimization
techniques tend to “over-optimize”, producing solutiomstthave good performances
at the design point but have poor off-design charactesisfitie details of the theory
and concepts behind this methodology is reported in App.A.

To follow a Robust Design approach, the designer needs tifgevhich are the
uncontrollable variables of the process, the so-calle@uamties. Regarding gas tur-
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bine, it is almost a constant volume machine at a specifitingtapeed, thus the inlet
air volumetric flow rate is nearly fixed regardless of the anbair conditions. As the

air temperature rises in hot summer days, its density fall$he volumetric flow rate

remains constant. Therefore, the mass flow rate reducesomseéquently the power
output decreases [34]. In [35], a model to study the effedtlet air-cooling on gas

turbines power and efficiency is developed for hot and huriidate areas (Jeddah,
Saudi Arabia); their obtained results show that the powdediiciency improvements
are functions of the ambient conditions. The performanqgeavement is calculated
for, ambient temperatures from 30 to°&and the whole range of humidity ratio
(107100%).

By these considerations is obvious that the physical ptgseof the air vary due
to the athmosferic condition, the longitude/latitude aftduale (Fig.4.19), and the
period of the year (as shown in the chart of air density mesbkduring the year,
Fig.4.20 [36]) . So it is possible to affirm that air propestiean be considered as
uncertainties because they changes in sthocastic way.rtelgss, density and dy-
namic viscosity are correlated by the Reynolds number, saritbe assumed that a
good way to impose a fluid-dynamics uncertainty of the pnohleonsists in varying
the Reynolds number into a restricted operating range diyethe maximum varia-
tions of air properties during the year. Obviously, the sae@soning could be carried
out on thermal aspects, such as how geografical variabled cdluence the air spe-
cific heat or thermal conductivity. However, given that witthis method, the number
of objectives doubles because both mean value and stanelaedidn are considered,
just the Reynolds number has been perturbed in order to denadathat this method-
ology can be applied to the design of microgas turbine reraipes. To increase the
optimization process, the Robust Design approach has lmeier with theGame
Theoryalgorithm, whose details are given in App.B, which has destrated to be
better in managing problems with a high number of objectiaesl faster than the
Genetic Algorithm in spite of slight lower accuracy of theuds [37]. The good per-
formance shown by the coupling of these two methodologissiean proved in the
design of hydraulic turbines [38].

The results of the new optimization, which has been terrathafter 240 designs,
give that the new robust designs found in the second opttinizavhose details are
reportedin Tab.4.6, have better performances in term ¢f inetan values and standard
deviation, in comparison with the origindksign.0. However they do not have the
same absolute good performancedesign 134, which is the best design found with
the traditional non-robust approach. In other words, trekp@f the objective values
have been limitated by the algorithm during the optimizaiio order to find designs
with higher stability, when varying the Reynolds number.
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Id P1 P2 P3 P4 0
189 | 04 | 048 | 036 | 0.21 | 416
144| 02 | 02 | 026 | 0.2 | 414
1791 022 | 05 | 028 | 0.25 | 418

Table 4.6 Geometric parameters of the 3 best designs, Robust Designipgtion.

Id Surface | DeltaP:M | DeltaP:SD| DeltaT:M | DeltaT:SD
189 | -1.88% | -17.45 -11.69 -0.12 -58.19
144 | -2.04% | -14.13 -19.98 -0.65 -30.50
179 | -1.92% | -14.88 -26.27 -0.47 -56.27

Table 4.7 Objective values of the 3 best designs, Robust Design ogiion.

4.7.2 Self-Organizing Map

The Self-Organizing Map (SOM)[31] is an unsupervised neoeawork algorithm
that projects high-dimensional data onto a two-dimendiorap. The projection pre-
serves the topology of the data so that similar data itemisb@iimapped to nearby
locations on the map. This allows the user to identify “cdust, i.e. large groupings
of a certain type of input pattern. Further examination nientreveal what features
the members of a cluster have in common. The maps comprekgngisualize nat-
ural groupings and relationships in the data and have bemessfully applied in a
broad spectrum of research areas ranging from speech rigoadn financial analy-
sis. The details of the theory of this methodology is repbimeApp.C.

By running the Self-Organizing Map on the values of the ofdjes of the pri-
mary optimization, it is possible to visualize in Fig.4.h&direct correlation between
DeltaPandSurfaceand the inverse relationship betwdaeltaT and the other two ob-
jectives. The whole of the designs could be grouped in thr&ie olusters, subdivided
by the black edges, as follows:

e The upper right corner corresponds to the designs with hidk temperature
difference of the fluids, and low primary surfaces and peedsop.

e The upper left corner correspond to the opposite of the upgletone.

e The rest of the domain has average values of objective fumgti
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Comparing the objective maps with the maps colored by thengéic parameters
in Fig.4.22, it is possible to notice the close correlatietweer.; and the objectives,
and instead the absence of correlation with the other @sathis is probably due to
the extremely strict ranges of these parameter, which has tiee main reason that
leads to the realization of the second optimization.

The maps obtained utilizing the results of the second optition are shown in
Figs.4.24, 4.23. A clear correlation between the map with the maps oDeltaP
andSurfaceis visible, which was impossible to notice in the first optzation. The
main reason could be the fact that, forbidding the variatibthe total lenght of the
recuperatorl(;), the most influential parameter became the cross-angleedxer,
increasing the ranges of the other parameters leads to-m@mdorrelations; similar
patterns could be noticed compariRg andP4 and the two objectives.

In summarize, the Self-Organizing Maps of the datas obthiméh the second
optimization gives that low values @& P3 andP4 lead to geometeries with good
performances, i.e. low pressure drop and small surface.

Thusi itis clear that the use of Self-Organizing Maps may detefthe information
extracted by thé-studentparameter, thus helping the engineers in the design process



4.7 New methodologies

T | T | T | T
18230 31253 44309

51,90 573,48

Obj_DeltaP

I I
0024471 0023733

|
0,072676

0071837

Obj_DeltaT

I
0,059352

I |
-0,025657  0,017133

0065506

Obj_Surface

T T T |
-0018927 0027035 0072357

|
0064839

Figure 4.21 Maps of the objectives, primary optimization.



82

Multi-objective optimization

DE011 08636 0GB 09885 10510

D000 05646 09296 02944 10502

P4 Ltot

05494  0,8983 09473 114,54 11856 122,58

Figure 4.22 Maps of the variables, primary optimization.



4.7 New methodologies

83

Obj_DeltaP Obj_Surface

[ P I L
020993 014428  007TEE2 001206 0019642 0016795 0013947 -0,011100

Con_DeltaT <|D=

e

0052342 00290982 0007622 0014738 1009 14437 17865 21203 247,21

Figure 4.23 Maps of the objectives, second optimization.



l‘

Multi-objective optimization
| |

P2
| O |
r~ T T 7~ T "1 [~ T " T "1 1

029962 034032 035102 042171 046241 024697 032258 039876 047468 0355056

P3
‘.I.
| e e |

-

C 1T~ T T T 1 [~ T T T 7 ] 7]
025791 030740 0,35689 0406837 045586 026657 032309 0,537921 043332 049144
2]

T 1 1 " T ]
40,746 44,587 45425 52269 36,110

Figure 4.24 Maps of the variables, second optimization.



Conclusions

Within this thesis, a multi-objective optimization of the@metry of a microgas tur-
bine recuperator has been presented, based on the impioemf a novel method-
ology that supports the application of numerical simulatamd optimization tech-
niques in engineering design.

One of the activities of this work was the integration of aaetomputer-aided
engineering tools in order to calculate both the thermal layataulic properties of
the device. An industrial parametric CAD tool has beenzdili to carry out the pa-
rameterization of the shapes of the heat transfer surfadgsh allows an easy and
automatic variation of the geometry and the resulting cawmpenal grid.

The numerical simulations of this recuperator have beenethout considering
a single periodic module, due to the repetitive pattern eftiehavior in fully de-
veloped flows. Moreover, the analyzed geometry comprisés lhat and cold fluid
streams and the solid layers between them, avoiding thessiégef imposing artifi-
cial constant-temperature or constant-flux boundary ¢mmd. This numerical model
has been successfully implemented into a commercial CFDatabthen validated by
comparison with literature data.

Optimizations have been then conducted based on the outosbthese simula-
tions by means of a process integration environment, cepabhanage the integration
of several industrial packages and to solve the optimingiitoblem adopting, among
other algorithms, the Multi Objective Genetic Algorithmdatihe Game Theory.

A final optimal geometry of compact recuperator has beendpwhich differs
remarkably from the usual geometries reported in litemtltimproves all the objec-
tives, in particular pressure drop and, more slightly, cathout any penalty in wall
heat flux. It must be noted that such results have been obtaiitie constant hydraulic
diameter and, consequently, constant mean flow velocityReyholds number. The
values of these parameters were chosen according to besitprdesign rules.
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The numerical results of the optimized geometry have beédatad managing
a comparative grid independence in relationship with ttsellte of the original ge-
ometry. The difference between the values is maintaineshdtine mesh refinement
process so an effective errorless improvement of the pegoces has been reached.

In the last phase of the work, a different optimization apggfohas been imple-
mented taking into account the variability of the desigmpoA probabilistic defini-
tion of the boundary conditions has been adopted, and thgrdpsoblem has been
solved by means of a Robust Design Optimization methodolBggides, a complete
statistical analysis of the result have been conducted bgnmef the most recent
techniques, in order to find possible correlation betweeialbes and objectives.

The described procedure could be applied not only to theydeximicrogas tur-
bine recuperators, but in principle, to even more complesigaeproblems.



Appendix A

Robust Design

In many industrial applications, some values of the inpusigle parameters are
not known. For example, uncertainties could charactermaesgeometric entities

(lengths, relative positions, angles ...) correlated gopitoblem in exam. Many times
the operative conditions are not fixed but there is the piaseffluctuations: in turbo-

machinery the mass flow rate, the inlet pressure, or in aatamé#he flight speed, the

angle of attack, the air temperature, etc. For these reasang input parameters are
known by the mean value and the variance, and the gaussiarytiseused to define

the stability of the solution under the uncertainties ofitiput parameters.

035

0z [

r Standard
o2 '« Deviation
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Figure A.1 Gaussian distribution of input parameter.

When there is the presence of fluctuations in the operatinéitons, it is im-
portant to define the stability of solution because a tradél optimization approach
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could tend to “over-optimize” (Fig.A.2), giving high perfmances solutions corre-
sponding to the design point but with poor off-design chinastics.

Objective Function

Parameter

Figure A.2 Comparison between a single design point optimization aplolBt Design ap-
proach.

Many numerical methods have been developed to optimizedbigi under un-
certainty of the input parameters : [39], [40], [41], [42].

The method [40] is not deeply related to optimization fietddentifies designs
that minimize the variability of the performance under utai@ operating conditions,
so it is a procedure a posteriori; [39] uses an optimizatiethod developed from a
multi point approach; for the drag reduction of an airfdile tobjective function is:

miniwicd(d,a, Mi) (A.l)

i=1

wherew; are arbitrary weightg] is a set of airfoil geometric design variables and
Cq is the drag coefficient. The problem of this formulation isttthe result of the
optimization depends on the difficult choice of the weighits

In [42] a new optimization method has been shown, based odéfirition of a
performance function, defined in the entire space of theufatn conditions; for the
same case of [39]:

minf Ca(d, @, M) fy(M)dM (A.2)
M
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wherefy (M) is the probability density function which, in this casepdads only
on the Mach number. The method used in [42] shows that it isiplesto find a more
stable airfoil, referred to drag coefficients, when there fauctuations in the Mach
number.

In that previous works it is possible to observe that a morjeative approach has
been used, where the performancg @nd the stability (weighte; and probability
density functionfy(M)) are joined in an unique objective function. For this reaso
after the optimization phase, the designer can get only ohgien, without choice
between different designs with different performance d@adikty.

In this thesis, a recent method for a Robust Design optinoizas shown. The
main idea is to use a multi objective approach to reach thiedoespromise between
performance and stability of the design. With referenceitpA=3, it is possible to
notice that the function has an absolute extrexagdnd a relative extreme); in this
case the uncertainties could be represented by the tokfarfithe input parametex.
Obviously a standard optimization, without consideringfiliations, would find out
the pointx;. With a Robust Design optimization (presence of toleraiteo different
objectives have to be considered: mean performance anilitgtal the solution.
Considering the mean performance, the best configuratiandalme represented by
the pointx;, since the mean value of the function is the highest insidetidrerance
6. For the stability the best configuration is representechieypointx,, because the
function is characterized by a lower variability.

Consequently it is interesting to observe that when a Rdbasign optimization
is performed, it is possible that the more stable regionigbesrrespond to the more
performing one. So, to run an optimization under fluctuatjoine best way is to define
two different objectives for every function to optimizeetmean value of the function
and the variance of the same function. In mathematical terms

max E(f) = fq (x q)p()dg (A3)

min o*(f) = fq(f(x, q) - E(f))*p(a)daq (A.4)

wheref is the function to maximize according to Robust Design cphapare
uncertain parameters, modelled by probability densityfiom p(q).

Dealing with engineering problems it is hard to adopt camirformulations.
So the problem of an optimization under uncertainties bexsom Multi Objective
Optimization problem where the objectives are performaiimpA.3) and stability
(Eq.A.4). As optimization algorithm a Multi Objective GeimeAlgorithm (MOGA)
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Figure A.3 Function with 2 extremes: not stable absolute maximynstable relative max-
imum Xs.

has been adopted because this is the best methodology44Btp[solve a real multi
objective problem without using a weighted function as:

max fy = w1 f+ WO (A.5)

in fact it is tricky to know the exact values of the weiglts and this is the reason
by which it should be better refer to the MOGA approach.

It is interesting to note that after the optimization phadke,designer doesn'’t get
only one solution [42] but a set of solutions (Pareto Framd} tepresents the best pos-
sible compromise between the different objectives. An gdaraf a Pareto Front for
a Robust Design Optimization could be observed in Fig.Adide the Pareto Front it
is possible to choose different compromises between paéoce and stability, with
more flexibility than a standard optimization, where theusioh is unique without
choice between the objectives.

It is important to underline that is possible to face a widegeof problems with
the Robust Design approach such as small manufacturinggsagrors, fluctuations
in the operative conditions, unknown input parameters, etc
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Appendix B

Game Theory

The Multi Objective Game Theory methodology is based on timepetitive game the-
ory proposed by Nash. The objectives and the variables afptienization problem
are decomposed among the players that, through the apptlicata defined num-
ber of Simplex iterations, try to optimize their own objeetifunction, influencing
each other by the sharing of the best variables obtained edizh step of the game
as explained in [37]. The number of players equals the numbebjectives. It is to
be underlined that this optimization scheduler combinesféist convergence speed
of Simplex with the multi-objective strategy, introducegdMash’s competitive game
theory.

In a competitive game, the players act following differebjeatives. For example, in
a two-objective optimization, playé have to choose his strategies in order to mini-
mize his functionfa, while playerB have to minimize the functiofs. In other words,
each player is forced to optimize his variables following bbjective, but it is con-
strained by the value of the variables that have been foutitkagnd of each step by
the other players, and that become fixed during his search .aifrh of a competitive
game is to find a Nash equilibrium point which is defined in reathtical terms as
(x*,y") € Ax Bif and only if:

fa(x',y") =inf fa(x,y) xeA
{ fe(X",y") =inf fg(X",y) yeB

Of course, as generally both the functions depend on the bmmadhs, the strate-
gies of one player influences the choices of the other ondwih@layers act simulta-
neously until an equilibrium is found: in that case, eaclyptdas minimized his own
function with a common pair of strategies.

The initial decomposition of variables and objectives isd@m but, in the follow-
ing steps, itis changed accordingly to statistical analyssing it and in particular the
t-Studentoefficient it is possible to decide, at the end of each plaie (that is after
a certain number of Simplex iterations), if a variable igistially significant for the

(B.1)
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player to which it was assigned or not and, in the latter case|f the significance
percentage is lower than an assigned threshold, the vaigpiven to another player
in the following step. In other words, the significance patege expresses the proba-
bility that a variation of the objective function is reallyquuced by a variation of the
variables belonging to the same player instead of an effeitteostatistical variance
around the mean value of the objective function.

For each variable thieStudenvalue is determined from the database of designs calcu-
lated for each player. This statistical parameter suhbisibnexpresses the difference
of the mean values of fitness calculated from the data cteiaetl by a high value of
the variable ([0.5-1] half of the rang®;) and by a low value ([0-0.5] half of the range,
X2), divided by the standard deviation of the data with refeestio the mean values:

X-%
o

t

(B.2)

in which the standard deviatianis expressed as:

(XM, (i = X0)2 + 22 (% — %2)2) - (N1 + )

7= \/ (n1+n2—2)-n1-n2 ’ (BS)

After a certain number of Simplex iterations that is defingthe user, each player

finds the best configuration (and set of variables) for itectdje, and then the search
continues with a new step, in which the variables that aredffee each player are
updated to the values found by the other player in the pretep.
The game continues for a defined number of steps or until thstiquilibrium point"
is found. In the latter case, each player have completelynigetd his objective, thus
the variables values found by each player represent thecbegpromise of all the
competitive objectives.




Appendix C

Self-Organizing Map

The Self-Organizing Map belongs to the class of unsupeshasel competitive learn-
ing algorithms. It is a sheet-like neural network, with nederanged as a regular,
usually two-dimensional grid. Each node is directly asat@t with a weight vector.
The items in the input data set are assumed to be in a vectoaforlf n is the di-
mension of the input space, then every node on the map grit$ lamin-dimensional
vector of weights. The basic principle is to adjust thesegivevectors until the map
represents “a picture” of the input data set. Since the nuwfomap nodes is usually
significantly smaller than the number of items in the datasistneedless to say that it
is impossible to represent every input item from the dataspa the map. Rather, the
objective is to achieve a configuration in which the disttids of the data is reflected
and the most important metric relationships are preserveparticular, interest is in
obtaining a correlation between the similarity of itemshe tlataset and the distance
of their most alike representatives on the map. In other siatdms that are similar
in the input space should map to nearby nodes on the grid.

The algorithm

The algorithm proceeds iteratively, so on each training ateata sample from the
input space is selected. The learning process is comggtitieaning that a winning
unit c on the map is determined, whose weight veainis most similar to the input
samplex.

[IX — mell = min [[x — my|| (C.1)

The weight vectom, of the best matching unit is modified to match the sample
even closer. As an extension to standard competitive legyitihe nodes surrounding
the best matching unit are adapted as well. Their weighioveot are also “moved
towards” the samplg. The update rule may be formulated as:
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Myt + 1) = m(t) + hei = (x — my(t)) (C.2)

The scalar factoh(t) is often referred to as the “neighbourhood function”. It
is usually a Gaussian curve, decreasing from the neighbodrbentre node to the
outer limits of the neighbourhood.

lIrc = rill?
_— C.3
201 ) €9

In the above equationy(t) is another scalar multiplier called the “learning rate”
which may be regarded as the height of the neighbourhooatkert) is the radius
or the width of the neighbourhood kernel. It specifies thgiwa of influence” that
the input sample has on the map. Both the height and the widtireoneighbour-
hood function decrease monotonically with time. As can bens@odes closer to
the best matching unit will be more strongly adjusted thadesofurther away. At
the beginning of the learning process, the best matching(BMU) will be modi-
fied very strongly and the neighbourhood is fairly large. @ods the end, only very
slight modifications will take place and the neighbourhaodudes little more than
the BMU itself. This corresponds to “rough ordering” at thegmning of the train-
ing phase and “fine” tuning near the end. Since not only theninipnode is tuned
towards the input pattern but also the neighbouring nodés probable that similar
input patterns in future training cycles will find their besatching weight vector at
nearby nodes on the map. In the run of the learning proceissletids to a spatial
arrangement of the input patterns, thus inherently cligjehe data. The more sim-
ilar two patterns are, the closer their best matching umédikely to be on the final
map. It is often said, that the Self-Organizing Map foldel&n elastic net onto the
“cloud” formed by the input data. It is important to statetttiee Self-Organizing Map
algorithm is not a clustering algorithm. It is intended pairity as a tool to reduce
the dimensionality of the data and for information visuatian. Of course, this in-
cludes the visualization of groups of similar items. But 8edf-Organizing Map is
not a tool that will produce an explicit partitioning of a daét into a precise number
of groups. This also explains why the concept of a “clusteriot well defined for
the Self-Organizing Map. The maps do not show sharp clusietdss and there is
no obvious centroid. Of course, one can theoretically tlmh&ach node on the map
as a cluster centroid. The cluster corresponding to eack nodld then be said to
include all dataset items mapping to this node. But this isansound approach in
the practical application of th8OM It tempts the user to use small maps of okly
nodes, expecting that this will produkelusters in the same wdymeans does. The

ha(t) = a(t) exp(
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results with such small maps, however, are very poor. The béte algorithm is the
neighbourhood function and the concept of adjusting nof tmé best matching unit
but also its surrounding units. This will create “neighbmawmds” of similar nodes, but
only if the space on the map is sufficiently large to allow thds interesting point
regarding the topological preservation is that this refersonly to the intra-cluster
relationships but also to the inter-cluster relationshipsother words, not only the
distances of objects within a cluster are meaningful, bs &he distances between
clusters.
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