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Summary

The world of communication has changed quickly in the last decade re-
sulting in the the rapid increase in the pace of peoples’ lives. This is due
to the explosion of mobile communication and the internet which has now
reached all levels of society. With such pressure for access to communi-
cation there is increased demand for bandwidth. Photonic technology
is the right solution for high speed networks that have to supply wide
bandwidth to new communication service providers. In particular this
Ph.D. dissertation deals with DWDM optical packet-switched networks.

The issue introduces a huge quantity of problems from physical layer
up to transport layer. Here this subject is tackled from the network
level perspective. The long term solution represented by optical packet
switching has been fully explored in this years together with the Net-
work Research Group at the department of Electronics, Computer Sci-
ence and System of the University of Bologna. Some national as well
as international projects supported this research like the Network of Ex-
cellence (NoE) e-Photon/ONe, funded by the European Commission in
the Sixth Framework Programme and INTREPIDO project (End-to-end
Traffic Engineering and Protection for IP over DWDM Optical Networks)
funded by the Italian Ministry of Education, University and Scientific
Research.

Optical packet switching for DWDM networks is studied at single
node level as well as at network level. In particular the techniques dis-
cussed are thought to be implemented for a long-haul transport network
that connects local and metropolitan networks around the world. The
main issues faced are contention resolution in a asynchronous variable
packet length environment, adaptive routing, wavelength conversion and
node architecture. Characteristics that a network must assure as quality
of service and resilience are also explored at both node and network level.
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Results are mainly evaluated via simulation and through analysis.
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Chapter 1

Introduction to optical
networking

Communication has become fundamental in nowadays lifestyle, in par-
ticular wireless communication and Internet became necessary for every-
body routine. Furthermore new information forms appear for the last
years and new services are quickly proposed in the market assuming to
work with wide bandwidth. This increasing data traffic has stimulated
academic and industry research on this field. The reason why optical net-
working is being widely explored is that it promises a huge breakthrough
in terms of capacity. Consequently optical switching is what telecom-
munication providers need to satisfy the always increasing bandwidth
request. From the network point of view optical fiber is the physical sup-
port that offers wide bandwidth needed in the current use of Internet.
In addition the introduction of Dense Wavelength Division Multiplexing
(DWDM) technique allows to efficiently utilize the available fiber band-
width, increasing the aggregate system capacity and throughput over
that existing fiber[NW96]. Basically it permits to split the entire band-
width of a fiber in many spatially equivalent wavelengths. The informa-
tion flows can then share these wavelengths improving the efficiency of
the bandwidth exploitation. Furthermore many recent achievements in
optical technology allow to design new switching techniques. Wavelength
circuit switching is already implemented in real networks but unlikely it
will be able to handle the near future networks traffic. In this sense
optical packet switching (OPS) is a medium-long solution that is being
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explored in the current researches and it is the concept which the work
of this thesis is based on. Circuit switching in optical are based on the
concept of lightpaths [RS] that is a sequence of wavelengths reserved
to connect two end points of the network. Packet switching considers
a finer granularity represented by optical packets meant as aggregation
of IP datagram coming from external electronic networks. OPS can be
considered a flexible solution for these high-speed core network imple-
mentation thanks to their ability of exploiting resources with statistical
multiplexing. OPS is thought to serve backbone networks that convert
and assembly the electronics packets of the external world into optical
burst at the edge nodes. The new optical units are then sent to the
network where optical core nodes process them on a per packet basis.
The implementation of OPS networks involves efforts in different areas,
ranging from components to systems and to traffic models that are able
to represent application needs. Different applications put constraints on
optical switching systems, as demonstrated by significant research efforts
[GRG+98],[DDC+03],[aN06]. All these issues are strongly influenced by
the issue regarding the network scenario that is the packet format. This
is still an issue under discussion in the scientific community and the al-
ternatives that appear to be more appealing are asynchronous variable
length packets (AVLP), synchronous and fixed length packets (FLP) and,
more recently, variable length packets fit into trains of slots that are
switched as a whole (called slotted variable length packets or SVLP). All
these formats have pros and cons, mainly related to the synchronization
and interworking with legacy network issues[CCM+04]. The choice made
in this thesis is the AVLP. Under this assumption a crucial topic inves-
tigated is contention resolution. Contention arises when two or more
packets contend for the same resource at the same time. This leads to
the so called Wavelength and Delay Selection problem that is studied at
the single node level in chapter 2. Wavelength conversion is also needed
to optical packet switching and the key component is represented by
the Tunable Wavelengths Conversion (TWC) whose application to solve
contention in the wavelength domain has been widely studied[DHS98].
This problem is presented together with proposals for feasible node ar-
chitectures in chapter 3. The dissertation moves then towards a network
perspective by studying adaptive routing algorithms for an entire mesh
network. Problems strictly correlated with this last issue, as quality of
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service and resilience, are also explored in chapter 4. The order of these
issues does not necessarily reflect the chronological order which they were
studied with. But for a matter of clarity it has been decided to show re-
sults concerning with a single node approach first, followed by results
from network point of view. Last chapter is dedicated to some other
works related of course with optical packet switching but not strictly
including in the first three.
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Chapter 2

WDS algorithms and their
impact on packet sequence in
optical packet-switched
networks

This chapter deals with optical packet switches with limited buffer capa-
bilities, subject to asynchronous, variable-length packets and connection-
oriented operation. The focus is put on buffer scheduling policies and
queuing performance evaluation. In particular a combined use of the
wavelength and time domain is exploited in order to obtain contention
resolution algorithms that guarantee the sequence preservation of packets
belonging to the same connection. Simple algorithms for strict and loose
packet sequence preservation are proposed. Their performance is studied
and compared through loss probability, packet sequence preservation and
delay jitter.

2.1 Introduction

The work is performed assuming a network architecture consisting of
Optical Packet Switching (OPS) facilities exploiting a DWDM transmis-
sion plane and designed to carry IP traffic by means of integration with
a Generalized MultiProtocol Label Swithcing (GMPLS) control plane
[Man03]. The network operation is therefore connection-oriented and
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the OPS nodes switch Label Switched Paths (LSPs). Standard routing
protocols are used to set up LSPs and optical technologies are used in
switching and transmission, providing very high data rate and through-
put. Each LSP represents a top-level explicitly routed path formed by
an aggregation of lower-level connections including several traffic flows
[KR02]. Optical packets are assumed to be asynchronous and of variable
length, meaning that they may encapsulate one or more IP datagrams.
This implies the availability of an all-optical switching matrix able to
switch variable-length packets. We do not deal with specific implemen-
tation issues and we consider a general OPS node architecture with full
connectivity and wavelength conversion capabilities. Contention resolu-
tion may be achieved in the time domain by means of optical queuing
and in the wavelength domain by means of suitable wavelength multi-
plexing. Optical queuing is realized by Fiber Delay Lines (FDLs) that
are used to delay packets contending for the same output fiber in case
all wavelengths are busy. In [CCC01] it has been shown that, by us-
ing suitable contention resolution algorithms able to combine the use
of the time and the wavelength domain, it is possible to improve the
performance up to an acceptable level, with a limited number of FDLs.
We refer to them as Wavelength and Delay Selection (WDS) algorithms.
They will be classified in section 2.4.1 in a packet sequence perspective.
Moreover these concepts may be effectively extended to a connection-
oriented network scenario, for instance based on MPLS. In this case, a
suitable design of dynamic allocation WDS algorithms permits to obtain
fairly good performance, by exploiting queuing behaviors related to the
connection-oriented nature of the traffic, but with significant savings in
terms of processing effort for the switch control with respect to the con-
nectionless case [CCRZ03]. The main drawback of previously proposed
WDS algorithms is that out-of-sequence delivery of packets belonging to
the same traffic flow cannot be avoided. The occurrence of out of order
delivery raises performance problems for the end-to-end transport pro-
tocols and/or issues of implementation complexity if re-ordering at the
edges of the optical network should be implemented. A possible approach
to these problems, with minimum impact on the OPS network, may be
to assume that the solution is left at the endpoints of the communication
or at the edge-nodes of the OPS cloud. This assumption in our view is
not very realistic. Moreover, a too high packet loss probability would
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just make things even worse. Therefore we argue that, up to a certain
extent, congestion as well as the effects that it has on the packet stream,
such as packet dropping, delay jitters and out-of-order delivery, should
be controlled directly in the OPS network nodes. We realize that, while
packet loss probability is a performance parameter that does not require
specific discussion, the measure of delay jitters and also the concept of
out-of-sequence packet need some more precise definitions in order to be
used as a performance indicators, as we provide in next sections.

2.2 Networking Scenario: MPLS/OPS

The Multi-Protocol Label Switching (MPLS) architecture [RVC01] is
based on a partition of the network layer functions into control and
forwarding. The control component uses standard routing protocols to
build up and maintain the forwarding table, while the forwarding compo-
nent examines the headers of incoming packets and takes the forwarding
decisions. Packets coming from client layers are classified into a finite
number of subsets, called Forwarding Equivalent Classes (FECs), based
on identification address and quality of service requirements. Each FEC
is identified by an additional label added to the packets. Unidirectional
connections throughout the network, called Label Switched Paths (LSPs),
are set up and packets belonging to the same FEC are forwarded along
these LSPs according to their labels. On each core node, simple label
matching and swapping operations are performed on a precomputed LSP
forwarding table, thus simplifying and speeding up the forwarding func-
tion. On the other hand, optical packet switching (OPS), in order to
be feasible and effective, requires a further partitioning of the forward-
ing component into forwarding algorithm and switching [G+98]. The
former corresponds to the label matching that determines the next hop
destination and the latter is the physical action of transferring a data-
gram to the proper output interface. The main goal of this separation
is to limit the bottleneck of electro-optical conversions: the header is
converted from optical to electrical and the execution of the forward-
ing algorithm is performed in electronics, while the payload is optically
switched without electrical conversion. This chapter considers a DWDM
network integrating MPLS and OPS, which relies on optical routers that
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exploit the best of both electronics and optics. Standard routing proto-
cols are used as the (non critical) routing component, MPLS labels in
the forwarding algorithm (where strict performance limits are present)
and, finally, optical technologies are used in switching and transmission,
providing very high data rate and throughput. In order to avoid scalabil-
ity problems, we assume that each LSP represents a top-level explicitly
routed path, formed by an aggregation of lower-level connections includ-
ing several traffic flows [KR02], and that the number of LSPs managed
by a single optical core router is not so high to affect the correct la-
bel processing. We also assume the availability of an optical switching
matrix able to switch variable-length packets [C+01]. This chapter is
not supposed to deal with implementation issues. Therefore, a generic
non-blocking architecture for an OPS node is assumed, which provides
full wavelength conversion. The switch is assumed to use a feed-forward
optical buffering configuration [HCA98], realized by means of B fiber
delay lines. Basically, an output queuing approach is assumed: each
wavelength on each output fiber has its own buffer. This results into a
logical queue per output wavelength. In principle, a set of delay lines per
output wavelength could be deployed, leading to a fairly large amount
of fiber coils. However, a single pool of FDLs may be used in WDM for
all the wavelengths on a given fiber or for the whole switch. The delays
provided are linearly increasing with a basic delay unit D, i.e. Dj = kjD,
with kj an integer number and j = 1, 2, . . . , B. For the sake of simplicity
we assume a degenerate buffer [HCA98] with kj = j − 1 (see Fig. 2.1),
but the ideas presented here are valid also for non-degenerate buffers, i.e.
with different arrangements of kj. This buffering scheme is applicable
both to a feed-forward and to a feed-back architecture of the switching
matrix and is chosen for the case study because it is the most typical ar-
chitecture for FDL buffer. Nonetheless the concepts behind this work are
not bound to this architecture and may be applied seamlessly to other
buffer architectures.

The typical behavior of the Switch Control Logic (SCL) is that when
a packet arrives and a wavelength is available, it is obviously served
immediately. When a packet arrives and all wavelengths are busy it is
buffered (i.e. delayed). Call t the time of the arrival and tf the time at
which the chosen wavelength will be available to serve the new packet; in
principle the new packet should be delayed by an amount equal to tf − t.
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Figure 2.1: Degenerate buffer structure.

Unfortunately a finite set of delays is available, due to the limited time
resolution of the delay lines. Therefore the new packet is going to be
delayed by an amount

∆ =

⌈

tf − t

D

⌉

D (2.1)

As a result, for τ = ∆ − tf + t ≥ 0, the output line is not used while
there would be a packet to transmit. As explained in [Cal00], this creates
gaps between queued packets that can be considered equivalent to an
increase of the packet service time, meaning an artificial increase in the
traffic load (excess load). It has been demonstrated [TYC+00],[CCC01]
that a WDS algorithm that aims at minimizing those gaps gives better
performance in terms of packet loss probability with respect to other
policies. Nonetheless no analysis was provided concerning delay jitters
and out-of-sequence packet delivery on these algorithms and this is the
scope of the work illustrated in this chapter.

2.3 Problems due to out-of-order packet

delivery

As already outlined in the introduction, it is well known that packet
losses as well as out-of-order packet deliveries and delay variations affect
end-to-end protocols behavior and may cause throughput impairments
[JID+03] [LG02]. In particular, the problem of packet re-sequencing
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is not negligible in optical packet-switched networks, especially when
optical packet flows carrying traffic related to emerging, bandwidth-
demanding, sequence-sensitive services, such as grid applications and
storage services, are considered. When considering TCP-based traffic
these phenomena influence the typical congestion control mechanisms
adopted by the protocol and may result in a reduction of the trans-
mission window size with consequent bandwidth under-utilization. In
particular the TCP congestion control is very affected by the loss or the
out-of-order delivery of bursts of segments. This is exactly what may
happen in the OPS network where traffic is typically groomed and sev-
eral IP datagrams (and therefore TCP segments) are multiplexed in an
optical packet, because optical packets must satisfy a minimum length
requirement to guarantee a reasonable switching efficiency. Therefore
out-of-order or delayed delivery of just one optical packet may result
in out-of-order or delayed delivery of several TCP segments triggering
(multiple duplicate ACKS and/or timeouts that expire) congestion con-
trol mechanisms and causing unnecessary reduction of the window size.
Another example of how out-of-sequence packets may affect application
performance is the case of delay-sensitive UDP-based traffic, such as real-
time traffic. In fact unordered packets may arrive too late and/or the
delay required to reorder several out-of-sequence packets may be too high
with respect to the timing requirements of the application. These brief
and simple examples make evident the need to limit the number of un-
ordered packets. In general out-of-order delivery is caused by the fact
that packets belonging to the same flow of information can take differ-
ent paths through the network and then can experience different delays
[BPS99]. In traditional connection-oriented networks, packet reordering
is not an issue since packets belonging to the same connection are sup-
posed to follow the same virtual network path and therefore are delivered
in the correct sequence, unless packet loss occurs.

2.4 The wavelength and delay selection prob-

lem

The electronic SCL takes all the decisions regarding the configuration of
the hardware to realize the proper switching actions. Once the forwarding

10



component has decided to which output fiber the packet should be sent,
determining also the network path, the SCL:

• chooses which wavelength of the output fiber will be used to trans-
mit the packet, in order to properly control the output interface;

• decides whether the packet has to be delayed by using the FDLs or
it has to be dropped since the required queuing resource is full.

These decisions are also routing independent and all the wavelengths of
a given output fiber are equivalent for routing purposes but not from the
contention resolution point of view. The choices of wavelength and delay
are actually correlated: since each wavelength has its own logical output
buffer, choosing a particular wavelength is equivalent to assigning the
packet one of the available delays on the corresponding buffer. This is
what we call the Wavelength and Delay Selection (WDS) problem. Here
we assume that, once the wavelength has been chosen using a particular
policy, always the smallest delay available after the last queued packet
on the corresponding buffer is assigned. The smallest delay available on
a given wavelength can be easily computed using the smallest integer
greater than or equal to the difference between the time when the wave-
length will be available again and the packet arrival time, divided by
the buffer delay unit as expressed in formula 2.2. This operation pro-
vides also the gap between the current and the previous queued packet.
The choice of the wavelength can be implemented by following different
policies, producing different processing loads at the SCL and different
resource utilizations:

• Static. The LSP is assigned to a wavelength at LSP setup and this
assignment is kept constant all over the LSP lifetime. Therefore
packets belonging to the same LSP are always carried by the same
couple of input/output wavelengths. Contention on the output
wavelength can only be solved in time domain by using delay lines.
In this case the WDS algorithm is trivial and requires minimum
control complexity. On the other hand resource utilization is not
optimized since it is possible to have a wavelength of an output
fiber congested even if the other wavelengths are idle.

11



t0 t0+D t0+2D t0+4Dt0+3D

λ1
λ2
λ3
λ4

G

D

Figure 2.2: Example of the operation of a D and a G type algorithm for
a fiber with 4 wavelengths and 4 delays

• Dynamic. The LSP is assigned to a wavelength at LSP setup
but the wavelength may change during the LSP lifetime. Two
approaches are possible:

– per-packet. The wavelength is selected on a per-packet ba-
sis, similarly to the connectionless case, choosing the most
effective wavelength in the perspective of optimizing resource
usage. It requires some processing effort on a per-packet ba-
sis, therefore this alternative is fairly demanding in terms of
processing load on the SCL, which must be carefully dimen-
sioned;

– per-LSP. When heavy congestion arises on the assigned wave-
length, i.e. when the time domain is not enough to solve
contention due to the lack of buffering space, the LSP is tem-
porary moved to another wavelength. When congestion dis-
appears, the LSP is switched back to the original wavelength.
This alternative stays somewhat in between, aiming at realiz-
ing a trade-off between control complexity and performance

It is obvious that the per-packet alternative is the most flexible but it
impacts the network more harmfully in packet sequence perspective.

12



2.4.1 Some WDS algorithms

In this section we introduce two classes of WDS algorithms that are
characterized by a very similar computational complexity. We consider:

• delay oriented algorithms (D-type), that aim at minimizing the
waiting time of a queued packet and therefore act according to
the principle that, when a packet has to be queued, it will join the
shortest available queue (the shortest delay provided by the FDL
buffer);

• gap oriented algorithms (G-type), that aim at minimizing the gaps
between packets and, consequently, maximizing the throughput of
the switching matrix, acting according to the principle that, when
a packet has to be queued, it will be sent to the delay that is closest
to the transmission end of the preceding packet.

The two approaches are briefly sketched in figure 2.2, for the case of
an output fiber with 4 wavelengths and 4 delays (D, 2D, 3D, 4D).

For both classes we consider three types of algorithms, characterized
by a different approach to the packet sequence issue:

• no sequence (NS type) - the WDS algorithm does not consider LSPs
and freely schedules packets without caring about their sequence;

• loose sequence (LS type) - the WDS algorithm is designed to grant
at least a loose sequence (subsequent packets in regions 1 to 4);

• strict sequence (SS type) - the WDS algorithm is designed to grant
a strict sequence (subsequent packets in regions 1 to 3 only).

This is shown in the example of figure 2.3 for the same case as in figure
2.2. In the following we will address any algorithm by means of the com-
bination of the related “type” letters. For instance the D-NS algorithm
will be delay oriented and unaware of the packet sequence issue.

It is obvious that by forcing the WDS algorithms to check and pre-
serve the packet sequence, at some extent this will limit the amount of
scheduling choices and therefore the achievable degree of load balancing.
This will cause worse performance in term of congestion resolution ca-
pabilities and therefore a worse packet loss probability. In other words
with these algorithms we trade congestion resolution performance with
transparency on the packet flow.

13



t0 t0+D t0+2D t0+4Dt0+3D

λ1
λ2
λ3
λ4

Packet #n

Packet #n+1
SS

LS

NS

Figure 2.3: Example of the operation of NS, LS and SS type algorithms
for a fiber with 4 wavelengths and 4 delays

2.4.2 Out-of-order evaluation

To check the likelihood of out-of-sequence packet delivery when one of
the WDS algorithms mentioned above are implemented, we set up the
two hops network scenario shown in Fig. 2.4. Every switch is identically
set up with 16 wavelengths per link, an optical buffer of B = 4 FDLs and
a granularity equal to the average packet length. The inter-arrival packet
generation follows a Poisson model while the packet size is exponentially
distributed with an average value corresponding to a transmission time
in the order of 1µs, a typical value for optical packet switching tech-
nologies. We focus on packet size only in terms of duration because the
simulators used here are built to be independent from the packet size in
terms of bytes and from the bit-rate. Since one of the benefits of opti-
cal switching is the transparency to the bit rate, what really matters is
indeed the average packet duration and the inter-arrival time distribu-
tion. Obviously, once the optical packet duration is set, the higher the
bit-rate, the higher the average packet size in bits, leading to the need for
traffic grooming. The input load on each wavelength is fixed to 0.8 and
the traffic distribution is uniform. The traffic input at the edge switches
is ideal in the sense that packets belonging to the same LSP arrive in
order on the same wavelength. At each switch, packets are processed
by the selected WDS algorithm, sent to the next hop and the resulting
amount of out-of-sequence packets is also evaluated. Table 2.1 shows
the packet reordering distribution for the dynamic G-NS algorithm and

14



Figure 2.4: Network scenario to evaluate the amount of out-of-order
packets

a static algorithm that works as explained in section 2.4.
These results, even though related to a simple network architecture,

are meaningful to show that G-NS algorithm is not able to avoid sequence
breaking. The percentage of packets out-of-sequence of three or more
locations is already not null at the input of the core switch. By assuming
n switch in series along a path this percentage is expected to increase
accordingly. Previous studies [JID+03] [LG02], confirm that just a small
percentage of out-of-sequence (such as that caused by EQWS algorithm)
may impact harmfully on the network performance. A possible solution
could be to assume that this problem is solved at the egress edge nodes
that should take care of re-sequencing the various packet flows. This
assumption in our view is not very realistic. It can be feasible for some
flow of high value traffic, but it is unlikely that it will happen for all
the flows of best effort traffic, because of the amount of memory and
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Table 2.1: Out-of-order percentages at the input and output ports of the
core switch, comparing a static and G-NS algorithms.

Algorithm Input Output

Static 0 0

MINGAP 3.6498 6.9948

processing effort that would be necessary. Therefore we argue that it
becomes fundamental to control out-of-order delivery of packets directly
in the OPS network nodes.

2.5 Effects of WDS algorithms on the packet

sequence

The WDS algorithms may affect the packet stream in different ways by
preserving strict or loose sequence as described before 2.4.1. Moreover
a number of other cases are possible as a consequence of the capability
of parallel packet transmission that goes with the idea of load balancing
between wavelengths of the same fiber (possible alternatives are shown
in figure 2.5).

Therefore some measuring framework is necessary to compare the
behavior of different algorithms. This framework has been originally
proposed in [CMR+04], and is briefly recalled here.

For a generic packet Pi crossing a given OPS node, let ti be the arrival
time at the node input, si the departure time from the node output and
di = dp + kiD the delay introduced by the node itself, due to the packet
header processing time (dp, fixed) and the possible delay inside the FDL
buffer (kiD, where ki = 0, 1, . . . , B). Obviously di = si − ti.

Let assume that two generic subsequent packets belonging to the same
traffic flow Pn and Pn+1 arrive in order, i.e. tn+1 > tn. Let ∆tn = tn+1−tn
and ∆sn = sn+1 − sn be the relative packet offsets at the node input and
output respectively. The jitter between packets Pn and Pn+1, representing
the packet offset variation due to the node crossing, may be defined as

Jn = ∆tn − ∆sn (2.2)
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Figure 2.5: Examples of jitter between subsequent packets

Equation (2.2) may also be written as

Jn = dn − dn+1 = (kn − kn+1)D = hnD (2.3)

where −B ≤ hn ≤ B. The behavior of Jn for two particular packets Pn

and Pn+1, with length Ln and Ln+1 respectively, is shown in figure 2.6,
where the x axis has been divided in seven different regions, according
also to the cases shown in figure 2.5:

1. ∆sn > ∆tn when the packet sequence is always guaranteed since
Pn+1 experiences more delay than Pn (Jn < 0);

2. ∆sn = ∆tn when the node is transparent and Pn and Pn+1 have
the same offset at the input and output (Jn = 0);

3. Ln ≤ ∆sn < ∆tn when Pn+1 experiences less delay than Pn (Jn > 0)
but at the output it is still behind the tail of Pn (i.e. sn+1 ≥ sn+Ln);

4. 0 < ∆sn < Ln when the head of Pn+1 partially overlaps the tail of
Pn;

5. ∆sn = 0 when Pn+1 completely overlaps Pn (Jn = ∆tn);
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Figure 2.6: Behavior of the jitter depending on relative packet offset at
node output

6. −Ln+1 < ∆sn < 0 when Pn+1 has overtaken Pn but they are par-
tially overlapping (i.e. |∆sn| < Ln+1);

7. ∆sn ≤ −Ln+1 when Pn+1 has completely overtaken Pn (i.e. sn ≥
sn+1 + Ln+1).

The previous formalization allows to evaluate the delay jitter distribution
as well as the amount of out-of-order packets, that depends on the specific
definition of packet sequence. For instance, in case overlapping packets
are not considered in sequence, then the in-sequence regions will be 1, 2,
and 3. If some overlapping is allowed, then the sequence is guaranteed
also in region 4. The same for region 5, in case packets arriving at the
same time are not considered out-of-order.

2.6 Numerical Results

In this section we provide some numerical results showing the impact of
different WDS algorithms on traffic performance in terms of both packet
loss probability and delay jitter, according to the framework discussed
in section 2.5. These results have been obtained by simulation, using
an event-driven software specifically written for this purpose. The eval-
uation refers to the case of loss and jitter introduced by a single OPS
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Figure 2.7: Packet loss probability for different WDS algorithms vs. the
buffer delay unit D normalized to the average packet length

node, subject to Poisson arrivals of packets with exponentially distributed
length. The value of the arrival packet rate and the average packet length
are chosen in order to lead to an average load per wavelength equal to
0.8. The reference node has four input/output fibers, each carrying 16
wavelengths, and a 3-fiber FDL buffer. On each wavelength the traffic
flow consists of packets belonging to 20 different connections (LSPs), on
which the delay jitter is evaluated. The WDS algorithms are compared
including a case in which no load balancing is applied, called the Static
choice.

As already demonstrated in a previous work [CCC+04], figure 2.7
shows how the different WDS algorithms presented in section 2.4.1 pro-
vide different degrees of performance in terms of packet loss probability.
The static choice, due to the lack of flexibility and non-effective exploita-
tion of wavelength multiplexing, is the one that shows the poorest per-
formance, with very high blocking rates. On the opposite, the G-NS
choice gives the smallest loss rate when the FDL buffer is dimensioned
optimally, i.e. when the buffer delay unit D is close to the average packet
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length. This is due to the best use of the wavelength dimension made by
this algorithm.

In between these two cases are the other choices, providing basically
almost the same level of performance. In particular, it is worth to notice
that there is no significant improvement in the packet loss rate when com-
paring the algorithms keeping the strict sequence (SS) to those allowing
a partial overlap (LS).

With reference to the packet sequence, figure 2.8 shows the jitter
distribution for the WDS algorithms considered. The results for gap-
based and delay-based WDS algorithms are grouped, since they actually
give the same jitter distribution. Such distribution has been evaluated on
all packets that were not dropped due to congestion. The possible values
of the jitter, normalized to the buffer delay unit D, range between −3 and
3 according to equation (2.3) for B = 3. The histograms show that the
G-type and D-type algorithms do not introduce any jitter in more than
70% of the times, while in the static WDS case the null jitter happens
less frequently (slightly more than 30%). This is somehow related to the
different levels of packet loss provided by the algorithms: the gap-oriented
and delay-oriented ones make a better use of the resources, so that many
packets find a wavelength available at their arrival, which means that
these packets are not buffered and cross the switch transparently.

In order to evaluate the actual impact of the algorithms on the packet
sequence, figure 2.9 depicts the jitter distribution of the G-type algo-
rithms and the static choice evaluated only on packets that were delayed
(but not dropped) due to congestion. The histograms clearly show how
the dynamic WDS algorithms introduce more jitter than the static one,
due to the more intelligent use of the optical buffer.

Finally, figures 2.10, 2.11 and 2.12 show the jitter distribution over
the different regions defined in section 2.5. As expected, static WDS
succeeds in maintaining the packet sequence, as do the SS algorithms.
The LS and NS algorithms also show their behavior with respect to the
packet sequence. However, confirming what has been shown previously
in figure 2.8, although the latter WDS policies cause some packets to get
out of the node unordered, the most frequent behavior is the one related
to region 2, which means that congestion happens rarely and the packets
are often transmitted transparently across the node.
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2.7 Last comments

In this chapter we have discussed the effect of scheduling algorithms on
the sequence and time framework of a packet stream, in the scenario of an
OPS network exploiting the time and wavelength domains for congestion
resolution. The results provided show that it is possible to implement
algorithm preserving the sequence and limiting the delay jitter with a
limited degradation of the overall packet loss probability.
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Figure 2.8: Delay jitter distribution for different WDS algorithms com-
puted on all non-dropped packets
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Figure 2.9: Delay jitter distribution for different WDS algorithms com-
puted on delayed packets only
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Chapter 3

Contention resolution in
WDM optical packet switch
with multi-fiber scheme and
shared converters

3.1 Introduction

One of the recognized key point in OPS design is contention resolution,
intrinsically related to any packet switched system. It is well known that
optical systems offer the wavelength domain to face with this problem,
in addition to time and space domains. Wavelength conversion is needed
to apply this concept to optical packet switching and the key component
is represented by the TWC whose application to solve contention in the
wavelength domain has been widely studied[DHS98]. Contention resolu-
tion in the time domain has been considered having the transposition of
a well known concept in electronic optical packet switches. Anyway in
the optical context this approach has some peculiarities that are different
from the electronic contexts, being the queueing function implemented
by means of a finite number of delays[GRG+98]. More conventional are
the approaches based on space switching that typically adopt matrixes of
optical gates and deflection routing[CTT99][YMD00]. To enhance space
exploitation for contention resolution, some proposals, mainly appeared
in the optical circuit switched context[OMSA98][SML04][WD97], adopt
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multiple fiber links on each output interface. This work aims at com-
bining different contention resolution schemes in the same optical packet
switch, and tries to exploit the advantages arising from the interactions
among these different approaches to design optical packet switches op-
timized in a cost and performance trade off. Two different switch ar-
chitectures, based on tunable wavelength converters shared within the
output interface or within the entire node are proposed, both equipped
with multi-fibre interface. In this chapter the switch is assumed to work
asynchronously with variable packet length but the option is still valid
with slotted time and fixed packet length. The introduction of the multi-
fiber scheme allows to reduce the number of wavelengths used on each
fiber to achieve the required switch performance, that means cheaper
components for termination (muxes and demuxes) and for wavelength
conversion (TWC)[MR06b]. The multi-fiber switch architecture can be-
come, however, more complicated and larger due to the introduction of
some components like Mux/Demux and FDLs. The compromise between
complexity, cost and efficiency is then very important. In any case in a
multiservice scenario different performance are required depending on
specific applications. In such contexts contention resolution is coupled
to techniques that support quality of service differentiation[WD97].

3.2 Description of multi-fiber node archi-

tectures

Wavelength conversion in optical networks is key issue. Tunable wave-
length converters (TWCs) are essential for the performance of the packet
switch block[DHS98]. WDM needs to shift some packets from a wave-
length to another in order to increase bandwidth sharing. However the
increasing optical bandwidth makes conversion not easy from the technol-
ogy point of view. Experimental results have shown that performance of
these wavelength converters strongly depends on combination of the in-
put and output wavelengths. That is, for a given input wavelength, trans-
lations to some output wavelengths result in an output signal which is sig-
nificantly degraded[ELS06]. Moreover the wider is the range that a con-
verter has to work with the more expensive it results. Thinking of a full
wavelength conversion can therefore become not affordable. The multi-
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fiber solution seems to suit with this aspect. This scheme was already
explored for wavelength switching networks[LS00]. The investigation of
this approach for optical packet switching in asynchronous networks is
rather new. A reason to take into account this structure is that a large
number of fibers are already contained in a cable underground[Odl00] so
no further digging would be necessary. Furthermore multi-fiber proves to
be efficient either in terms of performance and conversion cost. A study
of the multi-fiber architecture with shared converters is presented in this
work. Two architectures are proposed that implement different schemes
for wavelength converters sharing. The first one applies the shared-per-
link policy and is sketched in figure 3.1. It employs as many pools of
converters as the number of output interfaces, each shared among the
wavelength channels belonging to the same interface. The architecture
presented in figure 2 applies the shared-per-node option and is sketched
in figure 3.2. A single pool of converters is available and shared among all
node channels. The external setting is the same for both architectures.
It consists of N input and N output, equipped with F fibers carrying M
wavelengths each. This configuration provides F × M wavelength chan-
nels per output interface. In the first case (shared per link) R indicates
the number of TWCs that are available to wavelength channels switched
to the corresponding interface. In the second case (shared per node) C
represents the number of converters that belong to the single pool shared
among all node’s channels. In both cases a set of links without converters
is also provided to forward packets that do not need conversion. Each
switch fiber is equipped with a small FDL buffer to provide additional
contention resolution in time domain. Looking at the architecture from
left to the right, the general switch behavior can be described as follows:
in the de-multiplexing phase channels are separated at the input ports
and then kept separated until they will be again multiplexed at output
ports. After the demultiplexing phase the first optical switch selects the
proper output interface which is identified by the switch control on the
basis of the packet destination address. The packet might be sent to the
converters pool or not depending on the need of wavelength conversion.
A second switch selects the right fiber within the interface. Before reach-
ing the output ports and being multiplexed with the other wavelengths,
the packet can be delayed by FDL queues associated to each fiber. The
first optical switch stage, as presented in figure 1 and 2, is quite large,
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being it (N · F · M × N · F · M). To overcome this problem, this stage
can be organized into parallel planes, one for each wavelength employed,
thus reducing the required size of each plane to (N · F × N · F ) pro-
viding additional de-multiplexing and multiplexing functions[MR06a]. A
good compromise between efficiency and feasibility is fundamental when
designing such architectures. As it will be shown later, the higher the
number of fibers F is, the better the switch performs. But increasing F
means also increasing the number of other components as Mux/Demux
and associated FDLs. For a matter of space and complexity this compo-
nents can’t be too many within a single switch so a good trade-off must
be reached. As regards the wavelengths assignment to fiber at a given
interface, the following different solutions can be adopted:

1. the F×M wavelengths used at the switch interface are all different;

2. the same set of M wavelengths is repeated on each of the F fiber.

In case 2 converters need to work within a narrower band compared with
case 1 or even compared with the single link per interface option where
all wavelengths are necessarily distinct. Consequent feasibility and cost
reduction can be so achieved[MR06a].
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Figure 3.1: Switching node architecture with N input/output fibers, M
wavelengths per fiber, a set of shared per link wavelength converters and
FDLs.
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3.3 Combined contention resolution algo-

rithms

Contention resolution in the multi-fiber architecture takes place in the
wavelength, time and space domains. Some of these algorithms have been
already analyzed in the OPS context for single-fiber switch [CCRZ04].
The multi-fiber configuration allows to physically separate the contention
domains and, possibly, to reuse the same wavelengths on the different
output fibers of the same interface (see case 2 in previous section). Ac-
cording to this choice, two different contention resolution schemes can be
applied, namely WT (Wavelength before Time) and TW (Time before
Wavelength). In the former case contention resolution in the wavelength
domain is first trusted and then the time domain (buffer exploitation) is
considered; in the latter case contention resolution in the time domain is
applied first to the whole set of F fibers of the interface according to the
Wavelength and Delay Selection (WDS) algorithms [CCRZ04] and then
the wavelength and the fiber are chosen accordingly.
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3.3.1 WT contention resolution scheme

When this scheme is applied the switch control checks first if the optical
packet can be forwarded without wavelength conversion. If more fibers
match this requirement on the addressed output interface, the WDS al-
gorithm is applied to choose the one that minimizes the gap. If, on the
other hand, the arrival wavelength is congested on all the fibers of the
addressed interface, the minimum gap algorithm is applied to the whole
set of remaining wavelength channels of the interface, in order to iden-
tify the wavelength to convert to. Clearly this case gives priority to the
wavelength conversion rather than the buffer optimization.

3.3.2 TW contention resolution scheme

This scheme considers the WDS algorithm first. When a packet arrives
at the switch, the control unit checks among all the wavelengths of the
output interface and chooses the one that minimizes the gap in the cor-
responding optical buffer. If more than a wavelength provides the same
minimized gap the shortest one among them is considered. The min-gap
algorithm is then applied to all wavelengths of the output interface and
the buffer usage will result optimized, in relation to the algorithm ap-
plied. To this end a bigger effort is required to the converters. It will be
seen later which is the trade-off between these two techniques in terms
of number of converters and performance.

3.4 Analytical model for the buffer-less case

In this section an analytical model will be presented for the asynchronous
multi-fiber buffer-less case. To this aim an approach based on Markov
chains could be adopted, although it would have critical complexity as
the number of switched channels increases. So a different approach is
here proposed to achieve quite good matching with lower complexity.
The model is based on the Equivalent Random Theory [Wil56][Fre80].
The contention resolution scheme adopted is the WT. The model is first
validated for the shared per link architecture and afterward it is extended
to the shared per node case. With the assumption of asynchronous net-
work and variable packet length the incoming traffic is taken Poisson
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and the packet size distribution as exponential. These assumptions are
quite realistic as shown in previous works [IA02].The total load is equally
distributed toward the output channels. For a matter of clarity all the
variables included in the model will now be listed and commentated. The
model will be described immediately after. First of all let’s anticipate the
general expression for the packet loss probability which is:

PLoss = Pu + Ptr · (1 −
Pu

Ptr

) · Pbwc (3.1)

where Pu is the probability of having all the output channels busy inde-
pendently of the state of the converters.
Ptr is the probability that a packet needs a converter to be sent because
its incoming wavelength is busy on the ouput interface.
Pbwc is the packet loss experienced by the converters.
A0 is the average load on incoming wavelengths.
A1 is the load on a tagged outgoing wavelength.
A+ is the portion of traffic that comes from the set of converters after
conversion to the tagged outgoing wavelength.
Atr is the portion of traffic directed to the converters from a single busy
wavelength.
Vtr is the variance of traffic Atr.
Awc is the total traffic that is directed to the pool of converters.
z peackedness defined as the ratio between variance and the mean of
variable Atr.

The process to solve the analytical problem is the following. A tagged
outgoing channel is considered. This channel is loaded with an amount
of traffic A1 that results in:

A1 = A0 + A+ (3.2)

that is the sum of the average input load per wavelength A0 plus a part
of traffic A+ that comes from the set of converters after conversion to the
tagged wavelength [CM05]. Here, instead, the probability Pu of having
all the output channels busy independently of the state of the converters
can be calculated using the Erlang B-Formula with F ·M servers loaded
with F · M · A0 as:

Pu = B(F · M ; F · M · A0) (3.3)
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Ptr is the probability that a packet needs a converter to be sent because
its incoming wavelength is busy. If there are wavelength channels avail-
able at the output ports the packet looks for a different wavelength and
uses a converter. If there are no wavelength channels available the packet
is discarded. Ptr is calculated as the joint probability that the F wave-
lengths (one on each fiber) of the same color of the tagged packet are
busy and there is at least a wavelength free at the output stage.

Ptr = (1 − Pu) · B(F ; F · A1) (3.4)

A1 in this case is assumed Poisson and as long as A+ is a small fraction of
A0 this assumption is quite tolerable[CM05]. Atr is the portion of traffic
directed to the converters from a single wavelength and is expressed as:

Atr = A0 · Ptr · (1 −
Pu

Ptr

) (3.5)

where the term (1 − Pu

Ptr

) takes into account the fraction of overflow
traffic that does not incur in output overbooking and that is already taken
into account by Pu. The set of converters is loaded by the overflow traffic
concerning all output interfaces and is calculated as the total traffic Awc

that is directed to the R converters, easily deduced from the expression
3.5 of Atr:

Awc = M · F · Atr (3.6)

The traffic Awc is not exponential [MR06a] and has been characterized
by the Equivalent Random Theory[Wil56][Fre80]. This theory allows to
use the Erlang B-Formula for non-Poisson traffics if they are normalized
to the peackedness z. This parameter is calculated as the ratio between
the variance and the mean value of Atr (see formula (3.5) and (3.8)).
It is an index of the variability of the traffic with comparison with the
Poisson distribution for which it results z = 1. The ‘peaky’ traffic that
loads the converters has a greater variability than Poisson traffic and so
z > 1. The variance of the traffic Atr is evaluated through the formula
[Wil56]:

Vtr = Atr · (1 − Atr +
F · M · A1

F · M − F · M · A1 + Atr · F · M + 1
) (3.7)
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taken from the Equivalent Random Theory and applied to the multi-fiber
scheme. The peackedness z can be then expressed as:

z =
Vtr

Atr

(3.8)

The packet loss probability Pbwc experienced by the converters can be
then expressed as [Fre80]:

Pbwc = B(
R

z
;
Awc

z
) (3.9)

Finally the overall packet loss probability is formulated as:

PLoss = Pu + Ptr · (1 −
Pu

Ptr

) · Pbwc (3.10)

where, again, (1 − Pu

Ptr
) takes into account that part of traffic that does

not occur in output contention. The extension to the shared per node
case is quite straightforward. The same approach is indeed adopted. The
only changes affect the expression of the variance of the traffic Atr and
of the total traffic Awc directed to the converters that become:

Anode
wc = M · F · N · Atr (3.11)

and

V node
tr = Atr ·(1−Atr +

F · M · N · A1

F · M · N − F · M · N · A1 + Atr · F · M · N + 1
)

(3.12)
being the pool of converters in this case shared among all N × F × M
channels. The validation of the model through comparison with simula-
tion results will be shown in the results section.

3.5 Quality of service in multi-fiber archi-

tectures

In this section some techniques to support quality of service for the afore-
mentioned node architectures are presented. As it will be shown, by re-
serving node resources as converters and/or wavelengths, it is possible
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to achieve good differentiation between distinct classes of service. These
techniques are independent of the converters sharing policy and can be
applied to both architectures considered in this work. Let’s assume that
two classes with different priorities have to be served. They will be re-
ferred as High Priority Class(HPC) and Low Priority Class(LPC). As
the converters reservation is concerned, let’s now assume that a threshold
T1 is considered for the set of C converters (with T1 < C). Upon each ar-
rival the control unit checks out the class that the packet belongs to and
the number S of free converters. This number is then compared to T1. If
S ≤ T1 the packet is served by one of the converters, if necessary, only if
it belongs to HPC. In this case LPC packets cannot be converted. On
the other way, if S > T1 there is no restriction for the LPC packets and
they can be converted by any TWC. The effectiveness of this method
depends of course on T1, that determines the percentage of converters
used by the HPC but also on the total number of wavelength converters
and on the percentage of HPC packets with respect of the total traffic.
The same principle can be applied to the wavelength domain, meaning
that the output channels with their associated FDLs can be reserved
by the HPC. When a packet is processed, the control unit verifies how
many channels are free in the corresponding buffer. If this number is less
than or equal to the threshold T2 only HPC packets are served whereas
the LPC packets are rejected. Obviously T2 must be less than the total
number of channels per interface F ×M . Both T1 and T2 can be greater
than zero and can be either the same or not. So a joint reservation of
the converters and of the output channels can be implemented to opti-
mize the design of the quality of service of the two classes. Next section
will show some numerical examples as results of the application of these
techniques.

3.6 Numerical results

3.6.1 General performance

In this section simulation results and model validation are discussed. An
ad hoc simulator written in C language has been developed and run.
Simulation set up is as follows: a 4 × 4 switch is considered. The total
number of output channels F × M for each interface is kept constant
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at 32. Six different configurations for the multi-fiber architectures are
taken into account depending on the number of wavelengths multiplexed
on the fibers. These six configurations can be labeled with the couple
(F,M) equal to (1, 32), (2, 16), (4, 8), (8, 4), (16, 2) and (32, 1). The first
case represents the single-fiber case and the last configuration is the other
extreme case where each fiber carries only one wavelength. The incoming
traffic is Poisson distribution and the packet length is exponential with a
mean of 500 bytes. The bit rate of operation is 2.5 Gbit/s. The average
load per wavelength is equal to 0.8. Unless stated the buffer granular-
ity D will be taken equal to the average packet length. Shared per link
architecture is first analyzed. In figure 3.3 the packet loss probability
(indicated with PLP in the following) is plotted as a function of the
number of converters for different buffer capacities. All six configura-
tions for the couple (F,M) are taken into account. The buffer parameter
B indicates the number of FDLs in the optical buffer. It varies in the four
graphs from 1(a) to 8(d) with intermediate values of 2(b) and 4(c). B
equal to 1 is the buffer-less case when buffer can provide only cut through
(zero queue length). In these first figures the wavelength repetition op-
tion and the WT algorithm for contention resolution are adopted. The
multi-fiber scheme improves the performance when the number of fibers
increases for limited converters availability. This benefit is due to the
isolation of contention resolution in different space domains (the distinct
fibers) that provides the presence of more than an instance of the same
wavelength on different fibers of the same interface. The configuration
for (F,M)=(32,1) is independent of the number of converters since the
wavelengths are all the same. Performance tends to saturate, as known,
with a sufficiently high number of converters and the less is M the faster
is the saturation.

3.6.2 Contention resolution algorithms

In figure 3.4 the WT and TW techniques are compared for shared per link
converters by considering the repetition of the same set of wavelengths
on different fiber. B is equal to 4. Configurations with (F,M) = (16, 2)
and (8, 4) are plotted. A different behavior of the two techniques is
evident with distinct region of convenience. TW performance improves
much quicker with the number of converters but requires more TWC at
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Figure 3.3: Packet loss probability as a function of the number of con-
verters per output interface, shared per link architecture, WT algorithm,
wavelength repetition and B = 1(a), 2(b), 4(c), 8(d).

the crossing point. This is because with only few converters available
the blocking is more concentrated on the set of converters so it is more
important to optimize their use. As R increases and, in particular, it
becomes much greater than the number of channels F × M , the set of
converters becomes a lossless system, while contention mainly occurs in
the time domain so the TW technique is more suitable to reduce blocking
by optimizing the buffer usage. Figure 3.5 shows that the multi-fiber
scheme does not have any further advantage when every fiber carries a
different set of wavelengths and no wavelength repetition is applied. For
this case every packet that finds its wavelength busy must convert and
the set of TWCs results to be more loaded than before. As a consequence
the performance obtained by varying F and M remains the same of the
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Figure 3.4: Packet loss probability as a function of the number of the
converters, comparison between TW and WT for shared per link archi-
tecture, B=4, (F,M)=(16,2),(8,4), wavelength repetition.

single-fiber scheme which, as seen before, is less advantageous than the
multi-fiber scheme. In figure 3.5 both TW and WT techniques show a
trend similar to the previous figure. As said the three curves representing
the three different configurations overlap each other. It turns out that
the scheme without repetition is not appealing either in terms of loss
probability or in terms of conversion.

3.6.3 Architecture comparison

Performance for the shared per node structure is plotted in figure 3.6
and a comparison with the shared per link results (figure 3.3) is shown
in figure 3.7. To fairly compare the two architectures the total number
of converters is the same. For the shared per link option this number is
equal to N · R whereas for the shared per node option it is equal to C
as indicated in section 3.2. In figure 3.7 the number of converters in x
axis is meant to be the average number of converters per interface which
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Figure 3.5: Packet loss probability as a function of the number of con-
verters, comparison between TW and WT techniques for shared per link
architecture, B=4, no wavelength repetition.

corresponds to C
N

for the shared per node as an indication of the average
number of converters dedicated to each interface. Only the case with
(F,M) = (8, 4) is plotted when B = 4 and B = 8. These results show
that the performance saturates earlier when the converters are shared
per node bringing a further benefit in comparison with the shared per
link case. So the more the converters are shared, the best they work
and as long as the switch complexity is acceptable this option should be
adopted.

3.6.4 Varying buffer granularity

An investigation of the switch behavior as a function of the delay unit
D is now shown. So far this parameter was taken equal to the average
packet length. By varying it, it was observed that this parameter can
significantly influence the performance depending on which configuration
is taken into account. In figure 3.8 the packet loss probability is plotted
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Figure 3.6: Packet loss probability as a function of the number of con-
verters per output interface, with shared per node architecture, B=4,
WT technique and wavelength repetition.

for all possible configurations as a function of the delay unit normalized to
the average packet length which will be indicated as Dn. Again the shared
per link policy is used with a fix number of converters equal to R = 30.
Buffer length is B = 4 and WT technique with wavelength repetition is
applied. Each curve has got its minimum corresponding to a different
value of Dn. For instance (F,M) = (16, 2) and (F,M) = (8, 4) reach
their minimum for Dn = 1 and Dn = 0.7, respectively. This could be a
problem in the switch design phase since the configuration must be known
a priori in order to optimize the buffer space. Another investigation on
the dependency of the buffer granularity is illustrated in figure 3.9 and
3.10 for the two configurations (F,M) = (16, 2) and (F,M) = (8, 4)
respectively. Each curve is obtained by varying the number of available
converters ranging from 0 up to 30.

Another difference can be found between the two configurations re-
garding the number of converters needed to obtain the best performance.
For (F,M) = (16, 2) the minimum is reached with about 10 wavelength
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Figure 3.7: Packet loss probability as a function of the number of con-
verters per output interface, comparison between shared per link and
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converters and performance does not improve by adding more converters.
(F,M) = (16, 2) needs about 20 converters to get to its minimum. So,
in general, configurations with less wavelengths per fiber reach the best
performance with less converters.

3.6.5 Performance with quality of service

Last simulation results concern with the quality of service obtained as
described in section 3.5. The switch architecture considered is the shared
per node one (figure 2). The fraction of HPC is 25 percent. In figure
3.11 the packet loss probability is shown for two classes (HPC and LPC)
and for two configurations (F,M) = (16, 2) and (4, 8) as a function of the
converters percentage reserved to HPC class. In this case no wavelength
is reserved. The total number of TWCs is 20. Wavelength repetition
and WT technique are applied. Service differentiation by incrementing
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Figure 3.8: Packet loss probability as a function of the delay unit nor-
malized to the average packet length, shared per link architecture, R=30,
B=4, WT technique and wavelength repetition.

the percentage of TWC for HPC class is achieved only for those con-
figurations that are sensitive to the use of the converters. When very
few wavelengths (i.e. M = 2) are used on each fiber and the wavelength
repetition is applied, the converters load is very low and the related reser-
vation scheme does not influence the performance of the two classes that
indeed remain the same. On the other hand when many wavelengths
are used on a fiber, the converters reservation is efficient to obtain ser-
vice differentiation between the two classes as it can be seen for the case
(F,M) = (4, 8). In figure 3.12 the percentage of wavelength converters is
fixed at 25 and their total number is on the x axis. (F,M) = (2, 16) and
(4, 8) are considered being more sensitive to the wavelength reservation.
This graph shows how the loss probability behaves varying the total num-
ber of converters from 0 to 100. The best service differentiation is given
for a specific number of total converters after which the performance of
the two classes converges to the same value. With an infinite number of
converters there is no more service differentiation because LPC packets
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Figure 3.9: Packet loss probability as a function of the delay unit nor-
malized to the average packet length, shared per link architecture, B=4,
(F,M)=(16,2), WT technique and wavelength repetition.

can always be converted and sent toward the buffer stage where there is
no class differentiation.

Figure 3.13 refers to the case of joint reservation of both TWC and
wavelength channels. Packet loss probability is still plotted as a function
of the total number of converters. Percentage of converters is fixed at
25. Wavelength percentage reservation is equal to 5 and 25. By compar-
ing with figure 3.12, it can be seen that due to wavelength reservation
the service differentiation is kept for an infinite number of converter as
well. The behavior of the previous figure is avoided and the HPC loss
probability is always distinct from the LPC corresponding curve.

3.6.6 Model validation of the buffer-less case

As model validation is concerned, figure 3.14 refers to an average load
per wavelength equal to 0.5 and figure 3.15 to 0.8 for the shared per link
configuration.
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Figure 3.10: Packet loss probability as a function of the delay unit nor-
malized to the average packet length, shared per link architecture, B=4,
(F,M)=(8,4), WT technique and wavelength repetition.

Validation for the shared per node architecture is plotted in figure
3.16 and 3.17 again for average load per wavelength equal to 0.5 and 0.8
respectively.

In general the model well matches with the simulation results. The
little difference that can be seen especially for the single-fibre case is due
to the approximate evaluation of the variance of the traffic offered to the
wavelength converters.

3.7 Final considerations

In this chapter contention resolution schemes for optical packet switching
are considered and applied to architectures with shared wavelength con-
verters and multi-fibre interfaces. The proposed architectures are able,
depending on the sharing scheme applied, to reduce the bandwidth of
the tunable wavelength converters employed and the overall switch cost.
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Figure 3.11: Packet loss probability as a function of the percentage of
number of converters reserved to HPC, shared per node architecture,
(F,M)=(4,8),(16,2), B=4, C=20, 25% of HPC packets, wavelength repe-
tition and WT technique.

Performance is thoroughly evaluated by simulation and by an original
analytical model in the special case of buffer-less configuration. The ef-
fectiveness of wavelength and delay selection algorithms is discussed and
techniques to support Quality of Service by means of wavelength con-
verters reservation are proposed. In conclusion, the multi-fiber scheme
allows enhancing switch feasibility through wavelength converters band-
width reduction. At the same time the price to pay in terms of space
matrix and buffer complexity must be carefully evaluated. To this end
the insight of matrix implementation is needed: this task is under study
and left for future contributions.
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Figure 3.14: Packet loss probability as a function of the number of con-
verters, comparison between simulation and analytical model, shared per
link architecture, (F,M)=(2,16),(4,8),(16,2), B=1, wavelength repetition
and WT technique, average load per wavelength 0.5.
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Figure 3.15: Packet loss probability as a function of the number of con-
verters, comparison between simulation and analytical model, shared per
link architecture, (F,M)=(2,16),(4,8),(16,2), B=1, wavelength repetition
and WT technique, average load per wavelength 0.8.
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Figure 3.16: Packet loss probability as a function of the number of con-
verters, comparison between simulation and analytical model, shared per
node architecture, (F,M)=(2,16),(4,8),(16,2), B=1, wavelength repeti-
tion and WT technique, average load per wavelength 0.5.
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Figure 3.17: Packet loss probability as a function of the number of con-
verters, comparison between simulation and analytical model, shared per
node architecture, (F,M)=(2,16),(4,8),(16,2), B=1, wavelength repeti-
tion and WT technique, average load per wavelength 0.8.
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Chapter 4

Adaptive routing in WDM
optical packet-switched
networks

4.1 Introduction

In this chapter a core optical packet switching network is first considered
to investigate the effectiveness of statistical multiplexing of packets on
different sets of wavelength paths. Several routing algorithms are pro-
posed and compared that make use of wavelength multiplexing at various
levels, ranging from the single fiber, to a set of fibers including shortest
and even longer network paths. The aim is to design adaptive rout-
ing that outperforms conventional shortest path routing by exploiting
the wavelength domain. Dynamic management consists in using avail-
able network resources by exploiting Wavelength Division Multiplexing
(WDM) with full wavelength conversion in relation to possible relevant
congestion arising in the Fibre Delay Line (FDL) buffer, which is used
to solve contentions between optical packets. Secondly the chapter con-
siders the problem of service differentiation in an optical packet switched
backbone. A QoS routing approach based on different routing and con-
gestion management strategies for different classes of service is analyzed.
Congestion resolution is achieved by using the wavelength and time do-
main and QoS differentiation in the single node is achieved by resource
reservation in the wavelength domain. This is combined with the previ-
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ous alternate routing at the network level. In the chapter the proposed
strategy show to guarantee very good performance to the high prior-
ity traffic with very limited impact on low priority traffic. Last part
is dedicated to the role that adaptive routing can have on one of the
main requirements for an OPS network which is its reliability, that is the
capability to recover from network device or link failure. Dynamic man-
agement of packet routing is studied and applied with the aim of keeping
packet loss as low as possible in the presence of single link failures. A
key parameter is the delay time to detect the failure itself and call the
recovery procedure that must be chosen to optimize resource utilization.
Dynamic recovery is done by using shared alternative paths classified by
their cost expressed in number of hops to reach the destination. Two
different techniques are considered, namely Link Protection (LP ) and
Dynamic Routing (DR), and compared. A simple analytical model for
packet loss probability on the failed link as a function of recovery delay
is presented and evaluated by comparison to simulation results. An ex-
ample of network design is finally described to cope with loss probability
constraints in the presence of failure.

4.2 Network scenario for adaptive routing

The reference network scenario is represented by an optical packet switched
network that acts as a backbone for interconnection of peripheral net-
working areas [DDC+03]. Each physical link between optical packet
routers is assumed to assure bi-directional connections through a couple
of fibres each supporting Dense Wavelength Division Multiplexing. The
Optical Packet Routers (OPR) employ optical switching matrix with a
classical architecture based on an all-optical space switch interconnect-
ing the input/output DWDM fibers. Assuming for simplicity a square
switch:

• M is the number of input and output fibers;

• W is the number of wavelengths on each in/out fibre.

This leads to a (M × W ) × (M × W ) switching fabric, where the
(M × w) inlets/outlets are grouped in M bundles of W wavelengths.
The M fibers correspond to the matrix next hop destinations, while the
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W wavelengths are equivalent in a routing perspective. As a consequence
once the forwarding component of the OPR has decided the output fiber
to satisfy the routing constraints, the output wavelength can be freely
used for congestion resolution in order to optimize the switch perfor-
mance. Furthermore, congestion resolution can be implemented in the
time domain using a delay buffer [HCA98]. A similar delay buffer can be
implemented in several ways, with feed-forward or feedback architecture,
and with simple fiber delay lines (FDLs) or other hardware architectures.
Nonetheless, the basic logical behavior is the same: a packet is delayed by
a certain amount of time by sending it to the proper hardware resource
that can host up to k packets at a time. For the sake of simplicity, in
this chapter the possibility to have more than one access to the optical
buffer per packet is not considered, as it would be possible with a feed-
back architecture and re-circulation of packets. Congestion resolution is
implemented by means of scheduling algorithms that aims at balancing
the load on the w wavelengths, minimizing loss of packets. Once the
forwarding algorithm has determined the next hop fiber, the switch con-
trol logic schedules the packet for a given wavelength or for the optical
buffer if it has to be delayed. Ideally, in the buffer a packet should be
delayed by an amount of time that is just enough to have it ready when
the transmission wavelength will be available. Unfortunately the buffer
has a limited time resolution and it may well be that the delays avail-
able are just an approximation of the required one. As a consequence
gaps between packets may arise, reducing the available bandwidth at
the output and therefore being detrimental for performance. In the case
of asynchronous variable length packets several scheduling algorithm for
congestion resolution have been studied, at various level of complexity.
The Void Filling algorithm proposed in [TYC+00] keeps track of the
whole spectrum of packets scheduled and, when a new packet has to be
delayed, tries at first to fit it into one of the existing gaps, if any. The
Minimum Gap (MinGap) algorithm proposed in [CCC01] does not con-
sider the gaps and just keeps track of the times the last scheduled packet
will end transmission on each wavelength. A new packet is scheduled
on the wavelength where the gap is minimized (i.e. requiring the delay
that is best approximated by the delays available). The Minimum Length
(MinLen) algorithms does not consider the gaps but focus on the queue
length and aims at reducing the overall latency by queuing a new packet
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into the shortest queue. The Void Filling algorithm is better performing
but requires a lot of processing effort, the MinGap and MinLen latter is
less complex but also less performing, therefore the choice is a matter of
trade-off. The use of the Minimum Gap algorithm is the assumption on
the chapter.

4.3 Algorithms for adaptive routing

Generally speaking, routing algorithms can be static or adaptive (dy-
namic) [CGK99][BSS95]. The former algorithms define the routing ta-
bles and the consequent forwarding once and for all, whereas the latter
route traffic by exploiting information regarding the state of the net-
work. The adaptive algorithms may be further specialized depending on
the number and on the costs of the paths they will consider to take the
forwarding decision. The cardinality of the set of paths considered per
source/destination pair may range from just the shortest-paths up to a
pool counting all the available paths, shortest or not [RM02]. This sec-
tion focuses on adaptive routing algorithms for an optical packet switched
network with WDM links. The routing algorithms are adaptive in the
sense that they will consider an alternative to the shortest path when con-
gestion arises. Moreover they will use the wavelength domain to solve
congestion in the network and therefore minimize the packet loss proba-
bility. In particular the proposed algorithm have been designed to com-
bine the flexibility of alternate routing with the power of multiplexing
packets over a large set of wavelength. The starting assumptions for this
work are that the algorithms:

• start from the knowledge of the network topology and of the traffic
matrix.

• are adaptive and distributed, i.e. depending on the network state
information and applied at each node at the time a packet needs
to be routed.

The former assumption is justified by the fact that, in a scenario of
a wide-area optical network providing geographical connectivity among
major European cities, the network topology is strictly constrained by
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political, economical and logistical factors. Moreover the traffic matrix
can be assumed to be defined a priori in relation to the user requirements.
The latter is typical of existing packet switched network like the Internet
and has proved to be a flexible and fault proof solution.

The proposed algorithms start from a set of known data that are
obtained by the simple knowledge of the network topology in a few cor-
related steps.

• Calculate the length, measured in number of hops, of the set of
existing paths per source-destination pair.

• Count and sort the set of existing paths according to their cost
(hop count).

• Select the default set (used at the first attempt to route a packet)
and the alternate sets of routing paths (used as an alternatives
when the default set is congested) according to the different routing
strategies. Different algorithms will use different alternate subsets,
both the number and the cost of the paths included in the sub-sets
characterize each algorithm.

• At each node create a routing table where is indicated the output
port (fiber) per each path to a given destination.

Starting from the routing table and the default and alternate sub-sets
of routes, defined according to the previous steps, the routing algorithms
perform, on a per packet basis, two main steps:

• Search for a wavelength of the fibers corresponding to the routing
paths in the default sub-set to which the packet can be assigned for
transmission, either immediately or after being delayed of a proper
amount in the optical buffer: this will be called the wavelength
selection phase of the algorithm.

• If no such wavelength is available and the wavelength selection is
unsuccessful.

• Search the alternate sets (if any) of paths and repeat the wavelength
selection;
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• If an available wavelength is not found neither in the default set
nor in the alternate sets of routes the packet is dropped.

Starting from these concepts the chapter aims at investigating the
benefit that is obtainable in term of network performance by using both
alternate routing and wavelength multiplexing in a combined way. With
wavelength multiplexing or sharing the used strategy is addressed by the
forwarding algorithm to choose the wavelength to transmit the packet
among the set of wavelengths on the next hop identified by the routing
algorithm. Two wavelength strategies have been considered:

1. Partial sharing : wavelength multiplexing is performed within a
single fiber, corresponding to a path between source and destination
that is identified by the routing algorithm beforehand.

2. Complete sharing : wavelength multiplexing is extended to all fibers
(paths) of a given set of routes, therefore both the default and
alternate set of routes may include several choices.

In terms of alternate routing four possible alternative will be taken
into account:

1. NA (No Alternative) or Single Link Choice (SLC): in which the
routing algorithm just uses a default set that includes one shortest
paths between peers.

2. SA (Single Alternative): in which a default and an alternate set of
routes are considered, both including shortest paths; in this case
the alternate set exists if and only if several shortest paths of the
same length exist between peers.

3. MA (Multiple Alternative): in which a default and several alter-
nate sets of routes are considered. In the algorithms described in
the following will be limited to the two sets, the former including
the other shortest paths not included in the default set, the latter
including the paths of length equal to the shortest plus 1 hop.

4. All Link Choice (ALC), in which several paths of increasing length
are included in the default set and the forwarding algorithm choose
between them according to a strategy that is not driven by wave-
length multiplexing and not by routing issues.
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By differently coupling the previously defined wavelength sharing
techniques (PS and CS), with the link selection techniques (SA and MA),
some different routing algorithms can be defined, which are expected to
affect in a different way the network performance. In the remaining part
of the section the proposed algorithms for adaptive routing will be de-
scribed in depth, by presenting first those adopting the PS technique and
then those based on a CS approach.

4.3.1 PS algorithms

In this section some routing algorithms that are based on the Partial
Sharing principle previously explained are described. The all consider a
default set of routes including only one shortest path between source and
destination. The alternate sets are defined according to the algorithm
and may be:

1. an empty set.

2. a set including paths of length equal to the shortest if available but
not included in the default set.

3. a set including paths equal to the shortest plus 1 hop.

• SL (Single Link choice). It’s the easiest routing algorithm. This
algorithm is put in this section even if there is no real alternate rout-
ing but just partial sharing of wavelengths on the shortest path is
used. In fact it considers only one routing table that implements
the shortest path without considering any other alternative. There-
fore this algorithm uses only the default set of routes that includes
the shortest path calculated with standard algorithms such as Djik-
stra. When a packet arrives to a node, the next link is fixed by the
routing table and the packet is forwarded to the wavelength chosen
with the Minimum Gap algorithm.

• PS−SA (Partial Sharing with Single Alternative). This algorithm
defines the default set as previously explained but also defines an
alternate set including a second shortest path route if any avail-
able. It applies partial sharing to the shortest path in the default
set. When congestion arises on this fiber, meaning that a packet
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loss would occur, before dropping the packet it seeks another wave-
length on the second sub-set, including an alternate shortest path
if available.

• PS − MA (Partial Sharing with Multiple Alternative). This algo-
rithm considers a default set with the shortest path route and two
alternate sets including either other shortest path routes if avail-
able and/or paths 1 hop longer than the shortest. As in PS-SA the
algorithm reacts to congestion on the default route and therefore
attempts to forward the packet to the paths in the first and sec-
onds alternate set. It first searches the alternate set including the
other existing shortest paths and, in case this is empty or busy as
well, will test the alternate set including the longer paths. In both
cases the algorithm will choose one of the free wavelengths if any
available or that requiring the shortest delay.

4.3.2 CS Algorithms

The algorithms considered in this section differ from the previous ones
because mainly they do not have a default set of routes including just
one shortest path, but including a full set of paths (shortest or not) in
such a way that the choice of the wavelength is the dominant criteria
used to decide how to send the packets.

• CS − SA (Complete Sharing with Single Alternative). As the pre-
vious two cases this algorithm considers only shortest paths but it
puts all of them in the default set, therefore it checks all the wave-
lengths available on shortest paths, without choosing a default one
and then waiting for congestion to arise. In practice when a packet
arrives to a node this algorithm looks for the best wavelength avail-
able among all of those that belong to all shortest paths. If two
wavelengths belonging to different links provide the same delay
queue a random choice is made.

• CS − MA (Complete Sharing with Multiple Alternative). For this
algorithm if there is a second shortest path available then the de-
fault set is composed by the two shortest paths (alternate set is null)
otherwise the default set includes the first shortest path and all the
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longer paths (with still no alternate set). This algorithm compares
the performance of the first shortest path with the second short-
est alternative if available and selects that one that provides the
shortest delay. If there is no shortest alternative it looks for those
higher cost paths and compares their performances with the first
choice. Again if more than one wavelength belonging to different
paths provide the same minimum delay a random choice is made.

• CS − AL (Complete Sharing with All-Links considered). It’s the
more dynamic algorithm and requires the most complex control
logic. The default set is composed by all paths available, shortest
or not. In practice a packet is forwarded on the wavelength that
provide the best delay among all of those that belong to all paths
available. If more than one link provides the same delay again a
random choice is made.

4.3.3 Numerical results

The reference network topology adopted for numerical evaluations is a
simplification of the European Optical Network (EON) considered in the
COST 266 project [Cos03]. The network is assumed to connect a set
of European cities, with the meshed topology shown in figure 4.1. The
network consists of 15 nodes interconnected by 24 optical links at 2.5
Gbit/sec. The links are bi-directional, i.e. are assumed to be character-
ized by a pair of unidirectional fibers, on which packet-oriented traffic is
sent by optical packet routers supporting wavelength routing capabilities
and considered to be both source and collector of traffic in the optical
network.

In this section results that have been obtained by simulating the net-
work with an ad hoc simulator are shown. In the first simulations when
a node generates a packet, its destination is chosen randomly providing
a balanced load towards each destination. Each algorithm is tested with
an overall number of packets of 50.000.000 equally divided between all
the sources. The packet size distribution is exponential with average and
minimum length of 500 an 40 bytes respectively. Value of granularity D
in bytes was assumed to be 500 bytes as well and the number of FDLs
B equal to four for each wavelength. The traffic from each node is sup-
posed to be exponential with Poisson distribution. For each source of
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Figure 4.1: The reference network topology
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Algorithm Average # of λs per link Average # of hops
SL 36.45 2.36

PS-SA 36.45 2.36
PS-MA 36.45 2.36
CS-SA 36.89 2.36
CS-MA 46.33 2.96
CS-AL 48.29 3.01

Table 4.1: Routing algorithms comparison in case of balanced load.

the network the input traffic is generated by 80 M/M/1 queues each one
loaded with 0.5, resulting in a 40 Erlangs load from each node. The net-
work dimensioning in terms of wavelengths was performed according to
the wavelength sharing policy applied. The procedure used is to allocate
as many wavelengths per fiber as required to have an average load per
wavelength of 0.8 Erlangs, in accordance to the known traffic matrix.
The links involved in this calculation depend on the specific adaptive
algorithm and in particular on the default set of links. For instance
the first three algorithms have the same default set of links and so the
procedure for the wavelength assignment will be the same. The quality
parameters considered are the overall packet loss probability (PLP), the
average number of hops and the average number of wavelengths per link
that basically determines the effective cost of the network. In figure 4.2
results on PLP are plotted mean values of number of wavelength per link
and number of hops crossed are shown in table 4.1. These results show
the very significant improvement that can be obtained by increasing the
level of adaptability, but also the slight increase in the network cost and
number of hops that is the price to pay to use longer alternative paths.
In fact the number of wavelengths increases in the CS cases and in partic-
ularly when longer paths are considered. By providing more and longer
routing alternatives the CS algorithms keep the packet within the net-
work longer as shown by the increase of the average number of hops. By
doing this they also add traffic to the link in general and therefore need
a higher number of wavelength to handle the same total input traffic.

To provide more information to compare the algorithms proposed,
the fairness and the ability to deal with un-balanced traffic conditions
are also analyzed. Regarding the fairness it can be expected that dif-
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Figure 4.2: Comparison of the average PLP for different routing algo-
rithms in the reference network

ferent links experience different performances depending on the number
of wavelengths that they carry and the traffic that they have to handle.
A link with a bigger overall load, and therefore with a greater number
of wavelengths all loaded with 0.8, works better than a link with less
overall load and less wavelengths. This can be explained with the ef-
fect of buffers sharing among all the wavelengths assigned to each link
which is obviously bigger when there are more wavelengths. For each al-
gorithm besides the packer loss probability (PLP) following parameters
are calculated and shown in table 4.2:

• the average packet loss probability among all links;

• the coefficient of variation, that is the ratio between the estimated
standard deviation and the average PLP and can be taken as an
estimate of the variability of the values from the average[CCRZ03];

• the range that is the difference between the smaller and the larger
value of PLP[CCRZ03].
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Algorithm Average PLP Coeff. of variation Range
SL 1.31E-4 4.42 3.32E-3

PS-SA 1.24E-4 4.32 3.12E-3
PS-MA 6.57E-6 6.38 2.91E-4
CS-SA 1.21E-4 4.68 3.34E-4
CS-MA 3.09E-6 6.75 1.45E-4

Table 4.2: Average packet loss probability, coefficient of variation and
range values for the different algorithms

Since in all the cases there is at least one link whose loss is null, the
range value coincides with the maximum value. It can be said that those
algorithms that are allowed to use only shortest paths (SL, PS-SA, CS-
SA) are the best performing in terms of coefficient of variation whereas
those ones that are free to explore even the higher cost paths (PS-MA,
CS-MA, CS-AL), provide a lower value of the LP among all the links
considered singularly.

To test un-balanced traffic load conditions simulations were performed
with 10 per cent of the traffic forced towards some nodes, providing a
bigger load for some links. For this test only PS-MA case and CS-MA
case were simulated. Again with 50.000.000 packets simulated the results
shown in table 4.3 were obtained. As it was expected the CS-MA algo-
rithm reacts better providing the same performance of the previous case.
The PS-MA algorithm gets worse by two orders of magnitude instead. In
the balanced load case the PS-MA nearly reached the same performance
of the CS-MA exploiting less resources but it’s not able to assure the
same performance in a not balanced case. On the other hand the CS-
MA seems to be not affected by this un-balanced traffic. It must also be
said that this test depends a lot on which links are going to increase their
load and which ones are going to decrease their load instead. In fact, as
said before, the links can experience different situations, depending on
their position in this particular topology and so the amount and the type
of traffic can be different from link to link. Different unbalancing for the
network loads were tested and in table 4.3 the average results obtained
are shown.

Regarding the performance improvement of the adaptive algorithms,
one could think they are just due to increase of network capacity used to
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Average # of ls per link Average PLP Average # of hops
PS-MA 36.45 5.68E-4 2.36
CS-MA 46.33 6.98E-6 2.97

Table 4.3: Comparison for unbalanced load

Average # of ls per link Average PLP Average # of hops
SL 48.29 3.53E-2 2.29

CS-AL 36.45 2.08E-1 2.62

Table 4.4: Comparison for CL and CS-AL algorithms with swapped start-
ing conditions in terms of wavelengths assigned per link

guarantee the same load per wavelength. To provide an answer to this
remark and prove the real effectiveness of the more dynamic algorithms
SL and CS-AL were compared, which can be described as the most static
and the most dynamic respectively, by running them on the network set
up for the other. In practice the starting conditions between the two cases
were swapped. Referring to the first table, the SL algorithm will run with
an average number of wavelengths of 48.29 and so the CS-AL with 36.45
wavelengths per link. The result (table 4.4) of the CS-AL performance
was quite predictable, having much less wavelengths to exploit comparing
to the previous case. Not so predictable was the performance of the SL
algorithm instead. In fact it doesn’t improve at all but actually the PLP
increases quite a lot. It can be said that the improvement of the CS-
AL in the previous conditions wasn’t only thank to a greater number of
wavelengths assigned but it comes from two main aspects: the dynamic
algorithm in itself which definitively exploits the resources better and
the approach that is used that is to calculate the number of wavelengths
by knowing how the algorithm would work and so predicting how many
wavelengths would be needed to each link to face the overall input traffic.

So far the simulations were made supposing the number of FDLs
equal to four, that means maximum delay equal to three granularities.
With the next simulations it was tested how the algorithms change their
performances in function of this value. Algorithms for 1, 2, 3, 4 and 5
fiber delay lines were evaluated. Note that the first case basically means
absence of buffers, being the maximum delay equal to zero. In figure
4.3 the results show that all algorithms perform with the same order
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Figure 4.3: PLP as a function of the number of delay lines in the network
nodes, comparing the various algorithms

of magnitude when there is no buffer available. As soon as the buffer
dimension increases those algorithms with multiple alternative improve
more than those using only the shortest paths. In particular the figure
shows that the performance gap between the more static (SL, PS-SA, CS-
SA) and the more dynamic algorithms (PS-MA, CS-MA, CS-AL) widens
with the increase of the optical buffer size, proving the better use made
by these algorithms of the queuing resources available in the network.

4.4 QoS in Optical Packet Switching

One of the emerging needs in present day networking is the support of
multimedia applications, which demands real time information transfer
with very limited loss to provide the end-users with acceptable quality
of service (QoS). At the same time economics require an efficient use
of the network resources. Assuming that internetworking will be pro-
vided by the IP protocol, and accounting for its inability to manage QoS,
techniques for QoS differentiation must be implemented in the transport
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networks. Significant effort has been developed to define QoS models.
In backbone networks the most interesting solutions proposed to solve
the QoS problem deal with a limited number of service classes collect-
ing aggregates of traffic flows with similar requirements. This approach
can greatly improve scalability and reduce the operational complexity
[BBC+98]. Aggregate QoS solutions such as DiffServ are a viable ap-
proach also for OPS networks although, because of the limitations of
the optical technology, the number of QoS classes must be kept small to
minimize operational efforts. In fact, complex scheduling algorithms are
not applicable because of the peculiarity of queues in the optical domain,
which usually provide a very limited queuing space being implemented
by means of delay lines that do not allow random access [HCA98]. This
means that traditional priority-based queuing strategies are not feasible
in OPS network, and QoS differentiation can be achieved only by means
of resource reservation strategies. Previous works show QoS differentia-
tion in an OPS network can be provided with good flexibility and limited
queuing requirements by means of resource reservation both in the time
and wavelength domains [CCR02][CCRZ04]. These works deal with al-
gorithms for QoS management implemented at the switching node level.
Other opportunities arise when considering the routing decisions. In this
chapter the study of QoS differentiation mechanisms at the network level
is extended, by investigating how the network topology properties can be
exploited together with suitable QoS algorithms in order to differentiate
the quality along the network paths.

4.4.1 QoS management in OPS networks

A network capable of switching asynchronous, variable-length packets
or bursts is assumed. Therefore the results presented in the following
may refer both to an OBS network implementing queuing in the nodes
[GBPS03] or to an OPS network [OSHT01]. In the following it will gen-
erally be referred to an OPS network and assumed that two classes of
traffic exist, namely high priority (HP ) and low priority (LP ). Optical
switches are assumed to resolve congestions by means of the wavelength
and time domains. The issue of switching matrix implementation is not
explored but again a general switching node with N input and N output
fibers, carrying W wavelengths each is considered. The switch control
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logic reads the burst/packet header and chooses the proper output fiber
among the N available. Packets contending for the same output are mul-
tiplexed in the wavelength domain (up to W packets may be transmitted
at the same time on one fiber) and, if necessary, in the time domain
by queuing, implemented with fiber delay lines (FDLs). The FDL buffer
stores packet waiting to be transmitted but does not allow random access
to the queue. Therefore the order of packets outcoming from the buffer
can not be changed and priority queuing is not applicable. Thus QoS
management must rely upon mechanisms based on a-priori access control
to the optical buffers. In general, after the output fiber has been deter-
mined, the switch control logic must face a two-dimensional scheduling
problem: choose the wavelength and, if necessary, the delay to be as-
signed to the packet. This problem is called the wavelength and delay
selection (WDS) problem. An optimal solution to the WDS problem is
hardly feasible, because of computational complexity and heuristics were
proposed in the past [CCRZ04][CCC01][CCRZ03] as said in section 4.2.
Here the minimum gap algorithm [CCC01] is again used. In this scenario
QoS differentiation is achievable in the node by differentiating the amount
of resources to which the WDS algorithms is applied. [CCRZ04] showed
that this can be done adopting either a threshold-based or a wavelength-
based technique. In the former case, the reservation is applied to the
delay units. The WDS algorithm drops incoming LP packets if the cur-
rent buffer occupancy is such that the delay required is greater than or
equal to the threshold, while HP packets have access to the whole buffer
capacity. In the latter case the reservation is applied to the wavelengths.
A subset of K ≤ W wavelengths on any output fiber is shared between
HP and LP packets while the remaining W − K wavelengths are re-
served to HP packets. Generally speaking, wavelength reservation is
more promising because of the larger amount of resources available that
provide more flexibility to the algorithms. This is because WDM systems
are continuously improving and the number of available wavelengths per
fiber is getting larger and larger. On the other hand FDL buffers are
bulky and should be kept as small as possible, therefore the number of
delays that can be implemented is fairly limited and is probably not going
to improve much in the future. The aforementioned approach provides
QoS differentiation at the single network node, but does not tackle the
problem at the whole network level. A further extension is to define QoS
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routing algorithms to obtain even further service differentiation by com-
bining QoS management at the routing level with QoS management in
the WDS algorithms. This chapter assumes a meshed network topology
and shortest path routing. Traffic is normally forwarded along the short-
est path but alternate paths of equal or longer length are also identified
and can be used. Two possible routing strategies defined in previous
section are here reminded:

• Single Link Choice (SL), that implements a conventional shortest
path routing based on minimum hop count and do not use alternate
paths;

• Multiple Alternative (MA),besides the shortest path calculates al-
ternate paths that are used by the network nodes when the link
along the shortest path (also called default link) becomes congested.

QoS management is achievable by differentiating the concept of con-
gestion and/or providing different alternatives to LP and HP traffic.
The proposal analyzed here is as follows.

• The WDS algorithm works with wavelength reservation according
to a partial sharing approach; H out of the W wavelengths available
are reserved for HP traffic while the W −H remaining are shared
between HP and LP traffic. Two options are considered:

1. The H reserved wavelength may be fixed, namely the W wave-
lengths available are ordered and the reserved wavelengths are
λi with i = 1, . . . , H (FIX strategy).

2. Any H wavelengths are reserved based on the actual occu-
pancy, namely when at least W −H wavelengths are available
both LP and HP packets may be transmitted, otherwise when
less than W − H wavelengths are available only HP packets
can be transmitted (RES strategy).

• In the routing algorithms congestion is defined according to the
wavelength occupancy to determine wavelength availability, when
at least T out of W wavelengths are busy the fiber (and the path
to which the fiber belongs to) is considered congested. The value
of T is different for different classes of service; for LP traffic
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TLP = W − H < W , while for HP traffic THP = W . This means
that for the LP class congestion arises before and alternative path,
if any, should be used more frequently.

• Alternate routing is used for LP traffic but not for HP traffic.
Therefore HP traffic is always routed with a SL choice, while LP
traffic is routed with a MA choice, and alternate paths are used
when congestion is present.

The basic idea behind this approach is that the HP traffic stream
should be preserved intact as much as possible. Congestion and alter-
nate routing will modify the traffic stream, because of loss, delay, out
of sequence delivery etc. Therefore resources to HP traffic are reserved
to limit congestion phenomena. There is no rely on alternate routing to
avoid as much as possible out of order packets.

4.4.2 Network performance analysis

In this section numerical results are provided to evaluate that the pro-
posed techniques for QoS management may achieve service differentiation
at the whole network level. Performance is evaluated in terms of packet
loss probability (PLP). Numerical results were obtained by using an ad-
hoc, event-driven simulator. The reference network topology is shown in
figure 4.4 and consists of 5 nodes interconnected by 12 fiber links carry-
ing 16 wavelengths each. Traffic enters the network at any node and is
addressed to any other node according to a given traffic matrix.

The network adopts a connectionless transfer mode, with traffic gen-
erated by a Poisson process. The packet size distribution is exponential
with average value equal to the buffer delay unit D measured in bytes.
This choice minimizes the packet loss at the node level when adopting
the Minimum Gap algorithm [CCC01]. The traffic matrix has been set
up as follows, with two alternatives.

• Balanced traffic matrix (B): the traffic distribution in the network is
uniform since each wavelength carries the same average load (80%).
With this approach the input load at different ingress points of the
network may clearly not be the same.
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• Unbalanced traffic matrix (U): in this case the traffic load at the
ingresses of the network is assumed to be the same. By making
this choice the links have a different average load per wavelength,
with the only constraint that the maximum value cannot overtake
a fixed value (80% in our simulations).

Since in the balanced case each link is loaded in the same way, the
average loss probability of the whole network as an evaluation parameter
is considered. On the other hand, in the unbalanced case this parameter
may not be representative for performance evaluation, therefore the worst
loss probability among all links will be taken into account.

At first figure 4.5 compares the FIX and RES strategies for wave-
length reservation. The graph clearly shows that the RES strategy per-
forms better for both traffic classes. This result was expected and it is
due to the better exploitation of the network resources (the wavelengths
in this specific case). In the RES case the reserved wavelength pool is dy-
namically adjusted to the present state of traffic requests, with a sort of
call packing approach. Because of the clear advantage of this reservation
strategy, in the following it will be assumed that RES will be used. In
figure 4.6 the packet loss probability is shown for different routing algo-
rithms (SL and MA) and different traffic matrices (B and U) considering
undifferentiated traffic.

It is clear that MA performs better than SL even though the gain

72



1.0e-008

1.0e-007

1.0e-006

1.0e-005

1.0e-004

1.0e-003

1.0e-002

1.0e-001

1.0e+000

 0  1  2  3  4  5

P
LP

No. of reserved wavelengths

FIX-LP
RES-LP
FIX-HP
RES-LP

Figure 4.5: Comparison between FIX and RES.

0.0e+000

2.0e-004

4.0e-004

6.0e-004

8.0e-004

1.0e-003

1.2e-003

B-SL B-MA U-SL U-MA

P
LP

Figure 4.6: Packet loss probability for SL and MA algorithms for undif-
ferentiated traffic and for

73



1.0e-008

1.0e-007

1.0e-006

1.0e-005

1.0e-004

1.0e-003

1.0e-002

1.0e-001

1.0e+000

 0  1  2  3  4  5

P
LP

No. of reserved wavelengths

B-SL LP
B-MA LP
B-SL HP

B-MA HP
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balanced traffic matrix varying the number of reserved wavelengths

is not that big. This can be explained by considering that the network
topology is only composed by a limited number of hops and not so many
routing alternatives may be actually exploited as, for example, shown in
section 4.3 entirely dedicated to adaptive where it was proved that dy-
namic algorithms perform much better than the static ones in presence
of a bigger and more complex network[CCM+04]. However, it is impor-
tant to take into account that MA keeps packets within the network for
longer and then the transmission delay becomes bigger than the SL case.
This is why the routing of HP packets always adopts SL. Therefore the
choice between SL and MA is relevant only to the routing of LP pack-
ets. Since results for the balanced and unbalanced traffic matrix are very
similar, only the balanced case is shown in the following.

In order to understand how different choices affect the network behav-
ior, figures 4.7 and 4.8 show the results obtained by different approaches.
First performance assuming a fixed percentage of the HP class set to
20% are evaluated while the number of wavelengths reserved to HP class
varies from 1 to 4 out of 16 on each link (figure 4.7). Then, the percent-
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Figure 4.8: Packet loss probability for high and low priority classes with
balanced traffic matrix varying the percentage of HP traffic

age of HP input traffic varies between 10% and 50% while the number
of wavelengths reserved to HP class is fixed to 3 for each link (figure
4.8). As expected, the higher the number of dedicated wavelengths, the
higher the gain in terms of loss probability that can be obtained for the
HP class. When 1 to 4 wavelengths are reserved, the loss probability
improves by three orders of magnitude, while the performance of the LP
class is barely affected. Packet loss probability remains nearly constant
at one order of magnitude worse than the undifferentiated case. HP class
reaches very low packet loss probability (10-7) when resource reservation
is equal to 25% (i.e. 4 wavelengths) of the whole set. Moreover, it is also
not affected by the fact that LP class can be routed in different ways.
On the other hand, for a very low percentage of HP traffic, good level
of performance may be achieved. When HP traffic grows over the 10%
performance starts getting worse quite rapidly, while the LP class again
seems to be slightly affected. It follows that in case a given loss proba-
bility is required by HP traffic, the admission to the network has to be
kept under control in order to avoid performance degradation due to the
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limited resources reserved to HP class. A good degree of differentiation
between the two classes may be obtained in both cases reaching up to
four orders of magnitude, while the adaptive routing strategy for LP
traffic allows a further performance improvement. The results presented
in figures 4.9 and 4.10 let understand how the amount of reserved re-
sources and the percentage of HP traffic are related when a given value
of the HP class packet loss probability (PLP ) is required. Only the
SL algorithm is considered here. As expected, in case a given packet
loss probability has to be guaranteed for an increasing percentage of HP
traffic, more resources must be reserved. Furthermore, figure 4.10 shows
the corresponding performance of the LP class.

4.4.3 Network design

In this section a network design procedure is presented. The reference
network is the same as above but the aim now is to calculate, with rela-
tion to the SL routing algorithm and to the traffic matrix adopted, the
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Figure 4.10: Relation between the LP traffic percentage and the per-
centage of resources reserved for given packet loss probability

number of wavelengths required per fiber so that a given average load per
wavelength is obtained. The main assumption is that all nodes generate
the same input traffic which is uniformly distributed to the other nodes.
The input traffic value is chosen so that the total number of wavelengths
is very close to 16 × 12 = 192 as in the previous case, each wavelength
being loaded at 80%. This allows a better comparison with almost the
same cost in terms of wavelengths. The resulting resource distribution
varies from 7 to 28 wavelengths per link. In the design procedure it is
important to adopt the MA approach, otherwise performance decreases.
This is due to the fact that SL, not sharing the wavelength resources,
does not achieve load balancing. With the MA approach performance is
the same as the balanced case with the advantage that the traffic matrix
is now imposed by user needs instead of network configuration as before.
In figure 4.11 the performance of SL and MA is shown for both classes
varying the percentage of wavelengths reserved to HP traffic (set to 20%).
Obviously, when the percentage of reserved wavelengths is low there is a
bad service differentiation between the two classes. Moreover the trend
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PLP It. 0 1 2 3 4 5 6 7 8 9 10 11
10−1 0 14 28 21 21 14 14 21 14 14 14 14 7
10−2 1 14 28 21 21 14 14 21 14 14 14 14 8
10−3 2 15 28 21 21 14 14 21 15 14 14 15 9
10−4 3 15 28 21 21 15 15 21 15 15 15 15 9
10−5 4 16 28 22 22 16 16 22 16 16 16 16 10

Table 4.5: Number of wavelengths required to achieve different packet
loss probabilities for each link (0-11); in the 2nd column the number of
iterations needed to get to the convergence is indicated.

of the curve for HP class is not as smooth as before. This is because
losses are not uniformly distributed over the links, varying in a range be-
tween 10−2 and 10−6. The reason why this happens is because different
numbers of wavelength are available on different links due to the dimen-
sioning procedure, providing different levels of wavelength multiplexing.
In fact, links with less wavelengths experience worse performance. Thus
the overall HP packet loss probability curve starts improving when more
resources are added to these specific links. LP class seems to be less af-
fected and its loss probability remains of the same order of magnitude
with MA performing better than SL as usual. To improve the network
design, a maximum acceptable packet loss probability per link may be
fixed. Then simulation is iterated by adding wavelengths to those links
that show higher losses until the loss constraint is satisfied. The drawback
of this methodology is that the simulation time increases. The average
wavelength load at the beginning is set to 80% but of course, when more
resources are added, some links result less loaded. Moreover, at the end
of the process links still do not have the same blocking probability, but
at least all of them satisfy the loss requirement. The chart depicted in
figure 4.12 shows the number of additional wavelengths (as a percentage
of the starting number) that must be added to each link in order to meet
different packet loss requirements. In table 4.5 the number of iterations
and the corresponding number of wavelengths for each link required to
achieve different loss constraints are shown.
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4.5 Resilience in Optical Packet Switching

Reliability in optical networks has been a widely discussed research topic,
being a very important requirement for the next generation optical net-
works [VPD]. Different kinds of failure can happen even at the same
time and the network must be capable to recover from them. This must
be done in an efficient way by detecting the failure as quickly as possi-
ble, so that a recovery procedure can be called immediately. Information
loss needs to be limited during the failure detection time, as well as
when recovery is taking place. To this purpose a smart and efficient
recovery algorithm is required. The general classification of possible net-
work recovery choices is also suitable to optical networks. In particular,
dynamic resilience proves to be a better choice with respect to static ap-
proaches, that reserve spare capacity in advance, before any connection
is set up [FV00]. Dynamic resilience can be performed implementing
either protection or restoration schemes. Protection techniques assume
the availability of precomputed back-up paths, resulting in quick recovery
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times but also requiring spare resource pre-allocation (either dedicated
or shared). On the other hand, restoration schemes are capable to deal
with failures as soon as they happen, resulting more efficient in terms of
capacity utilization, but relatively slow in terms of recovery time. Ad-
ditionally, the resilience degree may be one of the parameters on which
service differentiation is based [AJVC04]. In this sub-section the prob-
lem of recovering from single link failures in an optical packet switched
network is addressed. In a multi-layer network paradigm, such as IP over
WDM, multi-layer recovery schemes may also be applied. However, it is
not the case of this study, where only the optical layer is considered and
thus only the optical recovery approach is assumed to be implemented.
Two different failure recovery models are considered and compared in
section 4.5.1, with the target to outline their effects on network perfor-
mance.

4.5.1 Failure recovery in optical packet networks

In order to exploit the flexibility provided by packet switching for relia-
bility purposes, a different approach is considered here, with respect to
traditional resilience schemes used in optical network design, which are
based on the concept of lightpath [RS]. In the following, a pure con-
nectionless environment is assumed, where packets are independent from
each other and are routed towards their destination following the short-
est path. In case this one is congested, alternative paths (either shortest
or not) are exploited. In this scenario the terms shortest path or recov-
ery path refer to the single optical packet, according to its destination.
Packets belonging to the same information stream or connection may
travel on different wavelengths, due to a dynamic WDM management
approach adopted [CC01], or even on different fibers, if they experience
different congestion situations and a dynamic routing algorithm is ap-
plied [CCM+04]. As a consequence, in case of a link failure, packets will
be re-routed on alternative paths, but always in a connectionless per-
spective. The reference network topology is shown in figure 4.13. Each
vertex in the graph represents an OPS node, while each edge represents a
pair of fiber links, transmitting packets in opposite directions. Nodes and
fibers are identified by progressive numbers, while each edge is identified
by the couple of indexes of the corresponding fibers (the former index
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belongs to the fiber outgoing from the node with the lower identification
number). Due to this assumption, the number of unidirectional links in
the network is twice the number of edges in the corresponding graph.
Packets are injected in the optical network at each node, with an header
that contains full information about its destination, making the packet
completely independent from the rest of the stream. Incoming traffic
on ingress nodes is uniformly distributed towards every possible desti-
nation following the shortest path and the number of wavelengths per
fiber link is dimensioned accordingly, in order to obtain an average load
per lambda equal to 0.8 Erlangs. Packets belong to two traffic classes,
namely high and low priority. Wavelength capacity is assumed at 10
Gbit/s. Each node is provided with a full set of wavelength converters
as well as FDL buffers, which are the resources needed to solve packet
contentions. The wavelength and delay selection policy adopted is again
the Minimum Gap.
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Figure 4.13: The reference network topology

From the routing point of view, the so called Partial Sharing with
Multiple Alternative (PS-MA) algorithm is used, as defined before. Ser-
vice differentiation is achieved by reserving a certain percentage of wave-
lengths on each fiber to the high priority class. In the following, two dif-
ferent approaches are adopted when failure occurs are considered, namely
link protection and dynamic routing. In normal conditions, the routing
algorithm at each node sends the packets on the shortest path between
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source and destination. When the link on the shortest path fails, a recov-
ery procedure must be called. If link protection is applied, an alternative
path between the two nodes that were linked by the broken fiber is used.
In case dynamic routing is implemented, an alternative path towards the
final destination of the packet is calculated. Figure 4.14 shows the short-
est path between node 1 and 14 and figure 4.15 explains the behavior of
the two approaches using the reference topology when link 23 is down.
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Figure 4.14: Shortest path between node 1 and 14.

4.5.2 Analysis of the link loss probability during the

failure detection

In a packet-switched network subject to link failures, a key performance
parameter is the time required to detect the failure and start re-routing
the packets: obviously, the shorter the fault detection delay, the smaller
is the number of packets lost due to link unavailability. This section is
devoted to the analysis of the link loss probability behavior during the
failure detection time. Link failure detection is assumed to be realized
by each node with a receiver time-out set on each incoming fiber. If no
information is received before one of such timers expires, the correspond-
ing fiber is considered to be out of service and this event is notified to the
involved node. By indicating with tf the time when the failure occurs
and with tr the time when it is detected, the detection time is defined as
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Figure 4.15: Comparison between link protection and dynamic routing
algorithms.

∆tD = tr − tf . A set of simulations were run, monitoring the packet loss
on link 52, which was subject to failure at a given instant. In figure 4.16
the trend of packet loss probability on link 52 is shown as a function of
simulation time for different values of the detection time.

As long as there was no failure, performance was the same for all val-
ues of detection time. Obviously, when failure occurred things got worse
for longer values of ∆tD. After an increasing phase, loss probability of the
link established at a fixed value, because the link was not used anymore
and the traffic was diverted towards other routes after the detection. It
is possible to divide the whole simulation time in three main phases, as
shown in figure 4.17:

1. Pre-failure: network works in a failure-free regime;

2. Failure has occurred but not detected yet : all packets across the
failed link are lost;

3. Failure is detected : the node where the failed fiber starts from is
finally informed about the failure and therefore it starts re-routing
packets on alternatives paths according to the routing algorithm.

Let the simulation time be segmented into n very small intervals. The
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Figure 4.16: Percentage of searching operations for different values of
load per wavelength for class 0 and class 1.

packet loss rate on a given fiber subject to failure in the ith interval is

PLi =
nLi

Ni

i = 1, ....n (4.1)

where nLi and Ni are the number of packets lost and generated in a
generic interval i respectively. NLi and Ni represent the total number
of packets lost and generated up to interval i respectively and may be
expressed as:

NLi =
i

∑

K=1

nlk and Ni =
i

∑

K=1

nk (4.2)

In the first phase ( i < F being F the interval when failure occurs)
the number of packets lost in any interval is

nlk = p · nk (4.3)

being p the loss probability of the link in a failure free situation.Thus:
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Figure 4.17: The three phases across the failure and its detection.

NLi =
i

∑

K=1

p · nk = p · Ni (4.4)

In the second phase (F < i < R, R = interval when the failure is
detected) all packets sent to the broken fiber are lost and so nLk = nk

with k = F + 1, F + 2, . . . , R. The number of packets lost at the end of
second phase is:

NLi =
F

∑

K=1

p · nk +
i

∑

K=F+1

= p · NF + Ni − NF = Ni − (1 − p) · NF (4.5)

In the third and last phase (i > R) nLk = nk = 0 with k = R+1, R+
2, . . . since no packet will be sent to the failed fiber anymore. Therefore:

NLi =
i

∑

K=1

nLk =
R

∑

K=1

nLk = NLR withNi = NR ∀i > R (4.6)

In conclusion the total percentage of lost packets is:

PL = lim
i→∞

NLi

Ni

=
NLR

NR

= 1 − (1 − p) ·
NF

NR

(4.7)

In the time domain it results:

PL = p when t ≤ tf (1stphase) (4.8)
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PL = 1 − (1 − p) ·
tf
t

when tf ≤ t ≤ tr (2ndphase) (4.9)

PL = 1 − (1 − p) ·
tf
tr

when t ≥ tr (3rdphase) (4.10)

This model requires a time origin t0 to be fixed. Here t0 is assumed to
be the time when simulation starts. In figure 4.18 a comparison between
theoretical and simulated results for packet loss probability on the single
link is shown as a function of the detection time showing the expected
matching.
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Figure 4.18: Comparison between theoretical and simulation results for
packet loss probability.

Simulations follow very well the results obtained with the theoretical
model. For high values of ∆tD the loss becomes very high and no longer
acceptable. On the other hand, low values of ∆tD can keep loss probabil-
ity very limited. However, this behaviour could be deviating. If ∆tD is
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kept too short, i.e. in the order of a few microseconds, then a false alarm
can happen, i.e. when a silence period is longer than the receiver time-
out. The node assumes that a failure occurred and calls the recovery
procedure, even though this is not necessary. This behavior obviously
depends on the traffic load. Simulations have shown that for an average
load of 0.8 Erlangs per wavelength ∆tD = 10µs is a failure detection
time-out long enough to let false alarms never happen in practice.

4.5.3 Network Performance with single fiber fail-

ure.

Comparison in terms of throughput between the two restoration tech-
niques discussed in previous sub-section is plotted in figure 4.19, using
the x axis in a decreasing scale.
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Figure 4.19: Throughput comparison for Linkprotection and
Dynamicrouting.

The longer the detection time the higher the overall throughput. This
is a consequence of the higher network traffic after the failure is detected
and packets are delivered to links adjacent to the failure. Overall, the
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Figure 4.20: Loss probability for each fiber during the three phases.

original amount of traffic is spread over a network lacking one fiber. This
causes the average load to be higher and some nodes to be overloaded.
Figure 4.20 shows indeed that performance per single fiber gets worse
during the third phase. This result was obtained with a relatively high
initial load (0.7 Erlangs per wavelength). Therefore, when the network
works with high load and a failure occurs, adaptive routing is no longer
efficient and it cannot re-establish the situation without failure. A pro-
tection scheme is then needed.

4.5.4 Design guidelines

In this section a protection scheme with shared resources is described.
This algorithm is applied both to link protection and dynamic routing
techniques, with and without service differentiation. Single failures of
three links differently located over the network are simulated. Protection
from the failure is realized by dimensioning the network in two main
steps:

1. first of all, the network is dimensioned to have an average load per
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NO QoS QoS
Link Protection 1.823 · 10−02 high 0, low 2.328 · 10−02

Dynamic Routing 9.658 · 10−03 high 0, low 1.211 · 10−02

Table 4.6: Loss probability with failure on link 0

NO QoS QoS
Link Protection 1.023 · 10−02 high 0, low 1.378 · 10−02

Dynamic Routing 5.876 · 10−03 high 0, low 7.345 · 10−03

Table 4.7: Loss probability with failure on link 68

wavelength equal to 0.7 in relation to the traffic matrix;

2. then, further wavelengths are added to each fiber starting from the
same node so that it will see all its output fibers with the same
capacity.

With this implementation the additional cost due to protection results
to be 73% of the initial cost in terms of number of wavelengths. Fiber 0
is the one with the highest number of wavelengths after step 1. The one
with the lowest number of wavelengths is fiber 68. The failures of fibers
0 and 68 are simulated. An intermediate case (when fiber 23 fails) is also
considered. Results with reference to phase three are shown in tables 4.6,
4.7 and 4.8 when two QoS classes (High and Low) are considered, as well
as without service differentiation. When QoS is applied, the total traffic
mix is 20% of high priority packets and 80% of low priority packets. The
threshold of wavelengths reserved to high priority class is set at 25% of
the total in each fiber.

Dynamic routing is shown to guarantee better performance with re-
spect to link protection. When fiber 68 is down the network recovers
nearly completely from the failure. When a more loaded fiber fails, the

NO QoS QoS
Link Protection 5.5 · 10−07 high 0, low 2.425 · 10−06

Dynamic Routing 0 high 0, low 0

Table 4.8: Loss probability with failure on link 23
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losses are more evident instead, even though links around it have the
maximum capacity available. Figure 4.21 focuses on the failure of fiber
23 and shows the trend of the throughput. It can be seen that the sit-
uation of failure-free scenario is practically recovered. Considering the
three phases discussed above, when failure occurs (second phase) per-
formance drops drastically. However, without the protection scheme the
throughput goes even worse after detection (third phase), whereas when
protection is applied the original throughput is practically restored.
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Figure 4.21: Throughput in cases with and without protection scheme.

4.6 Final remarks

In this chapter some routing algorithms were presented for an optical
packet network that exploits the wavelength domain for statistical multi-
plexing of packet traveling on the same routes. Algorithms with different
strategies for wavelength multiplexing have been considered. The more
adaptive algorithms optimizes the choice of the output wavelength within
a wider set of links which belongs to both shortest paths or higher cost
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paths. These algorithms were tested on a particular topology of an op-
tical core packet network. Different network configurations and different
parameters have been taken in consideration for a better understanding
of the behavior of the algorithms. The efficiency of an algorithm is basi-
cally a compromise between performance in terms of loss probability and
the cost expressed in term of resources exploited. The results prove that
the more the algorithm is adaptive the better it performs. The drawback
is that even the network cost is higher.
Second part focused on the problem of quality of service differentiation in
WDM packet-switched optical networks has been addressed. The effects
of quality of service routing have been shown by applying dynamic wave-
length management on each link jointly with static or dynamic routing
strategies. Different quality of service algorithms have been analyzed and
then applied to a network dimensioning procedure. The sharing effect
produced by the dynamic routing algorithm proved to be particularly
effective in this situation. An iterating procedure has then been applied
to achieve loss balancing over network links with relation to design con-
straints. The main conclusion is that the use of assigned wavelength
results optimized in relation to the performance target.
Finally the problem of resilience in a Optical Packet-Switched Network
was investigated. In particular a single link failure has been studied and
a way to recover such an inconvenient has been proposed based again on
adaptive routing techniques. A design procedure has been described to
exploit the proposed approaches and evaluated by simulation.
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Chapter 5

Frameworks on problem
related with DWDM optical
networks

In this chapter two works related with optical packet switching networks
will be presented. First the problem of effective implementation of void
filling on OBS networks with service differentiation will be explored with
some new proposals. The second work concerns with the packet assembly
topic that has to be done at the edge node of optical networks.

5.1 Effective implementation of void filling

on OBS networks with service differen-

tiation

In this section the problem of channel reservation in Optical Burst Switch-
ing nodes is considered with the aim to reduce the scheduling processing
time and, at the same time, to maintain burst loss probability as low as
possible. A new implementation of the void filling problem related to
a multi-class traffic environment is proposed based on the binary heap
tree data structure. Fast search of the void intervals for burst scheduling
is achieved by means of vector implementation of the tree that contains
information about voids. The search is further optimized by reducing the
search interval to obtain a good trade off between processing time and
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burst loss probability in relation to traffic load. Results obtained by sim-
ulation show interesting improvements of the scheduling time compared
with other implementations of void filling, while, at the same time, main-
taining burst loss probability low, especially for high quality traffic.

5.1.1 Recalls on optical burst switching

In recent years Optical Burst Switching (OBS) has obtained growing
attention in the research community and industry [QY00][Tur99]. It is
claimed to combine the best of optical circuit and packet switching with
the aim to dynamically exploiting the huge bandwidth made available
by fibers [SGLG03][XPR01][TGCT99]. OBS networks can be viewed as
a possible solution for the implementation of high-speed optical back-
bone that efficiently interconnects peripheral IP networks. To this end
packets are assembled into burst at ingress edge nodes and disassembled
into packets at network egress. The main property of the burst switching
concept is to separate the transmission of data from control information
to make control processing more feasible. More specifically, the OBS
paradigm provides that a control packet is sent before the transmission
of each data burst for resource reservation at each intermediate node
along the edge-to-edge network path, giving rise to an offset time be-
tween data and control itself. The control packet is typically delivered
out-of-band by using common channel signaling, e.g. using a separate
wavelength, and can be transmitted with an extra-offset in advance to
implement service differentiation techniques [YQD01]. The performed
reservation is one-way and can be based on different approaches [XVC00],
which differ for the length of the interval during which network resources
are available for a given burst. An efficient exploitation of network re-
sources is achieved by the so-called JET (Just Enough Time) algorithm
[XVC00][YQ97][TR03]. In JET the reservation at each node is based on
the expected burst arrival time, r and lasts for a period of time equal
to the burst length, l. The arrival time is calculated taking the differ-
ence between the offset time and the processing time accumulated by
the control packet at previous nodes. It is important to point out that
by maintaining the second term low it is possible to limit the amount
of the overall offset. This reservation in advance causes the rising of
void intervals over different wavelengths, as shown in 5.1, that repre-
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Figure 5.1: Wavelength usage fragmentation in time due to burst schedul-
ing based on JET, with a new burst starting at Ta

sents a challenge to optimize bandwidth utilization. As a consequence a
primary target in OBS networks is to implement efficient scheduling of
burst transmissions in order to try to suitably fill voids with new arriving
bursts, ensuring in this way an efficient use of the available bandwidth,
possibly without penalizing network performance.

Moreover in this work a service differentiation is implemented through
the usage of extra offsets assigned to different classes. In order to ob-
tain a good class isolation long extra offset must be used. This leads to
the creation of very long void intervals that must be exploited to keep
loss probability as low as possible. The organization of these intervals
in a proper structure is also crucial. In order to support the reservation
function, tree data structures are typically built at each node to appro-
priately organize all the available void intervals for each channel. So, the
processing time to find a suitable channel for a burst is strictly related to
the searching method used for the investigation of the tree. Nonetheless,
these structures grow with the number of available intervals and require
to be updated whenever either a new interval is generated or an existing
interval is no more available, being it already assigned to a burst or ex-
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pired. Such operations contribute to the overall processing time needed
for scheduling. Moreover, it is worthwhile remarking that a scheduling
algorithm is as much efficient as it is able to process a control packet
and find a suitable void quickly and smartly enough to guarantee the
reservation for the related arriving burst. So both implementation and
consequent management of the data structure used for organizing the
void intervals play a significant role in satisfying the above-mentioned
requirements. The tree structures presented in literature and used for
solving the channel scheduling problem are typically implemented by
means of linked lists [CLR90][McC85]. The crucial requirement is to re-
sort to memory allocation functions and pointer management that are
time consuming tasks. The aim of this work is to apply a new tree organi-
zation model for burst scheduling, based on the binary heap concept, and
prove with several numerical evaluations that the proposed data struc-
ture and related major management operations permit to obtain efficient
void filling scheduling. The key aspect of this approach is the imple-
mentation of the tree as a vector, whose elements are directly accessible
through their related indexes. The processing time and the burst loss rate
are calculated to prove the effectiveness of the proposed implementation
and compare its performance with respect to other existing algorithms
presented in literature.

5.1.2 Problem description

The main aspect of OBS networks that will be here considered is the
presence of the offset time and of the related void interval that arises as
a consequence of resource reservation, which resource reservation starts
when the control packet arrives at the node and is kept for the whole time
duration of the burst itself. Taking into account that bursts do not get to
a node one right after another, void intervals in channel bandwidth usage
arise. As already mentioned, one of the most-used reservation method
is the JET protocol, which leads to efficient bandwidth exploitation pro-
viding that scheduling algorithms are implemented to utilize this unused
time interval. In fact, the created void can be used by other bursts to
achieve good bandwidth utilization and a consequent reduction of the
burst loss rate. Offset time between control packets and burst is about
some microseconds. Nonetheless, JET can be used for Quality of Service
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(QoS) differentiation by assigning different extra offsets to diverse traffic
classes of service [Tur99]. This extra amount of time is then added to
the offset time, which is normally assigned to each burst. Larger extra
offsets will be assigned to higher priority classes with respect to the lower
priority ones. In this way, resources for highest-priority bursts can be re-
served more in advance with a consequent reduction of the corresponding
drop probability, which can be improved of several orders of magnitude
in comparison with the undifferentiated traffic case [Tur99]. The prob-
lem to exploit the void intervals is usually called void filling. As regards,
the introduction of QoS management in OBS networks leads to an in-
crease in the number of idle time intervals (voids) available on different
wavelengths of a given fiber and so, an efficient interplay between smart
scheduling algorithms and the JET approach is required to properly ex-
ploit these intervals and improve the overall network performance. Dif-
ferent approaches have been proposed in literature to execute this task
and try to achieve the best trade-off among performance, complexity
and scheduling delay[XQLX03][DGSB01]. OBS can also take advantage
of the usage of Fiber Delay Lines (FDLs) settled in each node, where
bursts can be stored until a channel becomes available, but this solution
undoubtedly complicates the design of scheduling algorithms. In fact,
by using discrete delay unit as FDL more voids are created and hence
the complexity of void filling problem becomes strictly related with the
dimension of the optical buffer and depends on whether the transmission
is synchronous (or not) or if the length of the bursts is variable (or not)
as explained in [TGCT99]. So far, some scheduling algorithms have been
already studied and discussed in terms of time scheduling and perfor-
mance. The first one called HORIZON has been described in [Tur99]. It
can be seen as an extreme case where no void filling is made basically.
This algorithm considers the horizon time for a given channel as the time
after which no reservation is applied and so the next arriving burst can
only book this channel after the horizon time. This algorithm results very
simple and fast but also bad performing. In [XVC00] a smarter algorithm
called LAUC-VF (Latest Available Unused Channel with Void Filling) is
presented. In LAUC-VF the key information about voids (i.e. starting
and ending time), or at least those whose ending time is greater than the
current time, are stored. Among all eligible void intervals for a specific
burst the latest is chosen (i.e. the one with the latest starting time).
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LAUC-VF is proved to perform better that Horizon but it also results a
very slow scheduling solution, which may cause failed reservation. This
is due to the impact of both storage and research operations on voids
information on the computational time. In [LTyO02] the LGVF (Least
Gap Void Filling) is presented. This algorithm only stores information
about the least void interval (the one with largest starting time) improv-
ing LAUC-VF performance especially for scheduling time. In [XQLX03]
more accurate algorithms are investigated especially from the scheduling
time point of view. In particular, Min-SV (Minimum Starting Void) and
Min-EV (Minimum Ending Void) are presented in a case without FDLs.
Min-SV performs as good as LAUC-VF but provides a scheduling time
comparable with the Horizon time and so much better than LAUC-VF.
Min-SV performs a bit better than Min-EV but it takes longer to sched-
ule a void interval for an arriving burst. Min-SV selects a void interval
between those eligible for a given burst, minimising the time gap between
the starting time of the void and the arrival time of the burst. Min-EV
minimises the gap between the arrival time of the last bit of the burst and
the ending time of the void. For both algorithms void interval informa-
tion are kept in a balanced binary search tree implemented with pointers.
Within this structure burst query, interval insertion and interval deletion
operations are carried out. The last two algorithms, Min-SV and MIN-
EV result to be the best performing in terms of trade-off between burst
loss rate and scheduling time.

5.1.3 Implementation of the scheduling algorithm.

This section presents the proposed void filling implementation algorithm
for channel scheduling in OBS networks. The idea on which this algo-
rithm is based is here described together with the characterization of
the data structure built to be exploited for a smart organization of the
available void intervals, which represents one of the key aspects of the
effectiveness in performance of the presented approach.

• General assumptions. Although it has been shown that FDLs
can be used in OBS networks, in this study a pure loss OBS envi-
ronment is considered and no storage capabilities exist for bursts
at the switching. Hence, if a burst cannot complete the reservation
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it is dropped. More specifically, a scenario with QoS management
is considered. Three different classes of service are implemented.
As mentioned above, different values of extra offset are assigned
to bursts belonging to different classes. In particular, extra offset
is zero for low priority class, 3*L for the intermediate class and
9*L for the high priority one, where L is the average burst length
equally set for each class of service. This choice has been made
in order to achieve a good level of class isolation as explained in
[MQ98]. The scheduling algorithm here proposed is called HVF
(Heap Void Filling) and works as follows. When a setup message
is received all wavelengths belonging to the output link are inves-
tigated. If at least one wavelength whose horizon time is shorter
than the arrival time of the burst is present, the burst is sent on
that wavelength. If more of such wavelengths are available, the one
that minimizes the time gap between two consecutive packets is
chosen. If no wavelength satisfying that time constraint is present,
the algorithm looks for one of the eligible void interval previously
created and in particular the oldest one (that one with the shortest
starting time) is chosen. Clearly, an eligible void means an inter-
val whose starting time is shorter than the burst arrival time and
with an ending time that is larger than the one of the tail of the
burst itself. The burst is clearly dropped if a suitable interval is
not available.

• Binary heap as data structure. The data structure used by
HVF to treat information about void intervals is a kind of tree rep-
resented by a binary heap [FT84]. A binary heap can be intended
as a balanced research tree, which allows a partial ordering among
elements. The ordering imposes the key of a child to be lower than
or equal to the father. The key used to sort the tree is the starting
time of the interval. In the root there is the newest interval, in the
leafs the oldest. The condition of balanced tree must be kept for
each new insertion and so the node has always two sub-trees with
the same weight. A binary heap stores information of a single node
state an each element of it represents a void interval and carries
the following key parameters:

– the starting time of the void interval (Ta);
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Figure 5.2: Example of a binary heap implemented with array data struc-
ture.

– the ending time of the void interval (Te);

– the wavelength of the considered channel (w);

– the number of void intervals in the whole set of wavelengths
belonging to the link (Ni).

As far as the implementation is concerned, the binary heap consists
of a vector (or array) whose access is proved to be less time con-
suming if compared to a pointers-based structure. The drawback of
using a vector is that its maximum dimension has to be decided a
priori in a static way. In figure 5.2 an example of a binary tree and
its implementation on an array is shown. If A is assumed to be the
used array, root occupies position A[0] and a generic element i that
occupies position A[i] has its left child in position A[2i] whereas the
right one is in A[2i+1].

• Operations within the binary heap and their complexity.
The data structure is assumed to be supported by the three main
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operations described in the following:

– Insertion: a new void interval is inserted in the last position
and its starting time is compared to that of his father: if it
is largest the two elements are swapped. Complexity results
O(logn) being n the number of elements of the tree.

– Refresh: this operation is made when n reaches the maximum
array dimension. All intervals whose starting time is shorter
than the current time are removed from the tree. After that, a
specific function is called in order to update the structure and
respect the aforementioned binary heap features. O(nlogn) is
the related complexity

– Search: among all eligible void intervals, the one with the
largest starting time is chosen. As a consequence, the whole
tree must be inspected since the used hierarchy only assures
a partial ordering. If the interval exists then it is selected and
removed from the binary heap, which is updated immediately
after. In figure 5.2 the arrow indicates how the search would
be done in that specific case. The resulting complexity is also
O(nlogn).

The pseudo-code of the HVF algorithm is presented below and
describes its behavior when a burst gets to a given node at the
current time instant.

begin{HVF algorithm}
step 1:
for(i = 0; i ≤ W ; i + +){ /*explore all the W wavelengths of the
output link */
search(i); /* search for the wavelength w that minimizes the gap
*/
}
if(w is found){
if(class!=0){
insertion(new void); /* Insert the new void */
if(Ni == Array Max Dimension)
refresh(current time);
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}
new time horizon(w)=Ta+extra offset+burst length; /*update time
horizon*/
return channel; /* report the selected channel */
}
else goto step 2/* channel not found */

• Optimization of the search procedure. The search operation
takes longer time than the other two and mostly affects the schedul-
ing time when the ingress load is high because it is the most fre-
quently called procedure with highest complexity. In fact, when the
traffic is high (i.e. 80%) bursts belonging to the low priority class
especially need to exploit a void interval to make a reservation and
so the binary heap requires to be explored very often. An attempt
to reduce the overall scheduling time by reducing the search time
has been done afterward. This is possible thanks to the implemen-
tation of the binary heap on a vector, where a particular position
is directly accessed knowing its index. The procedure consists in
calculating off-line the sample mean µ and the sample variance S2

of the position of the array containing the useful void interval by
referring to a Gaussian distribution as a direct consequence of the
Central Limit Theorem. This assumption is a quite good approx-
imation taking into account both the very high number of bursts
typically involved and searches on the vector access the scheduling
algorithm has to perform. The search interval [L1, L2] is calculated
for each class and each input load per wavelength in a way such that
P(L1 < µ < L2)=(1-α). The parameter α that belongs to [0,1],
determines the probability to have µ falling in the search interval
and it can be seen as an index of approximation. The scheduling
algorithm refers then to an interval centered in that position, which
results shorter than the one already existing and in any case it con-
tains most of the void values of interest. At that time, the search
operation is executed with respect to this shorter interval and the
last eligible void interval (if any) is chosen. Reducing the search
range of available intervals allows a significant improvement in per-
formance of the scheduling algorithm as exposed in the next section
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where simulations results for different values of a are presented.

5.1.4 Numerical evaluations

In this section performance of the scheduling algorithm presented in 5.1.3
are shown. Results have been obtained by means of an ad-hoc, event-
driven simulator of the OBS node and simulations have been conducted
on a DELL PC with a Pentium 4 CPU (1.3 GHz). The numerical eval-
uations concern the different contributions to scheduling time that are
compared with those of other approaches already known in literature
[Tur99][XVC00][LTyO02]. Performance results in terms of burst loss
probabilities are also presented. A single switching node characterized by
4 input and output fibers with 32 wavelengths each has been considered.
The input traffic is generated according to a Poisson distribution. Burst
size is exponentially distributed with average value L equal to 5 Mbit,
which corresponds to a burst duration in the range of milliseconds at
Gbit/s link speeds. As previously mentioned, three different classes are
considered. More specifically, the low priority class, namely class 0, has
an extra offset equal to zero, while class 1 and class 2 have an extra offset
equal to 3 ·L and of 9 ·L, respectively. In this work it has been assumed
that only voids created with a positive extra offset are considered. The
reason for this statement is that class 0 creates short voids compared to
those created by class 1 and 2 and their possible exploitation results very
modest. It follows that class 0 doesn’t create any void and consequently
this class makes no insertion operations. Actually, it has been shown that
this technique achieves good service differentiation in terms of burst loss
probability [XVC00]. The whole traffic is assumed to be equally divided
among the three classes. The number of simulated burst considered for
testing performance of the proposed algorithm is twenty millions.

5.1.5 Scheduling time for HVF

Let’s now focus the attention on the scheduling time of HVF, whose
average value is here indicate as Tsch and can expressed as follows

T i
sch = Si + Ii (5.1)

where Si and Ii represent the average searching time and the average in-
sertion time for the corresponding class of service, which is distinguished
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with the apex ”i”. Figure 5.3 shows the average time taken by the single
procedure call. For the void insertion time, only class 1 and 2 are con-
sidered since they are the only classes that create voids. Refresh time is
included in insertion time given that they are strictly related and, in any
case, the contribution of the first one is negligible. The evaluations of the
average time have been obtained through the function clock() provided
by the Programming Language C - ANSI. In particular this function
has been called at the starting time, Tckstart and at the ending time,
Tckend of the procedure to be evaluated. The variable events stores
the number of times the procedure has been called and so the average
duration Tckaver of the procedure is then given by:

Tckaver = Tcktotal/events (5.2)

Or, if expressed in time units, by:

Taverage = tckaver/CLOCK PER SEC (5.3)

where CLOCK PER SEC is a constant value, which contains the clock
period expressed in time units (e.g. seconds). The procedure eval used
to perform these evaluation is shown below.
/* procedure eval */

tckstart = clock();
procedure();
tckend = clock();
tcktotal += (tckend - tckstart);
events++;

By observing figure 5.3, it is quite clear that the search time (15-
16µs) is dominant if compared to the insertion time (2-3µs) regardless of
the class is considered. This result can be explained taking into account
that when the searching procedure is called, the whole binary heap has
to be explored independently by which class is considered. As regards
the insertion, class 2 is slower than class 1 because its requests are made
more in advance and so more steps are needed in order to find the correct
position in the binary heap for the new void to be inserted. It is also
interesting to note that the trend of the curves is independent of the av-
erage traffic load and in any case the overall search time depends on how
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Figure 5.3: Average time in seconds for single insertion and single search-
ing procedures executed by HVF for different classes as a function of the
average load per wavelength.
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Figure 5.4: Percentage of searching operations for different values of load
per wavelength for class 0 and class 1.

many times each class calls the procedure. In figure 5.4 the percentage of
search requests as a function of the amount of transmitted data is shown.

As expected, class 0 exploits the search of a suitable void interval to
make a reservation much more often than the other two classes and this
happens at any load value. Class 2 calls the search procedure a number of
times nearly equal to zero and for this reason it has not been considered
in the figure. This result is due to the fact that the large extra offset of
this class allows to find a wavelength much more in advance and without
the need of a void interval. In figure 5.5, T i

sch experienced by HVF is
shown for i=1,2,3.

The scheduling time for class 0 coincides with the search time since
this class makes no insertions, as could be obtained by multiplying corre-
sponding values of curves depicted in figure 5.3 and 5.4. The graph shows
that for class 0 and for low values of traffic load, the average scheduling
time is driven by the insertion time, whereas for higher traffic load val-
ues the contribution given by the searching operation becomes dominant.
This suggests that for low traffic load the usage of the search procedure
is limited. Nonetheless, the decreasing trend of the curve for very high
loads (e.g.: 0.8 and 0.9) is due to the fact that in this interval losses for
class 1 and class 2 become relevant. As a consequence a smaller number
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Figure 5.5: Average total scheduling time in seconds for the different
classes as a function of the average load per wavelength.

of voids is created and thus a smaller binary heap has to be explored.
Moreover, the searching time for class 1 becomes the most important
contribution to the average scheduling time when load gets higher. Class
2 experiences an average scheduling time, which remains basically con-
stant, proving again that this class needs to call the searching procedure
very rarely.

5.1.6 Reducing scheduling time for HVF

This results confirm that to further reduce the overall scheduling time it
can be useful to limit the time for the running of the search procedure,
as discussed in 5.1.3. This target can be met by limiting the searching
interval thus reducing the portion of the binary heap that is explored to
find a suitable void. Figure 5.6 presents the evaluation of the width of the
search interval obtained with (1-α) = 68% and the related sample mean
of the index containing the void to be used, calculated for different values
of the average traffic load per wavelength, with a maximum dimension
of the array set at 200.

As expected the more the load grows, the higher is the position of
the sample mean (central value) and the wider is the search interval. For
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Figure 5.6: Sample mean values and related search interval widths for
the three classes of service.

instance, when load is equal to 0.7, class 0 has a search interval centered
at the 89th position with width equal to 44. So, the search would start
at the (89 - 22) = 67th position of the array and would take the time
to explore 44 positions of the array. Simulation results prove that class
2 has always narrowed search intervals and thus shorter searching time
if compared to the other classes of service. It is important to remark
that the searching time was previously the same for each class since the
whole tree had to be explored independently by the class as shown in
figure 5.4. Numerical evaluations presented in the following have been
obtained with experiments conducted by applying these new concepts in
order to test how burst loss probability and scheduling time may change.
It is foreseeable that the loss rate would increase whereas scheduling time
would clearly improve, since the searching procedure does not explore the
whole tree (and so all available information),. Different values of (1-α)
are considered (50%, 68%, 90% and 95%) and the resulting performance
is compared with the previous case, called complete search (cs) in the
following figures. The average load for wavelength is set to 0.8. In figure
5.7 the trend of the overall searching time δi

S as a function of a is depicted.

The improvement of the average search time involves all classes sig-
nificantly. Class 2 experiences a further improvement compared to the
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Figure 5.7: Average search time in seconds as a function of a for load
per wavelength equal to 0.8.

other two classes because it benefits of a narrower search interval. By
denoting with Πi

1−α the burst loss probability for class i at (1-α), the
effects of different values of (1-α) on this probability are presented in
figure 5.8 as a function of the average load per wavelength, being Πi

cs the
notation for the complete search performed throughout the array.

As expected the curves of the complete search represents the lower
bound. It is possible to observe how loss probability increases very
slightly maintaining the same order of magnitude independently of α.
Actually, this represents an appreciable result together with the gain ob-
tained for the scheduling time by considering that the only price to pay
is in terms of a limited worsening for the loss probability. Figure 5.9
shows the overall average scheduling time for the new search time for
different values of (1-α). It is possible to note the improvement that can
be obtained by reducing the running time for the search procedure. This
improvement involves basically only class 0 and class1 since, as already
said, class 2 nearly does not use search procedure at all.
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5.1.7 HVF compared to others solutions

Last results make the comparison of HVF with other algorithms already
presented in literature and mentioned in section 5.1.2. All these algo-
rithms have been tested on the node configuration taken in consideration
in this study. In figure 5.10, burst loss probability of HVF compared with
Horizon and LGVF algorithms is shown. For a matter of clarity LAUC
has not been included in the figure and however it is outperformed by
LGVF. HVF actually outperforms the others for each class in the range
of the load value considered for the evaluation. In figure 5.11 the schedul-
ing time Tsch averaged over all classes is plotted for different algorithms
confirming the good achievement of HVF in terms of trade off between
processing time and burst loss performance. As it can be seen HVF gets
closer to the fastest scheduling algorithms LGVF and Horizon (especially
HVF with (1-α) =50%) but performing much better in terms of burst
loss probability.
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Figure 5.9: Average scheduling time in seconds as a function of the load
per wavelength and different search interval widths (a,b,c,d).

5.1.8 Comments

In this work the problem of channel reservation in an OBS node has
been investigated. A new implementation of the void filling scheduling
algorithm, HVF, that tries to optimize performance in terms of both
burst loss probability and scheduling time has been presented. To achieve
the target a binary heap implemented by means of an array data structure
is exploited to store the information related to void intervals created in
the presence of QoS differentiation. Several numerical results presented
in the work evidence the improvement obtained with respect to other
solutions. In particular the proposed implementation allows void filling
to be performed within the temporal target of typical offset values.
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Figure 5.10: Burst loss probability for HVF, LGVF and Horizon algo-
rithms as function of the average load per wavelength (a).

5.2 Traffic and performance analysis of op-

tical packet/burst assembly with self

similar traffic

In this chapter analytical and simulative study of optical packet/burst
assembly in the presence of self similar input traffic is presented. The
influence of the main assembly parameters is studied by simulation for
timer and size-based aggregation strategies. Analytical model is proposed
to represent the average traffic on optical link with the aim to evaluate
system performance. Comparisons with simulation prove that the model
is well suited to catch the loss system behavior. Optical packet-switched
(OPS) and optical burst-switched (OBS) networks have been considered
with growing interest in the last decade as a long and medium-term so-
lution for core networks to carry the expected increased traffic generated
by high capacity local and metropolitan area networks. Many papers
presented technological issues and discussed the potential benefits of the
adoption of optical burst and packet switching using the huge bandwidth
of the DWDM transport with fine granularity and considerable flexibility
[HA00][OSHT01][DDC+03][QY99][CCXV99][GBPS03]. In order to alle-
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viate the switching overhead in the high-speed optical switch, both OPS
and OBS apply a large data frame for data transmission. Correspond-
ingly, the edge node has to first classify the data traffic coming from the
client networks (Ethernet, IP, ) into different forward equivalent classes
(FEC), and then assemble data of the same FEC in optical data frames.
The assembly procedures can substantially change the traffic characteris-
tics so and have an significant impact on the network performance, which
will be closely looked at in this paper. Since the assembly function means
the same thing for OPS and OBS, for brevity we do not distinguish them
in the following context unless otherwise indicated explicitly. The optical
data frame of OPS/OBS will be referred to as optical burst uniformly.
A number of publications have been contributed to the traffic charac-
terization and performance impact of the burst assembly. The statistics
for the size and interarrival time of optical bursts from the assembly
are studied in [Lea02][dVRG04]. The impact of the assembler on the
self-similarity of the data traffic is inspected in [XY02][HDG03]. [IA02]
discusses performance issues with respect to blocking probability, and
discovers that the Poisson approximation of the optical burst traffic pro-
vides an upper bound for blocking probability. In this work, through
extensive simulation and analysis, the performance impact of different
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Figure 5.12: The burst assembly system

assembly parameters is inspected. We find the performance behavior in
the edge node can be well captured by an on-off model of the optical
burst traffic in the typical network operation scenarios.

5.2.1 System and traffic model

The system under study is the assembly process at the optical network
edge which is sketched in figure 5.12. It is composed of three main
blocks: traffic generators, optical burst assembly units and DWDM opti-
cal network link. Totally C traffic generators are used, with each of them
generating aggregate self-similar IP traffic for one FEC class according
to M/Pareto model as applied in [HDG03]. With M/Pareto model, IP
packets are segmented from data transmission sessions that arrive follow-
ing a Poisson process and have the session size distribution conforming to
a heavy-tailed Pareto distribution. The main parameters characterizing
an M/Pareto traffic model include:

• IPmax: the maximum length of the IP packets used to fragment
each data session, for our purpose 1000 Bytes;

• PpF : the mean session size normalized by the maximum IP packet
length;

• H: the Hurst parameter that represents the degree of self-similarity
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and from which the shaping parameter of the Pareto distribution
can be derived. In the simulations, H is set to 0.7.

• Ba: the access link speed (100Mbps), which determines the interval
between back-to-back packets of the same session.

• AIP : the total offered traffic of IP traffic in the unit of Erlang.

At the stage of burst assembly, IP packets are classified according
to their destination address and QoS class and distributed into corre-
spondent assembly queues. With respect to the assembly schemes, we
suppose there is always a timer bounded to an FEC assembly queue to
constrain the assembly delay. As for the burst size, two cases are distin-
guished: unbounded size and fixed size. With unbounded size there is no
padding overhead, while fixed burst length can bring some efficiency in
performance and implementation. The following parameters are defined
for the burst assembly:

• TOF = tout

IAT
time out factor, given by the ratio between the assem-

bly time out tout and the mean packet inter-arrival time of each
FECIP flow (IAT). In our simulations, each FECIP flow has the
same IAT.

• BSF = BS
IPmax

burst size factor, given by the ratio between the fixed
burst size (BS) and the maximal IP packet size.

The third stage is a model of a WDM transmission link with w wave-
lengths and 10 Gbps per wavelength.

5.2.2 Traffic characterization and performance anal-
ysis

To analyze the loss probability in the edge node, the third stage can be
modeled by a pure loss system where multiple servers represent the wave-
length channel bundle. Correspondingly, the number of servers equals
the number of wavelengths w. The incoming traffic to the loss system is
multiplexed by departure flows from the C assembly queues. The offered
load to the system A0 equals to AIP in the case of unbounded burst
size. If the fixed burst size is used, A0 is greater than or equal to AIP
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since padding can be added by the assembly. Here, the filling of burst
depends on the relation between TOF and BSF . Following asymptotic
operational regions can be investigated:

• BSF >> TOF where the assembly time out dominates the assem-
bly of burst;

• BSF << TOF where all bursts leave because they are full.

In the first case, the average number of IP packets in a burst can be
derived as n = λIP,FEC · tout + 1 where λIP,FEC = 1

IAT
[Gau03]. This

leads to n = TOF + 1 directly. Therefore, it holds that:

A0 = C ·
λIP,FEC

TOF + 1
·
BSF · IPmax

B
for TOF << BSF (5.4)

Here, B is the service capacity of one server and equal to 10 Gbps.
In the second case, since the bursts are mostly full, there is A0 ≈ AIP

and n ≈ BSF . Then approximately

A0 = C ·
λIP,FEC

BSF
·
BSF · IPmax

B
for TOF >> BSF (5.5)

It is now useful to find the intersection point of the two operational
regions by equating expression 5.2.2 and 5.2.2. It results in BSF =
TOF + 1 that can be approximately considered as the delimiting oper-
ational point where most assembled bursts turn to be completely filled.
As A0 and number of servers w are available, Erlang-B formula can be
applied to calculate the burst loss probability as an upper bound [IA02].
However, this is generally too conservative for small and medium num-
ber of FEC classes. Actually, as long as the load contribution from
each FEC flow, i.e., A0/C is less than 1 and the aggregation degree of
the assembly is large (i.e., with large TOF or BSF ), it becomes unlikely
that a burst inter-departure time from an assembly queue is smaller than
the burst transmission time of the foregoing burst. So, the optical burst
traffic of each FEC can be modeled by a fluid on-off flow with the ON
period corresponding to the transmission time of one burst on the wave-
length channel. Traffic rate in each ON period is constant and equal to
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Figure 5.13: Burst loss probability as a function of TOF for different
values of the offered load and number of wavelength channels, C = 10

the transmission rate of a wavelength channel. The interarrival time of
ON-periods corresponds to the burst inter-departure time from an as-
sembly unit. For self-similar IP traffic, packets tend to arrive in clusters
(Joseph effect) [LWTW93]. As a result, the departure burst traffic is
likely to have large burst size (pure time-out assembly) or clusters of
fixed burst size with small interarrival time (assembly with fixed burst
size). Therefore, a general on-off traffic model [Kel96] can be applied,
which is parameterised by two parameters p and r. p is the proportion of
time spent in the ON period, which is equal to A0/C. r is the constant
traffic rate in the ON period. The loss probability of the aggregated
traffic multiplexed by C such on-off flows can be calculated according to
the method of effective bandwidth (Equation 2.9 and 3.11 in [Kel96]).

5.2.3 Performance evaluation

The results of performance evaluation will be given in this section.

In figure 5.13 performance of burst traffic assembled by algorithm
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Figure 5.14: Burst loss probability as a function of the TOF for different
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Figure 5.15: Burst loss probability as a function of the BSF varying the
TOF as a parameter; C = 10, w = 8, ρ = 0.4

based on the pure time out strategy is presented. C = 10 here. It can be
seen how the aggregation process can improve the performance in terms
of burst loss probability. In most cases, the loss probability decreases at
the beginning fast with the increase of timeout and then becomes stable.
For the cases of 16 w (load=0.4 and load=0.6), the number of wave-
lengths are greater than the number of burst flows. At the same time,
the traffic load contributed by each flow is less than 1 (0.64 and 0.96
respectively). In case the number of servers is larger than the number of
on-off flows and the peak rate of the on-off traffic is equal to the service
rate, the loss probability turns out to be 0. Therefore, with increasing
timeout each burst flow asymptotically degrades to an on-off flow and
the loss probability goes down continuously to zero. Also note that in
the case of w = 16 and load = 0.8, the load on each flow is 1.28 and
the burst flow cannot be modeled as on-off flow any more. In figure 5.14
the burst size is fixed. Loss probability is plotted as a function of the
TOF , and when TOF < BSF performance gets better with TOF due
to increasing aggregation and a better filling efficiency, whereas when
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Figure 5.16: Optical offered load A0 as a function of BSF varying TOF .
AIP is also shown as a reference.

TOF > BSF the assembly algorithm works almost always by payload
filling and we could assume that time out never expires. In the latter
case the assembly procedure is not affected by TOF and performance
saturates at values depending on BSF (lower values for higher BSF ).
This comparison shows that there is an optimum design choice for TOF
and BSF , i.e. when TOF is about equal to BSF loss probability has a
minimum. This is very close to the delimiting operational point derived
in section 5.1.3. To better explain this we show the burst loss probabil-
ity as a function of TOF and BSF with BSF and TOF as parameters,
respectively. Figure 5.15 shows the burst loss behavior as a function of
the BSF . It is clear that the optimum of each curve falls around the
point of BSF = TOF + 1. The curve TOF = 64 has the minimal loss
probability among all due to resulting largest aggregation level. The
minimum loss probability in figure 5.15 is very close to that of the cor-
respondent curve (w = 8, Load = 0.4) in figure 5.13. This indicates that
same performance model can be applied for both unbounded burst size
and fixed size schemes as long as the aggregation level is large enough.
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Similarly, for the reason of increasing aggregation level, most curves de-
crease first with the increasing BSF . Beyond the optimum point, the
impact of the padding overhead begins to be serious. This is confirmed
by figure 5.16 that represents the offered traffic A0 as a function of the
BFS varying the TOF . For given TOF , A0 increases with BSF , which
can lead to higher loss probabilities as shown in figure 5.15. In figure
5.17, the analytical results of the loss probability are compared with the
simulation results with respect to different offered load. Here C = 10 and
w = 8. For simulation only the unbounded burst size case is considered
and TOF = 8. From figure 5.13 it can be seen that at TOF = 8 the
loss probability already converges, so it is a large enough aggregation
level for the application of on-off source model. For analysis, we consider
the Erlang-B formula and the effective bandwidth method based on the
multiplexing of on-off model as described in section 5.1.3. It is seen that
for small loss probability, the effective bandwidth provides quite good
estimations. However, for large loss probability it works not well. This
is because that effective bandwidth method is developed on the basis of
large deviation theory which is oriented for the estimation of rare events.
In the real application where the goal loss probability is in the order of
10-4, effective bandwidth method can play an important role.

5.2.4 Final remarks

In this work the burst traffic characteristic and burst loss probability
in the edge node of OBS/OPS networks with self-similar IP traffic were
studied. The basic system behaviour of the assembly is analyzed and
simulated. The relative relation between timeout and fixed burst size is
discovered which can be used as a reference for the optimal system design.
We propose the multiplexing of on-off sources to model the optical burst
traffic. This model can not only explain the simulative system behaviour
very well, but also lead to tight estimation of loss probability in the
practical interested area.
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Chapter 6

Conclusions

Photonic is the most promising technology to meet the ever increasing
demand of bandwidth of the last years. The research on this field aims
to find efficient solutions in order to exploit the huge capacity offered by
optical fibers. From the network point of view Optical Packet Switch-
ing is the most relevant one in terms of performance even though it re-
quires high technology at component level. Although many good results
have been achieved recently, the technology for optical packet switch-
ing is not ready yet and this makes OPS a long-medium term solution
for the next-generation backbone networks. OPS is the topic studied in
this thesis. In particular packets here are assumed variable length and
working asynchronously. The DWDM technique is also assumed since it
allows to multiply the available capacity by multiplexing all the channels
within a fiber, each one characterized by a different wavelength. OPS
needs to be optimized both at node and network level. A single node
approach permits to study algorithms to solve contention when packets
are directed to the same resources at the same time. Such algorithms
could not preserve the right sequence of the packet stream. Keeping
packet sequence would be very much appreciated instead since out of or-
der packets can impact harmfully on transport level performance. Some
algorithms can be designed with the intent of keeping the sequence and
simulations results showed that this can be done basically maintaining
the same performance. It is also important to evaluate possible solution
for switch architecture in order to design feasible switches that don’t
require too complex schemes from the technology point of view. The
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multi-fiber scheme was taken into account in a cost and conversion sav-
ing perspective. By repeating the same set of wavelengths within an
interface it is possible to work and maintain the same performance with
less tunable wavelength converters. From the network perspective the
routing problem is fundamental to achieve flexibility, efficiency and relia-
bility. In this thesis the adaptive routing as alternative to static routing
has been discussed. Such dynamic routing take its forwarding decision
with a knowledge of the current state of the network and thus the node
has the opportunity to avoid temporary congestion situations. Moreover
adaptive routing can come in help to achieve quality of service and pro-
tection from failures which are fundamental requirements in a network.
Another issue to take care of is the packet assembly. This operation is
done at the edge node of the network where incoming electronic IP pack-
ets from local and metropolitan networks are first converted to optical
domain and then organized in optical units, called bursts, that will be
sent to the core node of the network. Constraints on time and on the
burst length play a crucial role in this sense and they must be designed
carefully.
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