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Nature does not reveal her secrets easily
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Introduction

Natural hazards are assuming ever greater social and economic importance, both
in regional and in global scale. The earthquake hazard still stands out as one
of the most intractable. Nevertheless, aftershocks hazard assessment is criti-
cal for the whole society; in particular in real-time, for emergency planners in
the immediate aftermath of a destructive earthquake, in order to intervene and
plan information for media and for the population, when the information need is
greatest. Early warning procedures, based on the real-time, can play an impor-
tant role in reducing the negative impact of such catastrophic events on densely
populated areas and in mitigating the damage to structures and lifelines.

Our goal in this work has been to perform a physical model, and its transcrip-
tion in a numerical code, that could be a significant and practical contribution
to seismic hazard and early warning systems. We have exploited the most re-
cent progresses in the physical and statistical description of the phenomenon of
clustering with the aim to develop and test a robust and original procedure for
earthquake forecasting.

We have been interested therefore to perform a physical model that could
describe both spatially and temporally the earthquake interactions. For this
goal we have integrated two principal ingredients: the Coulomb Failure Function
(CFF) model and the Rate-and-State Model (RSM).

The CFF approach is one of the physical models mainly used for time-
independent seismic hazard estimates in the last years with encouraging results.
The combination of the CFF model with the RSM (and so with a time dependent
friction law) allows to extend the forecast of potential areas of increased seismic-
ity (via CFF) with aftershock decay rates, i.e. a temporal forecast of activity
changes.

The RSM is nowadays considered one of the most powerful tool to evaluate
probability changes in the expected seismicity rates, being both physically based
and statistically testable.

The CFF model takes into account the static stress changes (or triggers) that
occur instantaneously and permanently and that are the main cause of earth-
quake interactions. It is based on the hypothesis that coseismic stress increases
promote, while stress decreases inhibit, failure on active faults, depending on



2 Introduction

their mechanical state expressed by the static friction coefficient. Several phe-
nomenological studies have confirmed the reality of static stress change trigger-
ing, as we will discuss in section (2.2). But the CFF model alone can not explain
two important phenomena of earthquake triggering: the possibility that even
small stress changes could provoke changes in seismicity rates and the delay that
often elapses between the stress change and the failure.

The Dieterich (1994) model, based on rate-and-state friction theory, can jus-
tify both these behaviors, as we will deepen in chapter (1) and (3). Briefly, the
explanations are both in the effect of the frictional response of the fault to the
applied perturbation, imaging the fault as a part of an infinite population of
patches close to failure. The closer the fault to failure, the smaller stress change
needed and the shorter the time delay. In this way, the phenomenon of trig-
gering is not considered as a threshold process (Ziv and Rubin, 2000; Ogada,
2005). It represents primarily a clock-advance failure, rather than a creation of
new earthquakes (7Toda et al., 2005).

We will discuss and generalize the RSM both from a purely theoretical prospec-
tive (chapters (1) and (2)), as many other authors have made (Gomberg et al.,
2000, 2001; Ziv and Rubin, 2003; Gomberg et al., 2005b; Console and Catalli,
2006), and through an application to a real case study (chapter (3)), as Gross
(2001); Toda and Stein (2003); Toda et al. (2005) and Catalli et al. (2006) have
also discussed.

Developing a RSM we faced with a few critical, challenging open questions
related to such a model. The most difficult was to define and estimate a realistic,
complete and reliable reference seismicity rate (see chapter (3) for details).

In the RSM the reference seismicity has a fundamental role. Toda et al.
(2005) argued that even small stress increases can immediately activate sites of
high background seismicity because it can amplify the expected rate. They also
observed that the background seismicity can mitigate the expected rates too. The
choice of the reference rate can therefore influence the good comprehension of
the outcomes. Let us mention, for example, that the ability to observe seismicity
rate declines (i.e. stress shadows) is hampered by low background rate, because
the rate must be high enough, before the perturbing earthquake, to measure a
decrease (Ziv and Rubin, 2003; Gomberg et al., 2005a; Marsan, 2006).

In the RSM one needs to define a reference seismicity that not necessarily
has to be identified exactly with the background. For background seismicity we
mean the seismicity rate of previous years when unperturbed, i.e. in absence of
any triggers®.

For our purposes we will represent the reference seismicity as a smoothing of

Frequently the two terms background seismicity rate and reference seismicity rate are used
indifferently to indicate the same concept, also in this work. We will highlight the difference
when important during the text.
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the whole seismicity of the previous years before the sequence (see chapters (2)
and (3)). We therefore consider it as spatially variable but time independent.
Nevertheless, few open questions remain to deepen: is it correct or unimportant
to represent the seismicity rate as stationary and time independent (see Hainzl
and Ogata (2005); Lombardi et al. (2006); Lombardi and Marzocchi (2007))7 How
long the time window has to be to correctly define it without including the effects
of the long-lasting sequences (see Marsan (2003); Marsan and Nalbant (2005);
Console and Catalli (2006))?

Finally, let us observe that the problem of the reference seismicity rate does
not concern only a more precise definition of it, but sometimes, as in the case
that we will face, the lack of sufficient data in the region does not permit to
properly evaluate it.

The RSM involves several parameters to be assessed and this represents an-
other challenge of such type of modeling. Our greatest effort during the work
was to reduce the number of free parameters to one, Ao (the constitutive source
parameter). In the literature many authors have suggested possible ranges for
Ao (see chapter (3) for details). We will demonstrate that this parameter can
highly affect the final results. We try therefore to find its best value through a
statistical tool in chapters (2) and (3).

The phenomenon of triggering has been modeled not only by physical pro-
cess, as we have just discussed above, but also by statistical ones. From a sta-
tistical viewpoint the so-called epidemic model (the Epidemic Type Aftershock
Sequences model, the ETAS), introduced by Ogata (1988), and its variations,
have become fairly well known in the seismological community. Tests on real
seismicity, and comparison with the plain time-independent Poissonian model,
through likelihood-based methods, have reliably proved its validity.

In an epidemic system, no earthquake is claimed to be fully linked to any
other earthquake in particular, but rather to all previous events and to the back-
ground seismicity, with different weights. A purely stochastic model as the ETAS,
however, ignores the physical interpretation of earthquakes.

During our work on the RSM we have tried to unify such physical model with
the ETAS one, with the aim to test a new hybrid model (an Epidemic Rate and
State one, the ERS model) which unifies in itself physical and statistical laws. In
this way we have tested the performance of the application of the rate-and-state
laws in a pure epidemic process, verifying the simplifications needed in such a
case.

Stress transfer, and so rate changes, leads to changes in probability of earth-
quake occurrence. To put in practical use the scientific knowledge on trigger-
ing it is more comprehensible for common people to speak about probability
changes. More scientifically, the need to formulate models for earthquake oc-
currence in probabilistic terms arises also from the growing recognition of the
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several difficulties in managing early warning procedures against earthquakes.
Vere-Jones (1995) recognizes three major obstacles: i) the complexity of earth-
quake formation; ii) extensive and reliable data on triggering phenomena are
expensive to collect, and take a long time to accumulate; iii) processes which
have their origin some tens of kilometers below the Earth’s surface are not di-
rectly observable. These difficulties demonstrate the impossibility to treat the
earthquake occurrence and interactions in deterministic terms. Therefore, pre-
dictions should be formulated in terms of probability, i.e. the expectation in the
time-space-magnitude domain, of the occurrence of an earthquake.

To date, just some attempts have been made in providing information on
earthquake predictions to the society: for the recurrence of large earthquakes
over periods of tens of years (Working Group on California Earthquake Probabil-
ities, (2003), for details visit http://pubs.usgs.gov/of/2003/0£03-214/); of
aftershocks over period of days ( Wiemer, 2000); in some places as time-dependent
shaking maps (e.g. see Cramer et al. (2000)).

Such critical information requires studies of its credibility before being dissem-
inated to the public. The contrary can provoke incidents which could discredit
the scientific basis of the predictions (see Vere-Jones (1995)). Several authors
have stressed the need of testings and validations.

Parsons (2005) explored the variability, parameter sensitivity, and limitations
of the time-dependent approach. He used simple statistical tools to asses how
large a stress change must be to significantly change the probabilities. He shows
that we should be confident in the probability estimates only when the perturbing
stress change is large relative to the tectonic stress rate and when the fault is
well characterized.

This is consistent with the results of Kagan et al. (2005), who found that for
southern California seismicity the impact of stress transfer from large earthquakes
on recurrence of other faults is almost weak. They question whether this may be
an observational limitation rather than a physical consequence.

Reasenberg et al. (2003) emphasized the importance of considering a variety
of probability models, combining estimates with appropriate weighting.

With regard to the tests against observations, authors as Kagan and Jackson
(2000); Console and Murru (2001) and Papadimitriou et al. (2001) presented
different approaches for testing the forecasting effectiveness of their models.

Finally, we would remember that some authors have suggested that spatially
varying aftershock probabilities can be computed without calculating Coulomb
stress changes.

Wiemer (2000) and Wiemer et al. (2002) proposed that observations of the
initial portion of aftershocks sequences could be used to directly estimate the
probabilities of later events.

Felzer et al. (2003) suggested that forecasts of late aftershocks based on earlier
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events outperformed similar forecasts based on the main shock induced stress
perturbation.

The next frontier in hazard assessment is to move away from static (station-
ary Poissonian) models towards time-dependent ones. In this context, we will
estimate probabilities from time-dependent rate changes due to Coulomb stress
variations. To objectively validate the robustness of the model we believe that
it is necessary: i) testing and comparing the outputs against observations (not
used in the derivation of the model), both qualitatively and statistically, as we
have tried to do in chapter (3); ii) analyzing the impact of the free parameters on
final results to be not led into unrealistic outcomes (we have stressed this point
in chapter (3)); iii) objectively comparing the model against few others.

The last point represents to us the future challenge we are going to tackle in
the context of the SAFER (Seismic eArly warning For EuRope) project (visit
www.saferproject.net).

The future aim is therefore to validate our procedure, testing the model
among several others in the Euro-Med region, instead of individual test. We
believe that such validation and quantitative hypothesis testing is the key to ad-
vance the presented procedure and earthquake science in general and to put aside
the dangers of basing operational decisions on only partially tested hypothesis.






1

The rate-state model for earthquake

nucleation on a rectangular fault: a

deepening and new insights from a
theoretical point of view

Since the beginning of this work, our attention has been focused on the Dieterich
(1994) model for earthquake nucleation and interaction, based on rate-and-state
friction theory introduced by Ruina (1983) and Dieterich (1986, 1992, 1994). The
original and significant characteristic of this model (for now on called RSM),
is that it seems capable to physically justify the phenomenon of earthquake
triggering in terms of space and time, considering the physical properties of the
faults.

Here we would like to revisit the model from a purely theoretical prospective,
seeking new insights. We also look for a relationship between the source param-
eters of an earthquake and the rate of all other subsequent events. For such a
purpose we initially performed a numerical code that assumes very simplifying
hypothesis. In this whole chapter we refer to this code. In the follow of the work
a few of such hypothesis will be generalized to build a more complex and useful
tool.

1.1 First aims and initial hypothesis

Our main goal in this chapter is to observe the spatio-temporal variation of
the seismicity rate after a shear stress change, introducing in the algorithm a
rate-state model approach. In particular, we try to identify a physically based
relationship between the magnitude of the causative earthquake and the number
of its aftershocks. We thus consider that a seismic events modify the stress field
around the causative fault.

Some recent studies put in evidence that sudden stress variations, even of
small magnitudes, can produce large variations of the seismicity rate. It is recog-
nized as a phenomenon of triggering on faults that are already loaded by tectonic
stress and in close-to-failure condition.

The seismicity rate increases in general where the shear stress change is pos-
itive, according to the Coulomb model (Mendoza and Hartzell, 1988; Boatwright

7
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and Cocco, 1996; Stein et al., 1997; Gomberg et al., 1998, 2000; Harris, 1998;
King and Cocco, 2001; Stein, 1999; Toda and Stein, 2000; Kilb et al., 2002; Be-
lardinelli et al., 2003; Nostro et al., 2005). These studies were able to give a
physical interpretation for earthquake interaction observed in specific real cases,
but they were not suitable to justify the time behavior of failure rates.

In particular, the Coulomb stress change criterion does not allow to model
the hyperbolic time decay of the aftershock rate after a mainshock, known as
the Omori law. In this simple model all the impending earthquakes would be
clock-advanced by a constant time that depends on the stress change and on the
loading rate but does not depend on the physical properties of the fault (Gomberg
et al., 1998). The experience shows that the Earth does not rather behave in this
way. The most popular empirical description of the phenomenon is the Omori
law, stating that the aftershock rate decays in time as t~!. Moreover, above
mentioned studies, based on Coulomb criterion, can not explain why the failure
is often delayed from the occurrence of the stress change. Furthermore, they
were not adequate for the general application of the model in predictive way,
using only the information contained in a seismic catalog. Therefore, among the
various theories modeling the Omori law, we have taken in consideration the one
that assumes the rate-and-state friction law of faults.

We consider in the modeling only the static stress changes created by an
earthquake. We have not considered, even without rejecting them in principle,
other hypotheses that predict a time variation in stress, like viscoelastic relax-
ation or the diffusion of fluids in the crust.

The rate-state model for earthquake nucleation seems capable of substantially
explaining all the phenomenology we are interested to. In this model a promoted
failure does not occur instantaneously at the exceeding of a threshold stress
as for the Coulomb-Amonton criterion, but follows a more complex non-linear
time history with different phases. This time history depends on the physical
properties of the fault.

Basing our work on the classical theory of the elasticity, we start from the
formulation of the stress released by a rectangular fault with uniform stress-
drop in a full space (see for details Catalli (2006)); then we apply the rate-state
model (Dieterich, 1994) obtaining the complete time and space distribution of
the seismicity induced by a given earthquake.

For modeling an extended source, in this chapter as in Catalli (2006), we sum
the different contributions of a number of point sources.

It is important to remark also that for present purposes we neglect the inter-
action between subsequent events, supposing that only the first event perturbs
the stress field. We also neglect the effect of the free surface of the Earth.

In this preliminary study we focus our attention on the behavior of induced
seismicity in space (specifically on the fault plane) and time and its relationship
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with the fault parameters.

The results of simulations are analyzed to find out the scaling relationships
existing between the free parameters of the model and the expected seismicity.
These relationships will allow the validation of the model by real observations
summarized in any seismic catalog.

Before going on, we want clearly enumerate the hypothesis we make in this
preliminary version of the code:

e the effect of the free surface in neglected;
e only the static stress change is considered;

e a uniform stress drop is imposed on the source plane (but a non uniform
dislocation);

e we do not consider the heterogeneity of the stress drop on the fault;
e the extended source is modeled as a certain number of acting point sources;

e we deal just with sher stress changes (we do not consider changes in normal
stress);

e no interactions between events are regarded;
e all parameters of the model are arbitrarily fixed.

Though this first simple theoretical approach, we believe to preserve the
capability of modeling the stress transfer from a seismic source to another that we
are interested to analyze here. Several of these hypothesis have been generalized
in the progress of the work aiming to a more versatile and detailed tool to make
a more realistic forecast.

1.2 An elastic model of the rectangular source

We will analyze the role of a finite, rectangular source in stress transfer and rate
change. Therefore in this section we need to define an elastic model for such a
source.

Suppose that a fault is embedded in a homogeneous, isotropic, elastic medium
where the stress tensor o is uniform. At a particular moment, the fault slips
generating an earthquake, and suppose that the earthquake fully releases the
component of the traction parallel to the slip vector across the fault. We call Ao
(the stress drop) the uniform negative change of traction on the fault.

It is well known that the slip distribution on a fault in similar conditions is
not uniform. The slip distribution will satisfy the theory of the elasticity at the
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new equilibrium, and it will be zero on the edges of the fault. It is also well
known that the shear stress on the fault plane outside the edges of the fault
increases significantly.

The analytical solution for the slip distribution on a fault at the equilibrium
does not exist except that for very simple geometries, such as a rectangular fault
of constant width and infinite length (Knopoff, 1957) and for a circular fault
(Keilis-Borok, 1959; Udias, 1999). As mentioned by Kostrov and Das (1998),
the analytical solution is not known even for a geometry as simple as a rectangular
shape of width W and length L.

In the literature it is possible to find the computation of the stress field gen-
erated by an ideal rectangular fault with uniform slip in an infinite homogeneous
space or half-space (Chinnery, 1961; Iwasaki and Sato, 1979; Okada, 1985, 1992).
However this is not a realistic model since it implies the com-penetrability of the
medium at the edges of the slip region. For this reason, here we make use of a
non uniform slip distribution that is approximatively compatible with a uniform
stress drop on the fault.

To calculate the static displacement, stress and strain, we start from the
Somigliana Tensor and we make use of the double couple point source elastic
theory (Catalli, 2006). Our model of an extended source is drawn heuristically
from that of a rectangular fault infinitely extending in one direction and from
that of a circular fault, and it is characterized by a slip distribution as:

pu Ao [ =[G 0] .

LIV
H 1

defined for —W/2 <x <W/2e —L/2 <y < L/2, where x,y are the coordinates
on the fault plane whose origin is coincident with the center of the rectangle,
Ao is the stress drop and p the shear modulus (rigidity) of the elastic medium.
Figure 1.1 illustrates the behavior of the slip distribution on the source defined
in equation (1.1). Equation (1.1) satisfies the condition of zero slip on the edges
of the rectangle. This slip distribution is of a form very similar to that obtained
numerically by Kostrov and Das (1998) with the finite differences method. Its
analytical form is similar to the solution for a circular fault. Moreover, for a
fault of square shape (W = L) it achieves a seismic moment consistent with
those obtained analytically for two circular faults, respectively inscribed and
circumscribed to the square.

Bonafede and Neri (2000) have shown that, when imposing a unidirectional
traction release in the strike or dip direction, a minor component of slip is present,
over the fault plane, even in the direction perpendicular to the released traction.
We have neglected this component.

For our numerical applications we discretize the continuous slip distribution
of equation (1.1) with a set of point sources densely and uniformly distributed
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Slip distribution

W L

Figure 1.1: Slip distribution on the source defined in equation (1.1).

on the fault (Catalli, 2006). The more numerous the point sources, the more
accurate the approximation.

In our numerical simulations, we arbitrarily, but without loss of generality,
suppose that the fault is on the zq, x3 plane. See figure (1.2) for the conventions
we adopted for the reference system . Let us notice that some fault parameters
are connected among each other; in particular, the scalar moment M, is defined
through the relation:

2 2

My = pAuW L = %uAumaxWL - %AU(WL)W, (1.2)

where Au is the average slip on the fault and the maximum slip, Atmge, is

defined as:
AoV L
Atn = —UTW (1.3)
!

We also assume that the magnitude M is proportional to the logarithm of the
seismic moment M, (measured in Nm) according to the Kanamori and Anderson
(1975) relation:

logq My = 9.1 4+ 1.5M. (1.4)

'We briefly note that about the conventions in the reference system we found several mis-
takes in the texts we consulted, as Udias (1999), Aki and Richards (1980) and Stein and
Wysession (2002). This mistakes, apparently trivial, could generate not negligeable errors in
the final results. We believe that figure (1.2) represents the solution to these questions.



12 1 The RSM: new insights from a theoretical point of view

. —

% 180-5

b

Figure 1.2: Conventions adopted for the reference system and for the parameters of
the fault’s orientation. The x3 axis is positive toward the Nadir direction. The strike
is positive in clockwise; the dip and strike are positive in counterclockwise.

Table 1.1: Source parameters used in numerical applications.

Parameter Value

Strike, dip and rake 0,90, 0 degree
Dimension of the fault (10 x 6) km
Spacing on the fault 0.1 km
Dimension of the grid (30 x 30) km
Spacing on the grid 0.5 km
Magnitude 6

In this work, for sake of simplicity we make the assumption that all the
aftershocks have the same focal mechanism of the causative earthquake. For the
numerical applications in this chapter we make use of parameter values reported
in table (1.1).

In figure (1.3) we can observe the major component of the stress field in such
case, 019, that is the component parallel to the slip. Note that this figure shows
the stress change and not its absolute value. The figure shows also that the shear
stress o1 is maximum near the edges of the fault, in particular along the slip
direction x1, and decreases with increasing the distance from the fault. Inside
the fault the stress change is negative and approximately equal to the imposed
value of —Ag.
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Figure 1.3: Shear stress [MPal, 012, parallel to the slip direction for a strike-slip fault
projected on the fault plane (zix3), x9 = 0.2 km.

1.3 A primary approach to the RSM

We assume that the time-dependent behavior of the seismicity, triggered by a
shear stress change in a population of faults, is described by the RSM introduced
by Dieterich (1992, 1994), where the constitutive friction law proposed by Ruina
(1983) and Dieterich (1986) is used.

The RSM model describes the seismicity rate changes as frictional failures
on a distribution of nucleation patches that have been perturbed by a stress
change; all these patches, constituting the population, are in different moments
of their cycle-life, more or less close to failure, in a critical state. It is obviously
a statistical simplification for describing a non deterministic phenomenon.

According to this model the rate R of earthquakes due to a A7 shear stress
perturbation is given by:

r-

= [T—Tr exp (_AAUT) —71} exp (;—;) +1 T =

whose various parameters are defined in table (1.2). Note that equation (1.5)
does not account for the magnitude of the earthquakes, for the distribution of
which we assume the classical Gutenberg-Richter frequency-magnitude relation-
ship. However, both R and r refer to the number of earthquakes in a specific
magnitude range.
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Table 1.2: Constitutive parameters used in equation (1.5).

Symbol Description

reference seismicity rate

shear stressing rate

reference stressing rate

earthquake shear stress change

fault constitutive parameter describing the direct effect of friction
normal stress

time

characteristic time for seismicity to return to the steady state
characteristic time over which R(¢) is maximum and constant

Q D;E;]-ﬂ-ﬁ

~
S

o

The main novelty of this model is that the expected seismicity depends not
only on the amplitude of the stress perturbation A7, but also on the physical
constitutive properties of the fault, expressed by the temporal evolution of the
friction coefficient and the effective normal stress, as well as on the reference
seismicity r.

We have just observed that the major advantages of the application of the
RSM are the capability to explain the temporal decay of the seismicity and to
justify the variations of time delays between subsequent events (Gomberg et al.,
2000, 2005a).

Dieterich (1994) has shown that the characteristic time, ¢, (the time at which
the rate returns back to the reference value), is related to the stress rate, 7, of
the area by the relation:

Ao

T

ta (1.6)

Here and in the following we make the assumption 7 = 7,.. The interpretation
of this assumption is that the primary earthquake does not change the long-term
stress rate due to the tectonic driving forces in the environment.

It is easily understandable from (1.5) that the integral of R over infinite time
diverges. This is due to the fact that the limit of R for ¢ — oo is the reference rate
r. Therefore, we prefer to deal with the net triggered seismicity rate R = R —r.

The plot of R versus time for different values of A7 is shown in figure (1.4) (see
also Dieterich (1994)). It shows that the initial value of the triggered seismicity
rate, immediately after the triggering event, is proportional to the exponential
of the stress variation, but the time period over which R(¢) is maximum and
relatively constant decreases exponentially by the same factor for increasing shear
stress change. This time period, t., in substantial agreement with Dieterich
(1994), can be obtained computing the intersection between R(t = 0) and the



1.8 A primary approach to the RSM 15

an

A & & & & & 4 & & &
k& k&

"1 MPa” =8 \

"2 MPa"
"3 MPa"
"4 MPa"
"5 MPa"

In[(R-1)I")]

L

_an

In(t/ta)

Figure 1.4: Distribution of the triggered seismicity against time for different values of
induced shear stress. Other parameters are fixed arbitrarily.

straight line corresponding to the limit of R when A7 — oo:

N ) 0

The difference with the result of Dieterich (1994) is that we have preferred to
make use of R, rather than R, and we ignore the case 7 = 0 which we judge
not realistic in the case study of earthquake interaction. Such time period, ¢.
ranges from few hours for a variation of A7 = 5M Pa to nearly one year for
AT = 1M Pa (we refer to table (1.3) for parameter values imposed).

Thus we can state that there are two critical times introduced by the RSM
involved in the temporal trend predicted, t, and t., both detectable in figure
(1.4).

Figure (1.4) finally shows that the total duration of the triggered seismicity
is the same for any stress change, but the shape of the decay is different for
different Ar.

For the identification of the temporal behavior of R the tunning of the param-
eter Ao plays a fundamental role because it is involved both in the computation
of seismicity rate response to CFF, (1.5), and in definition of the two characteris-
tic times, (1.6) and (1.7). In this chapter we fix an arbitrarily value of Ao leaving
to chapter (3) a more detailed analysis of the complex role of this parameter in
the model.
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Table 1.3: Values of the parameters used in the numerical applications of the RSM.

Parameter Value

r 4events/(1y - 1000km?)
T 5 KPa/y

Ty 5 KPa/y

A 0.008

o 30 MPa

ta 48 y

Let us note that, with respect to the Omori law, such kind of temporal
behavior, predicted by the RSM, has a more complex meaning.

Dieterich (1994) has affirmed the substantial agreement of this model with
Omori law; but, the trends illustrated in figure (1.3) are clearly sensible to the
different values of stress change, somewhat that the Omori law does not take
into account.

The empirical trend expected by the Omori law is a sort of a general mean of
the various temporal decays observed during a sequence of events. We will face
again and deepen this aspect in chapter (3), when we will analyze the temporal
behavior of the results obtained applying the model to a real case study.

The integration of R over infinite time leads to the not completely trivial
result that the total number of triggered events in an area of constant stress
change is proportional to Ar:

o rtq r
/0 R(t)it = A =T Ar (1.8)
This relationship, predicted by the friction model, had just been observed for
Landers aftershocks also by Gross and Kisslinger (1997).

We consider the integral over time of the triggered seismicity rate R, once for
a positive A7, and then for a negative A7 of the same size, and we sum the two
functions. We obtain a quantity that initially has a positive increase and then
tends back to zero (see figure (1.5)). This result can be interpreted as a sort of
conservative law of the seismicity by saying that the expected total number of
aftershocks generated in a place close to a fault can be balanced, at long range,
by the total number of those events that are inhibited by the stress drop in a
place internal to the fault, if the stress drops are equal in absolute value. It seems
to us that this circumstance has been ignored, so far, in all previous studies on
this subject.

As we told above, for numerical applications in this chapter we refer to table
(1.3) for the parameter values which had been inferred from several geophysical
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Figure 1.5: Distribution of the number of expected events in four different cases: (a)
for a positive value of earthquake shear stress equal to 5 MPa, (b) for a negative value
equal to -5 MPa, (c) the sum of the two previous cases and (d) the integral of (c) over
time. The values of r» and ¢, are fixed at 1.
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considerations.

The reference seismicity rate, r, is a quantity that should be known experi-
mentally for a given area, and it is related to the average strain rate 7 of that
area. We use for r a uniform value of four events of magnitude exceeding 3.0 per
year per 1000 km?, and for 7 a value of 5 K Pa per year. These are simplifications
of the reality where r and 7 are not geographically uniform. These parameters
seem however reasonable for an area of moderate seismicity.

The parameter A of the constitutive law has a value ranging from 0.005 to
0.015 obtained from laboratory experiments (Dieterich, 1994, 1995). Generally,
simulations that most nearly resemble earthquakes in nature were obtained with
rather small values of A, near to A ~ 0.001.

Antonioli et al. (2006) observed that the minimum value of A in literature is
0.003.

The value of Ao has been also evaluated for different sequences of earthquakes
by several authors (Harris (1998); Toda et al. (1998); Belardinelli et al. (1999);
Stein (1999); Guatteri et al. (2001); Toda and Stein (2003) and references therein;
see table (3.3) for deepenings).

The parameter o is the normal stress on the fault (of the order of some
tens of M Pa). The characteristic time of aftershocks, ¢,, depending on the other
parameters through the relation (1.6), here assumes a value of the order of several
tens of years. This value is essential to model a long term triggered seismicity,
because the effect of the stress change disappears completely after a time of the
order of the double of ¢,.

1.4 An application of the RSM to a rectangular fault

Dieterich (1994) discussed in detail the case of a finite circular dislocation with
uniform stress drop.

In this section we take into consideration a vertical, rectangular strike-slip
fault embedded in an infinite, homogeneous, isotropic, elastic medium. The
values assumed for the fault parameters are again those reported in table (1.1).

Assuming a constant stress drop Ao, the scalar seismic moment M, is pro-
portional to the quantity (WL)3/ 2 that can be considered a sort of equivalent
source volume. Scaling W and L by a given factor, M, scales accordingly, re-
ferring to equation (1.2), and also the shape of the stress distribution in space
scales by the same factor according with the elastostatic theory.

Assuming that the reference seismicity rate is given as the number of events
per unit volume and time, and integrating over the space, we find that the
number of events triggered by the earthquake is thus proportional to the source
volume, i.e. to the seismic moment M, or to 103M , where M is the magnitude.
But in this study we analyze only those aftershocks occurring on the fault plane
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neglecting off-fault seismicity and assuming that this is the plane of weakness
optimally oriented with respect to the tectonic loading stress.

The modeling of the space-time distribution of seismicity triggered by a rect-
angular source is straightforward, introducing in equation (1.5) the expression
for the shear stress change A7 according to the theory presented in section (1.2).
Let us notice again that we are here neglecting any contribution of the nor-
mal stress changes. But we can observe that on the fault plane the normal stress
changes in a homogeneous and isotropic medium are likely to vanish. In this case
(remaining only on the fault plane), the number of triggered events would be pro-
portional to the fault area of the triggering event and then to MO2 / 3, or to 10M.
If this scaling is true, one earthquake of magnitude M would have a number of
aftershocks ten times larger than one earthquake of one magnitude unit smaller.
Assuming, then, that the b value of the Gutenberg-Richter frequency-magnitude
relation is equal to 1, it would follow that all the earthquakes of magnitude M
produce the same number of aftershocks as the earthquakes of one magnitude
unit smaller. This hypothesis is supported by the statistical analysis of real
observations (Utsu, 1969; Yamanaka and Shimazaki, 1990; Felzer et al., 2002;
Helmstetter, 2003; Helmstetter et al., 2005) and will be used in the following of
the chapter.

A first group of numerical simulations, concerning the seismicity triggered by
a rectangular fault with the RSM, have been performed to study the variation
of the total number of triggered events (in space and time), Ny, versus the
main free source parameters: the stress drop Ao, the linear dimensions L and
W and the magnitude M. Tables (1.4), (1.5) and (1.6) show the results obtained
assigning a fixed value for one of the parameters at time, and letting the others
change according to equations (1.2) and (1.3). These simulations have been
carried out by summation of the single contributions of the elementary cells
constituting the area surrounding the fault. Only the seismicity triggered on the
fault plane, but outside the fault edges, has been considered. Looking at table
(1.4) one can notice that, under our hypothesis and for a constant stress drop,
the total number of triggered events increases about proportionally to the fault
area L - W. Theoretically it should be exactly proportional to the area of the
source, but in the computations there are numerical imprecisions due to the grid
size approximations. These numerical simulations show, also, that the number of
aftershocks is proportional to the 2/3 power of the scalar seismic moment (or to
the exponential of the magnitude, 10™), in agreement with the above theoretical
arguments. Table (1.5) clearly shows the proportionality existing between the
stress drop Ao and N, having fixed the linear dimensions of the fault. This
is a simple consequence of the proportionality between the stress drop, Ao, and
the consequent shear stress change, A7, at any point of the space around the
source; thus, it is also an example of the proportionality expressed in equation
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Table 1.4: Relations between fault parameters and total aftershock production around
it, Nyot. Ao is fixed at 4 M Pa; the total area considered is of 100 x 100 km?. The
source area is represented by L - W.

L-W [km? [ M | My [Nm] | Ne
4 16]99-10° | 134
25 54| 15107 | 782
100 6.0 | 1.2-10'% | 263.2
225 6.4 | 4.2-10'8 | 532.8

Table 1.5: The area of the fault is fixed at the value of 100 km?; the total area
considered is of 20 x 20 km?.

Table 1.6: The value of M is fixed at 6.0; the total area considered is of 20 x 20 km?.

Ao [MPa] | M | My [Nm] | N
1 56| 3.1-10"7 | 51.8
2 54 6.2-10'7 | 103.4
3 59| 9.3-1017 | 155.2
4 6.0 | 1.2-10' | 206.8
5 6.1 | 1.6-10' | 258.6

L-W [km? | Ao [M Pal Niot
4 510.7 over flow

25 32.7 597.6

100 4.1 223.2

225 1.2 107.8

(1.8) between A7 and the total number of triggered events, integrated on the
whole space.

The results reported in table (1.6) give credit to the hypothesis that, for
a constant magnitude, the earthquakes of smaller linear dimensions generate a
larger number of triggered events. Indeed, a point source would yield the largest
quantity of triggered events for the same magnitude.

Let us mention, lastly, the results of a simple numerical test. We just have
theoretically shown, in the previous section, that the total number of events
triggered by a stress change A7 per unit area is, after a time much larger than the
characteristic time t,, identical to the number of events inhibited by a negative
shear stress change —A7 (figure (1.3)). The numerical simulations about an
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extended source, with parameter still shown in table (1.1), reflect this idea in a
more general way. In fact, if we take the total number of aftershocks produced
in a time interval of 100 years by a fault of 100 km? on the portion of an area
of 10* km? external to it, we find 353.2 events, while the same computation
made including the negative contribution of the area internal to fault itself gives
only 15.6 events (less than 5%). The idea of an overall null balance is, then,
substantially met: we can conclude that the phenomenon of clustering does not
change the long term seismicity rate of a large area. This is in contrast with the
opinion that trigger zones produce many more shocks than are missing from the
shadows (Toda and Stein, 2003). We nevertheless regard for Marsan (2003) that
put in evidence the practical difficulty to observe in nature the lack of events (the
quiescence) mainly when looking at weakly active regions and short timescales.

1.5 Temporal behavior of the triggered seismicity

We want consider now in more detail the dependence on time of the number of
triggered events predicted by the RSM considering a rectangular source. Ka-
gan and Jackson (1991) and Dieterich (1994) found, in their empirical works,
that shallow aftershocks, above a given magnitude cutoff, decay globally (for
different distance intervals) in about 10 years and this time decay appears to
systematically decrease with increasing depth.

In our model the behavior in different zones depends on the different values of
the stress changes, that decrease with the increasing distance from the edges of
the fault. It can be then noted that the plateau of the plot of the seismicity rate
versus time (see figure (1.4)) has a duration that increases with the increasing
distance from the source. This result depends on our assumption of considering
only aftershocks on the mainshock fault plane. It can also be biased by the fact
that we consider only the effect of the static stress step A7 caused by a mainshock
and we neglect the interaction between other events. We also do not account
for heterogeneities of frictional constitutive properties nor for the dynamic stress
concentration at the crack tip. In spite of that, we believe that our model can
describe a behavior not so far from reality. Therefore we keep as our reference
the model of fault given in table (1.1) again.

As shown in figure (1.6), in the close neighboring of the fault (within 0.5
km from the perimeter of the fault), most of the aftershocks occur within one
day after the occurrence of the inducing earthquake, and more than 1/3 of them
occur already in the first hour. This is clearly not the case for further distance
from the source: in the slice between 0.5 and 8.5 km from the fault, about half
of the activity is exploited within about one year. The further we go apart from
the source, the longer is the time interval necessary for the exploitment of the
triggered activity. In fact, in the distant zones (from 20 to 100 km from the
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Figure 1.6: Representation of the total number of induced events (on vertical axis)
in different arbitrary slices (red, green and blue columns) around the principal fault
after different intervals of time (on horizontal axis). The distances of the limits of the
slices are computed from the perimeter of the source and the reference magnitude in
the simulation is 6.0. This histogram represents the distribution nearest to the source
from shorter to longer intervals time (the time scale is purely qualitative).

fault) most of the triggered events occur longer than 20 years after the inducing
carthquake (figure (1.7)).

The behavior shown in figure (1.6) and (1.7) is illustrated also by the snap-
shots of the spatial distribution of the seismicity rate at different times. Panels
of figure (1.8) clearly show how the distribution of aftershocks resembles that of
the stress change (figure (1.3)) and how the time decay is different in the different
slices. These also show how shadow zones (where the seismicity is inhibited) last
longer in time. We want remark again that we make the assumption that the
aftershocks occur mainly on the fault plane and that these have the same focal
mechanism of the causative event.

We are now interested to check if the generalized Omori law is suitable to
describe the temporal behavior of R(t) predicted by our model in every spatial
slice and, in such case, by means of which free parameters. We refer to the
generalized Omori law as to the formula describing the decay of aftershock rate
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Figure 1.7: Analogous of figure (1.6). This histogram represents the distribution
farther from the fault at longer intervals time.

after a mainshock (Utsu et al., 1995) through three free parameters a, c e p:

a

RO= (1.9)

For this purpose we make use of an algorithm for the least squares best-fit of the

sets of data reported in figures (1.6) and (1.7) by the integral of (1.9) over the
time:

y = /;R(t’)dt’ =a (1.10)

(c+t) P —ctr
1-p '

The results obtained for the best-fit are shown in table (1.7). It is evident
that the values of the parameters obtained are quite different from case to case
(for instance, the ¢ parameter is extremely small for the slices closest to the
fault edges), and that the standard deviation o of the cumulative number of
events is larger for the slices that include the wider range of distances from the
fault. These results show that the same set of parameters in equation (1.10)
can not fit the synthetic values obtained for different zones. Dieterich (1994)
reached a similar conclusion for a source model represented by a circular shear
crack. However, his analysis was limited to the spatial variation of p parameter
letting ¢ = 0. The observation that the Omori p parameter varies spatially in
real aftershocks sequences has been documented not only by Dieterich (1994)
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Figure 1.8: Spatial distribution of the density of induced events at t=0.01, 1 and 100
years.
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Table 1.7: Results obtained for the best-fit of the sets of data reported in figure (1.6)
by the relation (1.10). o indicates the standard deviation of the cumulative number of
events.

Slice [km] a [yP cly] P o

(0+0.5) 324+0.17 037-107+02-10°  1.02+£0.02  1.86
(0+8.5) 11.0+£0.76  0.23-1077+0.2-107  0.91+0.032  9.16

(0.5+85) |  83.7+70.0 3.1+ 1.96 1444019 3.3

(0 = 20) 34.3 + 8.0 0.13- 107! 4 0.019 1.14£0.077 9.2
(0 = 100) 36.8 9.1 0.15- 101 £ 0.023 1.124+0.08 108
(20 = 100) | (12.5 4 10.9) 10° 61.0 + 5.43 2.84+0.96-10"% 0.45

but also in a number of papers ( Wiemer and Katsumata, 1999; Wiemer, 2000;
Enescu and Ito, 2002; Wiemer et al., 2002; Wiemer and Wyss, 2002). Wiemer
et al. (2002) reported a case of significantly different ¢ values in the northern and
southern Hector Mine aftershock volume, respectively. Enescu and Ito (2002) in
their study of aftershock activity of the 2000 Western Tottory earthquake found
c-values very close to 0 except for larger magnitude earthquakes, arguing that
this feature could result from incompleteness of data, or might also reflect the
complexity of the rupture process.

The situation is illustrated also by the plots of figures (1.9) and (1.10), show-
ing the graphical comparison between the synthetic data and the relative theo-
retical approximation for different slices.

1.6 Discussion, match points and open questions

In the development of this first version of the model some approximations have
been made. Three of the most important are (a) having neglected the singu-
larity introduced by the free surface of the Earth; (b) having neglected
the dishomogeneity of the stress drop on the fault, and consequently the
very complicated pattern of slip (this must certainly have influence on the af-
tershock pattern: some aftershocks may even occur inside the fault, where the
gradient of slip is high); (c) having neglected the interaction between
subsequent events.

We will observe in the next chapter (2) that approximations (a) and (c) have
been surpassed in the ongoing of the work. About hypothesis (b), we will deepen
in chapter (3), section (3.4.4), that using the sum of a number of point sources
as a solution for an extended source, at certain scales, we can generate a sort of
numerical dishomogeneity that could simulate the dishomogeneity of the stress
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Figure 1.9: Comparison between the temporal distribution of the cumulative number
of induced events closer from the source corresponding to synthetic data and the best
fits obtained by the Omori law.
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Figure 1.10: As figure 1.9 but for the events farther from the source.
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on the fault. We will exploit this phenomenon to analyze the role of the stress
heterogeneity in earthquake interactions.

In spite of these approximations, the first step of our modeling, concerning
the stress change in the medium following an earthquake, has given results com-
parable to those of previous papers as, for instance, Chinnery (1961), Nostro
et al. (1997), King and Cocco (2001), as Catalli (2006) has just delved into. This
substantial agreement, though the simplifications introduced in this specific case
of rectangular source, supports the validity of our methodology.

Neglecting the interaction among seismic events and using the rate-and-state
model of Dieterich (1994) entails that the total number of triggered events per
unit area is proportional to the shear stress change. Nevertheless, the time
constant by which the rate of events decreases has a large variability, ranging
from a fraction of hour for a shear stress change of several M Pa, up to tens of
years for stress variations smaller than 1 M Pa.

A first set of simulations carried out with a model of rectangular fault, based
on the hypothesis that most of the aftershocks occur on the same plane of the
fault, has lead to the relationship between the main source parameters and the
number of triggered events. The simulations lead to the conclusion that many
earthquakes of small magnitude can produce, in total, a number of aftershocks
comparable to that of fewer larger earthquakes. Our model predicts, in fact, that,
for a constant stress drop, the number of triggered events is roughly proportional
to the seismic moment at the power of 2/3, or equivalently to 10M as observed
In various occasions.

Helmstetter (2003) and Helmstetter et al. (2005) suggest that this behavior
can be related to the fractal structure of the spatial distribution of the seismicity
and to the nature of earthquake interactions.

For a constant stress drop we also observe that the total number of triggered
events is proportional to the area of the fault; on the other way, if the linear
dimensions of the fault are kept constant, the number of triggered events is
proportional to the stress drop.

An important aspect of the model concerns the time-space behavior of the
triggered seismicity. The simulations show that the application of the RSM
through equation (1.5) has as a consequence something more complicate than
the conventional Omori law for the temporal decay of aftershock rate. In fact,
the seismicity is expected to be intense (in accordance to the stress change)
and have a maximum constant value close to the fault edges of the primary
earthquake, but the time necessary for the starting of decay is shorter. On the
contrary, the seismicity expected at larger distances (up to 10 times the linear
dimensions of the fault) is weak, but the time necessary for the decay from the
maximum value is longer (even some tens of years).

We can conclude that the temporal behavior of aftershock rate varies in space.
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Moreover, the model predicts that the total long term production of aftershocks,
including wider areas, is not negligible respect to the short term production.
In this respect, the regional background seismicity could be interpreted as a
sort of noise, or memory, due to the superposition of the effect of many older
earthquakes.

The time decay described by the popular Omori law could be interpreted
as an apparent average result of the contribution from the various areas on the
plane containing the primary fault.

The RSM (Dieterich, 1994), used in our algorithm for the time distribution
of the seismicity produced by a dislocation on a rectangular fault, has allowed
just a partial justification of the Omori law, getting over it.

We outline the following main conclusions obtained from the simulations:

e The seismic activity is very intense during the first few hours or days after
the occurrence time of the primary earthquake, in the rectangular slice
close to the edges of the fault.

e The immediate decay of this intense activity is followed by a period of
time during which the activity at larger distance (of the order of the lin-
ear dimensions of the fault) is nearly constant. For longer time (several
years) the total number of triggered events in the external zone becomes
comparable with that of the most internal one.

e The number of events triggered over a long time scale at distances larger
than the fault linear dimensions is significantly large.

e The seismic activity inside the fault drops to negligible values at the occur-
rence of the primary earthquake and returns to normal values only after a
time much longer than the characteristic time (several tens of years in our
simulations); for a long time range the number of events inhibited inside
the fault is comparable to that of the events triggered outside: the net
balance can be considered null; the seismicity rate changes in space and
time, but it does not have influence on the rate averaged over very large
intervals of space and time.

In light of the consequences derived from our model, both positive and nega-
tive perturbations of the seismic activities, resulting from the interactions among
earthquakes, would last for a time of the order of decades. In this respect, it
seems unrealistic to define and observe what is specifically called background
seismicity of an area. Nevertheless, we will see that it is necessary to define in
some way this quantity if we are interested in applying the model to a real case.

Now then we are going to verify in several different cases that this matter
about the choice of the reference seismicity is a controversial and crucial open
question.
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We can conclude that this first version of the model here analyzed, in spite of
its very simple conception, gives a physical justification both to the very popular
phenomenon of short term earthquake clustering (aftershocks and foreshocks in
strict sense) and to that of the long term induction and quiescence, also observed

in various occasions.






2

A more realistic version of the model
for applications to real case studies

In chapter (1) we have presented a first group of results on earthquake triggering
obtained with the RSM. As we have highlighted, for this first approach to the
RSM we used an algorithm with several strict hypothesis. But our final target is
to perform an useful and versatile tool for earthquake forecasting. That is why
in this chapter we present a new version of the model where the most part of the
preliminary rigid hypothesis have been generalized.

2.1 The new practical version of the model

In section (1.1) we listed the restrictions we had made in the early stage of the
modeling. In the next paragraphs we are going to generalize and discuss the most
part of these restrictions. We anticipate here the most significant, new skills we
included in the new version of the algorithm:

e we include the effect of the free surface of the Earth, imaging a 3-D half
space;

e dislocations brought by extended sources are calculated using Okada (1992)’s
solutions;

e the slip on the source is heterogeneous (when known);

e we take into account changes both in shear and normal stress considering
the Coulomb Failure Function (hereinafter CFF);

e we regard to the interactions between the main events (to simulate a se-
quence).

e we reduce to one the free parameter of the model and we optimize its value
with the maximum log-likelihood method;

e we introduce the possibility to evaluate, from the expected seismicity rate,
the probability of occurrence in a space-time-magnitude window.

31
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Only two hypothesis still hold steady: (a) we continue to ignore the dynamic
stress variations and (b) we do not consider the heterogeneity of the stress drop
on the fault.

Although we will use in this study only static stress changes, it is important
to emphasize that the RSM can be applied to any arbitrary, complex stress
perturbation.

According to Marsan (2006) and Helmstetter and Shaw (2006), we do not
ignore that the spatial heterogeneity of the stress field can explain in more detail
the phenomenon of triggering; we decided to not consider this complexity in
our model for seek of simplicity. However we will discuss this topic also later,
in chapter (3), presenting some simple examples regarding the introduction of
stress heterogeneity in the modeling.

Thereby, in the follow of our study we consider a 3-dimensional half space
where stress changes are calculated using the numerical procedure proposed by
Okada (1985, 1992). This means that we now imagine the source plane as a
whole and not as a discrete sum of point sources.

With the precise aim to apply the model to real cases and match these at the
highest degree, now the slip on the fault is not imposed arbitrarily but comes
from real information.

Let us discussing the other changes in more details.

2.2 The Coulomb Failure Function and its inclusion in
the RSM

The spatial evolution of seismicity during different seismic sequences has been
commonly interpreted in terms of fault interaction caused by coseismic stress
transfer.

The CFF model has been proposed as a robust tool to model fault interaction
and earthquake triggering. It is based on the hypothesis that coseismic stress in-
creases promote, while stress decreases inhibit, failure on active faults depending
on their mechanical state expressed by the static friction coefficient (see King
et al. (1994); Harris (1998); King and Cocco (2001) and references therein).

This model has been extensively applied and tested in numerous papers pub-
lished in the literature, as that of Stein et al. (1997); Gomberg et al. (2000);
Kilb et al. (2002); Nostro et al. (2005); Steacy et al. (2005), among many others.
Many recent papers have pointed out the role of stress transfer in earthquake
occurrence by showing the correlation between the Coulomb stress changes and
the seismicity rate changes (Stein, 1999; Toda and Stein, 2003; Toda et al., 2005),
as well as with locations of main shocks (Nostro et al., 2005; Steacy et al., 2005).

We calculate the CFF, i.e. the capability of the mean to crack, caused by
an earthquake dislocation in a homogeneous half-space using the 3-D algorithm
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proposed by Nostro et al. (1997).

We consider here two different models for evaluating the CFF: the constant
apparent friction model and the isotropic poroelastic model (Beeler et al., 2000;
Cocco and Rice, 2002).

Cocco and Rice (2002) affirmed that it is not possible a priori to decide the
correct physical model between the two. They highlighted however the differences
that could exists between the results of the two models, remarking that the
isotropic poroelastic one implies a clearly choice of the time window. They
concluded that the appropriate choice has to be made in function of the particular
case study.

We are interested to verify if differences in expected seismicity rate could
appear with the two different solutions introduced in the RSM.

We calculate the Coulomb stress change through the well-known general ex-
pression:

ACFF = A1+ (Ao + AP), (2.1)

where A7 is the shear stress change calculated along the slip direction on the
assumed fault plane, AP is the pore pressure change, p is the friction coefficient
and Ao is the effective normal stress change (positive for extension).

The constant apparent friction model involves that AP is proportional to the
normal stress changes:

AP = —BAo, (2.2)

where B is the Skempton coefficient. Therefore, Coulomb stress changes are
calculated through the widely used expression (see Harris (1998); Cocco and
Rice (2002) and references therein):

ACFF = At + p/ Ao, (2.3)

where 1/ = 1 (1 — B) is the apparent friction coefficient.
To the other end, the isotropic poroelastic model provide, for changes in pore
pressure, that:

AP = —BA‘;’“’“, (2.4)

where Aoy, is volumetric normal stress change. Thus, the CFF in this case is
calculated as:

ACFF = A1+ p (Aa - B%’“’“) . (2.5)

But stress changes alone can not explain the temporal evolution of seismicity,
such as the Omori decay of aftershocks or the seismicity migration to which
we are interested. As we have just stated in the previous chapter, in order
to model both the spatial pattern of seismicity and the temporal decay of the
rate of earthquake production, the fault constitutive properties have to be taken



34 2 A more realistic version of the model

into account. Thus, we want couple CFF changes with the RSM introducing
in equation (1.5) the variations in CFF in place of A7. In this case we would
strongly remark the necessity, previously confirmed only by Linker and Dieterich
(1992), Dieterich (2000, 1994); Harris (1998), to correct the value of the friction
coefficient 1 = 7/0. In fact, for the nucleation solution the correct friction

coefficient is:
-

p=—-a (2.6)
where « is the constitutive parameter for the evolution of the state with normal
stress acting. It seems to us that this necessary correction there was not treated
with sufficient clarity, or even ignored, in recent papers concerning the coupling
of CFF and RSM (we refer in particular to the works of Toda and Stein (2003);
Toda et al. (2005)); therefore, in the next chapter, we are also going to investigate
the role of « in seismicity rates computations (section (3.4.2)). Let us note that
this correction is valid and necessary both for positive and negative normal stress
variations; in fact, as Linker and Dieterich (1992) stated that a sudden variation
in o results as a sudden change in the state that is symmetric with regard to
increases versus decreases in o. Thus, a pulse in normal stress produce no net
variation in the state.

Therefore, when we introduce the CFF changes in the RSM, we have to
consider the a correction both in the constant apparent friction model:

ACFF = At + ji(1 - B) Ao, (2.7)

and in the isotropic poroelastic model:

ACFF = At + ji (Aa - BA‘;“’) . (2.8)

Observe that in (2.7) we correct p and not p' because it is p that multiplies
the effective normal stress in equation (2.1). Adopting reasonable values for the
parameters, as p = 0.75, B = 0.45 and o = 0.25, in equation (2.7) the final
apparent friction coefficient, that multiplies Ao, is equal to 0.27 (not far from
the 0.2 often assumed as in King and Cocco (2001)) and in equation (2.8) it is
equal to 0.5.

2.3 How to model a sequence of stress perturbations with
the RSM

To model the effect of repeated stress perturbations, we use the expression of
seismicity rate R as a function of the state variable v at the reference shear
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stressing rate 7,, proposed by Dieterich (1994) (see also Toda and Stein (2003)

and Toda et al. (2005)):
r

VT
where r is the reference seismicity of the considered area; «, the state variable,
evolves with time and stressing history. Dieterich (1994) shows that, under a

constant stressing rate, the state variable is at the steady state and takes the
value:

R= (2.9)

1
Yo = - (2.10)

Tr

We have assumed that the stressing rate does not change before and after the
main shock, being equal to 7,, as we have just observed in the previous chapter.
This implies that, in absence of any stress perturbation, the seismicity rate given
by (2.9) is at the steady state and R = r (i.e. 7= ).

According to Dieterich (1994) the rate R can be interpreted as a statistical
representation of the expected rate of earthquake production in a given magni-
tude range.

An applied stress perturbation to the fault population modifies the seismicity
rate through the evolution of the state variable given by:

—ACFF)J (211)

n = Yn—1€ - 1
7 Y 1xp( Ao

where 7,1 and 7, are the values of the state variable before and after the applied
stress change respectively. Let us note again that here we represent the coseismic
stress perturbation in terms of a Coulomb stress change, CFF, calculated as
described in the (2.2).

The same Dieterich (1994, 2000) showed that the evolution of state variable
is governed by the following law:

1
dy = —[dt —vdCFF]. (2.12)
Ao

The effect of a stress perturbation caused by an earthquake occurred nearby is
to drop the state variable, so that the fault slips at higher rate. This produce
a higher seismicity rate. After that, a decrease of the seismicity rate begins,
according to the critical time ¢., as reported in equation (1.7). When the rate
decreases, the state variable increases. The temporal evolution of v is given by:

1 —AtT, 1
_ — 2.1
Yn+l = (’Yn 7?) exp ( P ) + 7 (2.13)

where t is the time step.
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2.4 The parameters of the model and the maximum like-
lihood method

To compute the elastic stress perturbations we need to fix the source parameters
as the focal mechanism, the magnitude, the linear dimension and the slip dis-
tribution, which are evaluable from real observations. To the other hand, three
are the own parameters of the RSM to be assigned: the reference seismicity r,
the reference shear stress 7, and the fault constitutive parameter Ao, as table
(2.1) highlights. The two critical times, ¢, and t., are inferred from the previous
parameters. Let us remember again that we hypothesize that 7/7, = 1.

Before going on, we feel now the need to spend some more words clarifying
what we specifically mean for the reference seismicity instead of the background
seismicity rates. Let us begin observing that for the RSM r represents the seis-
micity rate relied to the reference shear stressing rate 7,., and any other restric-
tions are imposed for its evaluation by Dieterich (1994). Therefore, for seeking
of more clarity, we would precisely define the two different ways we consider to
interpret r. The widely used in literature is the background seismicity rate: a
spatially variable, time independent r that should be evaluated in a fixed time
window on a declustered catalog (or on a catalog which is believed not to con-
tain aftershock sequence). Even if this representation is the most common in
literature, it is also further from reality because long lasting, secondary trigger-
ing make very difficult to identify a catalog without aftershock sequences. The
second way to interpret r is as a simple reference seismicity rate: it is always
evaluated in a fixed time window but on an undeclustered catalog.

In the follow of this work we will assume r as a reference seismicity rate.

Table 2.1: Parameters of the model.

Parameter Description Estimate by

(p, 9, /\); m; L; W; Au  source parameters real observations

T reference seismicity rate smoothing previous seismicity

T reference shear stress rate an approximate relation within r
Ao fault constitutive parameter a likelihood best fit

Then we compute the reference seismicity rate by smoothing the whole seis-
micity (without declustering) of the previous years before the beginning of the
studied sequence, according to the algorithm proposed by Frankel (1995). In
this way, the reference seismicity rate is assumed spatially variable, but time
independent and consequently the process stationary.
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The reference seismicity is a crucial variable in any fault population model,
which plays a very important role, as observed for example by Toda et al. (2005)
studying the RSM. The choice of the background is also determinant in trying
to define and observe the quiescence of seismicity, as observed by Ziv and Rubin
(2003); Gomberg et al. (2005a); Marsan (2006). Because of its importance, we
would leave some open questions to be deepen in the future progress of the work,
as: is it really correct to assume the reference seismicity as time independent
and stationary'? In any case, how long the time window has to be to correctly
estimate a smoothed reference background? And how to exclude the possibility
that long-lasting sequences could contaminate such an estimate (mainly if we
really want estimate the background)? Some answers to these questions have
been recently published by various authors.

Hainzl and Ogata (2005) and Lombardi et al. (2006) affirm that in volcanic
areas, that is for short time periods, the background seismicity shows a time
dependence and a non stationary behavior. They speak about the background as
commonly interpret by ETAS modelers (for details on ETAS model see chapter
(4)): for them the background coincides with the rate of spontaneous events,
without the presence of any cluster. We then can deduce that for the reference
seismicity the time dependence is even more accentuate.

Moreover, Lombardi and Marzocchi (2007) observes a non stationarity in the
time distribution of large worldwide earthquakes, over longer time windows too.

Finally, Marsan (2003); Marsan and Nalbant (2005); Console and Catalli
(2006) cope with the difficult to extrapolate a background seismicity from real
data.

We have to observe that several problems could arise in selecting a reference
seismicity if there are insufficient data relatively to the selected area.

The reference seismicity rate and the reference shear stress rate are not inde-
pendent in a specific area. That idea was just discussed in Console et al. (2006).
Here we propose a more practical and rigorous version of the final relation be-
tween the reference seismicity and the reference shear stress, as revisioned by
Catalli et al. (2006). Let us note that to correctly apply such relation for esti-
mate 7 now it is necessary to deal with a reference seismicity rate (as we do)
instead of the background rate, because the shear stressing rate refers to the
tectonic seismic moment released by all the earthquakes.

ITo clarify the different meanings between a time independent and a stationary process we
send to Lombardi and Marzocchi (2007) and reference therein
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2.4.1 The relation between the reference seismicity and the shear
stress rate

Here we aim to explicitly motivate the approximate relationship between the
reference seismicity rate r and the stressing rate 7, of an area, presented for the
first time by Console et al. (2006) and then revised by Catalli et al. (2006). We
start from the Gutemberg-Richter relationship:

N(m) = 1077 = N,y10~bm=mo), (2.14)

which defines the number of earthquakes N(m) with magnitude larger of a gen-
eral value m; a and b are the well known free parameters of that law? and NN is
the number of seismic events with magnitude larger than a given threshold my.

The seismic moment is related with the magnitude through the Kanamor:
and Anderson (1975) relationship (1.4) that we can write again as:

Moy(m) = M10->0m=mo) (2.15)

where Mg is the seismic moment of an earthquake of magnitude my.
The number of earthquakes AN comprised in a magnitude interval [m, my]
is given by:
AN(m) = Ny — N = N, [1 — 107blm=mo)] | (2.16)

Consequently, the number of earthquakes in a magnitude interval [mg, Mq.] is:
AN = Ny — N(imaz) = Ny [1 — 10700mmee=mo)] ~ N, (2.17)

which does not substantially differ from Ny even for small magnitude intervals.
According to the Gutemberg-Richter relation (2.14), the increment in the
number of expected earthquakes for an infinitesimal increment of magnitude is

given by:
dAN
= bIn(10) Ny [107Plm=mo)] | (2.18)

The total seismic moment M} associated with the AN earthquakes having
magnitudes comprised in the interval [mg, Mq.] is:

Mmaz AN
M = / Mo(m)d—dm

mo dm

mo
= bIn(10)NoM; / 10(1-5=b)(m=mo)

Mmazx

; (15PN mmaz=mo) _ 1) (2.19)

. 1
— bN0M015_

24 is equal to the natural logarithm of the number of events of magnitude 0 and b is the

inverse of the slope of the predicted trend.
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From this equation we can easily derive an expression for Nj:

M (15— ) 1
= M; b (10(1.57b)(mmazfmo) — 1)7

No (2.20)

that will be useful in the following.
We evaluate in practice, and thus we define here, the seismicity rate of refer-
ence as:

AN
r= ,
AT S,
where Sy, is the areal finite element we selected as the area of reference and At is

the time window in which the AN earthquakes occurred. According to equation
(2.17), the previous one becomes:

(2.21)

1 MEt15—b 1

= ATS, M b (10050 (mmaz—mo) — 1" (2.22)

r

We now assume that the selected group of N earthquakes occurs in a seismo-
genic volume V' and we use the Kostrov (1974) approach to express the average
stress tensor 0;; associated with the moment tensor M(’fij of these selected earth-

quakes:
AN

_ _ 1 k

055 = QGEZ'J‘ = V Z MOij’ (223)
k=1

where ¢€;; is the strain tensor and G is the rigidity. Considering that the tectonic

load oy is given by the shear stress components, we can write the following

simplified expression:

MSOt = O'tectv = TATV = %ATWseisStota (224)

where we have expressed the seismogenic volume as the product of the thickness
of the seismogenic layer, W, and the reference area. The substitution of
this relation in equation (2.22) implies that we consider a seismogenic volume
V' large enough to contain an appropriate number of earthquakes, but at the
same time small enough to image seismicity rate changes on a map view. This
approximation is commonly performed when computing and plotting seismicity
rates in maps.

Performing simple algebraic computations we finally obtain our desired rela-
tionship:
rM; b
Weeis 1.5 — b

>~

7 (10PN mmaz=mo) _ 1) (2.25)

Kokk
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We have so reduced the free parameters of the model to one, Ao, overcoming a
drawback of the RSM consisting of poorly constrained parameters. We have just
discussed the state of the art in the specific literature concerning Ao (in section
(1.3)). And we also have just said that we can consider it as an unique parameter
because it appears almost always as a multiplication. In section (1.3) we high-
lighted that in literature one can find a wide range of the values corresponding to
Ao. For instance, Harris (1998) evaluated Ao for a specific aftershocks sequence
found a value range ranging from 0.0012 to 0.6 M Pa.

In our procedure we perform the best value of Ao from a maximum-likelihood
best fit, testing the model with real seismicity of the studied area. The algorithm
also compares it with a plain time-independent Poissonian model. This procedure
for evaluating a free parameter is that used also by Console and Murru (2001);
Console et al. (2003, 2006) and previously introduced by Ogata (1998). It consists
in searching for the maximum of the log-likelihood function of a realization of N
seismic events described by a catalog {z;,y;,t;,m;; j=1,...,N}:

N
ln(L):Zln[)\(xj,yj,tj,mj)%]—//// Az, y, t,m)dz dy dt dm, (2.26)
= xJyJrJm

Voz////dxdydtdm
xJyJrJm

is a coefficient whose dimensions are equal to those of the inverse of the rate
density A(x;,y;,t;, m;). The rate density A in this case corresponds to the rate
of seismicity Re™”™ corrected by the Gutemberg-Richter law. The second term at
the right-hand side of equation (2.26), that expresses the expected total number
of triggered events (Nyy ), should be computed on the total space-time-magnitude
volume spanned by the catalog.

The effort we made to fix all the parameters from physical observations,
trough a catalog information, and to evaluate the free parameter Ao with the
maximum-likelihood method is a first important step to comply with the recog-
nized need of a statistical validation of the forecasting models trough the com-
parison between the predictions and the observed seismicty. This is a common
need arisen from the recent development of earthquake interaction models as
observed by Marsan and Nalbant (2005), Wiemer et al. (2005) and many others.

But, we have here to acknowledge that our using of the likelihood method
for the moment is just a retrospective exercise. We so have to face up not only
to the inadequacies of this test but also to the fallacy of prior knowledge in
testing procedure. We are conscious that there is only one honest test and this
is a prospective test. Nevertheless, throughout the application of the maximum
likelihood method we have understood some important characteristics of our
model and its application, that we will explain in detail in section (3.3).

where
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The biggest problem of the likelihood test is that it places far too much
weight on the least probable event. Let us make a simple thought case. Consider
two forecast models, A and B, which are intended to forecast the occurrence of
100 future earthquakes. Model A successfully forecasts 99 events placing the
probability of their occurrence equal to 1; but it also assigns probability 0 to the
last event. Evaluating equation (2.26), one finds that In(L) = —oo and so one
would be led to reject the forecast as a failure. Model B assigns 0 probability to
all the 100 events. The log likelihood values is again equal to —oo. The statistical
test then indicates that the two models perform the same (both failure), despite
the fact that model A is a far better than model B and it provides much more
information.

The above fallacy of the likelihood method in real applications has to face
up to the problem of the localization errors: the combination of the two could
easily leads to misleading results.

2.5 From expected seismicity rate to probability of oc-
currence

Our final goal in this study is to achieve a practical, useful and versatile tool to
make forecasting. In the viewpoint that we can forecast seismicity behavior in
real time with a good level of reliability, the easiest way to communicate with
the society is to produce probability maps. We so introduced in the code the
possibility to evaluate the probability of occurrence in a space-time-magnitude
window.

It must be considered that the process we treat is a non stationary and with
memory process. It is non stationary for its dependence to the time flow and
it is with memory because it is connected with the past seismicity trough the
reference seismicity. Nevertheless, we found in the literature (see Vere-Jones
(1995) and references therein) the justification to can use also in this case the
follow common relation, often associated with the plain time poissonian process,
to calculate the probability:

P(AS,AT,m >m) =1—exp(—N), (2.27)

where P(AS, AT, m > m) is the probability that almost one event of magnitude
equal or major of a magnitude of reference m occurs in the space-time window
characterized by AS and AT; N is the cumulative number of expected event in
the same window calculated as:

N(m > m) = 10e~bm=mo) / R(t,m > mg)dV, (2.28)

V(z,y,t)

where R is the rate calculated with the RSM.
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2.6 Discussion on the growing points

In this chapter we have not only generalized the most part of the strict hypoth-
esis we made at the beginning, but we have deepened some key aspects of the
proposed procedure and we have also overcame some important limits.

Let us retrace in order the most important growing points.

In other studies, coupling the RSM with the CFF, the necessity to correct
the friction coefficient is not relieved with sufficient clarity, as we have observed
in section (2.2) deepening this topic. We will investigate in chapter (3) what
different values of fi yield in the final results of expected seismicity rates and
probabilities.

About picking the parameter values of the model, we have introduced some
important and original novelties. First of all, we reduced to one the free param-
eter of the model. All the others could be fixed from real observations.

We proposed an original, physical relation to estimate the shear stressing rate
from the reference seimicity in equation (2.25).

The unique free parameter, Ao, is a critical parameter of the RSM because
it is not easily identifiable from observations and in literature very large ranges
of it are proposed. So the most important change we have proposed is to apply
a statistical tool, as the maximum log-likelihood method, to asses the value of
Ac.

Finally, we have achieved now a practical and versatile model, and its arrange-
ment in a numerical code, and we are ready to apply it to real cases needing only
information from a catalog.
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Application of the RSM to the 1997
seismic sequence of Umbria-Marche,
central Italy

In the previous chapter we presented a more practical version of the code relative
to the RSM, generalizing the most part of the initial hypothesis.

Now that we have devised a tool able to be used in a more complex, realis-
tic condition, we can apply it to a real case study. We have therefore selected
the 1997 Umbria-Marche seismic sequence because of its peculiar characteristics
regarding the spatio-temporal behavior. The presence of normal faulting after-
shocks on the hanging wall of the main fault planes (i.e. on the shadows zones)
and the extraordinary migration of seismicity have been interpreted in terms
of fluid flow and pore pressure relaxation by Miller et al. (2004); Nostro et al.
(2005); Antonioli et al. (2006).

Here we are interested to verify whether the RSM alone is able to justify
the migration of seismicity occurred during this sequence and the presence of
secondary earthquakes on stress shadows. We also perform for the first time
the best fit of the unique free parameter Ao with the maximum log-likelihood
method described in the previous chapter, finding original and unforeseen out-
comes. We finally present some examples of rate and probability computations
and the influence that some parameters have on them. All these results will help
us to better understand the flaws and the qualities of the presented model.

3.1 The seismic sequence

Our main target is to model the seismicity rate changes during the 1997-1998
seismic sequence that struck the Umbria-Marche region, Central Apennines, Italy
(see figure (3.1) and table (3.1)). Six main shocks of the 1997 sequence ruptured
normal faults, consistently with the extensional tectonics active in this sector of
the Apennines, and thousands of aftershocks followed in the next 40 days. Their
focal mechanisms are shown in figure (3.1), together with those of the two largest
events occurred in the region in the previous 20 years (the 1979 Valnerina and
the 1984 Gubbio earthquakes) and that of the April 3"¢ 1998, the Gualdo Tadino
earthquake, which occurred after the sequence at the northwestern edge of the

43
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Table 3.1: Information of the main events occurred in the studied area used for CFF
computations.

Date Lon Lat L [km] W [km] Dep km] M, ¢ [deg] 6 [deg] X [deg]
79/09/09, 21:35  12.96 42.73 11 11 6.27 5.9 315 70 218
84/04/29, 05:02 12.34  43.13 7.5 4.0 6.5 5.6 135 35 270
97/09/03, 22:07  12.88  43.02 2.5 2.5 4.0 4.72 137 30 272
97/09/26, 00:33  12.89  43.02 7 7 5.7 5.69 152 46 277
97/09/26, 09:40 12.86 43.03 12 7 5.7 5.85 144 42 280
97/10/03, 08:55 12.85 43.04 5 5 4.82 5.21 141 43 286
97/10/06, 23:24  12.85  43.02 6 6 5.51 5.53 170 40 280
97/10/12, 11:08  12.95 42.92 5 5 4.83 5.29 154 51 267
97/10/14, 15:23  12.93  42.93 9 6 5.98 5.61 122 38 260
97/10/16, 12:00 12.89 43.04 1.5 1.5 0.94 4.8 287 80 175
98/04/03, 07:26  12.76  43.19 4.8 4.8 6.06 5.1 142 30 254

activated seismogenic volume. See also table (3.1) for details.

The seismic sequence began on September 3"¢ with a M,, 4.7 foreshock, the
black focal mechanism on figure (3.2a).

The two largest events of the sequence, M, 5.7 and 6.0 respectively, struck the
Colfiorito area on September 26 (within 9 hours from each other) and ruptured
two normal faults with opposite rupture directivity (Hernandez et al., 2004), see
the red focal mechanisms in figure (3.2a). They were followed by other four
moderate magnitude (5 < M, < 6) earthquakes, which also ruptured normal
fault segments in the subsequent 18 days.

On October 16" a strike slip earthquake, M, 4.3, the gray focal mechanism
in figure (3.2a), ruptured a nearly NS shallow structure inherited by previous
tectonics (Collettini et al., 2005). The analysis of seismicity pattern (Chiaraluce
et al., 2003) and the local tectonic setting from structural geology (Collettini
et al., 2005) suggest that the NS inherited compressional structures were reacti-
vated during the 1997-98 seismic sequence with strike slip earthquakes and the
inversion of the slip direction. This finding is consistent with coseismic stress
changes caused by the normal faulting main shocks (Nostro et al., 2005).

The progressive activation of fault segments, whose elongations range between
5 and 12 km, made up a broad, ~ 45 km long, NW-trending fault system (figure
(3.2a)).

The geometry of each segment is quite simple and consists of planar faults,
dipping toward SW with an average dip of 40°- 45° (et al., 1998; Chiaraluce et al.,
2003), down to 8 km depth.
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The largest magnitude earthquakes of the sequence nucleated at the base of
the seismogenic volume (5 — 6 km).

The aftershock focal mechanisms are consistent with the extensional kine-
matics: 70% of these reveals normal faulting and 24% is associated to left-lateral
strike slip events (see Chiaraluce (2004) and also the inset in figure (3.2a). The
aftershock fault plane solutions are very similar to the focal mechanism of their
associated main shock.

For all the main earthquakes we use the CMT focal mechanisms proposed
by Ekstrom et al. (1998), except that for the October 6* 1997 event for which
we use the focal mechanism calculated by Chiaraluce et al. (2003) from P-wave
polarity data (the green focal mechanism in figure (3.2a) (see Nostro et al. (2005)
and Chiaraluce et al. (2003) for a detailed discussion).

The migration of seismicity toward the southeast, where the two main shocks
of October 12" and 14" nucleated, is extraordinary and clearly visible on the
space-time diagram shown in figure (3.2b): the seismicity migrated at nearly 1
km/day or 0.04 km/h.

Chiaraluce et al. (2003) pointed out the presence of normal faulting after-
shocks on the hanging wall of the main shock fault planes and the lack of seis-
micity on the footwall.

Each main shock had its own aftershock sequence (see figure (3.3)) with a
temporal decay well described by an Omori-like power law. Nevertheless, figure
(3.3) reveals a particular temporal evolution of seismicity with clear fluctuations
of the rate of earthquake production during the sequence not only associated
with the occurrence of a main shock. The black stars in figures (3.2b) and (3.3)
indicate the locations of the earthquakes with M, ranging between 3.8 and 4.8,
while in figure (3.3) the occurrence of the main shocks is indicated by color-coded
triangles.

Our goal is now to model the rate of earthquake production in terms of
coseismic elastic stress changes and a rate and state dependent friction law to
account for the constitutive behavior of faults.

3.2 Fixing the input parameters

In order to compute elastic stress perturbations we use the same source param-
eters for the foreshock and for the six mainshocks (M, > 5.2) used by Nostro
et al. (2005), which are listed in table (3.1) with few modifications. We also
list in table (3.1) the source parameters of the 1979 Valnerina and 1984 Gubbio
mainshocks (the two largest events in the area preceding the 1997 sequence) and
of the Gualdo Tadino (M, 5.1) shock, that occurred on April 3rd 1998. The
source parameters of the 1979 Valnerina and 1984 Gubbio earthquakes are taken
from Dechamps et al. (1983) and Westaway et al. (1989), respectively. In some
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simulations we have used more than nine mainshocks as interacting events; in
these cases we used the fault geometry proposed by Chiaraluce et al. (2003) and
Chiaraluce (2004) selecting all the events with M; > 3.8. Except for the nine
main shocks listed in table (3.1), the source dimensions were extrapolated from
the seismic moment assuming a square source. The moment magnitudes for
these events have been inferred from the local magnitude, M;, using the scaling
relation:

M, = 0.812 - M; + 1.145, (3.1)

as proposed by Gasperini and Ferrari (2000).

We have used the non-uniform slip distributions on the fault plane for the
three largest events of the sequence (the two events of September 26" and the
October 14" earthquake) obtained by Hernandez et al. (2004) inverting GPS,
DInSAR and strong motion data which are the only available in the literature.
Following Nostro et al. (2005) we use a uniform slip distribution for the other
mainshocks and the fault geometry proposed by Chiaraluce et al. (2003) and
Chiaraluce (2004) for all the largest magnitude earthquakes of the sequence M, >
3.8.

When the event focal mechanism is not available, we use an average focal
mechanism obtained by averaging strike, dip and rake angles of all the normal
faulting aftershocks with M; > 3.8: the resulting values are for strike, dip and
rake respectively 149°, 46°, 267°. These values represent also the mean focal
mechanism we used for projecting all our maps (unless other specifications are
provided).

In order to estimate the reference seismicity rate r we smooth the seismicity of
the previous 11 years on the considered area, as described in chapter (2). Figure
(3.4) shows the smoothed seismicity from 1986 to 1996. For this purpose we
selected all the events with magnitude greater than 2.0 and depth included in the
range 0 — 20 km, using the catalog elaborated by Chiarabba et al. (2005), which
reports seismicity from 1981 to 2002. For mapping the hypocenters of the 1997
seismic sequence we rather use the accurate locations obtained by Chiarabba and
Amato (2003) from their 3-D tomographic study of the area; this catalog includes
events from September 26" to November 8" 1997 and it does not contain the
early aftershocks of the first October 26" main shock (occurred at 00:33 UTM).

Let us observe that the reference seismicity we have found smoothing the
seismicity of the previous 11 years, which is showed in figure (3.4), presents very
low values and very light variations. This result could be correlated with the
quiescence observed by Murru et al. (2004) in this region from the 1994 till the
begin of the sequence. Such low mean value of the reference seismicity will lead
up to high values of the characteristic time ¢,, which we will discuss in the next
section.
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Figure 3.4: Smoothed seismicity of the previous 11 years before the Colfiorito se-
quence. The color scale represents the number of events with m > 2.0 per 1 day and
1 km?. The used correlation distance is 5 km (Frankel, 1995).

3.3 Performing the best value of Ac with the maximum-
likelihood method

In the previous section we have described the choice of the various parameters
involved in the model that can be fixed from real observations. We remember
that, from the reference seismicity r, we are also able to fix the value of the
reference shear stress 7, through the physical relation (2.25), as we discussed
in section (2.4). The estimated values of 7. range between 7-107¢ = 7. 1074
M Pa/year, selecting Weeis = 8 km, mg = 2.0, mye: = 6.0 and b fixed by
fitting the Gutemberg-Richter relation for real seismicity. This range of values
for 7, is lower with respect to the range proposed by Toda et al. (2005), i.e.
approximately 10™% = 1072 M Pa/y (derivable from their values of Ao = 0.05
MPa and t, = 7+ 66 years). But one has to consider that Italy has much less
seismicity than California, where Toda et al. (2005) evaluated 7,; moreover, we
smoothed seismicity in a time window without big events, that release most of
the slip. We then figure that our estimate of 7, is underestimated of factor 10. In
this region one can also estimate a value of 7 ~ 1.7-1072 M Pa/y from the strain-
rate value provided by Serpelloni et al. (2005) by the analysis of continuous and
survey-mode GPS observations collected between 1991-2002 (Team Task 4.7-S2
(2005-2007), oral communication). For the moment we neglect the inadequacy
of our estimate.

So we now have to set the value of the unique free parameter that remains
unknown: Ac. To this goal we used the procedure described in the last part
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of section (2.4), scanning the period 1997-2000 of the catalog elaborated by
Chiarabba et al. (2005).

We examined a range of Ao values from 0.001 to 1.0 M Pa, that is the largest
range we found in literature (see Harris (1998)). In table (3.3) we show some
values of Ao estimated for aftershock sequences in the literature by various au-
thors.

In table (3.2) are listed some outcomes of the method applied to the selected
range of Ao. The log-ratio value of the likelihoods under the Dieterich and the
Poisson model respectively, In(Lp/Lp), can help us not only to find the best
value of the parameter, searching for its maximum, but also to highlight the
range of Ao where we expect that the RSM is better than the Poisson model.
This range is characterized by a value of In(Lp) larger than In(Lp), that is a
positive value of their difference. So we can deduce from table (3.2) that from
the value of Ac = 0.01 M Pa we are in a reasonable range of Ao values. The
upper limit could be evaluated observing the behavior of the total number of
expected events by the RSM versus Ao, see figure (3.6). We in fact would like
to match as closely as possible the observed value in the analyzed time interval,
i.e. 1881 events recorded in the catalog during the time window 1997-2000, with
m > 2.0 and depth 0.0 < z < 20.0 km. We so reasonably can exclude all the
values that take N, to tend to zero.

We found as the best fit for Ao the value of 0.04 M Pa, as one can see in table
(3.2) and in figure (3.5). The value Ao = 0.04 M Pa maximizes in fact In(Lp)
and In(Lp/Lp). It is very close to the value obtained by Toda and Stein (2003)
and used by Toda et al. (2005). But, this value of Ao leads to an estimate of the
characteristic time t,, by equation (1.6), that seems unrealistic for the studied
area: 100 < t, < 5000 years. We rather expect for this region a characteristic
time of about some tens of years up to a few hundreds.

In the previous section we have anticipated our expectation to find high values
of t,, considering the quiescence observed by Murru et al. (2004) and also visible
in our reference seismicity estimate, but the result is beyond our expectations.
We are facing again the open and burning question of which is the correct and
best choice of the background or reference seismicty. We wonder whether in
this case it is correct to assume our estimate of the background accepting all
the effects. In other respects, we could recognize in this controversial result a
possible bias of the model. This bias could rise up when we try to estimate 7,. by
equation (2.25), as we have just observed at the beginning of this section. The
real problem could be the estimate we have made of the reference seismicity r.
With a smooth of the previous 11 years before the beginning of the sequence we
do not consider the real reference seismicity of the region, underestimating both
the regional seismicity and the reference shear stress consequently.

Because of the lack of data in this region before the 1997, to overdraw our
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Table 3.2: Some outcomes of the maximum-likelihood method applied to search the
best value of Ao. In the columns there are in order: the examined values of Ac; the
first term of equation (2.26), i.e. the sum of the expected rates on the catalog points;
the total number of events expected with the RSM; the log-likelihood under the RSM
and finally the log-likelihoods ratio considering the log-likelihood under the Poisson
model, In(Lp), as a reference term. Under the Poisson model the sum of the expected
rates on the catalog points, the total number of predicted events and the log-likelihood

value are constants, respectively: —20344,4; 46.3 and —20390.7.

Ao [MPa] > In[A(z;,y;,t;,m;) Vo] Niot In(Lp) In(Lp/Lp)
0.0010 -30707.1 2197.6  -32904.6 -12514.0
0.0050 -19263.4 3283.4  -22546.7 -2156.1
0.0100 -16500.3 3430.0 -19930.3 460.3
0.0200 -15937.0 3329.4  -19266.4 1124.3
0.0300 -16041.2 3093.3 -19134.5 12560.2
0.0310 -16059.3 3068.5 -19127.8 1262.9
0.0320 -16074.2 3044.3  -19118.5 1272.1
0.0330 -16088.1 3020.6 -19108.7 1282.0
0.0340 -16102.8 2996.6  -19099.4 1291.2
0.0350 -16118.9 2969.2  -19088.1 1302.6
0.0360 -16118.9 2969.2  -19088.1 1302.6
0.0370 -16155.3 2913.2  -19068.6 1322.1
0.0380 -16172.8 2886.1  -19058.9 1331.7
0.0390 -16192.6 2859.4  -19052.0 1338.7
0.0400 -16215.4 2833.2  -19048.6 1342.0
0.0410 -16242.0 2807.7  -19049.7 1341.0
0.0420 -16272.5 2782.5  -19055.0 1335.7
0.0430 -16303.4 2757.9  -19061.3 1329.4
0.0440 -16336.7 2732.6  -19069.4 1321.2
0.0450 -16372.1 2706.5 -19078.6 1312.1
0.0460 -16406.4 2680.1  -19086.5 1304.2
0.0470 -16438.9 2653.7  -19092.5 1298.1
0.0480 -16470.4 2627.7  -19098.2 1292.5
0.0490 -16501.0 2601.1  -19102.1 1288.6
0.0500 -16530.7 25749 -19105.6 1285.1
0.0600 -16816.6 2339.7 -19156.3 1234.3
0.0700 -17085.5 21479 -19233.4 1157.2
0.0800 -17323.1 1988.1  -19311.2 1079.4
0.0900 -17531.5 1850.0 -19381.5 1009.2
0.1000 -17713.5 1727.8  -19441.3 949.3
0.5000 -19574.2 190.3  -19764.5 626.1
0.9000 -19902.8 86.5  -19989.3 401.3
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Figure 3.5: Trend of the log-likelihood ratio (In(Lp/Lp)) versus the Ao values. Only
the positive values of the y-axis are plotted. The red symbol shows the value of
the parameter (Ao = 0.04 M Pa) that maximizes In(Lp); instead, the blue symbol
(Ao = 0.09 M Pa) shows the value that corresponds to the total number of expected
events closest to the effective observed value 1881. The inset is a zoom around the
best-fit value.
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Table 3.3: Estimated values of Ao for aftershocks sequences reported by various
authors. Some other authors focusing on this topic are Gross and Kisslinger (1997);
Stein et al. (1997); Gomberg et al. (2000) and Hardebeck (2004).

Ao [MPa]  Comment Reference

0.0012-0.6 For the San Francisco bay area  Harris (1998)

0.08-0.09 For the 1980 Irpinia earthquake Belardinelli et al. (1999)
0.01-0.75 For the 1995 Kobe earthquake  Guatteri et al. (2001)
0.035+£0.015 For the 1995 Kobe earthquake  Toda et al. (1998)

smooth to a larger time window, including big events for a better estimate of 7,
we have validated the result obtained with the likelihood test arbitrarily, fixing
a priori a more reasonable value of 7, &~ 1073 M Pa/year (consequently r = 0.6
events of m > 2.0 per year and per km?, uniform on the area, and ¢, ~ 40 years)
and we have repeated the likelihood test finding the same best value for Ao. The
maximum log-likelihood value in this case is however 869 units lower than the
case with the spatially variable reference seismicity, evidencing the advantage of
this solution.

This exercise, to repeat the estimate of Ao in a different condition finding
the same result, shows also the robustness of its best value in this application
though the problems we still have to solve in our procedure. Therefore we will
use Ao = 0.04 M Pa for the rest of this study.

To show how this choice for Ao is justified by the likelihood method and
reasonable, we plot in figure (3.7) the histogram of the difference between the
logarithms of the expected rates on the catalog points for the RSM and the
Poisson model respectively, In[A?((z;,y;, t;, m;))]—In[]A" ((x;, y;, t;, m;))], having
sorted these differences in increasing order. Positive values of the ordinates in
this histogram denote the that the rate expected according to the RSM is larger
than the Poisson rate. Figure (3.7) shows that the distribution does not have a
random behavior, but it is in favor of a positive value of the logarithmic ratio,
so pointing to a clear correlation between the increase on the seismicity and the
rate expected by the time dependent RSM with respect to the time independent
Poisson rate.

3.4 Modeling seismicity rate changes
We now have all necessary information (all those listed in table (2.1)) to model

rate changes, as we described in section (2.3).
We decided to use for our simulation the spatially variable reference seismicity
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Figure 3.7: Trend of the log-ratio between the expected rates for the RSM and the
Poisson model respectively on the hypocentral coordinates of the catalog by Chiarabba
et al. (2005). Ao = 0.04 M Pa.

of figure (3.4), even if we have to retain the bias that this choice produces in
estimating 7 and then ¢, (see previous section). The effect that we are going to
detect in the view maps of expected rate is just in term of the characteristic time
to: the bigger the values of t,, the longer the lasting of the CFF effects. But, we
believe that, for our present purposes, it does not affect the comprehension of the
model and its application. We remember also that the model including the space
variable reference seismicity gives a better value of the likelihood probability than
that with a constant background.

The first step is computing the Coulomb stress changes, as explained in sec-
tion (2.2). We used both the constant apparent friction and the isotropic poroe-
lastic model to compute the CFF variations. We found that their effects on the
rate estimates are almost the same, therefore here we will show only the outcomes
related to the isotropic poroelastic model (2.8). We have resolved stress pertur-
bations onto the average focal mechanism (p = 149°, § = 46° and A = 267°)
and at a mid-depth of the seismogenic volume (4.5 km). Two exceptions have
been made for September 26" and October 16" strike slip event: for the first
the CFF was computed at deeper depth (6.0 km); for the second the CFF was
resolved at a shallower depth (1.0 km) and for a strike-slip focal mechanism. We
have calculated the expected seismicity rate changes just before the time of oc-
currence of the nine mainshocks. The results are shown in figures (3.8) and (3.9).
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The color scale is planned considering the mean value of the reference seismicity
(~ 3-107°) as a benchmark: below there is the inhibited rate of seismicity (gray
colors); above there is the favorite rate (other colors). Let us remember the fixed
values of i = 0.5 and Ao = 0.04 M Pa used for these computations.

In each panel of figures (3.8) and (3.9) the black stars indicate the locations
of the causative earthquakes and the blue stars the locations of the subsequent
promoted main shock. The black dots represent the distribution of the seismicity
in the time period comprised between the two subsequent main shocks (i.e. the
seismicity comprised between the last mainshock occurred and the future one,
represented by the blue star) and for a depth range comprised between 0 and 20
km.

In temporal order, the first panel of figure (3.8) shows the seismicity rate
changes caused by the September 37¢ foreshock and confirms that the first main
shock of September 26! (00:33 UTM) occurred in an area of enhanced rate of
earthquake production.

Panel 2 displays the seismicity rate changes after the occurrence of the fore-
shock and the first main shock of September 26"". Also in this case the second
main shock of September 26" (09:40 UTM) occurred in an area of enhanced
Coulomb stress and of seismicity rate increase. The subsequent main shocks in
this time interval are located in areas characterized by an increase in the rate of
earthquake production, but aftershocks are located in a seismicity shadow.

Panels 3 and 4 of figure (3.8) and panels 1 and 2 of figure (3.9) illustrate the
seismicity rate changes calculated immediately before the four normal faulting
main shocks occurred on October 37, 6", 12" and 14" respectively.

Panel 3 of figure (3.9) shows the seismicity rate changes immediately before
the occurrence of the October 16" strike slip earthquake and in this case Coulomb
stress changes are resolved onto the strike-slip aftershocks which followed that
event (black solid dots in the figure).

Finally, panel 4 of figure (3.9) shows the seismicity rate changes at the end
of the seismic sequence, immediately before the April 3"¢ 1998 normal faulting
earthquake occurred in the north termination of the study area. These compu-
tations precisely confirm the results obtained by Nostro et al. (2005) in terms of
elastic stress interactions. Only one main shock out of the nine considered here is
located in a stress shadow (panel 3 of figure (3.8)), represented in our simulations
by a decrease in the rate of earthquake production. This result is not surprising
because, as clearly demonstrated by Nostro et al. (2005), the October 3" main
shock is located in a stress shadow caused by the previous large earthquakes
(M, > 5.0), or on the same fault segment which ruptured during the Septem-
ber 26" (09:40 UTM) main shock, but within the high slip patch. Panel 3 of
figure (3.8) clearly shows also a wide area of seismicity shadow on the hanging
wall of the main shock fault plane. This is consistent with the stress shadows
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Figure 3.8: Expected seismicity rate changes with the RSM during the 1997-1998
Umbria-Marche sequence.
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Figure 3.9: Expected seismicity rate changes with the RSM during the 1997-1998
Umbria-Marche sequence.
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obtained by Nostro et al. (2005). Most of the aftershocks located here, as those
shown in panel 2 of figure (3.8) or panel 2 of figure (3.9), have normal faulting
mechanisms (Chiaraluce et al., 2003) and therefore they cannot be triggered by
elastic Coulomb stress changes on the hanging wall of the normal faulting main
shocks. Also in Chiaraluce (2004) is shown that the problem of the presence
of secondary seismicity on the hanging wall of normal faulting faults is mainly
enhanced for September 26th (00:33 UTM) and October 14th events, as we have
just observed.

Several recent papers (Marsan, 2006; Helmstetter and Shaw, 2006) have sug-
gested that the stress heterogeneity can suppress seismicity shadows. This might
represent an explanation to the presence of normal faulting earthquakes on the
hanging wall of the causative faults discussed above. In the section (3.4.4) we will
propose a first simple approach to consider the effect of the stress heterogeneity
on the expected seismicity.

Other studies proposed that small magnitude earthquakes can trigger other
small (and large) magnitude events (Felzer et al., 2002, 2003; Marsan and Nal-
bant, 2005); thus, multiple triggering, that we have not considered in our simu-
lations, could also explain the lack of expected seismicity on the hanging wall of
the normal faults which ruptured during the main shocks of the 1997 Colfiorito
sequence. In order to test this hypothesis we have also tried to compute the seis-
micity rate changes caused by 47 earthquakes with M; > 3.8. The results (very
similar to those shown in figures (3.8) and (3.9), so we decided not to show them
here) reveal that including the moderate magnitude aftershocks (M; > 3.8) does
not remove or reduce the seismicity shadows where real seismicity is registered.

3.4.1 The role of the Ao value

We have discussed a lot about the choice of the fault parameter Ao. It does not
have a trivial role in the RSM. It is involved both in the feedbacks of the CFF
variations and in the temporal behavior of rates. In fact, it appears two times
in equation (1.5): in the exponent with the stress changes and implicitly in the
temporal exponent because of its relation with %,.

We are now interested in showing how it can influence the rate computations
and so stress again the importance of rigorously performing this parameter, as
we have tried to do with the likelihood method.

In figures (3.10) and (3.11) is shown the effect of different values of Ao (0.01,
0.04, 0.09 and 0.34 M Pa) for two cases of rate computations, for September 26"
(07:26 UTM) and April 4™ 1998.

In figure (3.10) is emphasized the role of Ao connected more strictly with
the influence of stress changes in rate estimations. The lower Ao, the higher the
weight of CFF on rates (in terms of the portion of the area influenced by the
perturbation), both for positive and negative rates. Let us highlight how with
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the highest value of Ac we have used, 0.01 M Pa, the stress shadow above the
first event of September 26" even disappears. Observe also that for increasing
Ao the positive rate changes seem to decrease, focusing (with higher values) in
smaller zones, up to almost disappear.

In figure (3.11) is rather emphasized its role in controlling temporal behavior
trough the relation (1.6). For this purpose we show the rate situation at the
time of the last event of the Colfiorito sequence. Also in this case one can
observe an important role of Ao in controlling the outcomes. For increasing Ao,
Ao = 0.01; 0.04; 0.09; 0.34 M Pa, the model expects positive rate changes which
vary of the order of ten between the different values of such parameter. However,
as in the previous figure, for increasing Ao the total area which presents rate
variations from the reference seismicity decreases more and more.

So, it is clear from these examples how different choices of Ao can lead to
very different results and conclusions. Even the presence of an expected stress
shadow could be influenced by Ac.

We can so conclude that Ao has an important weight in seismicity rates
computing. Therefore we believe that one should mind its role in calibrating the
model.

3.4.2 The role of the effective friction coefficient value

In section (2.2) we have just highlighted the necessity to introduce the « cor-
rection when we calculate the CFF for the nucleation solution in the RSM. It
seems to us that the authors who worked on this topic do not make precise this
point. We want therefore investigate here how important is the weight of this
correction in rate estimates.

Figure (3.12) shows the expected rates calculated on September 26! (09:40
UTM) and on April 4" 1998 selecting o = 0.25 (i.e. the effective coefficient of
friction i = 0.5) and a = 0.00 (z = 0.75). One can see that both in the first and
in the second example the value of i influences the result up to 10% in the areas
of maximum rate changes. This is more evident in the map relative to April 4%
1998, when the general rate change is lower.

We can conclude that the weight of i in expected rate changes is visibly lower
than that of Ao shown before, but we believe it is however correct to take it into
account.

3.4.3 The role of the reference seismicity rate

Because the background seismicity rate plays an important role in the computa-
tions of rates of earthquake production (Toda et al., 2005), we have also estimated
the reference seismicity rate by smoothing earthquakes in a larger time window
(the largest for which we have data), extending it to sixteen years (1981-1996,
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Figure 3.10: Expected seismicity rates at the time of September 26" (09:40 UTM)
for four different values of Ao.
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Figure 3.11: Expected seismicity rates at the time of April 4 1978 for four different
values of Ao.



3.4 Modeling seismicity rate changes 63

26/09/97 09:39 ,03/04/98 11:07

43.151 . 43.15-
43.1 _ - 4314
43.05- : 43.051
43 TR 43
42.951 _f‘;__b - 42.95
42.91 | 42.91

42.85 42.85

127 12.8 129 13 131
a=0,25 — p=0,5

43.15+

43.1

43.05

431

42.95-

42.91

42.85-

12.7 12.8 129 13 131 12.7 12.8 12.9 13 13.1
0=0,00 — p=0,75 0=0,00 — p=0,75

0.3 0.01 0.0003  3E-006

L I

0.03 0.003 3E-005

Figure 3.12: Expected seismicity rates at the time of September 26" (09:40 UTM)
and of April 4*" 1998 for two different values of .
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Figure 3.13: Smoothed seismicity of the previous 16 years before the Colfiorito se-
quence. The color scale represents the number of events with m > 2.0 per 1 day and
1 km?. The used correlation distance is 5 km.

so at least the 1984 Gubbio event affects the computed reference rate), and for
a larger area, which now includes the epicenters of the two big past earthquakes
of the area (events 1 and 2 of table (3.1), namely Valnerina 1979 and Gubbio
1984). This different reference seismicity is shown in figure (3.13).

Our main purpose is trying to justify the presence of seismicity detected on
seismicity shadows. The results of the new computations of rates are shown
in figure (3.14). The upper panels of figure (3.14) refer to the time of the two
past events of Valnerina and Gubbio. The lower panel refers to October 37
1997 event. Let us observe that the influence of the two past earthquakes of
Valnerina, 1979, and Gubbio, 1984, still lasts after 18 and 13 years respectively.
This map clearly shows that, also changing the reference rate, it does not reduces
or eliminates the seismicity shadow previously observed, so the problem remains
unwarranted. We cannot exclude that this is due to the lack of completeness
of the catalog at small magnitudes. Let us more observe that, even with this
background choice, the value range of 7, remains unrealistic (too law values) and
consequently also the value range of ¢, (too high), as we observed in the previous
section.

3.4.4 Considering stress heterogeneity on the fault

We have previously observed that Marsan (2006) and Helmstetter and Shaw
(2006) have suggested that the stress heterogeneity can suppress seismicity shad-
ows. They model the distribution of small scale stress change 7 by a Gaussian law
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Figure 3.14: Expected seismicity rate at different times. The two past events of
Valnerina and Gubbio are now considered among the causative events. The color scale
represents the number of events per 1 day and 1 km?2.
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with mean 7 and standard deviation o, explaining several delayed quiescence
otherwise not justified by data.

We have also had the possibility to observe that stress heterogeneity has
an important role in reducing expected stress shadows where real seismicity is
present, as in particular we have highlighted in figure (3.8), panels 2 and 3, and
in figure (3.9), panel 2.

Our possibility to observe this phenomenon has grown out of testing the new
version of the code that we have developed during the work (see section (2.1) in
chapter (2)) in comparison with the first rawer version of it (chapter (1), section
(1.1)). In fact, testing the results of the two codes at the same time and folding
them, we can conclude that the fundamental difference is not due to the solution
extended to the semispace nor in the variable slip distribution adopted, but it is
due to the solution assumed for the finite source.

Using the sum of a number of point sources as a solution for extended source,
instead of Okada (1992) solution, at certain scales we generate a sort of numerical
dishomogeneity that could resemble the stress heterogeneity on the fault. So,
using this solution for the rectangular sources in the half space, with all previously
fixed parameter values, we obtain the maps shown in figure (3.15). The three
panels of figure (3.15), compared with the relative panels 2 and 3 of figure (3.8)
and panel 2 of figure (3.9), clearly show that the effect of introducing the stress
heterogeneity is to reduce the stress shadows otherwise unjustified.

Let us finally observe that however the October 37, 1997, event still remains
in a stress shadow.

3.5 Modeling temporal behavior

We have also examined the temporal behavior of the modeled seismicity, analyz-
ing again the role of different values of Ao, and comparing the expected trends
with the real temporal behavior of the registered events. Figures (3.16) and
(3.17), (3.19) and (3.20) show the fits of the modeled temporal trends of the rate
of earthquake production for such different values of Ao, over short and long
periods respectively.

Figures (3.16) and (3.17) indicate that the model reproduces consecutive
Omori decays as observed in a natural behavior. But the modeled seismicity
presents peaks of expected rates higher than those registered in the catalog. In
the four panels of figures (3.16) and (3.17) one can also observe how the different
values of Ao influence these peaks relative to the subsequent modeled temporal
decays. In fact for Ac = 0.01 M Pa the maximum number of events expected
in 3 hours is greater than 800; for Ao = 0.04 M Pa it is greater then 400; for
Ao = 0.09 it is almost 300; and for Aoc = 0.34 M Pa the maximum value of
the expected earthquakes is dropped to about 50 events. For Ac = 0.34 M Pa
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Figure 3.15: Three examples of maps calculated introducing stress heterogeneity on
the fault.
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Figure 3.16: Trend of the modeled temporal behavior for different values of Ao com-
pared with the observed trend. The origin time is September 1%¢ 1997. On the x-axis
time is reported in steps of 3 h. The time window then covers the whole sequence,
until October 31" 1997.0n the y-axis is reported the number of events, modeled or
registered, in the study area (= 400 km?).
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Figure 3.17: Trend of the modeled temporal behavior for different values of Ao com-
pared with the observed trend. The origin time is September 1% 1997. On the x-axis
time is reported in steps of 3 h. The time window then covers the whole sequence,
until October 31** 1997. On the y-axis is reported the number of events, modeled or
registered, in the study area (= 400 km?).
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Figure 3.18: Trend of the modeled temporal behavior for Ac = 0.04 M Pa compared
with the observed trend. This figure is the same of panel 2 of figure (3.16) with a cut
in the y-axis. On the y-axis is reported the number of events, modeled or registered,
in the study area (= 400 km?).
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you can also observe how, with such a high value, one can not still distinguish
the different decay episodes (the Omori type decays); to the other hand, the
maximum values relative to this case are closer to the real ones, rather than
those with smaller Ao. However, we believe that the behavior shown in the
second panel of figure (3.16), relative to the best fitted value of Ao = 0.04
M Pa, is in good agreement with real data, considering as an explanation for the
discrepancy in the peak values that after a big event it is practically difficult to
register the real large amount of events.

Observing the zoom of this diagram, shown in figure (3.18), you can see a
satisfactory agreement between observed and modeled temporal evolution. The
total number of the events expected during the time interval is comparable to
the observed number for Ao = 0.04 M Pa: respectively 1951 and 1677.

Looking at figures (3.19) and (3.20), which show the same data in a much
longer scale, it can be noted that the positive effect of the stress change dominates
the overall aftershock production only for a limited period of time (approximately
more than 20 years for Ao = 0.04 M Pa), after which the seismic activity drops
below the background level (quiescence). Inversely, the negative effect lasts for
a much longer time. In figures (3.19) and (3.20) we highlight the importance
of such parameter in controlling the length and the shape of the quiescence and
the averaged characteristic time ¢, over a very long period. We can conclude
that, in general, the period of quiescence seems longer than that of increasing
seismicity. Let us remember that, anyway, the total number of expected events
tends to 0 for At — oo, as we have already discussed in chapter (1). Figures
(3.19) and (3.20), in fact, can be compared to figure (1.5): over such long time
scale these diagrams agree with that representing the response to a single stress
change, because one can imagines that each event is occurred at ¢ = 0.

3.6 Probability estimates

As we anticipated in the Introduction and in section (2.5), we are interested in
translating seismicity rates into probabilities of occurrence, using relation (2.27).

In spite of the attentive and critical work we did to make possible such compu-
tations, we acknowledge that the results presented in this section are in an early
stage. Our aim in the next future is to consolidate the presented procedure,
considering more different applications and deepening the role of the parameters
involved in the model, resolving their effective weight.

What we do like to highlight here is exactly the influence that the choice of
the model parameters has in the final results. In our case we refer in particular
to the discussed about parameter Ac. For this purpose we have calculated the
probabilities with four different values of Ao: 0.01, 0.04, 0.08 and 0.34 M Pa (the
same values we have used in section (3.4.1)) in different areas. In figure (3.21) it
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Figure 3.19: Trend of the modeled temporal behavior for different values of Ao for a
long time period: 1000 years from September 15¢ 1997. The x-axis represents the time
steps in years. The red line represents the mean seismicity rate for the whole study
region (~ 400 km?) and temporal window.
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Figure 3.20: Trend of the modeled temporal behavior for different values of Ao for a
long time period: 1000 years from September 1%¢ 1997. The x-axis represents the time
steps in years. The red line represents the mean seismicity rate for the whole study
region (~ 400 km?) and temporal window.
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Figure 3.21: Reference map for the evaluation of the probabilities of earthquake
occurrence. The map refers to September 26! (09:39 UTM) with Ao = 0.04 M Pa
and p = 0.05.

is shown the map to which we refer for our exercise in calculating probabilities.

We imagine to have the updated rates at September 26" (09:39 UTM) (just
before the third big event at 09:40 UTM) and to select three areas (of the same
size), the pink, the blue and the green one, where we want estimate the future
probability of occurrence. In table (3.4) are listed the results for the different
areas of figure (3.21) and for different values of m. The interval time AT adopted
to calculate P is fixed at 7 days.

These results show clearly the considerable influence of Ao in probability
evaluations. For the pink area and for m = 3.0, the variation in probability
between Ao = 0.01 and Ao = 0.04 M Pa is of the order of 12%; and between
Ao = 0.01 and Ao = 0.08 M Pa is of the order of 30%. There is even a leap in
probability between Ac = 0.01 and Ao = 0.34 M Pa: the variation in probability
is higher than 70%. We can also observe that the bigger the minimum magnitude,
the lower the probability and the differences among different values of Ao. The
blue area results show a particular behavior, highlighted also in figure (3.22): the
decrease of probabilities with respect of Ao is not monotonic. We would try to
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Table 3.4: Probabilities P(AS, AT, m > m) evaluated in the pink, blue and green
areas of figure (3.21) for different values of the reference magnitude m and of the
parameter Ao. The interval time AT is fixed at the value of 7 days.

’ m Ao [MPa] Ppmk [%} Piive [%] Pgreen [%] ‘

3.0 0.01 94.6 87.5 <1
4.0 0.01 20.6 15.1 <1
5.0 0.01 1.8 1.3 <1
6.0 0.01 <1 <1 <1
3.0 0.04 82.4 57.7 <1
4.0 0.04 12.8 6.6 <1
5.0 0.04 1.1 <1 <1
6.0 0.04 <1 <1 <1
3.0 0.08 65.5 67.0 <1
4.0 0.08 8.1 8.6 <1
5.0 0.08 <1 <1 <1
6.0 0.08 <1 <1 <1
3.0 0.34 <1 14.1 <1
4.0 0.34 <1 1.2 <1
5.0 0.34 <1 <1 <1
6.0 0.34 <1 <1 <1

give here a reasonable explanation of such phenomenon, but highlighting again
the early stage of our study about probability estimates. Our explanation is
connected to the consideration of two different factors: the first, the probability
estimate in this case depends on the influence of a spatially variable CFF; then,
we have to consider the superposition of different stress changes; the second, we
remember the double role of Ao in the RSM: it influences both the initial value
of R and the expected temporal behavior of the rate of earthquake occurrence.
Moreover, observe that only for the blue area the value Ao = 0.34 M Pa leads to
probabilities higher than 1%. Finally, observing table (3.4), one can note that,
as we expect, the probabilities in the pink area are higher that those in the blue
one; and the probabilities in the green area are always unimportant. Obviously,
enlarging AT the probabilities increase consequently from some units to a few
tens of percentage. Theoretically, when AT — oo follows that P — 1.

In figure (3.22) we show the trend of P versus Ao in the three selected
areas. The range of Ao is that proposed by Harris (1998), the largest founded in
literature. One can observe, for the pink and the blue areas, that the trends are
not regular and they have some fluctuations. We are out to investigate whether
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Table 3.5: Probabilities P(AS, AT, m > m) evaluated in the pink, blue and green
areas of figure (3.21) for different values of the reference magnitude m and of the
effective friction coefficient fi. The interval time AT is fixed at the value of 7 days.

(M i Ppint [ Pose A Pyreen [ |

3.0 0.75 78.6 58.1 <1
4.0 0.75 11.5 6.6 <1
5.0 0.75 <1 <1 <1
6.0 0.75 <1 <1 <1
3.0 0.70 79.3 57.7 <1
4.0 0.70 11.7 6.6 <1
5.0 0.70 <1 <1 <1
6.0 0.70 <1 <1 <1
3.0 0.60 80.8 57.7 <1
4.0 0.60 12.2 6.6 <1
5.0 0.60 1.0 <1 <1
6.0 0.60 <1 <1 <1
3.0 0.50 82.4 57.7 <1
4.0 0.50 12.8 6.6 <1
5.0 0.50 1.1 <1 <1
6.0 0.50 <1 <1 <1
3.0 0.40 83.9 63.9 <1
4.0 0.40 13.4 7.7 <1
5.0 0.40 1.1 <1 <1
6.0 0.40 <1 <1 <1

such fluctuations have a physical meaning or they can be associated to the error
in estimating the probability. As we have just observed above, the trend relative
to the blue area is also not monotone.

We want now consider also the influence that the effective friction coefficient
it = i — « has in probability estimates. We still take as reference the three areas
shown in figure (3.21). We summarize the results in table (3.5). One can see
that considering the two more drastic solution, o = 0.00 (2 = 0.75) and o = 0.25
(i = 0.35) the probabilities in the pink and blue areas vary by about 5 — 6 %.

We can so conclude that, also in probability computations, fi shows a minor
influence than Ao. Ao, to the other hand, shows a great influence in such
computations that should be taken into account.

We are conscious that, for the moment, our efforts to analyze the probability
behavior versus the two parameters Ao and i must be improved to be fully
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Figure 3.22: Trend of the probabilities (the colors refer to the rectangles in figure
(3.21) versus Ao.

statistically substantiated. We mean that the procedure should be backed by
a sufficient number of directly observed successes and failures to establish its
performance at some agreed level and evaluate its variability (the difficulties to
accumulate the information necessary to such a validation could be overcome
with synthetic catalogs). This is more stringent than having general evidence in
favor of the theory or from retrospective analysis. Anyhow, we believe that such
initial elaborations can represents an inception of future deepen studies.

We strongly believe that to make a realistic and reliable seismic forecast with
the RSM we must before deepen the role of the most important parameters and
their involvement in probability computations and variability.

3.7 Discussion and conclusions

We have applied the developed RSM to compute seismicity rate changes caused
by the repeated occurrence of moderate magnitude earthquakes, during a seismic
sequence which struck central Italy in 1997. There were two main features of
this sequence of normal faulting main shocks that we attempted to model in
terms of changes in the rate of earthquake production: the occurrence of normal
faulting aftershocks on the hanging wall of the main rupture planes and the
southwestward migration of seismicity.
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Our modeling results reveal that the seismicity rate changes, calculated from
the stress perturbations caused solely by the largest magnitude main shocks,
cannot provide an explanation to the seismicity shadow on the hanging wall as
well as to the evident spatio-temporal migration of seismicity. In other words,
our modeling of seismicity rate changes furnishes the same results obtained by
Nostro et al. (2005) who modeled only static stress changes. However, both the
temporal behavior represented by the Omori-like decay following each mainshock
and the total number of aftershocks are quantitatively well described by the
model. The unexpectedly long duration of the quiescence phase is a feature not
easily observed on real catalogs, because of their shortness.

The failure in forecasting the migration of seismicity does not prove that the
RSM is incorrect. On the contrary, it demonstrates that the stress time history
perturbing the fault population within the seismogenic volume is much more
complex than that simulated only through static coseismic stress changes.

Fluid flow can certainly explain seismicity migration (see Antonioli et al.
(2006) and references therein). Furthermore, pore pressure relaxation can give
an explanation to the presence of normal faulting earthquakes on the hanging
wall of normal faults. Miller et al. (2004) proposed that seismicity on the hanging
wall of normal faults is promoted by a pressure pulse originating (co-seismically)
from this known deep source of trapped high-pressure C'O, and propagating
into the damage region created by the earthquake. Therefore, the poroelastic
response of the medium can contribute to explain the temporal evolution of stress
perturbations. The heterogeneity of the spatial pattern of stress perturbations
can also be associated to geometrically complexity of the pre-existing fracture
pattern. This is consistent with the findings of Marsan (2006) and Helmstetter
and Shaw (2006) who proposed that stress heterogeneity can remove seismicity
shadows.

We cannot exclude that a more accurate choice of the reference seismicity
could really improve the results of the model. We believe that the background
seismicity is an essential ingredient of such a model and a choice to be evaluated
in a more accurate way. However, it is unlikely that in an area characterized by a
low regional rate of earthquake production the spatial variability of the reference
rate can explain the observed southwestward migration. In this sense, we have
tried to enlarge the time window for smoothing the most previous seismicity and
we have include also in the model two big earthquakes of the past; but the so
obtained results have not showed very different outcomes. We rely on the spatial
and temporal stress heterogeneity and we emphasize that this should be taken
into account for the applications of seismicity rate changes to assess earthquake
probability.

During the work, the will to deal only with information given by a catalog,
led us to reduce the free parameters of the model to only one. We have so
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introduced an original relation to estimate the reference shear stressing rate from
the reference seismicity rate. Theoretically it is a great improvement of such a
model, together with the introduction of the log-likelihood method to perform
the unique free parameter. However, facing with the real information we have at
our disposal for this region, we have recognized an internal bias of the procedure
when information on reference seimsicity is lacking. In fact, in this case, also
the evaluation of the reference shear stressing rate and of the characteristic time
are consequently biased. We anyway have overcome this problem imposing a
reasonable, uniform value to the seismicity reference rate.

This application has also allowed us to perform the best value of the unique
free parameter Ao and to test the variability of the model. The best value we
found for Ao is consistent with those proposed in literature.

We have demonstrated that the seismicity rate and probability estimates
exhibit an important variability with respect to Ao values. For this reason we
believe that our effort to perform its best value with a statistical method is very
important, also because Ao is not directly observable.

We can conclude that the development and application of the presented model
have been achieved investigating any aspects that could have influence on the
final outcomes, obtaining original and interesting results that represent to us the
clues for the future progress of such procedure.






4

An overview on the possibility of
unifying the epidemic and the
rate-state models

The phenomenon of earthquake clustering, i.e. the increase of occurrence prob-
ability for seismic events close in space and time to other previous earthquakes,
has been modeled both by physical and statistical processes.

In the previous chapters we have extensively described a physical model of
such phenomenon. The RSM is considered as one of the most powerful model of
earthquake interactions.

In this last chapter we present some results regarding our attempt to merge
in an unique model a physical approach as that we have presented during the
work, and a purely statistical one.

From a statistical viewpoint the so-called epidemic model (ETAS, Epidemic
Type Aftershock Sequences) introduced by Ogata (1988), and its variations,
have become fairly well known in the seismological community. Tests on real
seismicity and comparison with the plain time-independent Poissonian model
through likelihood-based methods have reliably proved its validity. But a purely
stochastic model as ETAS ignores the physical interpretation of earthquakes.

To the other hand, the RSM, in the way we have used it, does not completely
model the epidemic behavior of triggering process. Let us remember in fact that
in our application in chapter (3) we imagined that just a few number of main
events interact.

From these observations grew up our wish to investigate the performances of
a hybrid model, that here we will call ERS model (Epidemic Rate and State).
We were also interested to test the ERS model and for this purpose we applied it
to real seismicity in Japan and in California. The application to the seismicity of
Japan from 1970 to 2003 showed that the new ERS model preserves the capability
of describing the observations with high likelihood, slightly higher then those
obtained by purely epidemic models. To the other hand, the application to
the seismicity of California did not match the same result. However, we can
justify this deficiency of the ERS model make some observations about its main
characteristics.

In the chapter we will first review the principles of stochastic models for
earthquake clustering. Then we will introduce a new formulation of the RSM that
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allows its application to modeling earthquake clustering fully epidemically (i.e.,
each source is supposed capable of increasing the probability of new earthquakes).

4.1 Stochastic model for earthquake clustering

In a stochastic model earthquakes are regarded as the realization of a point pro-
cess. Each event is characterized by its spatio-temporal-magnitude coordinates
x,y, z,t,m (here z is fixed). We assume that the Gutenberg-Richter law describes
the magnitude distribution of all the earthquakes in a sample, with a constant
b-value, independently of the space coordinates.

If we neglect the interactions between events, and assuming that the earth-
quake occurrence is a stochastic process with no memory, the space density of
earthquakes of magnitude equal to or larger than m is expressed as

p(z,y,m) = po(w,y)e Pm=—mo), (4.1)

where pg(x,y) = u(x,y,mg) is the space density of earthquakes of magnitude
equal to or larger than myg. po(z,y) represents exactly what we mean for reference
seismicity. The density magnitude distribution of earthquakes under the same
hypothesis (no memory stochastic process), obtained from equation (4.1), is:

>\0<x7 Y, m) - MO(‘%‘7 y)ﬁe_ﬁ(m_m())' (42)

In both equations (4.1) and (4.2) the choice of my is not critical, provided that
the set of data is complete above it.

Taking into account the influence of the previous inducing earthquakes, the
expected rate density of seismic events can be written more in general as (Ogata,
1988; Console and Murru, 2001; Console et al., 2003):

N

Max,y, t,m) = frdo(z,y,m) + Z H(t —t)Ni(x,y,t,m), (4.3)

=1

where f, is the failure rate (i.e., the fraction of events that occurs spontaneously),
Xo(z,y, m) represents the distribution of seismicity expressed as in (4.2), t; is the
occurrence time of the earthquakes, the total number of which is N, H(t) is the
step function, and \;(z,y,t,m) is the single contribution of the previous earth-
quakes. The term f,puo(x,y, m) is the background seismicity that substantially
expresses the spontaneous rate of earthquake considering the process time in-
dependent and the absence of clusters. During the work we have just discussed
about the difference between background seismicity and reference seismicity. The
imperturbed term f,po(z,y, m) of the ETAS model (neglecting the magnitude
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distribution Be=P(m=m0)) represents precisely what commonly is meant for back-
ground, while the only po(z,y, m) represents the reference seismicity which can
include also clusters.

Equation (4.3) expresses the popular concept of the ETAS model (Ogata,
1988). The seismicity rate corresponding to any earthquake is constituted by
the superposition of the first (the background) and the second (the effect of each
perturbation) terms on the right-hand of (4.3). In this way, as in an epidemic
system, no earthquake is claimed to be fully linked to any other earthquake in
particular, but rather to all previous events and to the background seismicity,
with different weights.

We hypothesized that the contribution of any previous earthquake (z;, y;, t;, m;)
to the occurrence rate density of the subsequent earthquakes is decomposable (for
t > t;) into three terms, respectively representing the time, the magnitude and
the space distribution, as:

where K is a constant parameter, while h(¢) and f(z,y) are the time and space
distributions, respectively. In a more general way, the magnitude distribution of
induced events (or aftershock productivity) is expressed by the relation:

N(m) = e*mie=Pm (4.5)
where the term e*™ is commonly recognized as proportional to the number of
aftershocks produced by a mainshock with magnitude m;. The a parameter in
this context has not to be confused neither with the Linker parameter introduced
in chapters (2) and (3) to correct the friction coefficient for the nucleation solu-
tion; nor with the @ = aln(10) parameter of the Gutemberg-Richter law. But
here it represents a parameter which describes the relation between the number
of induced events (m) and the magnitude of the inducing event (m;). We would
here preserve the symbol « for consistency with several works in the literature
that deal with the aftershock productivity, as Ogata (1989, 1994); Console et al.
(2003); Zhuang et al. (2004); Helmstetter et al. (2005); Gasperini and Lolli (2006)
and references therein. In equation (4.4) we implicitly assumed the hypothesis
that o = 3 (Reasenberg and Jones, 1989).

For the time dependence we adopted the so-called modified Omori law ( Ogata,
1983):
Bt = (- D (40" (p>1), (4.6)

where ¢ and p are characteristic parameters of the process, and the expression is
normalized, so that:

/ T hydt = 1. (4.7)
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In this context, equation (4.6) is used not only for the first generation of after-
shocks, but also for secondary aftershocks triggered by subsequent earthquakes.

For the spatial distribution of the induced seismicity we have considered two
different forms. The first is represented by a function, normalized to 1, with
circular symmetry around the point of coordinates (z;,y;). This function, trans-
lated in polar coordinates (r,#), can be written as:

g—1 d*ab
T (P2t d?)

f(r,0) = (4.8)

where 7 is the distance from the point (x;,y;) and d and ¢ are two free parame-
ters (Console et al., 2003). The second form is still represented by an isotropic
inverse power of the distance, with circular symmetry around the epicenter of
the triggering earthquake. But it includes the dependence on the magnitude of
the previous events by scaling the parameter d with the magnitude:

&
f(r,0) = m, (4.9)

where d; = dye®™:=™0)In this case f (r,0) is not normalized, so m; in equation
(4.4) must be substituted with mg. The parameter « in this case is introduced
again in the modeling, then for the ETAS-b model the Reasenberg and Jones
(1989) hypothesis does not hold.

Equations (4.4), (4.6), and (4.8) and (4.9) define the stochastic model ETAS;
we will distinguish between an ETAS-a and an ETAS-b according to the use of
equation (4.8) or (4.9) respectively. The free parameters for model ETAS-a are
K, ¢, p of the generalized Omori formula, and d and q of the space distribution
of triggered events. In model ETAS-b the further free parameter a is added
(Zhuang et al., 2004). [ (or b) is obtained from the catalog data by the maximum
likelihood method, independently of the other adjustable parameters.

4.2 The Epidemic Rate-and-State (ERS) model

In the previous section we have reviewed the principles which define a pure
stochastic model for earthquake clustering, the ETAS model (that we distin-
guished into two forms depending on the spatial distribution assumed).

Now we would build up a new clustering model also considering the rate-and-
state theory, so introducing a physical description of the phenomenon. In the
ERS model we assume that the temporal behavior of the seismicity triggered by
a shear stress change is described by the Dieterich (1994) model by the relation
(1.5). This procedure will allow the computation of the likelihood of a seismic
catalog also under the new hybrid model.
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In general, the shear stress change A7 to be substituted in R(t), equation
(1.5), caused at any point by any earthquake, should be computed taking into
account the focal parameters and the source mechanism of each earthquake.
But this information is not usually contained in an earthquake catalog. Here we
introduce a shortcut that allows the use of the most common catalog information
constituted just by the origin time, the epicentral coordinates and the magnitude.
So, empirically we hypothesize that the stress change produced by an earthquake
is given by:

&\

AT = ATy (Wldf) : (4.10)
where 7, d; and ¢ have the same meaning as in equation (4.8) and Ary is a free
parameter representing the maximum shear stress produced by the fault at its
epicenter. Equation (4.10) implies a strong simplification of the stress pattern,
ignoring the typical azimuthal dependence which presents also negative lobes.
This rather crude assumption can be used as a first approximation, taking into
account the experimental difficulties found in observing stress shadows and the
importance of location errors for the computation of the stress change induced
by small (m < 5) earthquakes (Marsan, 2003; Helmstetter et al., 2005).

Let us give some more general remarks on the procedure adopted here to
include the rate-and-state theory in an epidemic model. We have already pro-
posed above a very simplified stress pattern in comparison with that computed
in chapter (3). We now completely ignore the contribution of the normal stress
change considered in the CFF computations.

We would highlight that to develop and apply an epidemic model it is neces-
sary having information on all the interacting events; therefore it is unrealistic
taking into account for each event all the characteristics considered for the CFF
computation in the previous chapter (where just a few events were supposed to
interact each other). Moreover, let us remember that the likelihood computation
places far too much weight on the least probable events (see section (2.4)); then,
in the case of an epidemic model, considering also the stress shadows could lead
to misleading results because of the location errors.

The circular symmetry expressed by equation (4.8) and (4.9) is retained in
equation (4.10). Note that if ¢ = 1.5, equation (4.10) is consistent with the
physical requirement of the 1/r3 decay of the stress for 7 — oo, expected for
a double couple source in an elastic medium (see also Dieterich (1995)). We
guess that d; is related to the magnitude m of the earthquake and we make the
hypothesis that

d? = d310™mimmo, (4.11)

where dj is the radius of a circular fault of magnitude mg. The b value is imposed
equal to 1. Equation (4.11) can be simply derived by the combination of the
expressions of the seismic moment for a circular fault in terms of stress drop and
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source radius (Keilis-Borok, 1959):

1
My = 76Aad3, (4.12)

and that of the seismic moment and the magnitude m of an earthquake:
My = M;10%50m=mo), (4.13)

where M is the seismic moment released by an event of magnitude my. Integrat-
ing the expected rate of earthquakes R(t) as in (1.8), over the whole (x,y) plane,
and considering relation (4.10), we obtain that the total number of aftershocks
triggered by an earthquake is:

+00 A
Niot = 2// Ardedy = r=2—"_¢”. (4.14)
T oo T qg—1

The total number of aftershocks is so proportional to the source area and, as
a consequence of equations (4.12) and (4.13), to 10™ or to 103™0 assuming a
bidimensional distribution of sources as discussed by Helmstetter et al. (2005).
This result is consistent with that shown in chapter (1), section (1.4), for the
application of the RSM to a rectangular fault. It is also in agreement with some
empirical observations as those reported by Vere-Jones (1969); Helmstetter and
Sornette (2001) and Felzer et al. (2002).

Then, assuming the stress pattern (4.10), we can finally reformulate the epi-
demic model of equation (4.3) replacing \;(z,y,t,m) with the net triggered oc-
currence density rate obtained multiplying R = R — r by 3 for each earthquake
of the catalog occurring at the time ¢;.

For the numerical applications that we are going to show in the next sections
it remains only to define the value of the various parameters involved in the
procedure.

The parameters A7 and ¢ can be fixed guessing their values by the experience:
AT = 2.5 M Pa, as fixed also by Dieterich (1995); ¢ = 1.5 for consistency with
the theory of elasticity.

The reference seismicity r, also used in the ETAS model and represented by
1o, has been estimated again by smoothing the seismicity over a time period.
For the application in Japan we smoothed the seismicity on the period January
15t 1970-December 31" 1993 (which we will call the learning period) using 20 km
for the correlation distance c. For this purpose we selected all the events with
magnitude m > 4.5 and depth z < 70 km from the Japan Metereological Agency
(JMA) catalog in the time window selected. Figure (4.1) shows an example of
smoothing the seismicity on the whole time window considered in Japan (1970-
2003). Otherwise, for the application in California we smoothed seismicity on the
period 1984-1992 using 11 km for the correlation distance ¢ (see Frankel (1995)
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Figure 4.1: Smoothed seismicity of Japan and of the surrounding area during the
years 1970-2003. The color scale represents the average number of earthquake with
m > 4.0 in an area of 100 km?2.

for the smoothing method) and selecting all the events with m > 3.0 and z < 30
km.

Let us remember that also in this chapter we make use of the relation (2.25)
which introduces the b, mg and m,,,, free parameters in the model. m,,., and
mg can be deduced by catalog information. dy can be derived by the mq value
trough the Kanamori and Anderson (1975) relation. So, we have left only A
and Ao as free parameters of the new model, to be determined by the maximum
likelihood best fit.

4.3 Testing the ERS model through the Japanese seis-
micity
In this section we would test the new ERS model on the Japanese seismicity

in comparison with the pure stochastic ETAS model (in the two different forms,
ETAS-a and ETAS-b, introduced in section (4.1)). The procedure is the same de-
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scribed in section (2.4) and consists in searching for the maximum log-likelihood
function for the realization of seismic events described by a catalog. But now
the goals and the procedure are pretty different than those of the test in chapter
(3).

Here we aim to establish the predictive power of the models for earthquakes
of significant impact on the population. In this sense we do not want to limit
the use of the epidemic model to forecast just conventional aftershock activity
soon after main shocks, but we want to emphasize also its capacity of forecast-
ing main shocks that occur after foreshocks. We therefore decided to consider
the likelihood of the observed earthquakes under the respective models taking as
target events only the strongest ones, and we arbitrarily selected for them the
magnitude threshold m = 6.5. In this way, the sum in the first member of the
right side of equation (2.26) and the integral in the second member are computed
only for the earthquakes with magnitude m > 6.5, but the expected rate den-
sity is computed taking into account the triggering effect of all the earthquakes
exceeding magnitude my.

The method has been implemented on the seismic catalog collected by the
Japan Meteorological Agency (JMA) from January 1°¢ 1970 to December 31"
2003, which contains 33,346 earthquakes of magnitude equal to or larger than
4.0. On the basis of an analysis of completeness, we have selected the events with
magnitude m > .4.5 and depth A < 70 km contained in the polygon 30-46°N and
128-150°E. This selection reduces the data set to a number of 7,467 events. The
largest recorded magnitude is m,,., = 8.2. The extent of the geographical region
used in this exercise reflects the generality of the epidemic algorithm, which is
capable of fitting the seismicity in various situations, without the necessity of
being tuned on the features of specific environments.

The catalog has been divided in two parts: a learning period from 1970 to
1993 and a test period from 1994 to 2003. This choice has been guided by
the criterion that each of the periods included enough events to achieve a good
reliability of the results. Let us note that it is the proper procedure for testing
a model. It is easily applicable in a catalog as that of the Japan (or California),
but it is not applicable to a catalog as that we treated in chapter (3) because of
its paucity of data.

The first part of the catalog (the learning data set), containing 4,671 events
of magnitude m > 4.5 and 43 events of magnitude m > 6.5, has been used for
the best fit of the free parameters characterizing models ETAS-a, ETAS-b and
ERS respectively. The maximum-likelihood b-value of the learning data set is
0.924 + 0.011, with the error computed using the formula suggested by Shi and
Bolt (1982).

The second part (the testing data set), containing 2,796 events of magnitude
m > 4.5 and 28 events of magnitude m > 6.5, has been used for the evaluation
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of the likelihood for the three models in a forward-retrospective way. Therefore,
the statistical requirement that the test is carried out on a data set independent
of that on which the hypothesis is formulated is fulfilled.

The maximum-likelihood best fit for model ETAS-a, ETAS-b and ERS on
the learning data set has provided the results shown in table (4.1). For the ERS

Table 4.1: Best fit values of the parameters of models ETAS-a, ETAS-b and ERS
obtained on the learning period of the Japanese catalog.

ETAS-a ETAS-b ERS
K =0.0076 daysP~t K = 0.00057 days?~' Aty = 0.75 MPa
d=15.91 km do = 2.52 km Ao =0.012 M Pa
q = 1.757 q = 1.989 fr =0.437
¢ = 0.0158 days c = 0.0143 days In L = 299.91
p=1.244 p=1.244
fr=10.58 a=0.87
In L = 305.44 £, =0.57

In L. = 308.88

model we initially choose mg = 4.5 (from which derives M = 7.06 - 10 Nm
and dy = 1.07 km), and we imposed a = (3. Observe that the log-likelihood
for the ERS model is slightly lower than those for models ETAS-a and ETAS-b.
The difference is of the order of few units, not enough to reject any of the three
hypotheses in favor of the other, according to the Akaike Information Criterion
(Akaike, 1977). In fact, let us remember that in such a case one has to take into
account also the number of the free parameters of a model. In the ERS model
the free parameters are fewer than in the two ETAS ones, so weakening the
performance capacity of the procedure. Note also that the log-likelihood under
a time-independent Poisson model on the same catalog is only In L = 228.02, so
as to fully allow rejecting this hypothesis in favor of the others.

The test is otherwise carried out on a different and independent data set
(1994-2003): the testing data set. In the test we run the algorithm for the
likelihood computation without looking for a best fit, but using the parameters
obtained from the learning phase. The effective number of free parameters in
the test is zero for all the models, so that the Akaike Information Criterion is
now not applicable. The results for the different models are:

e Poisson: InL =111.54
o ETAS-a: InL = 165.30
e ETAS-b: InL = 169.81
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e ERS: InL =171.24

So, on the testing period, the ERS model yields a likelihood value slightly larger
than those of the ETAS-a and ETAS-b ones.

A more detailed analysis of the single contribution of each target event (those
of magnitude m > 6.5) to the final value of the log-likelihood can be made by
considering the rate density Ao(x;,y;,m;) of the Poisson model in comparison
with the rate density A(z;,y;, m;) of the clustering models for each target events.
These rates are reported in table (4.2) for the whole test period (1994-2003). In
this case we considered only the purely epidemic-model ETAS-b.

Table (4.2) shows that for 9 out of the 28 events the rate density computed by
both clustering models is by some orders of magnitude larger than that computed
by the Poisson model. These events (marked by a star in the first column of table
(4.2)) can be considered as forecasted by the clustering algorithms. However, 6 of
these 9 forecasted events occurred in the influence space-time volume of previous
larger earthquakes, making them aftershocks rather than mainshocks triggered
by foreshocks. This was the case of both the clusters occurred in 1994 and of the
cluster occurred in 2003. In the three first cases, the two October 5" and the
9" events of m = 6.8, m = 6.6 and m = 7.3 respectively, were preceded by the
October 4", 1994 main shock, m = 8.2, off the east coast of Hokkaido. In the
same year, the two December 29" events, both m = 6.5, were preceded by the
December 28", 1994 main shock, m = 7.6, off the east coast of Tohoku. Finally,
the September 26", 2003 event, m = 7.1 east of Hokkaido, had been preceded
by the m = 8.0 main shock, occurred about one hour before. In the case of
other two earthquakes, respectively the October 19*", 1996 main shock, m = 6.9
east of Kyushu, and the July 1%, 2000 main shock, m = 6.5 south of Tokyo, no
larger magnitude earthquakes had been recorded in a short space-time interval
before them. Finally, another earthquake of the same magnitude and a high rate
density has followed the latter main shock at an epicentral distance of 30 km,
after one month. There are, otherwise, 16 earthquakes for which the Poisson
rate is larger or similar to the clustering model rate density: these cases can be
called failures of predicting. The January 17, 1995, m = 7.3 Kobe earthquake
is among them.

The last column of table (4.2) reports the ratio between the rate densities of
model ERS and model ETAS-b, respectively. The ratio is larger than 1 if the
occurrence rate predicted by model ERS is larger than that predicted by model
ETAS-b. Though the number of cases for which this ratio is smaller or larger
than 1 is about the same, the overall better performance of model ERS is due
to a few earthquakes for which it achieves a rate several times larger than model
ETAS-b. This circumstance applies to earthquakes that occurred later in time
and longer on distance from the triggering event, as it can be seen in table (4.2)
for the earthquakes whose value of Agrs/\y is higher than 2.0.
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Table 4.2: List of the 28 target events of m > 6.5 and their occurrence rate den-
sity (events/day/km?) under the Poisson ()\g), ETAS-b ()\y) and ERS (Aggrs) models

respectively.

Date Coordinates m g b AERS AERS/ o
08/04/1994 40.568,143.957 6.5 6.1E-08 3.5E-08 3.3E-08 0.932
04/10/1994 43.372,147.678 8.2  2.6E-09 1.6E-09 1.5E-09 0.943
05/10/1994* 43.270,148.468 6.8 1.5E-08 2.1E-05 5.5E-05 2.676
05/10/1994* 43.322,148.370 6.6 2.3E-08 8.7TE-04 3.4E-04 0.391
09/10/1994* 43.555,147.807 7.3 1.7TE-08 2.6E-06 2.3E-06 0.866
28/12/1994 40.427,143.748 7.6 6.0E-09 3.7E-09 5.8E-09 1.583
29/12/1994* 40.113,143.023 6.5 4.9E-08 3.0E-06 8.9E-06 2911
29/12/1994* 40.315,143.815 6.5 7.2E-08 1.6E-04 3.3E-05 0.205
07/01/1995 40.220,142.308 7.2  2.4E-08 2.1E-08 7.8E-08 3.662
17/01/1995 34.595,135.037 7.3 5.4E-11 3.4E-11 3.0E-11 0.882
29/04/1995 43.707,147.887 6.7 6.8E-08 1.0E-07 3.8E-07 3.635
25/11/1995 44.565,149.363 6.8 4.9E-08 2.9E-08 2.8E-08 0.969
30/12/1995 40.697,143.755 6.5 3.3E-08 2.8E-08 7.5E-08 2.716
17/02/1996 37.305,142.550 6.8 7.3E-09 4.3E-09 5.0E-09 1.158
19/10/1996* 31.795,132.010 6.9 3.8E-08 8.8E-05 1.1E-04 1.241
03/12/1996 31.765,131.682 6.7 1.5E-08 1.6E-08 1.3E-07 8.025
26/03/1997 31.968,130.360 6.6 8.9E-10 6.0E-10 1.2E-09 2.067
25/06/1997 34.438,131.668 6.6 8.7E-10 5.1E-10 5.2E-10 1.018
28/01/2000 43.005,146.748 7.0 2.9E-08 1.8E-08 1.6E-08 0.899
01/07/2000* 34.187,139.197 6.5 1.7TE-08 1.5E-05 5.8E-06 0.402
30/07/2000%* 33.967,139.413 6.5 2.9E-08 1.6E-05 1.7E-05 1.067
06/10,/2000 35.270,133.352 7.3  5.5E-09 3.5E-09 3.3E-09 0.924
24/03/2001 34.128,132.695 6.7 2.1E-09 1.2E-09 2.2E-09 1.764
25/05/2001 44.313,148.817 6.9 2.5E-08 1.5E-08 1.4E-08 0.979
26/09/2003 41.775,144.082 8.0 1.1E-09 6.2E-10 6.1E-10 0.994
26/09/2003* 41.707,143.695 7.1 5.7TE-09 1.6E-04 4.7E-05 0.287
29/09/2003 42.357,144.557 6.5 1.4E-08 5.7E-07 2.7E-06 4.668
31/10/2003 37.828,142.698 6.8 9.8E-09 6.8E-09 1.7E-08 2.548
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Figure 4.2: Log-performance factors In(\y/Ag) and In(Agrs/Ao) achieved by the
ETAS-b and ERS models respectively, against the Poisson one. The temporal window
comprises the whole testing period; the origin time is January 1%, 1994 at 00:00 UTC.
The black triangles represent the target events with m > 6.5.

Figure (4.2) shows the plot of the log-performance factor (that is the difference
of the log-likelihood values) for both models ETAS-b and ERS against the time
independent Poisson model, versus time for the ten-year test period. Each of the
events with magnitude equal to or larger than 6.5 (black triangles) produces a
sharp step in the performance factor. The step is positive when the occurrence
rate expected by the epidemic model is larger than that expected by the Poisson
model. Observe the difference in the size of these steps between the two epidemic
models. Besides the information contained in table (4.2), figure (4.2) puts in
evidence also the trend of the performance factor in the time periods between
the target events. This trend is positive if the occurrence rate expected by the
Poisson model for the whole target area is smaller than that expected by the
epidemic models, as it is generally the case.
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Figures (4.3) show an example of how the ERS model displays the changes
of the expected occurrence rate density. Panel (a) shows the expected rate of
earthquakes the day before the October 19" 1996 event (31.83 N-132.01 E,
m = 6.9, 23:44 UTC) within a square of 100 x 100 km. Panel (b) shows the
situation just before the event, after the occurrence of few precursory events.
Note that the occurrence rate density before the sequence is not zero but ranges
from 1-10* to 5-107* . The values of the parameters are those obtained by the
maximum log-likelihood best fit.

Let us make a general observation. Considering a simplified stress pattern, as
in equation (4.10) (to practically merge the RSM with the ETAS model), rather
than a complex one, as we did in chapter (3), leads to mask the variable geometry
of the triggering phenomenon. In fact, in the two panels of figure (4.3), we can
not observe neither the negative lobes of stress change, nor the directivity of the
triggering. The whole information is simplified and so reduced using equation
(4.10).

4.4 Testing the ERS model through the seismicity of Cal-
ifornia

For this test on Californian seismicity, we consider the likelihood of the observed
earthquakes under models ETAS-a and ERS using only earthquakes with magni-
tude equal to or larger than 4.0 as target events. This is the same threshold con-
sidered for California in the Regional Earthquake Likelihood Models (RELM) test
exercise (visit http://www.earthquake.ethz.ch/docs/presentations/talk-
schorlemmer2005.pdf). The procedure adopted in this section is exactly the
same described in the previous section, but here we focus our attention only on
model ETAS-a and model ERS, both assuming the hypothesis a = 3.

The method has been implemented on the (undeclustered) California seismic
catalog collected for the RELM test exercise (Schorlemmer et al., 2004) from Jan-
uary 1984 to December 2004, containing 14, 823 earthquakes of magnitude equal
to or larger than 3 with depth z < 30 km. We have selected the events contained
in the rectangle of 1,800 x 1,800 km centered on the point of coordinates 36.5°N
and -119°E, including the entire state of California. This selection reduces the
data set to 14,699 events. The largest recorded magnitude is M4 = 7.3.

Again the catalog has been divided in two parts: a learning period from
January 1984 to September 1992 and a testing period from October 1992 to
December 2004. Also in this case, as in the previous section, this choice has been
guided by the criterion that each of the periods would include enough events to
achieve a good reliability of the results.

The first part of the catalog (the learning data set), containing 7, 346 events of
magnitude m > 3.0 and 953 events of magnitude m > 4.0, has been used for the
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Figure 4.3: Modeled rate density expected before the October 19", 1996 event before
(a) and after (b) few precursory events. The color scale represent the number of
earthquake per day and per 100 Km?
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best fit of the free parameters characterizing both the models and for estimating
the reference seismicity po(z,y), with the parameter of the correlation distance
c =11 km. We fixed ¢ = 1.5. The maximum-likelihood b-value of the learning
data set is 0.859 £ 0.01. The values of the best fitted parameters and for the
likelihoods for the two models on the learning period is shown in table (4.3).

Table 4.3: Best fit values of the parameters of models ETAS-a and ERS obtained on
the learning period of the Californian catalog.

ETAS-a ERS

K =0.0029 days?~! A7y =0.17 M Pa
d =157 km Ao = 0.0057 M Pa
c=0.0044 days fr =0.288
p=1.146 In L = 13393.21
fr=10.39

In L = 12857.06

The second part of the catalog (the testing data set), containing 7, 352 events
of magnitude m > 3.0 and 940 events of magnitude m > 4.0, has been used for
the evaluation of the likelihood for the two models in forward-retrospective way:

e Poisson: In L = 10435.50
o ETAS-a: InL = 12597.26
e ERS: InL =11717.30

Note that the log-likelihood for model ERS is lower than that for model ETAS-
a. The difference is of the order of 536, so large enough to reject the physically
constrained hypothesis in favor of the stochastic model, according to the Akaike
Information Criterion (Akaike, 1974). Note also that the log-likelihood under a
time-independent Poisson model on the same catalog is only 10435.50, so as to
allow rejecting this null hypothesis in favor of the ETAS and ERS models.
Figure (4.4) shows the temporal variation of the log-performance factor for
both models ETAS-a and ERS with respect to the time-independent Poisson
model for the testing period. Each of the events with magnitude equal to or
larger than 4.0 produces a sharp step in the performance factor. The step is
positive when the occurrence rate expected by the epidemic model is larger than
that expected by the Poisson model. Note the difference in the size of these steps
between the two models considered. In general, the ETAS-a model achieves larger
steps for all the earthquakes. Figure (4.4) shows the trend of the performance
factor in the time periods between the target events. This trend is positive if
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Figure 4.4: Log-performance factors In(\,/Ao) and In(Agrs/Ao) achieved by the
ETAS-a and ERS models respectively, against the Poisson one. The temporal win-
dow comprises the whole testing period; the origin time is arbitrary.
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the occurrence rate expected by the Poisson model for the whole target area is
smaller than that expected by the epidemic model, as is generally the case.

The strong difference in the spatial distribution modeled by the ETAS-a and
ERS models may help explain the better performance of the former when applied
to the seismicity of California. The ETAS-a model contains the d parameter,
which can be adjusted to account for the location errors of the epicenters in the
catalog, typically of the order of magnitude of several kilometers. In this respect
model ERS is much more rigid, as the spatial distribution does not depend on any
free parameter, but is constrained by the relation between the magnitude and the
source size. Because the source size for magnitudes as small as 3.0 is smaller than
200 m (Kagan, 2002), the much larger spread introduced by the location errors
affects the likelihood of the catalog to a large extent. This circumstance also
explains why the ERS model exhibits a better performance with the Japanese
catalog, for which we consider only magnitudes larger than 4.5.

4.5 Discussion on the ERS model achievements and final
remarks

We have shown how a previously existing purely epidemic model (the ETAS
model) can be modified by the application of the rate-and-state theory. This
application has allowed to reduce the number of the free parameters of the model,
giving at the same time a physical meaning to each of them. Otherwise, the new
modeling has allowed the generalization of the RSM toward a really epidemic
procedure.

The time dependence of the ETAS model, commonly described by the Omori
law, has been substituted by the more general temporal trend modeled by Di-
eterich (1994) for a population of faults. We have already discussed in this work
how the temporal trend expected by the RSM gives a more complex information
than that of the Omori law (chapter(1)).

The application of both the stochastic and the ERS model to the computation
of the likelihood of earthquake catalogs implies considerable simplifications of the
seismic processes.

The most limiting simplification assumed in the ERS model is the circular
symmetry of the triggering effects. A similar simplified and approximate rep-
resentation has been used also by Dieterich (1995). We have shown before, in
chapters (2) and (3), a more complex and realistic solution, but such complex
stress pattern is unrealistically applicable in an epidemic model. In fact there is
no doubt that the stress change computation made by a physical model (as the
CFF) of each earthquake source would improve the results significantly, but the
information needed to compute such stress change is not currently available in a
typical seismic catalog.
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Note that in model ETAS-a equation (4.8) gives directly the density distribu-
tion of triggered events, where d is a constant independent of the magnitude of
the triggering earthquake. The best fit of d may reflect the location error of the
events in the catalog, especially for small magnitudes. The same applies to d
for equation (4.9) in model ETAS-b. For model ERS the parameter dy depends
on the magnitude through equation (4.11), and it is no longer a free parameter.

The three models ETAS-a, ETAS-b and their modified version ERS have
been initially tested by the seismic catalog reported by JMA for Japan. This test
has shown that the likelihood of the data set under the new epidemic-physical
model ERS is better than that obtained under the purely stochastic models.
The analysis has confirmed also that the ERS model (as in general any epidemic
model) performs better when applied to an ongoing cluster, and not in forecasting
a real foreshock.

With respect to the number of events triggered by a previous earthquake,
called aftershock productivity, we have supposed that this number is propor-
tional to e*™ with a = (3, both for models ETAS-a and ERS. Model ETAS-b is
the only one where « is introduced again and obtained by a maximum likelihood
best fit. The value so estimated, nearly three times smaller than 3, appears un-
realistically small. If this circumstance was real, it would mean as a consequence
that small events dominate the process of triggering aftershocks. It seems that
this feature is typical of the cases when « is obtained by the maximum likelihood
best fit of a catalog (Helmstetter et al., 2005). For instance, Console et al. (2003)
obtained 1.0 for the Italian seismicity; Gasperini and Lolli (2006) verified that
assuming a coefficient for mainshock magnitude o = 2/3 improves the ability
to forecast the behavior of the Italian sequences; and Zhuang et al. (2004) ob-
tained a value around 1.35 for the JMA catalog. There are at least two different
possible explanations of such results: one of them might be the lack of after-
shocks reported in the catalogs soon after a strong earthquake; the other could
be thought as a mathematical artifact caused by the strong correlation between
K and « in the best fit regression (Gasperini and Lolli, 2006).

Model ETAS-a and ERS have been then tested by the Californian catalog
too. The outcomes of this application show that the log-likelihood for model
ERS is lower than that for model ETAS-a. The difference is large enough to
reject the physically constrained hypothesis in favor of the stochastic model,
according to the AIC (Akaike, 1974). However, the likelihood value obtained
under the Poisson model allows to reject this null hypothesis in favor of both
the ETAS-a and ERS models. We found a possible justification of such result
in the rigidity of the ERS model with respect of its dependence to the spatial
distribution.

Let us now consider the physical implications of the values obtained for the
parameters. For Japanese seismicity, we found Amy = 0.17 M Pa, a value smaller
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than the value of the constant stress drop commonly assumed (=~ 3 M Pa) in
the source model. We must consider that the value obtained from the best fit
is an average result of extremely complex real situations. These situations may
include strong stress change variations over the fault area, from negative values
of the order of Ao, where the stress drop is total, to larger positive values, in
correspondence of barriers. The same happens for seismicity of California, for
which we found Aty = 0.75 M Pa.

To the other hand, our result for Ao in the first application (0.012M Pa) is
smaller but comparable with that obtained in chapter (3), and so comparable
with those more commonly reported in literature. Otherwise, the value obtained
for California (0.0057 M Pa) is even smaller, so it is not comparable with the
previous values; but it is however comprised in the range proposed by Harris
(1998). Let us give some other important remarks on this outcome. According
to Dieterich (1995), who assumed values of A ranging from 0.00001 to 0.007 in
his simulations, our result leads to a normal stress ¢ ranging from 0.8 to 570
M Pa in the seismogenic layer. The upper limit of this range is consistent with
the lithostatic pressure existing in the seismogenic layer at a depth of 5 —10 km.
Moreover, a conversion of the mean background rate into the average stress rate
leads to the value 7 = 47.4 Pa/day for the California seismic catalog over the
entire seismogenic area. Dividing Ac = 0.0057 M Pa by 7 = 47.4 Pa/day, we
obtain a characteristic time t, = 120 days, which is a reasonable value for the
average duration of aftershock sequences according to the analysis of the catalog.
However, one has to consider that the best fit of Ao has not been the main goal
of the applications presented in this section. In fact, to properly perform the best
value of Ao it could be better consider the whole catalog, including the major
sequences on it.

We would like to conclude highlighting the most important reached goals with
this new procedure:

e the introduction of relatively simple physical constraints allowed a substan-
tial reduction in the number of free parameters necessary in the formulation

of the ETAS model,

e the new Epidemic Rate-and-State model performs better (or at least the
results are comparable) than the purely ETAS one on Japanese seismicity.

e we must consider the rigid dependence of the ERS model to the spatial
distribution when we deal with small magnitude values: the consequent

small values of the source size lead to a much spread of the locations errors
on likelihoods.






Final remarks and speculations on the
future

In this work we have deepened, revised and improved a rate and state model.
Beginning with a theoretical analysis in chapter (1), that led us to some new
insights on the modeling, we have delivered then a more complex and realistic
procedure with the intent to apply it in real cases, aiming to contribute to seismic
hazard assessments (chapters (2) and (3)).

During the application to the 1997 Umbria-Marche sequence, we investigated
the model capabilities with the criticism necessary to perform an objective and
exhaustive analysis. We have also tried, in chapter (4), to unify such physical
model with the pure statistical ETAS model. Testing the new hybrid model,
the Epidemic Rate and State (ERS) model, on real seismicity in Japan and
California, we analyzed its capacities and its limits.

With the purpose of studying both the spatial and the temporal behavior
of the phenomenon of clustering we merged the strengthened Coulomb Failure
Function (CFF) model with the Rate-and-State one (RSM). The more important
novelties introduced with a rate-and-state model are:

e the physical properties of the faults are even taken into account, explaining
some important features of the earthquake interaction phenomenon, as the
delay in triggering response or the clock advance of the close-to-failure
faults;

e it is a time dependent model capable to justify the aftershock decay rate
and the time delay between interacting events;

e the phenomenon of triggering is explained in probabilistic terms (not de-
terministic) allowing a rigorous testing procedure on the model.

Analyzing minutely the spatio-temporal behavior predicted by the RSM we
found in chapter (1) several new findings; the most important are (regarding an
application to a rectangular fault):

e the total number of triggered events per unit area is proportional to the
shear stress change if interactions among events are neglected;
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many earthquakes of small magnitude can produce, in total, a number of
aftershocks comparable to that of fewer larger earthquakes;

the seismic activity is very intense during the first few hours or days after
the occurrence of the primary earthquake, in the proximity of the edges of
the fault;

for longer time (several years) the total number of triggered events in the
external zone becomes comparable with that of the most internal one, so
becoming significantly large;

the regional reference seismicity could be so interpreted as a sort of noise, or
memory, due to the superposition of the effect of many older earthquakes;

the time decay described by the popular Omori law could be interpreted
as an apparent average result of the contribution from the various areas on
the plane containing the primary fault;

the seismic activity inside the fault drops to negligible values at the occur-
rence of the primary earthquake and returns to normal values only after a
time much longer than the characteristic time (several tens of years in our
simulations);

the seismicity rate changes in space and time, but it does not have influence
on the rate averaged over very large space-time intervals: a null net balance
is lastly reached as a sort of conservative natural law.

Developing and improving such a forecasting tool, with the purpose of apply-
ing it in real time making use only of a catalog information, we have enabled the
algorithm to manage with a real seismic sequence and we have introduced some
original skills in the model:

we introduced an original relationship between the reference seismicity rate
and the shear stressing rate;

we reduced the free parameters to one;

we allowed to perform the unique free parameter through a log-likelihood
method.

Some important and unexplored topics have been deepened during the model
developing and application:

we pointed out the correction needed in computing the friction coefficient
when used in a nucleation solution, and its weight in rates and probabilities
computations;
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e we analyzed the role of the free parameter value, the reference seismicity
rate and the stress heterogeneity on rates and probabilities estimates;

e we modeled also the temporal behavior of expected seismicity rates finding
a good accordance with real observations.

At this point the algorithm was ready to be tested in a real application. For this
reason we selected a particular sequence as that of Umbria-Marche, 1997, with
the aim to investigate if such a model can justify the migration of seismicity from
northwest toward southeast, and the presence of normal faulting aftershocks on
the hanging wall of the main shock fault planes, and the consequent lack of seis-
micity on the footwall. The application revealed that the seismicity rate changes,
computed with our procedure, can not provide such desired explanations. But
the failure in forecasting the migration of seismicity does not prove that the
RSM is incorrect; rather, we believe that it demonstrated that the stress time
history perturbing the fault population is much more complex than that sim-
ulated only through static coseismic stress changes. We have recognized three
important factors that can justify this lack of the RSM defining better the stress
time history:

e the fluid flow and the pore pressure relaxation can contribute to explain
the temporal evolution of stress perturbations;

e stress heterogeneity, and the associated geometrical complexity of the pre-
existing fault, can remove seismicity shadows;

e a more accurate evaluation of the reference seismicity rate can refine the
outcomes of the model.

With respect to the role of the parameters on the outcomes of the model,
we have demonstrated that the Ao parameter has an important influence both
in seismicity rates and in occurrence probabilities. Such influence can not be
ignored in hazard assessments.

Also the applications and tests of the hybrid ERS model highlighted some
interesting results:

e the introduction of the rate-and-state laws allowed a substantial reduction
in the number of the free parameters necessary in the formulation of the
ETAS model, bringing also a physical description of the phenomenon;

e to practically apply a rate-and-state type model as a pure epidemic one, one
needs to make some simplifications for using only information contained in
a catalog;
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e the new ERS model performs better than the purely ETAS one on Japanese
seismicity. It was not true for Californian seismicity;

e we must consider the simplified rigid dependence of the ERS model to
the spatial distribution when we deal with relative small magnitude values
(such as those used in the California test): the consequent small values of
the source size lead to a much spread of the locations errors on likelihoods.

We believe that the preliminary study we have made on this type of new hybrid
model could lead in future to some other interesting developments and results.

Much progress has been made in the last decade on the topics of stress trans-
fer, earthquake triggering, and time dependent seismic hazard. But, at the mo-
ment, there is no general agreement on which is the most appropriate model to
be used for time-varying forecasts.

In this work we presented some preliminary outcomes in estimating proba-
bility of earthquake occurrence with the RSM. The most important and original
result that we found is that:

e Probability of earthquake occurrence shows an important dependence on
the free parameter Ao of the rate-and state procedure.

We strongly believe that this topic has to be deepen in the next future.

In general we believe that the next step in probability estimations must re-
gard a robust procedure for testing models and predictions, to develop their
performances and become conscious of their reliability.

In the domain of time varying hazard and its testing procedures several prob-
lems arise (Vere-Jones, 1995). The estimates are likely to be strongly model
dependent. An advantage is taken reducing the number of the parameters to be
estimated (as we did), thus allowing the existing data to be used more effectively.
We also faced with the problem of the paucity of data in the region we selected
for our case study.

An ideal, proper sequence in a testing procedure is: i) model development
and model validation; ii) development of time-varying risk forecasts based on
the model; iii) development of earthquake alerts based on the risk forecasts to
be compared with the real data. This procedure can identify the models that,
despite their imperfections, can provide reliable guidelines to initiate an early
warning activity.

With these aims the presented work will be undertaken in the SAFER-
NERIES projects (www.saferproject.net and www.neriesproject.net). The
scientific issues of these projects are in full accordance with our future designs.
These can be summarized as follows:

e a consensus should be found in defining background and reference seismic-
ity and carefully analyze how to compute them as fundamental parts of
triggering models.
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We have just observed that the background seismicity should be evaluated in a
fixed time window and on a declustered catalog (or on a catalog which is believed
not to contain aftershock sequences). Instead, reference seismicity should be the
seismicity rate evaluated always in a certain time window but on an undeclustered
catalog. Despite the first definition is widely used in literature, we have just
observed that long lasting, secondary triggering make it very difficult identifying
a catalog without aftershock sequences.

e A strategy for models calibration has to be selected, that could be: a
posteriori tests on real seismicity; tests on synthetic catalogs; a priori real-
time applications.

e Make probability estimates obtaining comparable results (also with differ-
ent models).
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