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ABSTRACT i

Abstract

This thesis introduces new processing techniques for
computer-aided interpretation of ultrasound images with
the purpose of supporting medical diagnostic. In terms of
practical application, the goal of this work is the improve-
ment of current prostate biopsy protocols by providing physi-
cians with a visual map overlaid over ultrasound images
marking regions potentially affected by disease. As far as
analysis techniques are concerned, the main contributions
of this work to the state-of-the-art is the introduction of de-
convolution as a pre-processing step in the standard ultra-
sonic tissue characterization procedure to improve the di-
agnostic significance of ultrasonic features.

This thesis also includes some innovations in ultrasound
modeling, in particular the employment of a continuous-
time autoregressive moving-average (CARMA) model for ul-
trasound signals, a new maximum-likelihood CARMA esti-
mator based on exponential splines and the definition of
CARMA parameters as new ultrasonic features able to cap-
ture scatterers concentration.

Finally, concerning the clinical usefulness of the devel-
oped techniques, the main contribution of this research is
showing, through a study based on medical ground truth,
that a reduction in the number of sampled cores in standard
prostate biopsy is possible, preserving the same diagnostic
power of the current clinical protocol.

Keywords: ultrasound, tissue characterization, deconvolu-
tion, prostate biopsy, continuous-time autoregressive mov-
ing average, exponential splines.



ii RÉSUMÉ

Résumé

Cette thèse introduit de nouvelles techniques de traite-
ment pour l’interprétation guidée d’images ultrasons, dans
le but de soutenir le diagnostic médical. L’objectif pratique
de ce travail est l’amélioration du protocole standard pour la
biopsie de la prostate, en fournissant au médecin une carte
visuelle sur l’écographie qui marque les régions potentielle-
ment malignes. En ce qui concerne les techniques d’analyse,
la contribution principale de cette thèse est l’introduction
de la déconvolution comme étape de pré-traitement dans la
procédure standard de caractérisation des tissus par ultra-
sons, afin d’améliorer la valeur diagnostique des caractéris-
tiques du signal.

Cette thèse présente, en outre, des innovations dans la
modélisation du signal ultrason, en particulier la proposi-
tion d’un modèle autorégressif à moyenne glissante en temps
continu (CARMA), le développement d’un nouvel estimateur
au maximum de vraisemblance de paramètres CARMA fondé
sur les splines exponentielles et la définition des paramètres
CARMA comme des nouvelles caractéristiques du signal ul-
trason capables de capturer l’information sur la concentra-
tion de scatterers.

Enfin, concernant l’utilité clinique des techniques déve-
loppées, la contribution principale de cette recherche est
dans la démonstration, au travers d’une étude médicale, de
la possibilité de réduire concrètement le nombre d’ échan-
tillons prélevés pendant la biopsie de la prostate standard,
en préservant le même pouvoir diagnostique du protocole
biopsique standard.
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Sommario

Questa tesi introduce nuove tecniche di elaborazione per
l’interpretazione guidata di immagini ultrasoniche, allo
scopo di supportare la diagnosi medica. Dal punto di vista
applicativo, l’obiettivo di questo lavoro è il miglioramento
del protocollo standard per la biopsia prostatica,fornendo al
radiologo una mappa visiva di regioni potenzialmente ma-
late. Per quan-to riguarda le tecniche di analisi, il contri-
buto principale di questa tesi è l’introduzione della decon-
voluzione come passo di pre-processing nella procedura
standard di tissue characterization basata su ultrasuoni, al
fine di migliorare il potere diagnostico di alcune caratteristi-
che estratte dal segnale.

Questa tesi include, inoltre, delle innovazioni nel mod-
eling del segnale ultrasonico, in particolare la proposta di
un modello tempo-continuo autoregressive moving-average
(CARMA), lo sviluppo di un nuovo stimatore maximum-likeli-
hood di parametri CARMA basato su exponential spline e
la definizione dei parametri CARMA come nuove caratteri-
stiche del segnale ultrasonico capaci di catturare l’informa-
zione sulla concentrazione di scatterer.

Infine, per quanto riguarda l’utilità applicativa delle tec-
niche sviluppate, il contributo principale di questa ricerca
sta nel mostrare attraverso uno studio su ground-truth medi-
co che è possibile ridurre effettivamente il numero di cam-
pioni prelevati durante la biopsia prostatica standard,preser-
vando le stesse capacità diagnostiche del protocollo clinico
standard.
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INTRODUCTION

Research is what I’m doing when I don’t know
what I’m doing.

Wernher von Braun (1912-1977)

ULTRASOUND imaging is one of the most used technologies for
non invasive medical diagnostic. Resolution limits and speckle

noise affecting ultrasonography prevent the employment of stan-
dard image processing techniques to perform tissue characteriza-
tion supported by computer. On the contrary the interpretation of
ultrasound image requires an approach based on features specific
of the echo signal, able to capture the state of the imaged tissue.

The realization of computer-aided tissue characterization sche-
mes in ultrasound imaging is constrained to the analysis of charac-
teristics of the ultrasound signal and their correlation to the patho-
logical state of tissues. In addition, the study of new parametric
models for the ultrasonic echo allows the definition of new image
attributes which may be likewise correlated to the state of the in-
vestigated tissue and useful for characterization. Finally, the de-
sign of a medical ground truth and a learning scheme to recognize
pathological tissues is essential for an unbiased approach to tissue
characterization.

In this thesis all the fundamental steps for the realization of
ultrasonic tissue characterization schemes are taken into account
and dealt with through the development of new processing meth-
ods. Although the developed techniques are applicable to the in-
vestigation of any biological tissue, the final goal of this work is the
design of a computer-aided detection scheme to support physi-
cians in the diagnosis of prostate cancer.

This thesis is subdivided in three stages. First, a preliminary
study of the existing ultrasonic features is performed to select the
most significant attributes for tissue representation. The ground
truth used in this first stage is a collection of ultrasound images
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2 INTRODUCTION

of the prostate gland, where the pathological region is outlined by
pathologists. Then, a non linear learning approach is validated on
the collected medical ground truth. Within the first stage the novel
contribution of this thesis is the introduction of shift-variant de-
convolution as a pre-processing step in the traditional tissue cha-
racterization scheme. In this context deconvolution breaks away
from its traditional goal of improving the visual quality of ultra-
sound images and is used to enhance the diagnostic power of ul-
trasonic features. Experimental results show that performing de-
convolution before feature extraction yields to significantly increase
the ability of some ultrasonic features to recognize pathological
tissues.

In the second stage, a new model is proposed for the ultra-
sound echo signal, in order to enable the definition of novel at-
tributes useful for tissue characterization. The ultrasound signal
is modelled as a sampled continuous-time autoregressive moving
average (CARMA) process. Two new algorithms are proposed for
the estimation of continuous-time domain parameters of a CARMA
process from its sampled data. The first is a maximum-likelihood
estimator based on exponential splines suitable for any sampling
condition, even when some aliasing is present. Simulations results
show that this estimator outperforms current estimation methods
based on polynomial splines, which are appropriate only in high
sampling frequency conditions.

Additionally, another estimator is designed to provide good es-
timates with a lower computational cost when high sampling fre-
quency is employed: this is usually the case in ultrasound images.
Although not maximum-likelihood, this estimator is still based on
exponential splines and can be used to compute the CARMA pa-
rameters of the ultrasound signals composing an image. CARMA
parameters are considered as new ultrasonic features and their abil-
ity in tissue representation are analysed on a phantom ground-
truth and compared to traditional ARMA parameters, often used
to model the discrete ultrasound echo. The results of this study
show that CARMA parameters are able to capture the changes in
scatterers concentration better than traditional ARMA parameters.
In the second stage the main contributions of this thesis are (a)

the proposal of a new model for ultrasound signal, (b) the design
of a CARMA estimator providing correct estimates also in aliasing
conditions and (c) the definition of new features correlated to the
scatterers concentration in ultrasound images.

The third stage of this work focuses on the application of the
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studied techniques to the improvement of the current prostate bio-
psy protocol. A large ground truth database of imaged biopsy cores
and the corresponding histo-pathological analysis are collected to
validate the accuracy of processing and classification techniques.
Improved statistical and textural features are used here in a spe-
cific learning scheme, able to use both completely known data and
uncertain biopsy cores, where pathology covers just a percentage
of the sample.

The developed algorithm for real-time computer-aided biopsy
(rtCAB) includes feature extraction and learning techniques and
is implemented exploiting CUDA™parallel processing in order to
enable real-time support to physicians during biopsy sessions. This
technique is able to reduce the biopsy core number from 8-12 to 7,
preserving the same diagnostic power of a standard protocol and
working in real-time.

The structure of this thesis is formed by 5 chapters. The first
chapter develops the background resuming the basic information
about ultrasound imaging and tissue characterization. Chapter
2 describes the proposed characterization scheme with introduc-
tion of deconvolution as pre-processing step. Chapter 3 contains
the description of the new continuous-time domain model for ul-
trasound signals; the derivation of CARMA parameters estimators
and the application of CARMA parameters to the characterization
of ultrasound scatterers concentration. The fourth chapter reports
the realization of the ground truth and the developed learning al-
gorithm for the improvement of the current prostate biopsy pro-
tocol. The conclusive chapter summarizes the main contributions
of this thesis and provides some clues about future research in ul-
trasonic tissue characterization.





One

BACKGROUND

The essential is invisible to the eyes.

Antoine de Saint-Exupéry (1900-1944)

THE main goal of biomedical image analysis is monitoring inner
physiological systems to early diagnose potential diseases. A

pathological process affecting the investigated system reflects on
measured signals that, because of the disease, present characte-
ristics different from the corresponding normal pattern. The es-
sence of image analysis is to capture these characteristics, which
are often not visible to human eye, and to describe the state of the
imaged physiological system. Image modeling can also serve this
purpose, providing some mathematical descriptors of the mea-
sured signals that result to be modified by the state of the imaged
tissues and, thus, useful for their characterization.

The interpretation of biomedical images, traditionally perfor-
med by physicians, can be supported by automatic image analysis
tools, making a quantitative study of physiological systems pos-
sible. This process is called Computer-aided Diagnosis (CAD) [1]
and it is aimed at improving the reliability of physician judgement
by reducing subjectivity, inter- and intra-observer variability and
potential human errors due to fatigue, boredom or environmental
factors.

CAD tools have always been thought as a support and not a re-
placement of medical specialists, who integrate their experience
and intuition with objective clinical signs to realize the final di-
agnosis. Biomedical image analysis and enhancement techniques
constitute the core of CAD systems and can be crucial in health-
care quality.

Although the main target of medical image analysis and im-
provement techniques is early detection of potential diseases, these
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post-processing steps are also important to boost the performance
of cost-effective imaging devices. In fact the software enhance-
ment of medical imagery is necessary both to compensate for qual-
ity reduction in video acquisitions of portable devices and to an-
swer to the recent needs of world healthcare market, interested
in producing affordable medical equipments for developing coun-
tries.

Among all imaging modalities, ultrasound presents some in-
teresting advantages: ultrasound devices are cheap, they provide
real-time feedbacks, they don’t use ionizing radiations, they are a
well established technology present in all health institutions. On
the other hand, ultrasound video sequences are affected by low
resolution and are characterised by speckle noise, preventing the
employment of traditional image processing algorithms to perform
computer-based analysis and enhancement.

Indeed, while some CAD tools are already clinically used in
more expensive imaging modalities, like CT and MRI, the realiza-
tion of effective image analysis techniques in ultrasound, match-
ing the clinical standards and possibly real-time, is still a challenge.

1.1 Diagnostic ultrasound

Ultrasound echo imaging [2] is the fastest and simplest medical
imaging technique, based on recording the reflected echo of ultra-
sound pulses. The main information provided by ultrasonography
is the echo intensity value associated to some spatial coordinates.

Unlike CT and MRI, ultrasound does not provide directly any
information about some tissue parameters, in fact the echo inten-
sity depends in a complex way both on the imaged tissue and on
the acquisition system. For this reason ultrasound are used with
the only purpose of imaging the anatomy, or guiding some clinical
operations, but not to characterize tissues.

Nevertheless the echo intensity is just a small part of the infor-
mation the reflected pulse can provide. The raw radio-frequency
(RF) signal returned by reflection is neglected by the traditional B-
scan imaging modality, which directly computes its envelope (fig-
ure 1.1). Nevertheless the study of this signal can lead to the defini-
tion of significant features of the imaged tissues, as well as provide
a way to reduce system dependent effects. The RF signal is, thus,
the key to perform ultrasonic tissue characterization.

The reflection of an ultrasound pulse generates a single data
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Figure 1.1: Exemple of an RF signal and its envelope shown as a scan line in a
phantom ultrasound image.

line in ultrasound image along the propagation direction, called
axial direction. The resolution along this direction depends on
both the length of the ultrasonic pulse and its wavelength, still it
can only be increased within strict limits, since ultrasound absorp-
tion in tissues is linearly proportional to frequency. The poor qual-
ity of ultrasound image is due to the intrinsic resolution limits of
this technology.

The lateral resolution depends on the geometry of the probe
generating the ultrasound beam. The beam divergence angle is
smaller for larger diameters of the probe, making small transducer
suitable for near focusing and large probes suitable for grater depth
focusing. A curved probe surface, an acoustic lens or a delayed
stimulation of the transducer elements gives the possibility to tune
the beam divergence and radial direction.

The geometrical arrangement of several acquisition lines along
different directions produces 2D and 3D ultrasound data. For this
reason most algorithms in ultrasound imaging are developed as
1D processing techniques, and then applied to each image or vo-
lume scan line.

The fan scan is one of the most used ultrasound rays configu-
rations and it is advantageous when the organ to be investigated is
protected by structures unpenetrable by ultrasound and requires
a small interface area of the transducer. A fan scan transducer is
used, for example, to image the prostate by trans-rectal ultrasound
(TRUS). The main disadvantage of the fan scan probe is the reduc-
tion of lateral resolution along the axial depth. Furthermore the
echo data are recorded in polar (r,θ)-coordinates and need a con-
version into Cartesian coordinates and interpolation before dis-
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playing on monitors.
From the point of view of image analysis, the fan scan configu-

ration does not constitute an additional difficulty, because the line
signals are processed directly in the (r,θ)-space, where they ap-
pear as a standard rectangular image. The (r,θ)-space is always
the reference, unless the processing algorithms require the knowl-
edge of the real anatomical shapes of the imaged scene or in case
the processing results are forwarded to physicians as a map on the
anatomical image.
The three phenomena contributing to the realization of an ultra-
sound echo are (a) the pure reflection from a smooth surface, (b)

the diffuse reflection from a rough surface and (c) the refraction,
this latter causing artefacts during image formation which consid-
ers possible only line transmission. A fourth factor characterizing
the echo is (d) the diffusion caused by interaction with many rough
surfaces smaller than the ultrasound wavelength. In this case the
pulse is diffused in all directions, determining a random compo-
nent of the ultrasound signal, called scattering. The presence of
scattering in the recorded echo makes the signal non-stationary.

Nevertheless the RF signal can be considered stationary in a
homogeneous area, where it is characterised by a slowly varying
amplitude and a stationary random component. The RF signal
can, thus, be decomposed into its local mean value, representing
the echogenicity of the area, and a variable component represent-
ing the speckle noise, a complex type of disturbance usually mod-
elled as multiplicative.

Although the speckle noise is dependent on the acquisition sys-
tem properties, it also contains some information about the im-
aged area, intuitively linked to the texture appearance in ultrasound
images. While image processing, aimed at improving the visual
quality of ultrasonographies, are focused on suppressing speckle
noise, image analysis techniques are often interested in captur-
ing as much information as possible from this random component
which can be useful for tissue characterization.

One more important characteristic of the RF signal is the fre-
quency shift: as signal attenuation increases with frequency, dur-
ing propagation the high frequency components of the echo signal
are more attenuated than the low frequency ones, globally reduc-
ing the value of the central frequency of the received signal. The
frequency shift may also deteriorate the radial resolution, but the
estimation of these changes are useful to study the attenuation of
different types of materials and thus perform tissue characteriza-
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Figure 1.2: Standard signal processing chain in medical ultrasound acquisition
systems. The signal recorded by the probe is the raw RF echo signal, while the final
output displayed on monitor is the envelope of the base-band signal.

tion. The knowledge about the frequency shift can also be used
to compensate the attenuation independently for each ray during
time-gain compensation (TGC) procedures and restore the origi-
nal echo spectrum.

Since the dynamic range of the RF signal is very large because
of the different amplitude of strong reflection components and
weak scattering, a logarithmic transform is employed to reduce
echo dynamics before digitalization. The final digital raw signal
is obtained by sampling the recorded signal, amplified and pro-
cessed by TGC and logarithmic transform. The sampling frequency
is chosen in the range of 20-60 MHz and the number of bits used
for quantization is between 16 to 24.

In medical ultrasound imaging the standard signal processing
chain performs a demodulation of the RF signal by Hilbert Trans-
form, providing the in phase-quadrature signal (IQ), and computes
the envelope as the module of the IQ analytic signal. Dealing with
the envelope allows a decimation of the signal according to the re-
duction of its band and provides a better visualization of the ultra-
sound image. A scheme of the standard processing chain in ultra-
sound imaging is shown in figure 1.2.

The base-band signal or B-mode signal is the standard output
of an ultrasound acquisition system, while the original RF signal
is the unprocessed information acquired by the probe. The basic
principle of most tissue characterization techniques in ultrasound
is extracting as much information as possible from both the base-
band signal and the RF signal.
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(a) (b)

Figure 1.3: Rectangular ROI segmentation inside the prostate region is illustrated
in figure 1.3(b), while figure 1.3(b) shows irregularly shaped ROIs.

1.2 Tissue characterization

The final purpose of biomedical image analysis is tissue characte-
rization. In practice the analysis consists in segmenting the image
into several regions of interest (ROIs), computing some characteri-
stics, features or measures related to each ROI and classifying them
into one of few known categories. Any category represents a par-
ticular state of the tissue outlined in a ROI; the simplest case is bi-
nary classification, aimed at discriminating a normal and patholo-
gical tissue, neglecting the presence of benignant abnormalities.

ROIs can be defined as irregular shaped areas in the image, fol-
lowing some anatomical characteristics of the imaged tissues; al-
ternatively they can be chosen as rectangular regions covering the
whole image, with or without overlapping (figure 1.3). While rect-
angular tessellation can be easily performed by computers, seg-
mentation of ultrasound images into irregular regions requires ei-
ther a manual procedure or a complex automatic algorithm sub-
ject to high degree human supervision.

Ultrasound image segmentation presents some characteristic
artefacts that make the segmentation task complicated, and al-
most impossible by means of standard image segmentation tech-
niques. In fact, while in other areas of medical imaging (CT, MRI)
the application of standard image processing methods is sufficient
to obtain good segmentations, in ultrasound satisfactory results
can only be achieved by specific methods. A review of segmen-
tation techniques in medical imaging is provided by [3] and [4].

The ROIs consist of a two-dimensional arrangement of recorded
RF signals, which are used to compute some features useful to clas-
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sify the state of the outlined tissue. Let us consider the extrac-
tion of N different features from each ROI: they can then be rep-
resented as a point x = x1, · · · , xN f

in an N f -dimensional feature
space. ROIs with similar characteristics will form clusters in the
feature space.

The first step in tissue characterization is the selection of sig-
nificant features which are able to capture the discriminant cha-
racteristics of normal and pathological tissues, ideally providing a
representation of different tissues in the feature space as separate
clusters. In the end, a pattern classification step in image analysis
is aimed at defining the optimal decision boundary in the feature
space to separate normal and pathological tissues.

The construction of the optimal decision boundary for tissue
characterization is possible thanks to supervised pattern classifi-
cation techniques based on an accurate medical ground truth. The
collection of a large number of ultrasound images from biological
tissues and their corresponding histological examination is essen-
tial to create a ground truth, which is used in the design of a clas-
sification algorithm and its validation.

Ground truth data are divided into a training set and a test-
ing set. The training set consists of a set of ROI-label pairs, al-
ready classified by a chosen gold standard like histological anal-
ysis, which are used to perform the learning of a classification al-
gorithm. The testing set instead is used to validate the algorithm.
Test ROIs labels are used only to compute the performance crite-
ria and do not provide any further information to the classifier. In
some cases also a validation set is extracted from the ground truth
in order to tune some parameters of the classification algorithm.

The main problem in ultrasonic tissue characterization is the
absence of a public standard database, also for very common and
highly diagnosed diseases, as prostate carcinoma or breast tumour.
One fundamental contribution of this research is the realization
of a large ground truth database for prostate cancer, collected in
collaboration with the department of Urology of the University of
Bologna.

In ultrasound imaging, system effects and tissue micro struc-
tures affect in a complex way the signal and the speckle noise, thus
any conclusion about tissue characterization is valid under the
same conditions and equipment settings. Nevertheless algorithms
designed to make the signal less dependent on acquisition system
adjustments can be employed to provide more efficient tissue cha-
racterization.
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Reducing system effects

Ultrasound imaging acquisition systems can affect and deteriorate
tissue response. In order to reduce these undesirable effects and,
hopefully, obtain a higher quality and more significant image, sev-
eral processing techniques based on image formation linear mod-
els were developed.

The most common two-dimensional linear image formation
model is defined through a convolution operator:

x = H(w)+µ

x[n,m] =
∑

k

∑

l h[n−k,m − l ]w[k, l ]+µ[n,m]
(1.1)

where x is the image, w is the tissue response to be recovered, H

is the linear operator accounting for system effects which defines
the point spread function (PSF) h, and µ is some additive term
accounting for both experimental and model noises. The inverse
problem of recovering w is also named as deconvolution [5]. In
medical ultrasound imaging the PSF is usually not known and is
estimated together with the true image w . In this case the prob-
lem is referred to as blind deconvolution [6].

The problem with model (1.1) is that the presence of tissues be-
tween the transducer and the target changes locally the PSF which
cannot be considered shift-invariant in the whole in vivo image.
The presence of phase aberration and dispersive attenuation in ul-
trasound imaging lead necessarily to a spatially variant model for
the PSF, which requires a non stationary deconvolution.

The most used technique to deal with shift-variant convolution
kernel is to segment the image in several areas where the signal
can be considered stationary and the local PSF shift-invariant. An
alternative to this approach is the employment of adaptive algo-
rithms based on models able to change their characteristics along
with the signal.

Furthermore, although the image formation model is expressed
in 2D, ultrasound imaging deconvolution algorithms are often de-
veloped in 1D and separately applied along the lateral and axial
direction. Anyway it is common practice to perform deconvolu-
tion along the axial direction only, as the PSF is wider. In this case
the convolutional model becomes:

x[n] =
∑

k

h[n−k]w[k]+µ[n] (1.2)

The separability of the PSF allows one to reduce the problem of
a 2D deconvolution to a sequence of 1D deconvolution problems,
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applied along each direction independently. Specifically, it is as-
sumed that the 2D convolution kernel can be expressed as product
of two one dimensional convolution kernels along the two direc-
tions: the axial PSF includes the blurring effects due to the finite
bandwidth of the transducer and the dispersive attenuation of the
acoustical pressure pulse in tissue, the lateral PSF represents the
convolutional components of lateral blurring due to the complex
beam pattern.

One of the classical methods of blind deconvolution used in
medical ultrasound imaging originates from the theory of system
identification and is based on statistical modeling. An efficient
statistical method for deconvolution assumes the RF signal to be
an autoregressive moving average (ARMA) process and estimates
model parameters to recover the tissue response. Hence, in this
interpretation, the RF-signal x[n] is considered to be the output
sequence of a causal filter h[n], while the tissue response or reflec-
tivity function, w[n], is thereby considered to be an input driving
sequence. The latter is commonly assumed to be a realization of
an independent and identically distributed process of zero mean
and fixed variance.

ARMA models present highly flexible modeling capability, be-
cause they integrate properties of AR models, useful for modeling
random signals that possess peaky power spectral densities, and
properties of MA models, more appropriate for signals that have
broad peaks or sharp nulls in their spectra.

For the case of ultrasound imaging the choice of an ARMA model
is well justified. This is because the spectra of the RF lines are nor-
mally wide-peaked, and, since the requirement of stationarity im-
poses limitations on the range of sampling intervals, stationary RF
signals are usually short in duration. ARMA modeling is appropri-
ate in this context, since it provides a well-posed estimation prob-
lem with fewer parameters than observations and is characterized
by excellent modeling capability for relatively low orders and for
short data segments.

While deconvolution techniques are generally used to improve
the visual quality of ultrasound image, in this work it is introduced
as a preprocessing step in the standard tissue characterization pro-
cedure, in order to enhance the diagnostic significance of ultra-
sound features. A scheme of the proposed tissue characterization
protocol is shown in figure 1.4.



14 One. BACKGROUND

Figure 1.4: Proposed characterization procedure with the addition of deconvo-
lution to improve diagnostic performance.

Feature extraction and selection

A large number of features were designed to extract interesting in-
formation from the ultrasound RF signal. The B-mode signal enve-
lope itself can be considered as a feature containing all the visual
information available to the physician.

The features derived from the RF signal developed for tissue
characterization usually belong to one of these three classes:

• Spectral: these features gather information about the spec-
tral behaviour of the RF signal. This may include the study
of the frequency shift and the related attenuation; the spec-
tral decomposition of the coherent and random component
of the signal; multi-resolution analysis by wavelets or the es-
timation of any mathematical model for the spectrum.

• Statistical: the RF image can be modeled as random samples
from some statistical distribution. The parameters of such a
distribution can be estimated locally and provide statistical
features.

• Textural: these characteristics give information about the ar-
rangement of grey levels and are computed from the B-mode
signal. Textural features represent the closest attributes to
what is processed by human brain when analysing an image.

The number of features can increase rapidly as new models for
the RF signal or new attributes are proposed. The rise in dimen-
sionality can only apparently make the discrimination task easier.
In practice not all the features extracted are interesting for tissue
characterization. Furthermore high dimensionality causes more
complex classification models which tend more likely to overfit the
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training data. For this reason it is essential to select few significant
and non-redundant features.

Feature selection algorithms [7] focus on the realization of the
optimal feature subset for a certain problem, according to a dataset
containing feature values for any sample and the corresponding
category. In the context of image feature selection, the dataset is
constituted by feature values from any ROI and the information
about the pathological state of the tissue imaged by the region. The
selection approaches can be roughly divided into three categories:
filters, wrappers and hybrid methods.

Filters sort features according to a score measure that sum-
marizes the importance of a feature with respect to the state of
the tissue. Typically, the ranking criterion can measure either dis-
tance, information, dependency, or consistency between features
extracted from each ROI and the respective class. Filters measures
are independent on any classification algorithm.

On the contrary, wrappers sort attributes from a feature set ac-
cording to the performance of a classifier trained on that feature
set; they are thus classifier-dependent and require a larger com-
putational cost.

Hybrid methods take advantage both of filter and wrapper meth-
ods. The filter measure is used to decide the best subset for a given
cardinality, while the wrapper mining algorithm selects the final
best subset among the best subsets across different cardinalities.

In general a complete search procedure is never adopted in
feature selection because of its huge computational cost; on the
contrary, although they cannot guarantee that the actual best fea-
ture subset is selected, forward and backward sequential search
or random search techniques are preferred because of their lower
computational cost.

The above methods are obviously supervised since they take
advantage of the information about tissue state, but also unsuper-
vised methods such as principal component analysis (PCA) can be
useful, above all in order to reduce redundancy in subsets where
features have similar informative value. An unsupervised method
can thus be used as a first step to discard redundant attributes and
a second step of supervised feature selection can subsequently be
applied to further reduce the feature set, eliminating attributes ir-
relevant for the particular classification problem.

A complete feature selection scheme can be tested by intro-
ducing artificially designed irrelevant and redundant attributes in
a benchmark feature set; an efficient feature selection algorithm
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must be able to detect and discard these test attributes.

ROI classification

The goal of image tissue characterization is employing the feature
set to build a classifier able to discriminate between different cat-
egories of imaged tissues. Among the several approaches to classi-
fication existing in literature [8], non linear discriminant analysis
through kernels is used in this thesis to take advantage of the non
linear mapping of the feature space and ease the classification task
for real data.

In supervised machine learning the data set (xk ,ck ) composed
of ROI feature vector and label pairs is used to determine the pre-
dictive model representing the relationship c = f (x) between the
input variables x and the output variable c. It is the knowledge
about class labels ck to make the learning problem supervised.

The found predictive model is then used to separate in the fea-
ture space and normal and pathological ROIs. In this case the clas-
sification problem is binary and the label index ck can only assume
two values, for example 1 for benignant tissue and 2 for pathologi-
cal tissue.

A linear model f (x) employs a predictive function represented
by an hyperplane in the feature space, whose parameters w and
b are determined using classical criteria such as least squares or
maximum likelihood:

f (x)=< w,x >+b (1.3)

In this case the predictive model is also called discriminant func-
tion. Traditional linear methods give the same importance to all
samples in the dataset and this can easily provide non efficient lin-
ear separation, because of the excessive influence due to samples
very far from the separation boundary.

A way to overcome this problem is focusing on those training
examples which lie close to the class they do not belong and, thus,
close to the boundary. These samples are called support vectors
and in this approach they are the only data that explicitly define
the model. A linear model in terms of support vector, sv , is ex-
pressed as in the following:

f (x) =
∑

i∈sv

αi ci < xi ,x >+b (1.4)
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where the summation includes only the training examples xi that
are support vectors, andαi are coefficients determined as Lagrange
multipliers in the optimization procedure.

An advantage of this approach is that the classifier concen-
trates directly on examples sv that are difficult to classify and its
computation scales with the number of support vectors rather than
the dimension of the space which can be very large. In addition
this approach is shown to balance training classification error and
model complexity, thereby avoiding overfitting, a situation in which
the model is too finely tune to the training examples and fails to
perform well on new data.

When real ultrasound data are analysed, linear separation is
generally not possible in the feature space, even if a large number
of features is employed. In this condition it is important to exploit
techniques providing a simple way to obtain a non linear model
from any linear model based on inner products. Even classical
techniques can be turned easily into flexible non linear techniques
via the so called kernel trick.

According to this technique, a non linear function φ mapping
the data into a different higher dimensional feature space can be
applied. After this transformation separability will be enhanced
thanks to the higher dimension of the mapped space, which can
also be infinite. The kernel trick recognises that the classification
in this new space can be obtained without actually performing the
transformation, because the transformation φ applied to samples
in predictive function only appears in the form of an inner prod-
uct. Therefore non linear approaches can be performed efficiently
by using kernel functions K(., .) which act like dot products in the
re-mapped feature space [9].

It is never actually necessary to compute φ or to define it ex-
plicitly. Instead it is sufficient to define the kernel function K(., .),
and it can be shown that any symmetric positive semidefinite func-
tion suffices.

For each ROI sample, x, the kernel approach provides its pro-
jection onto a vector in F , expressed as an optimized linear combi-
nation of the inner products of the mapped sample and a sequence
of mapped support vectors:

∑

i∈sv

ai <φ(xi ),φ(x)>=
∑

i∈sv

ai K(xi ,x). (1.5)

The combination weights ai are tuned to maximize the inter-class
variance and minimize the intra-class variance of data in the mapped
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space. Intuitively, the effect of the kernel is to measure the simi-
larity between a test vector x and each of the support vectors. In
fact vectors belonging to one of the classes are presumably most
similar to the support vectors belonging to that class, hence these
similarity values provide us with the information to build the pre-
dictive function.

In non linear data transformations an appropriate kernel for
representing the similarity of a mapped sample to the support vec-
tors is the radial basis function (RBF) kernel:

K(xi ,x) = exp

(

−‖xi −x‖2

2σ2
r b f

)

. (1.6)

The kernel variance σ2
r b f

is tuned by cross-validation on a valida-

tion data set. In particular, a part of the dataset is reserved to per-
form several tests varying the value of σ2

r b f
, in order to find the

optimal value for this parameter, which provides the best classifi-
cation performances.

Cross-validation is one of the techniques for statistical resam-
pling used to evaluate performance and improve robustness of ma-
chine learning models and to estimate statistical significance lev-
els. These techniques are as important as the predictive model it-
self.

After non linear transformation, a linear classifier can be used
in the mapped space to find the discrimination hyperplane de-
fined by the following predictive function:

f (x) =
∑

i∈sv

ai K(xi ,x)+b. (1.7)

Linear classifiers are suitable to classify kernel transformed
data, which are characterized by a better separation in the new
feature space. For example, the Fisher Linear Discriminant (FLD)
approach tunes the parameters of the linear model in (1.3), w and
b, by maximizing the Mahalanobis distance and in such a way that
different clusters have the same distance from the hyperplane. The
Mahalanobis distance J between two clusters belonging to differ-
ent classes is expressed through the intra class mean value µi and
covariance matrixΣi of class i :

J = (µ1 −µ2)T (Σ1 +Σ2)−1(µ1 −µ2) (1.8)

The performance indicators computed on the testing set of-
fer a way to assess the diagnostic validity of a CAD scheme. In a
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binary tissue characterization problem, where the two categories
benignant/malignant tissue are available, it is common to define
True Positives (T P ) the pathological samples classified as malig-
nant, False Positives (F P ) the misclassified normal regions, True
Negatives (T N ) the normal samples classified as benignant, False
Negatives (F N ) the misclassified pathological regions.

According to these definitions, besides accuracy (ACC ), the stan-
dard performance criteria are sensitivity (SE ) and specificity (SP ),
giving information about the ability in recognizing pathological
and normal tissue respectively. The prediction capability of the
method is also expressed by the probability that a malignant clas-
sified sample is actually pathological. This information is provided
by the positive predictive value (PPV ). The performance indica-
tors are resumed in the following:

ACC =
T P+T N

T P+T N+F P+F N

SE =
T P

T P+F N

SP =
T N

T N+F P

PPV =
T P

T P+F P

(1.9)

The above definitions of performance criteria consider a re-
gion as a sample of the dataset, but according to the focused scale
of the problem, also pixel-based, core-based and patient-based
performances can be defined, considering as sample of the dataset
respectively the pixel, the core or the patient.

The variation of the threshold in a linear classification method
allows the complete description of the classifier performances,
which can be visualized in a receiver operating characteristic (ROC)
curve plotting the (SE ,1−SP ) graph. The area under the ROC curve
is also specific of the method diagnostic accuracy which increases
as the area approaches the unit value.

1.3 Application: prostate TRUS

One of the applications where Computer-Aided Detection (CAD)
tools would be extremely valuable is the recognition of prostate
cancer in trans-rectal ultrasound (TRUS) images. Some informa-
tion about the physiology and pathology of prostate gland will be
presented in the following paragraphs.

The main function of the prostate is to store and secrete a clear,
slightly alkaline (pH 7.29) fluid that constitutes 10−30% of the vo-
lume of the seminal fluid that, along with spermatozoa, consti-
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Figure 1.5: Schematic representation of the prostate gland.

tutes semen. The rest of the seminal fluid is produced by the two
seminal vesicles.

A healthy adult human prostate is a chestnut shaped gland en-
veloped in a fibrous capsule. Its base is attached below the urinary
bladder neck and the apex is fixed to the urogenital diaphragm.
It borders on the posterior side with the rectum and on the an-
terior side with the fibromuscolar stroma connected to the pubis
through the puboprostatic ligaments. On the superior posterior
side it is attached to the seminal vesicles, a pair of simple tubular
glands that secrete a significant proportion of the fluid that ulti-
mately becomes semen. The excretory ducts of seminal vesicles
open into the vas deferens, as they enter the prostate gland, and
they are lined with the epithelium of the transition zone. Within
the prostate, the urethra coming from the bladder is called the pro-
static urethra and merges with the two ejaculatory ducts. The pro-
state is finally sheathed in the muscles of the pelvic floor, which
contract during the ejaculatory process.

The prostate gland is divided in three different zones: the tran-
sition zone (TZ), the central zone (CZ), and the peripheral zone
(PZ) (figure 1.5). The transition zone surrounds the urethra and ex-
tends from the ejaculatory ducts proximally. The peripheral zone
encompasses the urethra from the base to the apex. The central
zone is composed of tissue immediately surrounding the ejacula-
tory ducts and it expands inferiorly. The significance of this archi-
tecture is based upon the relationship of these three zones to pro-
static disease [10]. In the young males the peripheral zone com-
prises 75% of prostate volume, the transition zone 20% and the
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central zone 5%. These ratios change and after the age of 40 years
the transition zone may enlarge ad occupy most of the gland as
benign hyperplasia is almost inevitable.

The prostate gland is the male organ most often smitten by ei-
ther benign or malignant lesions and the second leading cause of
cancer death for men [11]. Prostate diseases can be distinguished
in three main categories: prostatitis, benignant hyperplasia and
prostate cancer.

Prostatitis is an inflammation of the prostate gland. It is a be-
nign pathology and in its acute case it is mainly treated with an-
tibiotics.

Benign hyperplasia (BPH) consists in a prostate enlargement.
It is fairly common among ageing men and it occurs mainly in the
transition zone. BPH can be treated with medication, a minimally
invasive procedure or, in extreme cases, with a surgery procedure
that removes the prostate.

Prostate cancer, often referred as prostate carcinoma (or ade-
nocarcinoma), is a malignant pathology and, as all cancers, it is
characterized by an abnormal and uncontrolled cells mutation and
replication. Like BPH, prostate cancer might cause pain, difficulty
in urinating, problems during sexual intercourse, erectile dysfunc-
tion and other symptoms. If not detected on early stages and in
presence of more aggressive forms, the disease can advance to
stages characterized by local invasion of the surrounding tissues
(seminal vesicles, bones, rectum), usually resulting in lethality.

The heterogeneous and multifocal nature of prostate cancer le-
sions poses significant difficulties in its detection. With regards to
heterogeneity, prostate cancer tissue typically reveals a juxtaposi-
tion on benign cells, preneoplastic lesions and neoplastic lesions
of varying severity [10].

The current clinical procedure to detect cancer is based on a
combination of different diagnostic tools, because none of these
tools is accurate enough to be used alone. Digital Rectal Exam-
ination (DRE), Prostate-Specific Antigen (PSA) evaluation, TRUS
image analysis and biopsy are all part of the medical procedure
for prostate analysis. Each of these tools presents important lim-
itations that make accurate prostate cancer detection still an un-
solved problem.

Historically, DRE has been the principal method of prostate
analysis, but it is accurate only at detecting large and superficial
lesions and it is strongly operator dependent.

The first step in public screening for prostate cancer is the mea-
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Figure 1.6: The picture on the left gives a schematic representation of prostate
axial section with orientation inverted respect to its real anatomy. On the right a
TRUS image shows the prostate gland in the same orientation.

surement of the blood PSA level, a glycoprotein produced almost
exclusively in the epithelium of the prostate gland. Unfortunately,
PSA is specific for prostate but not for cancer, since other factors
such as BPH, prostate infection, urethral instrumentation and irri-
tation can cause an increase in the PSA value.

At TRUS, the normal prostate gland has a homogeneous, uni-
form echo pattern. The appearance of carcinoma on ultrasound
is variable and in its early stages a tumour can appear anechoic,
hypoechoic or isoechoic with respect to the surrounding normal
tissues. Potential hypoechoic regions could also include BPH or
even normal biological structure, thus the specificity of the TRUS
images visual inspection is low.

Standard TRUS images show the axial or the lateral section of
the prostatic gland. The gland anatomical shape is inverted in the
image due to the acquisition setting, as shown in Fig. 1.6, where
the superior hyperechoic boundary marks the interface between
the rectum and the peripheral zone of the prostate. The transition
zone is visible as a darker region below the peripheral zone. The
gland contours are generally well defined and visible in the images.

The histopathological analysis of biopsy samples is the stan-
dard for cancer detection confirmation.

The dominant and most reliable method for prostate carcinoma
diagnosis and aggressiveness assessment, in research as well as
in clinical procedure, is the Gleason grading [12]. This method is
based entirely on the histological evaluation of carcinomas cells
arrangement patterns in contrast agents stained prostatic tissue
sections. Specifically, the method is a categorization of glandular
differentiation and pattern of growth of the tumour, at relatively
low magnification (×10 - ×40) in five basic grades patterns [12].
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Due to the heterogeneous nature of prostate cancer lesions,
histopathological inspection of prostate tissues often reveal an en-
semble of benign lesions, prenoplastic lesions and neoplastic le-
sions with different aggressiveness. To take into account this het-
erogeneity, the five basic grade patterns are used to generate an
histological score, which can range from 2 to 10, by adding the pri-
mary grade pattern and the secondary grade pattern. The primary
pattern is the one that is predominant in area, by simple visual in-
spection. The secondary is the second most common pattern.

The Gleason grading score is therefore and indicator of can-
cer stage: the higher the grade is, the more advanced the cancer
is. Typically, cancers with Gleason scores lower than 6 are con-
sidered well differentiated and associated with a good prognosis.
Those with a Gleason score of 8-10 have the worst prognosis and
the highest risk of recurrence. Gleason score is often combined
with PSA level and clinical stage for risk assessment. The primary
goal of staging is to distinguish patients with organ-confined, lo-
cally invasive, or metastatic diseases.

Ultrasounds are used for biopsy guidance, to enable the sam-
pling of all relevant areas of the prostate by means of systematic
sampling protocols [13]. However, the main limitations in this pro-
cedure are due to the multifocal nature of cancer and to the sam-
pling process.

In fact, uniquely among image-guided biopsies, prostate bio-
psy is not lesion-directed but rather based on a systematic sam-
pling of those areas where cancer incidence is higher. As the dis-
ease is often multi-focal, different areas throughout the whole gland
are sampled. In particular, since most of the cancers arises in the
peripheral zone, most of the protocols aim to maximize its sam-
pling. The motivation behind this, as discussed before, is the weak
diagnostic significance of imaging inspection techniques due to
the high variability of prostate cancer patterns.

Ultrasound imaging is thus used to guide and monitor the bio-
psy needles insertions in the different areas of the prostate gland.
Since metal, if compared to soft tissues, has an high acoustic impe-
dance, biopsy needles appears as hyperechoic lines in TRUS scans,
as shown in figure 1.7.

The first landmark sampling technique was the sextant proto-
col reported in 1989 [14]. As originally described, six biopsies were
obtained in a parasagittal line drawn halfway between the lateral
border and midlines bilaterally, from the base, midgland and apex,
as shown on the left side of figure 1.7.
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Figure 1.7: The picture on the left gives a schematic representation of double
sextant biopsy protocol. On the right a TRUS image shows the insertion of biopsy
needle in the prostate.

Although sextant biopsy protocol was a major advance, with
a 20-25% of positive biopsy rate, with a wider experience it was
found also inaccurate, principally because it under-samples the
peripheral zone [13].

Modifications of the sextant protocol were introduced from the
mid 1990s onwards. For example, in the modified sextant biopsy
protocol a better sampling of the peripheral zone around the lat-
eral margins is obtained moving laterally and angling anterolater-
ally the biopsy trajectories. This improved in some cases the de-
tection rate from 80 to 89 % [13].

However, even the modified sextant protocol was found to miss
some tumours with time and many alternatives where explored.
Therefore, several extended protocols using more cores (8 or 10)
directed to the peripheral zone were introduced. Although the
available results show that the extended protocols can improve di-
agnosis accuracy it is still a matter of debate whether extended
protocols are substantially better than the modified sextant pro-
tocol.

As regards patients perception of this examination, it was doc-
umented that 55% of men report physical discomfort during bio-
psy. Moreover, this procedure is not completely safe, since it car-
ries the risk of bleeding infection or even urosepsis [15].

Research to improve the efficiency of the standard prostate bio-
psy protocol is proceeding both from an image processing point of
view and from a purely clinical perspective. In fact, as discussed
before, the positive predictive value ppv0 of this protocol, that is
the probability of sampling a pathological core given a pathologi-
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cal patient, is quite low, between 20 and 25%. As the probability
to detect the disease in a pathological patient increases with the
number of samples N0, according to 1−(1−ppv0)N0 , the detection
rate of the protocol is about 89%. The inefficiency of this protocol
stems from the fact that most of the sampled tissue is benignant
and, thus, represents an unnecessary biopsy.

In order to improve the efficiency of the prostate biopsy proto-
col it is essential to increase the PPV , in such a way that the clini-
cal procedure can preserve the same detection rate of the standard
protocol with a reduced number of cores.

Since the processing of TRUS images highlights important cha-
racteristics of the investigated tissues, tissue characterization tech-
niques can be employed to increase the PPV , providing the radi-
ologist with a malignancy map to perform lesion-directed biopsy.
In this new scenario the number of unnecessary biopsies would be
reduced, while preserving the same diagnostic power as the stan-
dard protocol.





Two

ULTRASOUND IMAGE ANALYSIS

AND INTERPRETATION

I imagine this is because Nature wants to
ensure that the evils of wisdom shall not
spread further throughout mankind.

Desiderius Erasmus of Rotterdam (1466 - 1536)

COMPUTER-AIDED detection schemes are decision making sup-
port tools, useful to overcome limitations of problematic clin-

ical procedures. The topic treated in this thesis is the study and the
realization of CAD techniques based on trans-rectal ultrasound im-
ages, which may be extremely important to support prostate can-
cer diagnosis.

First works on TRUS-based CAD schemes for detection of pro-
state cancer consisted on biopsy ground truth and analysis of rect-
angular regions around needle insertion points. The main charac-
teristic of these studies is the use of textural features extracted from
TRUS images to discriminate different tissues. Basset et al. [16],
Huynen et al. [17] and Houston et al. [18] realized clinical studies
based on the extraction of first and second order statistics textural
parameters and used simple decision trees to perform classifica-
tion.

After these works, the main trend shifted to a multi-feature ap-
proach, extracting features of different nature from TRUS images
and combining them to obtain higher classification performance.
Schmitz et al. [19] and Scheipers et al. [20] employed textural fea-
tures and spectral parameters extracted from RF data, while
Feleppa et al. [21] introduced clinical data like PSA value and pa-
tient’s age in the feature vector besides spectral parameters.

The classifiers used for these works (self organizing Kohonen
map, neuro-fuzzy systems, Artificial Neural Network) are more

27
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complex with respect to decision trees and define a new direction
in this research field. Furthermore in these works the ground truth
comes not from biopsy but from prostatectomy and histological
analysis of prostate slices.

The work of Mohamed and Salama[22] represents an exception
since the gold standard is based on radiology visual inspection.
The proposed scheme utilizes a pure textural feature vector with
a Support Vector Machine (SVM) classifier. In this case the values
of sensitivity, specificity and area under ROC curve are high, but
they are obtained on a small ground truth.

Similar performance was obtained in latest studies like the ex-
tension of Mohamed’s work [23] which includes spectral features
and the study performed by Han et al. [24], where morpholog-
ical features and multi-resolution textural features are employed
and SVM is used as classifier. In the latter work notable values of
sensibility and specificity are reported, but the proposed method
was only tested on malignant images, thus there is no information
about its behaviour in completely healthy cases.

This chapter presents an effective approach to realize a CAD
scheme for prostate cancer detection, employing a multi-feature
nonlinear classification model and the predictive deconvolution
of the acquired RF signals to reduce system-dependent effects.

The mutual information of feature values and tissue pathologi-
cal state is used to select, among several analysed ultrasonic cha-
racteristics, the features essential for tissue characterization.

A clinical study, performed on ground truth images from bio-
psy findings, provides a comparison of the classification model ap-
plied before and after deconvolution, showing in the latter case a
significant gain in accuracy and area under the ROC curve.

Here the aim is to investigate the ability of the features extracted
from deconvolved US images at discriminating pathological tis-
sues. This issue is analysed in terms of performance comparison
of a nonlinear classification model trained on features extracted
from US images, with and without deconvolution preprocessing.

In addition, while rectangular ROIs are usually employed in
ultrasonic tissue characterization literature, we propose an algo-
rithm for irregular shaped ROIs segmentation and perform analy-
sis to test the usefulness of this segmentation for tissue characteri-
zation purposes, without including the deconvolution step.

A large number of features is extracted from US RF signal to
characterize different aspects of biological tissues. The combined
use of features of different nature results in more accurate tissue
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characterization, but requires a critical operation of feature selec-
tion to identify features highly correlated to the pathological state
of the tissue.

In our approach a hybrid feature selection algorithm based on
the mutual information of feature set and ground truth class is
used to prune unimportant features and achieve fast computation.

The ground truth used in this clinical study is based on biopsy
findings and histological analysis of some regions in the images
considered suspicious at visual inspection by expert radiologist.

The proposed CAD scheme was tested on a ground truth con-
taining both benignant and malignant cases.

The analysis of the CAD scheme employing irregular shaped
ROIs shows that non linear classification ensures in this case a sen-
sitivity always greater than 80%, but provides a limited specificity.

Furthermore, the addition of predictive deconvolution in the
proposed CAD scheme increases classification performances, pro-
viding a sensitivity of 90%, specificity of 93% and area under the
ROC curve of 95%.

2.1 Dimensionality reduction

Results of recent studies show that combining features extracted
from RF analysis of ultrasound signals and image-based texture
parameters results in more effective classification procedures [25].
Literature about tissue characterization in ultrasound analysis pro-
vides a large amount of features of different nature which can be
subdivided according to their contribution in highlighting some
properties of the tissue.

Parameters of statistical distributions, such as Nakagami model
[26], give information about scatterer density, regularity and am-
plitude.

Spectral features [27] describe fluctuations of physical prop-
erties as acoustic impedance, viscosity and elasticity resulting in
backscattering signals. Typical spectral parameters capture the
shifting of RF signal central frequency due to attenuation. Also
the wavelet coefficients of RF signal, their polynomial fitting [28]
and the coherent and diffuse components obtained by signal de-
composition [29] belong to the spectral features group and provide
important properties to type tissues.

Features extraction from B-mode images aims mainly at the
detection of textural properties of speckle which represents the
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macroscopic appearance of the scattering generated by tissue mi-
crostructures. Different kind of textural parameters are available
in literature. Haralick [30] and Unser features [31] are both based
on the gray levels distribution statistics, while Fractal features [32]
rely on modeling and computation of fractal dimension. In our ap-
proach, the characteristic skills of different features are combined
to define a feature set endowed with a high discriminating power
between healthy and cancerous tissues.

A complete feature set of all parameters mentioned before
would have a huge dimensionality of about 140 attributes and is
described in appendix A. For this reason, a first selection step is
performed keeping for each group of features only those correlated
to the
ground truth class, and discarding the other ones.

The feature set is built from the ground truth dataset that will
be described in section 2.5, computing features on rectangular over-
lapping ROIs selected from the images. The feature data matrix is
represented as S = [f1| · · · |fN f

], where fi is the i -th feature vector
with a value for each ROI, such that S is a matrix of size NROI ×N f :
number of ROI × number of features. The ground-truth class vec-
tor, containing the index representing the pathological state of the
tissue outlined by a ROI, is expressed by c of length NROI .

By selecting feature through correlation analysis, the dimen-
sionality is reduced, but synergies between different features are
saved. The defined feature set is constituted by 54 features, as
shown in table 2.1.

Table 2.1: Feature Set

Feature Origin/Type #

Wavelet Transform (WT) RF/Spectral 2
Polynomial Fit of WT RF/Spectral 1
Wavelet Decomposition RF/Spectral 1
Central Frequency RF/Spectral 1
Attenuation RF/Spectral 13
B-mode B-mode/Envelope 1
Nakagami RF/Statistic 4
Statistic RF/Statistic 2
Haralick B-mode/Textural 4
Unser B-mode/Textural 9
Fractal B-mode/Textural 16

The importance of CAD in diagnostic ultrasound imaging de-
pends on its ability to perform nearly real-time classification in
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order to give a second opinion to the physician. A large feature
set dimensionality prevents the use of ultrasound images auto-
matic characterization as a diagnostic decision support tool, be-
cause feature computation would be too demanding in computa-
tional terms. For this reason a further classification-oriented Fea-
ture Selection (FS) step is essential.

In particular, in our approach a Mutual Information Hybrid FS
(MIHFS) algorithm is used to rank and prune the whole feature
set. Ranking measures based on distance and dependency [33]
were also tested and, although most of them succeed in discard-
ing irrelevant features, only information based measures are able
to recognize and discard redundant features. In the proposed FS
technique the chosen classifier-independent measure is the min-
Redundant Max-Relevance (mRMR) criterion proposed by Peng et

al. [34]. The mRMR measure is based on mutual information be-
tween the current feature set and ROI class, corrected by the aver-
aged mutual information between features in the feature set. Max-
imizing this measure allows to define a feature set with maximum
relevance D(S,c) and minimum redundancy R(S), by maximizing
the mRMR measure:

max
S

D(S,c) D(S,c) =
1

|S|

∑

fi∈S

I (fi ,c) (2.1)

min
S

R(S) R(S) =
1

|S|2

∑

fi ,f j ∈S

I (fi ,f j ) (2.2)

S = argmaxΦ(D,R) Φ(D,R) = D −R (2.3)

where I (X ,Y ) is the mutual information of two discrete random
variables X and Y , representing two features or a feature and the
ROI class:

I (X ,Y ) =
∑

x∈X

∑

y∈Y

p(x, y) log

(

p(x, y)

p1(x)p2(y)

)

(2.4)

The joint and marginal probability density functions, p(x, y), p1(x)
and p2(y), can be estimated through the ROI-based histograms of
feature values.

MIHFS is an algorithm in two steps. The filter step consists
in ranking all features according to the mRMR measure, shown in
(2.3), following a sequential forward selection as search technique.

MIHFS wrapper step exploits a Fisher Linear Discriminant (FLD)
[35] as classifier and evaluates the mining performance of the ranked
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feature set at increasing set size. For different cardinalities, the
subset which maximizes the mRMR measure is selected and the
performances of FLD trained on this subset are computed. The
best cardinality and consequently the best subset is chosen as the
one performing the minimum FLD misclassification error. Typi-
cally the best cardinality is smaller than the maximum number of
features because the classifier over-fits on training data given by a
large number of features.

Since hybrid FS algorithms require both a time-consuming
search for ranking and several training iterations, FLD was selected
to speed up selection experiments. For the selected subset the MI-
HFS algorithm produces a ranked list of features which highlights
their predictive skill. A previous analysis performed on ground
truth samples has shown the reliability of MIHFS technique in dis-
carding both irrelevant and redundant features. Obviously, any
kind of preprocessing of ultrasound images (such as deconvolu-
tion) could modify the features ranking and, in general, can im-
prove or worsen the discriminating power of a feature.

2.2 Feature-based segmentation

CAD techniques relaying on imaging are typically based on the
segmentation of the given image into ROIs and this task is usually
performed by an expert radiologist. In order to make image classi-
fication independent of radiologists skills and give them an addi-
tional tool for making diagnosis, ROI segmentation may be possi-
bly automated.

The use of rectangular and possibly overlapping ROIs makes
the automation of segmentation very easy. Nevertheless irregu-
lar shaped ROIs may be more interesting, since they can outline
anatomical regions or abnormal structure present in ultrasound
image. Segmentation into irregular shaped ROIs is less easy to au-
tomatise, but still some algorithms based on ultrasonic features
are able to automatically highlight significant zones.

The ROI segmentation procedure proposed in this work con-
sists of two phases: feature calculation and image segmentation.
In the feature calculation phase the RF signal is used to compute
spectral, statistical and textural features over a rough selection of
the prostate gland that can be performed also by non trained per-
sonnel. These features are then used in the segmentation proce-
dure, based on an unsupervised Bayesian learning technique, to
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Figure 2.1: Schematic representation of the proposed procedure for computer
aided classification of TRUS images.

assign each image pixel to a class. The assignment is realized by
a K-means clustering followed by an iterative Bayesian regulariza-
tion algorithm. Such algorithm imposes spatial smoothness con-
straints to the solution, minimizing the energy function derived by
modeling the signal features with a multivariate Gaussian and the
pixel segmentation class with a Markov random field (MRF). The
contiguous pixels forming a closed region are then identified as a
ROI.

Ultrasound image segmentation is strongly influenced by sig-
nal quality as well as by the tissue imaged. The characteristic arti-
facts of ultrasound images like attenuation, speckle, shadows and
signal dropouts, missing boundaries due to the orientation depen-
dence of acquisition, make the segmentation task complicated.
While in other areas of medical imaging (CT, MRI) application of
general image processing methods is sufficient, in the case of ul-
trasound signals more complex and specialized methods are
needed in order to obtain satisfactory results.

In literature, there are a large number of papers describing seg-
mentation procedures applied to ultrasound images. For a com-
plete review of the state of the art of medical and ultrasound image
segmentation methods see [3] and [4].

Most of the techniques presented in literature concern pro-
state boundary segmentation, while only few works about ROI seg-
mentation have been published. Moreover, most of the methods
depend on human interaction and their performances are user de-
pendent. Therefore, to overcome the limitations of the existing
procedures, new procedures should ideally be: user independent,
independent on training images, focused on ROI segmentation.

According to the review on the published methods for prostate
segmentation and tissue characterization, relying on the paradigm
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Figure 2.2: Schematic representation of ROI segmentation algorithm.

of fig.2.1 the procedure for ultrasound aided prostate cancer diag-
nosis is based on three steps: automatic segmentation of prostate
into ROIs, feature estimation on the segmented ROIs, characteri-
zation of ROIs through a classifier.

The automatic ROIs segmentation procedure, proposed here,
is composed of four sequential steps as summarized in fig.2.2: fea-
ture estimation, clustering, Markov random field based regulariza-
tion and ROIs selection.

Since many boundary estimation algorithms are available in
literature, a rough estimation of prostate boundary performed by
automatic algorithm or done manually by non trained personnel
is considered as given. Feature estimation is then performed pixel-
wise only inside the prostate gland, by means of a sliding window.
The estimation is done following a multi feature approach, i.e. dif-
ferent classes of features are estimated starting from the radio fre-
quency signal before time gain compensation and envelope de-
tection. B-mode features are estimated after envelope detection
and log compression of the radio frequency signal. Among the
features proposed in literature we employed texture parameters
(Unser features [36]) and B-mode statistical modeling (Nakagami
fitting [26]).

The estimated features are then used to segment the image by
mean of a clustering procedure. Clustering techniques are unsu-
pervised learning technique that easily allows the combination of
multiple description parameters and data mining in a high dimen-
sion space, with a feasible computational cost [35]. In this work
we adopted K-means algorithm, a based clustering method which
evaluate the similarity of pixels by means of their distance in fea-
ture space. More precisely, pixel portioning is obtained by mini-



2.2. FEATURE-BASED SEGMENTATION 35

mizing the following energy function:

W (C )=
1

2

K
∑

k=1

∑

C (i)=k

d(Xi , yk ) (2.5)

where C represents the clustering of all the data points i in K pre-
determined number of clusters, Ci = k stands for the assignment
of the i -th data point to the k-th cluster with center yk , and d(., .) is
the distance. Xi = {Xi ,1 , · · · , Xi ,N f

} represents the N f -dimensional
feature vector of pixel i ; the whole feature data matrix is X . The K

means algorithm minimize the functional W (C ), with a two steps
iterative procedure: for a given clustering C , W (C ) is minimized
with respect to cluster centers {y1, · · · , yk } yielding the mean of the
points currently assigned to each clusters; given a current set of
means {y1, · · · , yk } the function W (C ) is minimized assigning each
data point to the nearest cluster center yk , with respect to distance
d(., .). Such procedure is repeated until convergence is reached.

The main drawback of clustering techniques is the lack of spa-
tial information, which in the case of ultrasound images causes
noisy segmentations, with irregular jagged-edges, wrong classified
pixel and small isolated ROIs. Such issue can be mitigated apply-
ing a MRF based regularization algorithm on the segmentation ob-
tained with the clustering procedure, as proposed in [37].

Image segmentation is formulated as a maximum a posteriori

(MAP) estimation problem, involving the estimation of the esti-
mated image Σ by maximization of P (Σ|X) ∝ P (Σ)P (X|Σ). The data
to be estimated is the assignment of each pixel i to a class k, in-
dicated as Σi = k and is modelled through the a priori probabil-
ity P (Σ) as a Gaussian Markov random field on a 2D rectangular
grid. The observed feature j in pixel i , Xi , j , belonging to class k

is modelled through the conditioned probability P (X|Σ) as a Gaus-
sian distribution with mean value µk

i , j
and standard deviation σk

i , j
.

Since the MAP estimation by maximization of the true P (Σ|X) is
computationally infeasible, a complexity reduction is mandatory.
One of the most used suboptimal minimization algorithm is the It-
erated Conditional Modes (ICM), first proposed in [37] and applied
to different medical image segmentation problems. The ICM min-
imizes the MAP estimator no more on the entire grid, but pixel-
by-pixel. In other words, we have to minimize for every pixel with
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respect to the assignment Σi = k the functional:

U (Σi |X) =
N f
∑

j=1






log

(

σk
i , j

)

+

(

Xi , j −µk
i , j

)2

2
(

σk
i , j

)2






+

∑

δi

V
(

Σi

)

(2.6)

where δi is the neighbourhood system centered on the pixel i and
V is the MRF potential function defined over a second order neigh-
bourhood system. Intuitively the first term of (2.6) imposes that
class intensity is close to observed data, while the second term is a
regularization constrain suggesting the algorithm to associate the
same class to close pixels. This technique requires the minimiza-
tion of several simple functions, rather than the optimization of a
single, much more complex, functional. This results in an iterative
algorithm which drastically reduces computational requirements,
and provides a local optimum very close to the global one, if ini-
tialized with K -means segmentation.

The algorithm was implemented following the adaptive method-
ology proposed in [37]: conditional mean and conditional vari-
ance are estimated over windows whose size is reduced after a cer-
tain number of iteration until algorithm convergence is reached,
i.e. either the number of modified pixels is lower than a fixed thresh-
old or the maximum number of iteration has been reached.

Finally, the different clusters are examined and further divided
according their spatial distribution: all the pixel that forms a con-
nected and closed area are identified as a single region of interest.
If ROI of a minimum size are required, all the regions smaller than
a fixed number of pixel are reassigned to the adjacent regions ap-
plying a morphological operations on them.

2.3 Deconvolution as pre-processing step

An important step in data preparation for analysis is the compen-
sation for system-dependent effects. In this work, this problem is
faced through the use of deconvolution, which is able to reduce
noise and increase both contrast and quality of US images. Al-
though deconvolution is a well known topic, its usefulness in CAD
schemes was rarely explored.

One of the limitations on image quality is due to the blurring
effect on the back-scattered echoes produced by the transducer’s
point spread function. The acquired RF-signal x[n] can be consid-
ered to be the result of the transducer’s impulse response h[n] con-
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volution with the tissue reflectivity function (or tissue response)
w[n]:

x[n] = w[n]∗h[n] (2.7)

Given the imaging system’s output x[n], the deconvolution algo-
rithm produces an estimate of the tissue response w[n].

Standard techniques for in vivo US signal deconvolution re-
quire the knowledge of system PSF and are based on regularized
inverse solution of (2.7), obtained imposing L1 or L2 norm con-
straints on the solution [38]. The system impulsive response h[n]
in vivo can not be properly estimated on phantoms because tis-
sues cause unpredictable phase aberration, non linearity and dis-
persive attenuation. A minimum phase version of system PSF can
be estimated from the observed signal through homomorphic de-
convolution techniques [39]. The main drawbacks of these tech-
inques are the high sensitivity of the obtained solution from the
estimated PSF, which often results in image artifacts [40], loss of
information and high computational cost.

Predictive deconvolution techniques that are used as standards
in astronomy and geophysics are less popular in medical ultra-
sound. Although blind deconvolution techinques are intrinsically
more limited, their choice for tissue characterization is due to sev-
eral aspects: they do not require PSF estimation, they are simpler
to implement and have low processing time. Furthermore, blind
techniques based on linear prediction perform a local whitening
of the signal, taking into account time-varying PSF, which is a real-
istic situation in ultrasound due to the variable focusing and pulse
attenuation.

In this work, techniques like Wiener deconvolution with mini-
mum-phase PSF estimation [41] have been compared to the linear
prediction technique. We verified that Wiener technique provides
over-smoothed solution and features extracted from deconvolved
images are not significant for tissue characterization. On the con-
trary, predictive deconvolution [42] based on linear prediction is
able to highlight diagnostic significance of extracted features.

Predictive deconvolution uses a predictive filter to discard any
deterministic aspects from x[n] and consider the unpredictable
part, that is the error respect to real values of x[n], as the restored
tissue response. Thus it is necessary to estimate the coefficients of
a filter ǫk to predict future values of x[n]:

∑

k

ǫk x[n−k] = x̂[n+α] (2.8)
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Figure 2.3: Autoregressive convolutional model and predictive deconvolution
iterative algorithm.

with x̂[n+α] being an approximation of x[n] after α samples. The
non predictable part of the input signal is represented by the error:

e[n+α] = x[n+α]− x̂ [n+α]
= x[n+α]−

∑

k ǫk x[n−k]
(2.9)

The Recursive Least Squares (RLS) algorithm [43] provides a re-
cursive way to compute the filter which minimizes the weighted
least squares error function:

E (ǫ,n) =
n
∑

i=1
λn−i

|e[i ]|2 (2.10)

The information of new data updates the old estimate and the for-
getting factor λ decreases the weight of data in the distant past to
follow the statistical variations of the observable data. The imag-
ing system model and corresponding deconvolution model are vi-
sualized in figure 2.3. It can be shown that the output of the de-
convolution process, converges to the tissue response w[n] if the
following hypotheses are fulfilled: i) Feedback hypothesis: h[n] has
an all pole transfer function, ii) Random hypothesis: w[n] is a white
Gaussian noise process, i.e. the RF signal x[n] is modeled as an au-
toregressive process [44].

Other deconvolution algorithms such as inverse filters as in
[45], or wavelet-based approaches as in [46] and [47] were con-
sidered and tested but the RLS prediction resulted to be the best
compromise in terms of classification performance and computa-
tional cost.
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2.4 Feature-based classification

The last stage of the proposed method is a supervised classifier.
In this phase, the selected ROIs are classified by means of a set of
features computed from the regions outlined by these ROIs. The
result of the classification will be displayed over the standard B-
mode image: position and extension of all cancerous ROIs are
marked with false colors. Such information can be used by radi-
ologist in guiding biopsy protocols.

Previous studies reported that features of different nature
hardly are linearly inter-correlated and that a nonlinear classifi-
cation model can be able to extract valuable information from a
mixed feature set and to reach higher level of accuracy [25]. On the
other hand, complex model classifiers fail in preserving physical
significance of features and their true dependence on pathology.

As regards tissue characterization based on irregular ROIs,
among the possible supervised machine learning techniques a Sup-
port Vector Machine (SVM) classifier was adopted [8]. As reported
in the literature, nonlinear classifier seems to be preferable for pro-
state tissue characterization and SVM have been proved to be a
good choice. In order to obtain a nonlinear SVM classifier a Gaus-
sian radial basis function was adopted as kernel. All the simula-
tions were performed using the publicly available software imple-
mentation of SVM classifiers (svmlight [48]).

Likewise, in the analysis of deconvolution in tissue characteri-
zation, a nonlinear classification model was designed and trained
to discriminate between healthy and cancerous zones. The stud-
ied classifier is based on a first nonlinear feature extraction step
and a second linear classification step. Empirical results on the
analysed dataset lead to choose the Generalized Discriminant Anal-
ysis (GDA) as feature extraction algorithm. This technique [49]
uses kernel transformation to obtain a new feature space F that
is related to the former by a nonlinear mapping φ, performed on
feature vector x:

φ :RN
f → F x →φ(x) (2.11)

The subsequent classifier is a FLD that finds the best hyper-
plane separating healthy and unhealthy samples of the training
set. The resulting new GDA features, z, are projected in the direc-
tion which maximizes the between-class distance and minimizes
the within-class distance of samples of the mapped training set.
This is a linear operation realized by simply combining mapped
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feature vectors:
d(z) = 〈w,z〉+b (2.12)

where b is an offset chosen to impose the same distance between
centroids of the two classes of samples and hyperplane, while the
weight coefficients w are found by maximizing the following Fisher
criterion:

DF (w)=
wT SB w

wT SW w
(2.13)

In the previous expression SB is the between-class scatter matrix,
while SW is the within-class scatter matrix, referred to the
remapped samples of the training set.

This maximization involves the computation of dot products
〈

φ(xi ),φ(x j )
〉

in F : such calculation can be performed efficiently
by choosing kernel functions K(xi ,x j ) which act like dot products
in the re-mapped feature space [9]. The choice of these kernel
functions is crucial. In this study different kind of kernels (namely
polynomial, gaussian and sigmoidal kernels) were tested. The best
results were obtained when a Gaussian kernel is applied.

The effect of GDA feature projection is compared to the results
of a simpler linear (i.e. without nonlinear mapping) discriminant
analysis (LDA) in figure 2.4. In particular, the histograms in figure
2.4(a) show the distributions of healthy (in dark) and unhealthy
(in white) samples after LDA projection obtained combining 5 fea-
tures, while figure 2.4(b) shows the GDA projection of the same
samples: the improvement in separation is evident.

This classification system was compared to different mining
techniques, both linear and non linear (regularized least squares,
elastic net, SVM), and was selected because the computational time
required for its training is significantly smaller with respect to the
other tested classifiers, while providing the same accuracy.
A scheme of the whole classification procedure of an ultrasound
image is provided in figure 2.5.

2.5 Ground truth database

In this study the analyzed TRUS images of prostate sagittal section
are acquired by a standard US System Esaote Megas™ with trans-
rectal transducer EC123 at sampling frequency of 50 MHz and cen-
tral frequency of 7.5 MHz. Through this commercial US equip-
ment (combined with FEMMINA [50]) it is possible to have direct
access to RF echo signal before time gain compensation sampled



2.5. GROUND TRUTH DATABASE 41

(a) (b)

Figure 2.4: Comparison between linear and non linear projection on real data.
figure 2.4(a) and figure 2.4(b) show the histograms of healthy (in dark) and un-
healthy (in white) samples (5-feature vectors) after LDA and GDA projection re-
spectively

Figure 2.5: Classification Scheme: processing steps from RF signal measure-
ments to the derivation of final classification label.

with a resolution of 12 bits. The RF signal is essential to compute
some spectral parameters, useful to characterize prostate tissues.

The clinical study involves 37 patients with a high level of PSA
and undergoing their first biopsy. The age of patients ranges from
53 to 75 years. For each patient 10 US image frames were produced
with probe held in a fixed position. Since the frame rate is about
20 fps, all the frames provide the same information unless for the
measurement noise and micro-movements of radiologist’s hand
driving the probe. Thus in this analysis only the first frame is con-
sidered, although the other frames can be employed in the study
of stability of features and possibly to extract features averaging on
several frames. The available dataset for this investigation consists
of 15 benignant cases (normal and hyperplastic tissue) and 22 ma-
lignant cases (presence of adenocarcinoma).

The ground truth comes from histopathological analysis from
tissue samples acquired through biopsy. The matching of biopsy
results on TRUS images is performed by a single expert radiologist,
using the exact information of needles location in the images. For
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each case the radiologist has matched biopsy results with precise
regions on TRUS images: both pixels found to be part of cancer-
ous zones and pixels belonging to healthy regions are selected and
labeled in every zone examined through biopsy.

Cancer tissue which has not been sampled during this pro-
cedure will be labeled as healthy, thus the accuracy of this pro-
cess depends on the detection rate of biopsy, gold standard in this
study.

In reality, unless radical prostatectomy is performed, with high
probability the portion of tissue sampled during biopsy is smaller
than the true cancer extension, the available ground truth must
be considered as an incomplete labeling. The learning problem is
thus not fully supervised and specificity of the classification can’t
be evaluated in a reliable way.

However, since the main goal of computer methods for pro-
state cancer diagnosis is the identification of all the cancer foci for
guiding biopsy, possible overestimations of the size of cancerous
region does not affect the clinical performance of the computer
aided diagnosis procedure. Thus, the main goal is the develop-
ment of a high sensitivity classification method which is able to
identify all the cancer foci with an average level of specificity.

As regards the first study about segmentation, the whole im-
ages database is segmented using the method described in section
2.2, obtaining about 300 ROI of irregular size per image.

On the contrary, in the analysis of the proposed CAD scheme
involving predictive deconvolution, described in section 2.3, the
images of 2500×96 pixels are segmented in rectangular windows.

The choice of window size is a tradeoff between statistical sig-
nificance of samples in a ROI used to compute features and the
resolution of the output feature image. In this study ROIs are rect-
angular windows of 101×7 pixels and of about 9mm2 area.

From each image about 3000 ROIs are generated from the pro-
state zone and used for feature extraction.

The pairs ROI-label constitute the ground truth for both seg-
mentation algorithm validation and classifier training. The evalu-
ation of features is performed over ROIs lying inside the zones of
different class; ROIs centered on the border of two different zones
are not considered in the analysis.

All the examples of benignant ROI are taken only from the be-
nign cases, because there is no sure knowledge about benign re-
gions from malign glands not examined by histology. Furthermore,
only the ROI marked by radiologist as pathological are used as ex-
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amples of cancerous regions in the learning phase.

2.6 Experimental results

Feature selection

Beside Unser textural features, we adopted also Haralick and Frac-
tal textural features [36], radio frequency signal statistical model-
ing (generalized Gaussian [26]) and spectral parameters (central
frequency, midband and slope [51], polynomial fitting of wavelet
spectrum [52]). As described in section 2.1, since the complete fea-
ture set of all parameters mentioned before
would have a huge dimensionality of about 140 attributes, a first
selection step is performed, keeping for each group of features only
those highly correlated to the ground truth class, and so to the
pathology, and discarding the other ones. In this application a hy-
brid feature selection algorithm, MIHFS, is used to rank and prune
the initial feature set, as explained in section 2.1.

In the study based on the dataset described in section 2.5, MI-
HFS algorithm selects a feature subset whose cardinality is equal
to 10.

Feature extraction performed after deconvolution yields to dif-
ferent distributions of feature values. As a consequence, MIHFS
performed on the post-deconvolution feature set provides a new
ranked list and a different optimal subset.

FS output for the case without preprocessing and the case with
predictive deconvolution are given in table 2.2, presenting the fea-
tures from the most to the less important. Listed attributes in the
selected feature sets are referred to the groups described in table
2.1. A brief description of used features is provided in appendix A.

Table 2.2: Ranked Feature Sets

Rank No Preprocessing RLS Deconvolution

1 Variance-Fractal(2) Alfa1 Mean-Intercept2 AR(3) lmsd
2 Variance-WDES Diff. Proj. n.8 Variance-Fractal(2) Alfa2
3 Mean-Intercept AR(2) burg Mean-Nakagami logm
4 Mean-correlation 135 Mean-correlation 45
5 Mean-Nakagami logm Variance-Fractal(2) Beta 8
6 Variance-Fractal(1) Beta 10 Mean-Haralick Sum of Squares
7 Variance-Fractal(2) Beta 10 Mean-contrast 90
8 Mean-Naka w Diff. Proj. n.8 Variance-Fractal(1) Beta 10
9 Mean-Nakagami logOmega Mean-Nakagami logOmega
10 Mean-homogeneity 90 Mean-Naka w Diff. Proj. n.8
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MIHFS results show that RLS deconvolution improves the pre-
dictive skills of textural features and worsens the abilities of some
spectral parameters. As a matter of fact: i) deconvolution causes
good speckle reduction aimed at decreasing textures dependence
on the acquisition system and allows an easier edge detection, ris-
ing textural pattern significance; ii) some spectral features like the
high frequency diffuse component extracted from RF signals partly
lose their diagnostic value because deconvolution acts as a whiten-
ing filter, therefore these features must be computed before PSF
compensation; iii) the diagnostic significance of Nakagami fea-
tures is assured in both cases, with and without predictive decon-
volution.

Irregular ROI-based tissue characterization

Concerning the study about irregular ROI segmentation, as ROI
have different sizes, the classification results must be normalized
in order to take into account the size of each ROI. Therefore, clas-
sification performance is evaluated in terms of correctly classified
pixels inside the prostate border. As stated in section 1.2, typical
measures to assess classifier performances are sensitivity, speci-
ficity, accuracy defined here pixel-wise: TP are true positive pixels,
TN are true negative pixels, FP are false positive pixels and FN are
true negative pixels. Pixel-based criteria instead of ROI-based cri-
teria are necessary when irregular regions are involved, since ROI
can contain at the same time healthy and unhealthy ground-truth
pixels, thus, unless a threshold is defined, the class of the whole
ROI is ambiguous.

The average classification performances obtained by the pro-
posed procedure on the dataset are resumed in table 2.3. In this
study we employed the ranked feature list of 54 attributes provided
from MIHFS algorithm.

The classification results show that the first 20 features are the
most relevant: while increasing the number of features from 10 to
20 a significant performance improvement is noted, only slightly
improvement are obtained when the complete set of feature is used.
Results confirm that a multi-feature approach is fundamental.

The high value of sensitivity obtained (always > 80%) suggests
that the proposed method is able to identify most of the known
cancer locations. As said before, since only partial information
about the real extension of cancerous areas is available and since
classification was performed on the whole image, the specificity
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(a)

(b)

Figure 2.6: Examples ground truth reference images (left panel) and classifica-
tion results displayed above B-mode prostate sagittal scans as visual guidance for
biopsy (right panel).

value obtained is not fully reliable and it gives just quantitative in-
formation about the method performance. However, analysing the
results obtained on the benign cases we observed that the number
of false positive is extremely low and we can therefore conclude
that the low specificity value is due to the over estimation of can-
cer size in malignant images. Since the classification results are
meant to be used for guiding biopsy, an over estimation of the tu-
mour size is less problematic than false positive on benign cases,
which would causes unnecessary additional biopsies. Finally, in
figures 2.6(a) and 2.6(b) examples of the classification results dis-
played above the B-mode scans as visual guidance for biopsy are
given.
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Table 2.3: Classification performance of the proposed tissue characterization
method

Settings SE SP Acc

10 features 0.80 0.71 0.75
20 features 0.93 0.73 0.87
54 features 0.95 0.74 0.89

Deconvolution in tissue characterization

In this study the classification model is trained on 1000 ROIs, sam-
pled randomly from 18 TRUS images (7 benignant and 11 malig-
nant). Training is performed through stratified 10-fold cross vali-
dation, so the classification model is generated from 900 samples
and validated on the remaining 100 samples. The testing set con-
sists of the other 19 images, completely unknown to the classifica-
tion model.

Classification performance is computed through ROI-based
metrics on a total of 58.602 testing ROIs, where 58.286 ROIs are
healthy and 316 are unhealthy. Examples of classified images and
their corresponding ground truth are shown in figure 2.7. These
TRUS images show the axial section of a prostatic gland without
scan conversion. According to the gland anatomical shape shown
in figure 1.6 of section 1.3, the images in figure 2.7 show a prostate
in the same orientation, where the superior hyperechoic bound-
ary marks the interface between the rectum (indicated with “R” in
figure 2.7) and the peripheral zone (PZ) of the prostate.

Classification output is visualized directly on the original TRUS
image, by means of transparent colored patches located over the
ROIs. Ground truth images are visualized on the left side of each
image pair in figure 2.7, where healthy regions are marked in yel-
low and cancerous regions in red. The classification output is
shown on the right side of each image pair in figures 2.7: unhealthy
classified ROIs are covered in red, while healthy classified regions
are marked in blue. Red and blue colors move toward violet and
cyan respectively when the discriminant function value is near zero,
pointing out zones where classification is more difficult. A color
bar is added to the side of each images set to support an easier
reading of classification results. figure 2.7(a) represents a benig-
nant case, while the others pictures show glandes affected by car-
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(a) (b)

(c) (d)

Figure 2.7: Examples of ground truth and classified images. The letter “R” marks
the location of rectum, while the color bar shows the colors used to mark zones
classified as healthy (H) and unhealthy (U). The gradients indicate the discrimi-
nating function values and, thus, the colors next to the threshold between the two
classes mark regions where classification is more difficult. figure 2.7(a) represents
a benignant case, while figure 2.7(b), figure 2.7(c) and figure 2.7(d) show malignant
cases.

cinoma. Since some false positives are always present, also in the
best case and always outside biopsy region, the positive predictive
value is low, but this is due to the low prevalence of unhealthy re-
gions respect to healthy regions in a ROI-based metrics. Criteria
independent on disease prevalence are employed to evaluate this
clinical test.

In order to assess classifier performances, mean value and stan-
dard deviation of sensitivity, specificity, accuracy and area under
the ROC curve (Az) were estimated over 10 different experiments,
where images in the training and test set are randomly selected. In
table 2.4 performance measures related to the GDA-FLD classifier
with and without RLS deconvolution preprocessing step are col-
lected (mean value ± standard deviation). Each table row refers to
a classifier trained on a different number of features from 5 to 54.
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(a) (b)

Figure 2.8: ROC of classification with and without RLS predictive deconvolution.
figure 2.8(a) and figure 2.8(b) show the performance for a 5 features and 10 features
classification model respectively.

Figure 2.9: Boxplots of distributions of ROC area for classification without pre-
processing (In figure: Az 5 and Az 10 when using 5 and 10 features respectively) and
classification after RLS preprocessing (In figure: Az 5 RLS and Az 10 RLS when using
5 and 10 features respectively).

Classification without deconvolution shows sensitivity ranging
between 0.51 and 0.72, specificity and accuracy ranging between
0.89 and 0.97, and ROC area ranging between 0.87 and 0.92. Clas-
sification performances decrease as number of features increase,
when more than 10 parameters are employed. This indicates an
over-fitting on training data when a high number of attributes is
used. The addition of predictive deconvolution improves perfor-
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mances of 3% in terms of ROC area when 5 or 10 features are used,
1% and 4% for the case with 20 and 54 features respectively, where
the effect of overfitting is evident. In the best case classification
performances after RLS preprocessing provide a value of the ROC
area of 98%. These results are better visualized in figure 2.8, where
ROC curves of the two classifiers in the best case are compared
when involving 5 and 10 features.

The improvement is visible in the shifting of Az distributions
mean value toward higher values from the case without prepro-
cessing to the case with RLS preprocessing. Az distributions (5 and
10 features) are shown in figure 2.9 for the cases with and without
RLS preprocessing.

Table 2.4: Classifier Performance

No Preprocessing
# SE SP Acc Az

5 0.72±0.08 0.89±0.02 0.89±0.02 0.91±0.02
10 0.69±0.06 0.94±0.02 0.93±0.02 0.92±0.02
20 0.64±0.07 0.95±0.01 0.95±0.01 0.92±0.02
54 0.51±0.06 0.97±0.01 0.96±0.01 0.87±0.03

RLS Deconvolution
# SE SP Acc Az

5 0.79±0.05 0.89±0.02 0.89±0.02 0.93±0.01
10 0.75±0.09 0.93±0.01 0.93±0.02 0.95±0.02
20 0.72±0.07 0.94±0.01 0.94±0.01 0.93±0.03
54 0.62±0.10 0.96±0.01 0.96±0.01 0.91±0.02

The overall result of the introduction of predictive deconvolu-
tion is an improvement of classification performances with an ad-
dition of complexity that can be negligible with respect to feature
computation complexity.

These processing times are still far from being real-time, but
further work can be done to speed up the whole classification pro-
cedure:

• use C or CUDA™implementation of spectral and textural fea-
tures

• define larger “natural” regions of interest, based on textu-
ral characteristics of the prostate, for example with the al-
gorithm proposed in section 2.2. The additional step for ir-
regular ROI definition does not bring extra computational
complexity, as the cost saved in feature computation due
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to the analysis of a smaller number of ROIs is more impor-
tant than the supplementary cost of segmentation. Thus this
step would provide a reduction of both feature generation
and classification computational time.

In table 2.5 a summary of previously published methods for
prostate tissue characterization (discussed at the beginning of this
chapter) is visualized in order to show research developments in
computer-aided cancer detection and as a comparison with the
study presented here. A more detailed descriptions of the state of
the art methods is presented in appendix B.

Table 2.5: Published methods for ultrasound-based prostate tissue characteriza-
tion

Work Ground Truth Technique Results %
# patients Features SE SP Acc Az

Basset [16] 16 Textural 83 71 - -
Huynen [17] 51 Textural 80 88.20 - -
Houston [18] 25 Textural 73 86 80 -
Schmitz [19] 33 Multi 82 88 - -
Scheipers [20] 100 Multi - - 75 86
Feleppa [21] 200 Spectral - - 80 85
Mohamed [22] 20 Textural 83.3 100 93.75 -
Llobet [53] 300 Textural 68 53 61.6 60.1
Mohamed [23] 20 Multi 83.3 100 94.4 -
Han [24] 51 Multi 92 95.9 - -
HistoScanning™[54] 29 Statistical 95 - - -
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2.7 Conclusion

Prostate cancer is a common disease among men and early stage
detection is crucial for a successful pathology treatment. The cur-
rent clinical procedure for diagnosis and grading of the disease, i.e.
biopsy and histopathological images analysis, is still matter of con-
troversy because it is invasive, relatively dangerous and affected
by errors due to the sampling process and the multi-focal nature
of prostate cancer. In this context the availability of a CAD tool
would be very useful to physicians to support their decision and
detect cancer even in its early stages.

TRUS images based CAD systems can be efficient tools to per-
form more objective prostate cancer diagnosis reducing inter op-
erator variability. The use of ultrasound technology for prostate
cancer detection is motivated by its minimal invasiveness and cost.
Furthermore, TRUS technique is already integrated in the standard
procedure for prostate examination.

This study reported tissue characterization based on a multi
feature approach, where spectral, statistic and textural attributes
were extracted from TRUS images in the prostate zone and used
for ROI classification. A hybrid feature selection algorithm exploits
mutual information between features and pathological state of
ground truth tissue to reduce feature set dimensionality, discard-
ing irrelevant or redundant attributes. In the proposed CAD scheme
the resized feature set is processed by a Gaussian re-mapping, shift-
ing the problem in a sub dimensional space, where linear classifi-
cation is more effective.

Interesting results were obtained by employing both rectangu-
lar regions of interest and irregular zones, selected by automatic
segmentation algorithms discussed in this thesis. This work was
also meant to explore the utility of deconvolution for classifica-
tion purposes and to provide a comparison between non linear
classification performance with and without deconvolution pre-
processing. To this aim, a predictive deconvolution is applied to
ultrasound data before feature computation, producing an aver-
age increase in classification performance of about 3% in terms of
area under the ROC curve.

The proposed classification procedure was designed and tested
on a 37 images ground truth and provides a CAD system perform-
ing a highly accurate detection inside the prostate zone.





Three

A CARMA MODEL FOR

ULTRASOUND SIGNALS

For my part I have sought liberty more than
power, and power only because it can lead to
freedom.

Memoirs of Hadrian (1951)

IN ultrasonic tissue characterization several kinds of information
may be inferred from the RF signal by computing some specific

characteristics as textural or spectral features. One more way to
extract information is to find a suitable model for the echo signal
and to estimate its parameters.

Modelling the ultrasound RF signal allows to define new fea-
tures, the model parameters, which may be dependent on the ac-
quisition setting and/or on the tissue crossed during radiation, thus
providing interesting clues to reduce acquisition system effects or
to type tissues.

The autoregressive moving-average (ARMA) model, which is
classical for time-series modelling, has been employed in a shift-
variant fashion to model ultrasound signal and to perform blind
deconvolution [6], as also proposed in section 2.3, where the sig-
nal is supposed to be shift-variant auto-regressive.

The ARMA model is suitable to model a process depending on
a series of unobserved shocks as well as on its past behaviour. Since
in ultrasound images the PSF is spatially variant, ultrasound sig-
nals can be modelled as ARMA processes, provided that ARMA pa-
rameters are allowed to change over time, i.e. over the axial direc-
tion.

An easy way to deal with nonstationary models in ultrasound
is to assume that the spatial variability of the PSF is slowly varying,
hence well approximable by a piecewise constant function. In this

53
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case, the image can be divided into segments, whose size is cho-
sen to be small enough to guarantee that each of the segments is
formed by a stationary convolution with a different PSF. Each seg-
ment can thus be modelled as a different standard ARMA model.

An ARMA process x[n], driven by white noise w[n] with vari-
ance λ2, is defined as:

x[n]+
n
∑

i=1
ci x[n − i ] = w [n]+

m
∑

j=1
d j w [n − j ] (3.1)

The signal x[n] can thus be seen as the output of the linear time-
invariant casual system H(z), excited by a white noise input:

H(z) =

∑m
j=0 d j z− j

∑n
i=0 ci z−i

(3.2)

An Autoregressive (AR) process is a special case of an ARMA
process, not depending on its own past samples and, thus, corre-
sponding to an all-pole transfer function. There are several estima-
tion techniques for AR and ARMA parameters in literature, mostly
based on prediction error [55].

In this chapter, a continuous-time ARMA (CARMA) model is
proposed for ultrasound signals. Since all the available informa-
tion is discrete, estimation techniques for CARMA parameters are
based on sampled data, constituted in this case by the RF signal.
Using a continuous-time model for ultrasound signals means em-
ploying some function to perform interpolation of the available
sampled RF signal and move this way to the continuous-domain.

In the next section, continous-time AR (CAR) and CARMA mod-
els will be presented, then a new approach for CARMA identifica-
tion from sampled data, based on exponential splines [56, 57] is
proposed. The presented identification technique is very efficient
also in some aliasing conditions. A comparison study on simula-
tion data is described to show the accuracy of the proposed ap-
proach with respect to an algorithm based on the interpolation
of discrete data by polynomial splines. CARMA parameters can
hence be estimated from RF signal and used for its characteriza-
tion.

A second, simpler algorithm is further proposed to actually ex-
tract CARMA parameters from ultrasound signals, assuming high
frequency sampling, which is usually the case in ultrasounds ac-
quisitions. Finally an analysis of these parameters is performed to
assess their skill in capturing information about the concentration
of scatterers in ultrasound signals.
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3.1 CAR and CARMA models

CARMA processes are widely used in control theory and in sig-
nal/image processing and analysis. Typical examples of applica-
tions are system identification and adaptive filtering [55, 43],
speech analysis and synthesis [58], stochastic differential equations
and image modeling [59, 60, 61]. In practice, the available data
is discrete and one is usually required to estimate the underlying
continuous domain parameters from sample values. Potential ex-
amples are continuous domain structure modeling of physical phe-
nomena; linear time invariant (LTI) system identification as well as
numerical analysis of differential operators.

The sampled version of a CARMA process is a discrete-domain
ARMA process whose zeros and poles are coupled in a non-trivial
way [62, 63, 64, 65]. To overcome this difficulty, currently avail-
able methods use various types of approximations. Recent works
on this subject are classified into two broad categories: direct and
indirect [66, 67]. Direct methods consist first of parametrizing a
discrete-domain model by the continuous domain parameters.
The discrete-domain model is then used to minimize a cost func-
tion that involves the available data. In this way, the required con-
tinuous domain parameters are directly estimated by the minimiza-
tion process. An example of such a method would be replacing
derivative operators by finite difference operations and replacing
the continuous domain white noise by a discrete-domain white
noise [68, 69, 70, 71, 72].

In [73], a continuous-time AR model was recast into a discrete-
time linear regression formulation rather than into a discrete-time
ARMA process. The discretization of the continuous-time white
noise was considered then to be part of the regression error. This
error also includes contributions from the weighted finite differ-
ence approximation. As the least square solution of the regression
problem might result into a biased estimation, the authors of [73]
suggest two methods for reducing the bias effect. This was done
by imposing constraints on the finite difference weights or, alter-
natively, by compensating for the bias at the final stage of the esti-
mation process. The advantage of these two methods is that they
require no shifting of the data when approximating the derivative
values, giving rise to a reduced computational complexity over
other least square methods.

In [74] it is suggested to parametrize the autocorrelation se-
quence of the sampled process by applying the Schur decompo-
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sition numerical method to obtain a state-space representation of
the discrete-domain process. The cost function that has been pro-
posed there minimizes the ℓ2 norm of the difference between a
sampled version of the autocorrelation model and the autocorre-
lation sample values. Another example of a direct method consists
of power spectrum parametrization [75, 76]. Indirect methods, on
the other hand, rely on standard discrete-domain system identi-
fication methods such as prediction error minimization [55]. The
discrete-domain system is then mapped into a continuous domain
one while preserving some required properties, e.g. the bi-linear
transform. Such mappings are common practice for digital filter
designers, but alternative transformations are also available [77].
Current methods are sensitive to aliasing artifacts, meaning that
they require the signals to be sampled at a sufficient rate.

Some mathematical conventions and notations that will be used
throughout this work are provided in the next paragraph.

Notations

The bilateral Laplace transform of a scalar function ϕ(t) is

Φ(s) =L
{

ϕ(t)
}

(s) =
∫

∞

−∞

ϕ(t)e−st d t , (3.3)

where s takes complex values that satisfyϕ(t)e−st ∈ L1. The inverse
Laplace transform is denoted L

−1. The Fourier transform of this
function is ϕ̂(ω) =F

{

ϕ(t)
}

(ω) =Φ( jω). The bilateral z-transform
of the sequence

{

ϕ[n]
}

n∈Z
is

Φd (z)=Z
{

ϕ[n]
}

(z) =
∞
∑

n=−∞

ϕ[n] z−n , (3.4)

where z takes complex values for which the infinite sum converges.
The Discrete Time Fourier Transform (DTFT) of the same sequence
is ϕ̂d (ω) = Φd (e jω) and for sequences of length N , the Discrete
Fourier Transform (DFT) is given by ϕ̂d [k] =Φd (e2π j k/N ). The ar-
gument ω denotes either radial frequency in units of [rad/time-
unit] when used with the Fourier transform, or normalized fre-
quency in units of [rad/sample] when used with the DTFT. con-
tinuous domain and discrete-domain convolution operations are
denoted as ∗. The transpose of a matrix Σ is Σ

T , its inverse is Σ
−1

and its determinant is |Σ|. E denotes expected value.
The dependence of a function ϕ(t) or a sequence ϕ[n] on a set

of parameters θ is represented by a second input: ϕ(t ;θ), ϕ[n;θ].
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The same notation is employed when the function or the sequence
are expressed in the Fourier, Laplace or z domain: ϕ̂(ω;θ), Φ(s;θ),
ϕ̂d (ω;θ) and Φd (z;θ).

Model Description

A CARMA model that is driven by white Gaussian noise is specified
in the time domain by the following expression:

A(D)x(t)= B(D)w(t), (3.5)

where x(t) is the CARMA output signal and w(t) is white Gaus-
sian noise with zero mean and variance σ2; A(D)= Dp +a1Dp−1 +

. . .+ ap I is the p-th order constant coefficient differential opera-
tor that acts on the output of the system (AR part), while B(D) =
Dq +b1Dq−1 + . . .+bq I is the q-th order differential operator that
acts on the Gaussian noise (MA part). In the special case of CAR
processes B(D) = 1. In order to identify this stochastic system, we
parametrize its power spectrum by introducing a vector θ that con-
sists of variance, poles and zeros of the system:

θ =
{

σ2,r1, . . . ,rq , s1, . . . , sp

}

(3.6)

Therefore, the CARMA process x(t) of order p is characterized by
the power spectrum:

Φ( jω;θ) =σ2

∣

∣

∣

∣

∣

∏q

k=1 jω− rk
∏p

k=1 jω− sk

∣

∣

∣

∣

∣

2

(3.7)

where s = (s1, . . . , sp ) are the poles of the system and r = (r1, . . . ,rq )
its zeroes. Stability of the system (3.7) is ensured if ℜ{sk} < 0. The
one-to-one relation between the poles, the zeroes and the coef-
ficients of the differential operators A(D) and B(D) allows one to
express (3.7) as a function of real variables that can be used in the
optimization process and θo as

{

σ2, a1, . . . , ap ,b1, . . . ,bq

}

:

Φ( jω;θo) =σ2

∣

∣

∣

∣

∣

( jω)q +b1( jω)q−1 +·· ·+bq

( jω)p +a1( jω)p−1 +·· ·+ap

∣

∣

∣

∣

∣

2

(3.8)

Typically, CARMA identification is performed in the discrete do-
main where the corresponding model is an ARMA process, derived
by some discretization scheme. The main contribution of this work
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is the use of exponential B-splines (E-B-splines) to establish an ex-
act link between the discrete- and the continuous- time domain
models. Interpolating the discrete autocorrelation sequence with
E-B-splines seems to be a proper choice since the autocorrelation
function of a stochastic model (CAR or CARMA) is a linear com-
bination of exponentials, which admits an exact representation in
an E-B-spline basis.

3.2 CARMA processes and exponential splines

Motivated by the deterministic theory of LTI systems, we exploit
the exponential spline mathematical formulation in this work. Ex-
ponential splines provide a formal link between continuous do-
main convolution operators and their discrete-domain counter-
parts [56, 57] and they will be shown suitable for describing sam-
pled ARMA processes, too.

Considering an ideal sampling procedure, the autocorrelation
sequence of the sampled process corresponds to sample values
of the autocorrelation function of the original continuous domain
process. It then follows that both autocorrelation measures are of
an exponential type, suggesting an exponential spline framework
for describing the relation between an ARMA process and its sam-
pled version.

While many of the currently available estimation algorithms
are focused on base-band power spectra, it seems possible to de-
rive an estimator that overcomes aliasing. Such an estimator could
be found useful to the area of optical imaging for which the acqui-
sition device has limited resolution, and to the compressed sens-
ing setup which uses a reduced number of measurements. An-
other potential application is resolution conversion in which low
resolution digital images are displayed on a high resolution device
[78]. From a numerical perspective, Whittle’s likelihood function
plays an important role in deriving frequency-based estimation al-
gorithms. This function is often approximated by means of dis-
crete Fourier transform values and by Riemann sums. Such an ap-
proximation is not necessarily optimal and there may exist other
numerical schemes that better approximate it.

This work provides a rigorous derivation of a maximum like-
lihood estimator of continuous domain ARMA parameters from
sampled data. It utilizes the exponential B-spline framework while
introducing an exact zero-pole coupling for the sampled process.
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For that purpose, the relation between the autocorrelation func-
tion and the autocorrelation sequence is investigated in both time-
and frequency domains. Based on this relation, it is shown that
the Cramér-Rao bound can be made arbitrarily small by consider-
ing more sample values where the sampling interval can take an
arbitrary value. The likelihood function of the sampled process is
investigated, too. In particular, it is shown that this function pos-
sesses local minima that originate from aliasing. The global min-
imum, however, corresponds to the maximum likelihood value.
The only assumption that is made throughout this study is that the
number of available samples is relatively large, allowing one to re-
place the whitening matrix with a digital filter. This approximation
is shown to be valid when considering expected values of the like-
lihood function. Experimental results indicate that the proposed
exponential-based approach is a preferable choice over currently
available methods that are restricted to relatively high sampling
rates.

A differential LTI system of order p is fully described by a ratio-
nal transfer function (p > q)

ĥ(ω) =

∏q

k=1 ( jω− rk )
∏p

k=1 ( jω− sk )
, (3.9)

If such a system is driven by continuous domain white Gaus-
sian noise, its output is a CARMA process. The spectral density
function of such a process is ϕ̂(ω) = σ2|ĥ(ω)|2 and the autocorre-
lation function is ϕ(t) = σ2 {h(τ)∗h(−τ)} (t), where σ2 is the vari-
ance of the noise and where h(t) = F

−1
{

ĥ(ω)
}

(t) is the impulse
response of the system. Exponential splines provide a mathemat-
ical framework for relating continuous domain LTI systems with
their discrete-domain counterparts. The dependence of ϕ(t) on
h(t) suggests that these splines may be equally helpful for relating
continuous domain and discrete-domain ARMA processes, too.

Motivating Example: First Order AR Process

The autocorrelation function of a continuous domain AR(1) pro-
cess that has a pole at s = s1 and a unit variance innovation is the
symmetric exponential

ϕ(t ; s1) =−
1

2s1
es1|t |. (3.10)



60 Three. A CARMA MODEL FOR ULTRASOUND SIGNALS

The spectral density function is then

Φ( jω; s1) =F
{

ϕ(t ; s1)
}

(ω) =
1

( jω− s1)(− jω− s1)
. (3.11)

Upon sampling, the autocorrelation sequence of the correspond-
ing discrete-domain process is

ϕ[n; s1] =−
1

2s1
es1|n|, (3.12)

where a unit-time sampling interval was assumed for simplicity.
The spectral density function of the sampled process is then

Φd (e jω; s1) =Fd

{

ϕ[n; s1]
}

(e jω) =
e2s1 −1

2s1
·

1

(1−es1 e− jω)(1−es1 e jω)
.

(3.13)
The important observation is that one is able to link the conti-
nuous domain and the discrete-domain autocorrelations via the
Shannon-like interpolation formula (see also figure 3.1)

ϕ(t ; s1) =
∞
∑

n=−∞

ϕ[n; s1]β(t −n; s1), (3.14)

where β(t ; s1) is an interpolating basis function whose Fourier ex-
pression is

β̂(ω; s1) =
2s1

e2s1 −1
·

(1−es1 e− jω)(1−es1 e jω)

( jω− s1)(− jω− s1)
. (3.15)

Observe that the latter expression is also equal to the ratio of (3.11)
and (3.13). The corresponding time-domain expression is

β(t ; s1) =

{

sinh[s1(1−|t |)]
sinh s1

|t | ≤ 1
0 |t | > 1

. (3.16)

The key property that will be exploited in this work is that β(t ; s1)
is compactly supported, which is not obvious a priori from the
Fourier-domain expression (3.15). In fact, β(t ; s1) is an exponen-
tial B-spline and the above method generalizes for higher order
systems.

General Case

As stated before, a continuous domain ARMA process is fully char-
acterized by its parameters vector, θ.
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Figure 3.1: Exponential B-spline decomposition of an ARMA model. Shown is
the autocorrelation function of an ARMA process (black, dashed line). This func-
tion can be decomposed by a weighted sum of exponential B-spline functions (var-
ious colors, various widths, dashed or solid lines). Shown are only few exponential
B-spline functions. The parameters of the ARMA process are 3.1(a) σ = 1,s = −1
and 3.1(b) σ= 1,r =−1,s =−1± i .

The Laplace transform of the corresponding autocorrelation
function is given by

Φ(s;θ) =σ2

∏q

k=1 (s − rk )(−s − rk )
∏p

k=1 (s − sk )(−s − sk )
. (3.17)

By performing the partial fraction decomposition of Φ(s;θ) (we are
assuming for simplicity that the poles are simple), we find that

Φ(s;θ) =σ2
p
∑

k=1
αk (θ)

{

1

s − sk
−

1

s + sk

}

, (3.18)

and we deduce that the autocorrelation function is a sum of expo-
nentials,

ϕ(t ;θ) =σ2
p
∑

k=1
αk (θ) ·esk |t |. (3.19)

In cases where Φ(s;θ) introduces pole multiplicity, ϕ(t ;θ) would
involve polynomial multiplications as given in table 3.1.

Ideally sampling a continuous domain ARMA process yields
a discrete-domain ARMA process. The autocorrelation sequence
of the discrete-domain process is then given by the ideal samples
of the autocorrelation function. For the partial decomposition of
(3.19) and for a unit-time sampling interval, this sequence is given
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by

ϕ [n;θ] =σ2
p
∑

k=1
αk (θ) ·esk |n|. (3.20)

Autocorrelation functions that consist of multiple poles can be dis-
cretized in a similar manner as given in table 3.1.
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Table 3.1: conitnuous-to-discrete domain mapping of multiple poles.

Continuous Domain Discrete Domain

Laplace Time index z-transform

1
s−sk

+ 1
−s−sk

esk |t | esk |n| − e−sk

z−1−e−sk
+ esk

z−1−esk

1

(s−sk)2 +
1

(−s−sk )2 |t | ·esk |t | |n| ·esk |n|

[

e−sk

z−1−e−sk
+

e−2sk

(z−1−e−sk )2

]

+

[

esk

z−1−esk
+

e2sk

(z−1−esk )2

]

1

(s−sk)3 +
1

(−s−sk )3
1
2 t 2 ·esk |t | 1

2 n2 ·esk |n|
−

[

1

2

e−sk

z−1 −e−sk
+

3

2

e−2sk

(

z−1 −e−sk
)2 +

e−3sk

(

z−1 −e−sk
)3

]

+

+

[

1

2

esk

z−1 −esk
+

3

2

e2sk

(

z−1 −esk
)2

+
e3sk

(

z−1 −esk
)3

]
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ARMA models are closely related to generalized exponential B-
splines. These finite-support functions stem from Green’s func-
tions of rational operators [57], and in our case the Green’s func-
tion is the autocorrelation function itself. Unlike [57], however,
this work introduces non-causal symmetric B-splines.

Definition 1 (Symmetric Exponential B-spline). The exponential

B-spline β(t ;θ) with parameters θ is specified by the following in-

verse Fourier transform

β(t ;θ) =F
−1

{

q
∏

k=1
( jω− rk )(− jω− rk ) ·

p
∏

k=1

(1−e jω+sk )(1−e− jω+sk )

( jω− sk )(− jω− sk )

}

(t)

(3.21)

Observe that this function corresponds to the ratio of the ARMA
power spectrum and of a discrete-domain AR power spectrum with
poles at esk . The exponential B-splines kernels have the following
properties:

• Compactly supported function within the interval
[

−p, p
]

.

• Bounded and symmetric functions.

• Smooth functions: the first 2(p − q) − 1 derivatives are L2

functions.

• Their integer shifts form a Riesz basis.

• Reproduce exponential functions of the type (3.19).

• The convolution of two exponential B-spline kernels yields
another B-spline kernel of an augmented order. This prop-
erty allows one to iteratively construct an exponential B-splines
of any order.

Definition 2 (Localization filter). The localization filter with pa-

rameters θ is specified by the Laplace transform

∆(s;θ) =
p
∏

k=1

(

1−es+sk
)(

1−e−s+sk
)

. (3.22)

Proposition 1. The autocorrelation function of an ARMA process

with parameters θ can be written as

ϕ(t ;θ) =σ2
∑

p[m;θ] ·β(t −m;θ), (3.23)
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where β(t ;θ) is the exponential B-spline with parameters θ and the

sequence p is given in the z-domain by

Pd (z;θ) =
1

∏p

k=1

(

1−esk z
)(

1−esk z−1
) =

1

∆(ln z;θ)
. (3.24)

Proof. Take the Fourier transform of (3.23) and substitute (3.21)
and (3.17).

Definition 3. The discrete exponential B-spline kernel with param-

eters θ is given by Bd (z;θ) =
∑p

n=−p β[n;θ]z−n and β̂d (ω) =Bd (e jω),

where the sequence β[n;θ] contains the samples of β(t ;θ).

We rely on [65] and assume that ideal sampling preserves the
autocorrelation values of the continuous domain ARMA process.
The power spectrum of the sampled process is then related to the
continuous domain power spectrum through aliasing and it can be
described by means of a rational transfer function in the z-domain
[65]. The following Theorem suggests a computationally efficient
way for extracting the discrete-domain power spectrum from the
continuous domain parameters.

Theorem 1. The discrete-domain ARMA process that is given by the

ideal unit-interval samples of the continuous domain process (3.17)

has the following parameters:

Hd (z;θ) =σd (θ)

∏p−1
k=1 (1−νk (θ)z−1)

∏p

k=1 (1−ρk (θ)z−1)
, (3.25)

where

ρk (θ) = esk (3.26)

νk (θ) = roots of Bd (z;θ) inside the unit circle (3.27)

and where

σ2
d (θ) =σ2 Bd (1;θ)

∏p−1
k=1(1−νk (θ))2

(3.28)

is the variance of the discrete-domain innovation process.

Proof. As Pd (z;θ) is an all-pole filter, the zeros of

Φd (z;θ) =σ2Pd (z;θ) ·Bd (z;θ) (3.29)
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originate from the zeros of Bd (z;θ) only. Those zeros appear in
reciprocal pairs due to the symmetry property of β(t ;θ). Also, the
DFT of the sampled version of the exponential B-spline satisfies

β̂d (ω;θ) =
∞
∑

k=−∞

β̂ (ω+2πk;θ) =Bd (e jω), (3.30)

and it does not vanish on ω ∈ [0,2π) due to (3.21). β(t ;θ) is of finite
support so that Bd (z;θ) has no poles. The symmetry property of
∆(s;θ) indicates that the poles of Pd (z;θ) appear in reciprocal pairs
and it then follows that Φd (z;θ) can be described by a minimum-
phase filter. The finite support property of β(t ;θ) and the structure
of ∆(s;θ) also guarantee that this minimum-phase filter has a ra-
tional transfer function. We further observe that,

Bd (z;θ) = B
−
d (z;θ) ·B+

d (z;θ) (3.31)

Pd (z;θ) = P−
d (z;θ) ·P+

d (z;θ) (3.32)

where ‘−’ denotes a causal filter and where B
+
d

(z;θ) = B
−
d

(z−1;θ)

and P+
d

(z;θ) = P−
d

(z−1;θ). In particular, P−
d

(z;θ) = 1/
∏p

k=1

(

1−esk z−1)

and B
−
d

(z;θ) has zeros only; those zeros originate from the roots of
Bd (z;θ) inside the unit circle. It then follows that,

Φd (z;θ) = Hd (z;θ) ·Hd (z−1;θ), (3.33)

where Hd (z;θ) =σ ·P−
d

(z;θ) ·B−
d

(z;θ) is the required filter. Impos-

ing the structure of (3.25) results in the expression for σ2
d

(θ).

Beside equation (3.28) there is another way of computing the
analytical expression of the variance of the discrete innovation sig-
nal based on the classical definition of exponential B-spline [56].
The difference with the previous formulation is a multiplicative
term (in the frequency domain) in the definition of Pd (z;θ) (3.24)
and of the E-B-spline β(t ;θ) (3.21). The new definition of Pd (z;θ)
differs from (3.24) by

[

zp ∏p

k=1 esk
]

, likewise the new definition of

β(t ;θ) differs from (3.21) by
[

(−1)q e− jωp ∏p

k=1 e−sk
]

. These differ-
ences are clarified in appendix D. Provided these changes, we can
derive the following corollary.

Corollary 1. The variance of the innovation signal of the sampled

CARMA process has the following form,

σ2
d (θ) =σ2β[1;θ]

∏ p−1
k=1(−1/νk (θ))

∏p

k=1esk (3.34)
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Proof. From equation (3.29) we derive

Φd (z;θ) = σ2zp
p
∏

k=1
esk ·

Bd (z;θ)
∏p

k=1(1−esk z−1)(1−esk z)
(3.35)

Bd (z;θ) is a reciprocal polynomial of order 2p −2 due to its sym-
metry and, in order to make its reciprocal roots explicit, it can be
expressed in the following manner

Bd (z;θ) =

2p
∑

k=0
β[k,θ]z−k (3.36)

= β[1,θ] · z−1 ∏p−1
k=1

(1−νk (θ)z−1)(1−
1

νk (θ)
z−1)

= β[1,θ] · z−p
∏p−1

k=1

−1

νk (θ)

∏p−1
k=1

(1−νk (θ)z−1)(1−νk (θ)z)

Recalling equation (3.33) and replacing Bd (z;θ) in (3.35) results
in the expression for σ2

d
(θ).

Corollary 2. Let θ be known. Then the autocorrelation function of

a continuous domain ARMA process is uniquely defined by its sam-

ples. Further,

ϕ(t ;θ) =
∞
∑

n=−∞

ϕ(n;θ) ·η(t −n;θ), (3.37)

where the interpolation kernelη(t ;θ) is specified by its Fourier trans-

form,

η̂(ω;θ) =
β̂(ω;θ)

β̂d (ω;θ)
. (3.38)

This is the generalization of (3.14) for arbitrary ARMA(p,q) pro-

cesses.

Proof. It was shown that Φd (z;θ) = σ2Pd (z;θ) ·Bd (z;θ) and that
Φ(s;θ) = σ2

B(s;θ)/∆(s;θ). Dividing the two equations while re-
calling that Pd (z;θ) = 1

∆(ln z;θ) yields the required result.

The exponential interpolation function η(t ;θ) provides a mean
for interpolating continuous domain ARMA models. It can also be
interpreted as a spectral weighting function that relates the power
spectrum of the discrete-domain sampled process with the power
spectrum of the continuous domain process it originates from. Un-
like the polynomial-based weighting function of [76], this weight-
ing function is parameterized, allowing one to describe band-pass
power spectrum, too.
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3.3 Insights on the exponential spline framework

The motivation for using an exponential spline parametrization
for CARMA models stems from the fact that the ideal sampling
model preserves autocorrelation properties. The autocorrelation
functions of continuous-time ARMA processes are exponential spli-
nes and the proposed framework has several advantages in this re-
gard:

1. The spline framework allows one to map continuous domain
parameters to discrete-domain parameters by using simple
algebraic operations. The simple mapping of Theorem 1 can
then be used in estimation algorithms that are based on nu-
merical optimization and that require repeated mapping op-
erations. This mapping involves (a) calculating the autocor-
relation function by a partial fraction decomposition, (b) ex-
pressing the B-spline of Definition 1 by the FIR localization
filter of Definition 2, and (c) calculating sample values of the
B-spline. As the B-spline is compactly supported in [−p, p],
the z-transform of its sampled version is a polynomial of a
relatively low degree. This in turn allows one to calculate the
zeros of Theorem 1 relatively fast.

2. The proposed framework does not depend on sampling in-
terval values when mapping continuous domain parameters
to their discrete-domain counterparts. It provides a discrete-
domain process whose autocorrelation sequence is in a per-
fect match with the point-wise values of the autocorrelation
function for any sampling interval value.

3. The proposed framework provides a closed form expression
for the interpolation kernel of Corollary 2. Considering the
minimum-mean-square-error criterion, this kernel can be
used for interpolating the sampled process in a straightfor-
ward manner. Moreover, the interpolation task can be car-
ried out using the finite support B-spline of Definition 1. Fi-
nite support functions are extremely beneficial for data in-
terpolation in terms of computational complexity.

4. The proposed spline framework can naturally incorporate
non-ideal sampling procedures such as averaged sampling.
For example the zero-order-hold rectangle function is a
spline, too. In such cases, where the sampling function is
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by itself a spline, the proposed framework allows one to de-
rive the whitening digital filter in a similar way to Theorem
1. The key point is that there always exists a B-spline that
admits the relation (3.23) with a filter p[m;θ] that depends
also on the sampling model.

An alternative mapping to Theorem 1 was given in [63, 64, 77].
Motivated by a state-space representation, these work introduce
closed-form expressions for extracting the discrete-time power
spectrum from a given continuous-time model. Nevertheless, these
expressions introduce additional computational overload
compared to the proposed approach as they rely on matrix oper-
ations. In particular, [77] involves exponentials of a matrix and
integration of matrix elements, and involves polynomial factor-
ization that requires one to represent an inverse of a matrix in a
parametrized form. The proposed spline framework, on the other
hand, does not rely on a matrix-based representation. Rather, it
evaluates the autocorrelation function at a finite number of points
only. Owing to the spline property of the autocorrelation func-
tion, the continuous-to-discrete mapping of Theorem 1 involves
the partial fraction decomposition of 3.17 and the evaluation of the
B-spline function at only 2p −1 points. These points give rise to a
polynomial in the z domain, whose roots are readily computed.
Each point-wise value of the B-spline function corresponds to a
weighted sum of 2p +1 values of the autocorrelation function.

An additional continuous-to-discrete parameter mapping was
also introduced in [79]. This work derives explicit formulae for the
first terms of the Maclaurin series of the zeros and the variance of
the sampled process as a function of the sampling interval variable
T . This, in turn, allows one to analyze convergence for the limit-
ing case of T → 0. The Maclaurin weights are given by means of
the continuous-time parameters and such results can be used for
mapping continuous domain parameters to their discrete-domain
counterparts. The advantage of the results of [79] is in its extremely
low computational complexity. Unlike the proposed spline frame-
work, however, it does not provide an exact continuous-to-discrete
mapping; and according to Example 2 of [79], such an approxi-
mation would better be used for sampling interval values that are
considerably smaller than the characteristic time constants of the
system. As we consider prominent aliasing conditions in our work,
the approach of [79] is less applicable here.
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3.4 A new approach to CARMA model identification

Let a continuous domain ARMA(p,q) process be given by its uni-
form samples only. Considering a large number of data points
N ≫ 1, the Fisher information matrix is given by [80],

Ik ,l (θ) ∼=
N

4π

∫2π

0

(

1

ϕ̂d (ω;θ)

∂ϕ̂d (ω;θ)

∂θk

)

· (3.39)

·

(

1

ϕ̂d (ω;θ)

∂ϕ̂d (ω;θ)

∂θl

)

dω,

where k, l = 1, . . . , p+q+1 and ϕ̂d (ω;θ) is the DTFT of the sampled
ARMA process autocorrelation sequence. The Cramér-Rao Bound
(CRB) is then given by the inverse of I (θ). Sampling interval de-
pendency can be incorporated in the localization filter (3.22) by

∆(s;θ,T ) =
p
∏

k=1

(

1−es+sk T
)(

1−e−s+sk T
)

, (3.40)

where T is the sampling interval. It then follows that ϕ̂d (ω;θ) is
not dependent on N nor does the integrand of (3.39). It then fol-
lows that, as the number of available samples becomes larger, the
CRB becomes smaller regardless of T . This implies that aliasing
effects can be compensated for by taking more measurements. It
further suggests that there exists at least an ML (Maximum Like-
lihood) estimator that overcomes aliasing. Such an estimator has
to take into account the fact that the discrete-domain poles and
the zeros of Φd (z;θ) are coupled, ensuring that the discrete pro-
cess spectrum corresponds to z-transform of the samples of the
autocorrelation function ϕ(t ;θ). Indeed, one can estimate the dig-
ital data by a discrete-domain ARMA model while introducing no
zeros-poles coupling. However, in such a case the estimated pa-
rameters will not necessarily correspond to a continuous domain
model. For example, a possible discrete-domain ARMA(1,0) esti-
mation algorithm may yield a pole at z =−0.5; the autocorrelation
sequence is then ϕ[n]= (−0.5)|n| which has no continuous domain
ARMA(1,0) counterpart. Furthermore, non-coupled estimators re-
sult in baseband power spectrum, making it difficult to cope with
aliasing effects.

Considering this matter further, there are at least two possi-
ble ARMA models that can be associated with the sampled data.
One of them is a discrete-domain ARMA model that introduces no
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zero-pole coupling. The ML estimator in this case corresponds to
minimizing the variance of the prediction error. The other is a con-
strained discrete-domain ARMA model which takes the sampling
process into account and which introduces the required zero-pole
coupling. The ML estimator of such a constrained model does not
necessarily minimizes the variance of the prediction error. The
constrained digital whitening filter (3.25) is guaranteed to yield a
discrete-domain innovation process that is independent and iden-
tically distributed. This does not hold true for the non-constrained
model as the innovation is not guaranteed to be independent, e.g.
when the estimated power-spectrum does not comply with the re-
quired zero-pole coupling, although it may yield lower variance
values. The continuous domain whitening filter (3.25) is always
guaranteed to exist and to whiten the continuous domain process
whereas the continuous domain whitening filter of the non con-
strained model, if exists [77], is not guaranteed to yield white noise.

The purpose of (3.39) is to provide motivation for deriving an
estimation algorithm that overcomes aliasing. We assume that the
number of samples is very large, allowing one to represent the dis-
crete domain power spectrum by means of a rational transfer func-
tion. We then rely on the results of [80] which characterize the
Cramér-Rao bound by means of the power spectrum function. Our
parametrization of the discrete-domain power spectrum allows us,
in turn, to demonstrate that the Cramér-Rao bound converges to
zero for sampled ARMA processes and that it is inversely propor-
tional to N . In this regard, the work [81] derives closed form ex-
pressions for the Cramér-Rao bound using the state space repre-
sentation. Also, it assumes data sets of an arbitrary size. The closed
form expressions, however, involve matrix inversion and eigen-
value decomposition, and it is difficult to implement such compu-
tations for large data sets as indicated in section 3 of [81]. It is also
indicated there that, under certain circumstances, the Cramér-Rao
bound becomes inversely proportional to N . We demonstrated
such proportionality for every sampled ARMA process.

Motivated by the CRB, we approximate the log-likelihood func-
tion by means of a digital filter. The proposed approximation relies
on the discrete-domain parameters of (3.25), namely
{

σ2
d

,ν1, . . . ,νq ,ρ1, . . . ,ρp

}

. These parameters can be numerically
calculated from θ in a straightforward manner as was shown in
section 3.2. We, however, do not allow the continuous domain
poles of θ to differ by 2kπ j with k ∈Z as such poles yield the same
discrete-domain model upon sampling.
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Definition 4. Let θ be known and let x be N uniform ideal samples

of the continuous domain process (3.17) taken on a unit-interval

grid. The probability density function of x is

pd f (x;θ) =
1

(2π)
N
2 |Σ|

1
2

exp

{

−
1

2
xT

Σ
−1x

}

, (3.41)

where Σ [m,n] =ϕ [m −n;θ] is the autocorrelation matrix that cor-

responds to θ.

Definition 5. The corresponding log-likelihood function, including

a sign inversion, is

l(θ;x) = ln |Σ|+xT
Σ
−1x. (3.42)

Definition 6. Let θ be known. The digital filter gθ is given by its

Z -transform Gd (z)= 1/Hd (z) where Hd (z) is given as in (3.25).

Definition 7. Let θ be known. The parameter only function κ(θ) is

given by

κ(θ) =
∞
∑

n=1
n ·c[n;θ]2 , (3.43)

where

c[n;θ] =
1

n

{

νn
1 (θ)+ . . .+νn

p−1(θ)−ρn
1 (θ)− . . .−ρn

p (θ)
}

. (3.44)

The constantκ(θ) can be interpreted by means of an inner prod-
uct operation. Considering a discrete-domain ARMA power spec-
trum, we define the Fourier coefficients of its logarithm as:

ln φ̂d (ω)=
∞
∑

n=−∞
c[n;θ]e− jωn (3.45)

Recalling (3.25):

ln Hd (e− jω;θ) =
c[0;θ]

2
+

∞
∑

n=1
c[n]e− jωn (3.46)

it then follows that

κ(θ) = |〈
d

dω
(ln Hd (e jω)), ln Hd (e jω;θ)〉L2 | (3.47)
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Theorem 2. Let θ be known and let x be N uniform ideal samples of

the continuous domain process (3.17) taken on a unit-interval grid.

Then,

lim
N→∞

E

(

l(θ;x)− l̃ (θ;x)
)

= 0, (3.48)

where

l̃ (θ;x) = N lnσ2
d (θ)+κ(θ)+

∥

∥x∗ gθ

∥

∥

2
ℓ2

(3.49)

and ∗ denotes discrete-domain convolution of an N -length output

sequence.

Proof. According to Szegö theorem for infinite Toeplitz matrices
[82, 83, 84],

lim
N→∞

{

ln |Σ|−N ·c[0;θ]
}

=

∞
∑

n=1
n c[n;θ]c[−n;θ], (3.50)

where c corresponds to the Fourier coefficients of lnϕ̂d (ω;θ). In
our case, these coefficients are given by (3.44) and the right-hand-
side of the equation can be replaced by κ(θ). Also, by the Residue
theorem

c[0;θ] =
1

2π

∫2π

0
ln ϕ̂d (ω;θ)dω= lnσ2

d (θ). (3.51)

It then holds that

lim
N→∞

{

ln |Σ|−N lnσ2
d (θ)−κ(θ)

}

= 0. (3.52)

The constant κ(θ) also provides a mean for describing the lim-
iting behaviour of the determinant. Writing (3.52) in a different
form [84],

|Σ(θ)| ∝ eκ(θ)
· (ec[0;θ])N (3.53)

we observe that the right-hand-side of the equation is equal to the
determinant up to a multiplicative constant; the important thing
here is that this constant does not depend on N or on θ.

As for the term x ·Σ−1 · x that appears in l(θ;x), it may be ap-
proximated by digitally filtering x and by calculating the energy of
the output. A possible filter one can use is gθ. This filter is guar-
anteed by Theorem 1 to exist, to be stable and to be causal. The
N -length output of such a filter can be described by means of the
lower triangular matrix

L[m,n] = gθ[m −n], m,n = 0, . . . , N −1, (3.54)
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and it holds that
∥

∥x∗ gθ

∥

∥

2
ℓ2

= xT LLT x. Following [85], the two ma-

trices Σ
−1 and LLT are asymptotically equivalent as N becomes

larger. This stems from the fact that they both originate from the
same power spectrum ϕ̂d (ω;θ). Such a power spectrum gives rise
to an infinite Toeplitz matrix TM and the N × N matrix Σ

−1 is de-
fined by 1) truncating TM and 2) taking the inverse. The matrix L is
defined by 1) inverting TM , 2) finding its Cholesky decomposition
and 3) truncating the lower triangle matrix.

The asymptotically equivalent matrices are covariance matri-
ces that describe asymptotically equivalent random processes. In
particular, let σ2

1 = E(xT
Σ
−1x) and σ2

2 = E(xT LLT x) correspond to
the variance values of asymptotically equivalent stochastic pro-
cesses. Then, limN→∞ (σ2

1 −σ2
2) = 0, which proves the theorem.

Asymptotic equivalence implies that the norm of the difference
between the two matrices converges to zero with increasing values
of N . Focusing on a Toeplitz matrix TM [m,n] = tM [m−n], one can
associate a discrete-time Fourier transform to the sequence tM [k]
and, for autocorrelation matrices, this transform corresponds to
the power spectrum function. Asymptotic equivalence of two co-
variance matrices implies that the power spectrum of one matrix
converges uniformly to the power spectrum of the other. In the
context of this proof, the matrix L describes a truncated version
of the filter gθ. As gθ ∈ l1 , its discrete-time Fourier transform uni-
formly converges to 1

Hd (e jω)
. This means that with increasing num-

bers of samples, the expression xT L converges in the l2 sense to
x∗gθ. This fact stems from Parseval’s property of the discrete-time
Fourier transform. It then follows that the output is a stochas-
tic process with a power spectrum that converges to a constant
function. This constant is σd (θ). The term xT LLT x is then an
estimation for this value. The expression xT

Σ
−1x amounts to de-

correlating the process x and to estimating the variance of the un-
correlated process. The value of this variance is σd (θ), too. It then
follows that E{xT LLT x} = E{xT

Σ
−1x} = Nσd (θ).

The proposed approach is related to Whittle’s approximation
of the log-likelihood function of (3.42). Whittle’s approximation is
given by

l̃W (θ;x) =
N

2π

∫2π

0
lnϕ̂d (ω;θ)dω+

1

2π

∫2π

0

∣

∣x̂d (ω)
∣

∣

2

ϕ̂d (ω;θ)
dω. (3.55)
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It holds that

N lnσ2
d =

N

2π

∫2π

0
ln ϕ̂d (ω;θ)dω (3.56)

lim
N→∞

∥

∥x∗ gθ

∥

∥

2
ℓ2

=
1

2π

∫2π

0

∣

∣x̂d (ω)
∣

∣

2

ϕ̂d (ω;θ)
dω, (3.57)

where the limit is required due to the use of finite-length convo-
lution in l̃ (θ;x). It then follows that limN→∞ l̃ (θ;x) = l̃W (θ;x) +
κ(θ). The integrals of Whittle’s likelihood function are often ap-
proximated by Riemann sums that involve DFT values. DFT val-
ues of a finite length signal, in this case x, indeed coincide with
the samples of its Z -transform on the unit circle. Nevertheless,
this is not the case for infinite sequences that are described by
Φd (z;θ) and by 1/Φd (z;θ). The proposed approach, on the other
hand, does provide an accurate evaluation of these integrals and
the truncation error of the convolution operation is exponentially
decreasing, providing a higher convergence rate than the Riemann
sum method.

The proposed ML approach differs from currently available
methods in several aspects:

• It considers exponential autocorrelation models for both the
continuous- and the discrete-domain processes whereas sev-
eral previous works considered polynomial models.

• It establishes a link between the continuous- and the discrete-
domain models by incorporating the sampling process into
the problem formulation. This, in turn, allows for the dis-
crete model to stem naturally from the continuous domain
formulation while no a priori assumptions are made on the
digital data.

• The log-likelihood function suggested here holds true for any
value of sampling interval, rather than describing the limit-
ing case of T → 0.

• The log-likelihood function considers discrete-domain data
for determining continuous domain statistics while no ap-
proximation of continuous domain frequency spectrum or
impulse responses is required.

The log-likelihood function (3.49) has several local minima as
demonstrated by figure 3.2 where simulation results are shown for
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a continuous domain AR(2) process having poles s1,2 = −1 ± 5i .
Given a sampled version of such a process, the log-likelihood func-
tion (3.49) was repeatedly minimized using different initial condi-
tions; the initial conditions are the real and imaginary part of the
poles one starts with, and they are indicated by the x and y axes
respectively. A detailed description of the five ring-like regions
is given in table 3.2. These local minima originate from aliasing
and there exist several continuous domain processes that result in
similar discrete-domain power spectrum upon sampling. These
very processes generate the local minima. Shown in figure 3.3 is
Φd (e jω) for the AR processes of table 3.2 while considering a unit
sampling interval. These processes correspond to the local min-
ima of figure 3.2. The aliased spectrum shown here resembles each
other in terms of their bandpass nature and in terms of the fre-
quency of maximum response. Region 1, however, exhibits a low-
pass signal, emphasizing the difference between the proposed ML
estimation approach and other base-band methods. The peak re-
sponse of these power spectra are distributed along the frequency
axis in distinct bands as shown in figure 3.4; these frequency bands
are π [rad/time-unit] wide. This property suggests that every lo-
cal minimum can be obtained by minimizing (3.49) while allocat-
ing initial conditions that correspond to a peak response at the
required band, e.g. at (k + 1/2)π where k is the band index [86].
Another way of determining initial conditions will be described
later on. Following Theorem 2, the global minimum of (3.49) cor-
responds to a ML estimator and it is suggested here to minimize
the likelihood function using several initial conditions.

The work of [87] investigates the maximum likelihood estima-
tor of a discrete-domain ARMA process, too. In particular, it char-
acterizes the local minima values of the likelihood function. The
analysis of [87] relies on the equivalence of the maximum likeli-
hood estimator with the prediction error variance minimization
estimator. According to Theorem 2 of [87], there is a unique global
minimum, provided that enough parameters are used in the fit-
ted model. The ARMA model that originates from sampled data,
however, introduces zero-pole coupling which is not considered
in [87]. Also, the maximum-likelihood estimator for such cases
does not necessarily correspond to minimizing the variance of the
prediction error. For these reasons, the results of [87] can be par-
tially applied here. Similar to [87], we also assume a large num-
ber of samples, allowing one to formulate the power spectrum by
means of a ratio of two polynomials. We also demonstrate that
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Figure 3.2: Local minima of the likelihood function.

the likelihood function of the sampled data has a global minimum.
Nevertheless, due to the zero-pole coupling that is introduced by
the sampling process, this global minimum differs from the global
minimum of [87]. Furthermore, the sampling process introduces
local minima that do not coincide with the global minimum and
this property allows one to select one set of parameters which is
the most probable.

Table 3.2: A detailed description of figure 3.2.

Region Log-likelihood
Value

Estimated
Poles

Frequencyb

[rad/time-unit]

1 -3656 −2.4±2.1i 0

2a -3675 −0.96±5.0i 4.9

3 -3557 −0.46±7.8i 7.8

4 -3067 −0.25±11.1i 11.1

5 -2212 −0.16±14.0i 14.0

a Global minimum of the log-likelihood function.
b Frequency of maximum response of ΦL ( jω).
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Figure 3.3: Discrete-domain spectrum of sampled AR signals.

Figure 3.4: Frequencies of maximum response. Shown here by ’×’ are the fre-
quencies of maximum response of each local minimum of figure 3.2. Theses fre-
quencies are located within bands of width π [rad/time-unit]. Additional informa-
tion is given in table 3.2.
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Figure 3.5: The proposed estimation algorithm. Complementary information is
given in figure 3.6 and in the appendix C.

3.5 CARMA estimation algorithm

The proposed algorithm for estimation of CARMA coefficients ex-
ploits the multi-band minimization of the log-likelihood function
parametrized by θ. The vector of parameters θ, which consists of
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the zeros and the poles of (3.17), can also be represented by the
polynomial coefficients of its numerator and of its denominator.
These coefficients are real numbers and the numerical optimiza-
tion was carried out by using this type of parameterization. For ex-
ample, the power spectrum of an AR(2) process having two poles
s1, s2 is given by

Φ(s;θ) =
σ2

(s2 −a1s +a0)(s2 +a1s +a0)
, (3.58)

where a0 = s1 · s2 and a1 = s1 + s2. The proposed estimation algo-
rithm aims at finding the coefficients a0, a1 and the variance of the
innovation process σ2. The dominant coefficient in this example,
i.e. the one that changes substantially as the values of the poles
change, is a0. It has the most prominent effect on the geomet-
ric distance between the coefficients one starts with (i.e. the ini-
tial conditions for extracting every local minimum) and the coeffi-
cients of the local minimum one ends up with. In cases where s1, s2

are complex conjugate, the coefficient a0 corresponds to their mod-
ule value as demonstrated in figure 3.2. Every location in the im-
age corresponds to a different set of initial conditions. This set was
then used for minimizing the proposed approximation of the like-
lihood function and the color at that point indicates the value it
converged to upon minimization. Initial conditions were deter-
mined by choosing various complex values for the pole s1 and the
radial appearance of the image stems from its module. For the
general case of an ARMA(p,q) process, the parameters that are be-
ing optimized are θ =

{

σ2, a0, a1, . . . , ap−1,b0,b1, . . . ,bq−1
}

, which
gives rise to the following power spectrum

Φ(s;θ) =σ2

[

sq +
∑q−1

n=0 bn sn
][

(−s)q +
∑q−1

n=0 bn(−s)n
]

[

sp +
∑p−1

m=0 am sm
][

(−s)p +
∑p−1

m=0 am(−s)m
] . (3.59)

The proposed algorithm finds K local minima of the approxi-
mated likelihood function at consecutive frequency bands and
chooses the minimum value among them. Obtaining K different
local minima requires K sets of initial conditions. It is suggested
here to choose bandpass power spectra that have peak responses
at ω0+πk [rad/time-unit] where k is the band index and where ω0

is determined by fitting the available data with a discrete-domain
AR(p) process and by extracting the frequency that corresponds to
the maximum value of the power spectrum. For arbitrary sampling
interval values, one should use πk

T instead of πk. While there are
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Figure 3.6: A detailed description of the log-likelihood function l̃ (θ;x) calcula-
tion. This workflow is part of the estimation algorithm of figure 3.5.
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many ways of obtaining such a band pass spectrum, we provide a
constructive way of doing so in appendix C. Initial values for σ can
then be obtained by evaluating (3.19) at t = 0 and equating it to
the variance of the available data. The value of K may be derived
from known physical constraints of the problem at hand. When
there is no such knowledge, this value can be determined during
the execution of the estimation algorithm: following table 3.2, like-
lihood values of local minima exhibit monotonicity; they decrease
towards the global minimum and then start to monotonically in-
crease as a function of the band index k. Such monotonicity can
then provide a decision rule for setting a value for K . It is noted that
this value does not depend on the size of the data or on the ARMA
order. It is related to the sampling rate value. A single sampling
interval value partitions the frequency axis into non-overlapping
segments which are π/T wide, and, for different sampling inter-
val values, a given continuous domain model can be associated
with different segments. Associating a segment with a power spec-
trum amounts to allocating the peak response frequency to that
segment. Every local minimum corresponds to a single segment
and the choice of K , which is the number of segment the algorithm
examines, should take this partitioning into account. The algo-
rithm is described in figure 3.5 while complementary information
is given in figures 3.6 and C.1.

The work of [77] suggests three algorithms for computing the
continuous-time counterpart of a known discrete-domain model.
These algorithms can be utilized for indirect estimation
approaches, for which the sampled data is used for estimating the
discrete-domain model first. Nevertheless, [77] points out two safe-
guards: existence of a continuous domain model is not guaranteed
for all discrete-domain models, and uniqueness of the continuous
domain poles is not guaranteed, either. If one, however, restricts
the imaginary part of the continuous domain poles to be in the in-
terval (− π

T
, π

T
), as suggested in [77], the poles can then be uniquely

resolved. This uniqueness condition imposes an upper bound on
the sampling interval T .

In our work, the discrete-domain model of Theorem 1 is al-
ways guaranteed to have a continuous domain counterpart, as it
originates from the sampled version of the autocorrelation func-
tion. Also, our approach to the uniqueness problem is different
than in [77]. Instead of imposing restrictions on sampling interval
values, we are allowing for arbitrary values to be considered while
exploiting the local minima properties of the likelihood function.



3.5. CARMA ESTIMATION ALGORITHM 83

In particular, we find several sets of estimated parameters, each
corresponding to a local minimum, and choose the one that corre-
sponds to the global minimum rather than the one that resides in
the baseband (− π

T
, π

T
). The work of [88] introduces two estimation

algorithms. The first algorithm relies on the results [77] and it con-
sists of two steps: 1) identifying parameters of a discrete-domain
ARMA process by minimizing the variance of the prediction error,
and 2) associating the discrete-domain parameters with a conti-
nuous domain ARMA process by means state space representa-
tion. Similar to the comparison we made with [77], when fitting a
discrete-domain ARMA model to sampled data one does not take
the zero-pole coupling of the discrete-model model into account.
Such a fitting may result then in ARMA models that have no con-
tinuous domain counterpart. Uniqueness of the continuous do-
main poles is not guaranteed either. Furthermore, the maximum-
likelihood estimator in the sampled case does not correspond to
minimizing the variance of the the prediction error any more. The
second algorithm in [88] consists of two steps: 1) replacing the dif-
ferentiation operator by a difference operation and approximat-
ing the continuous domain innovation by a discrete-domain white
noise with a variance that is proportional to the sampling rate, 2)

optimizing the discrete-domain model to minimize the variance
of the discrete-domain innovation process. The discrete-domain
process that results in using the difference operator of [88] pro-
vides an approximated model to the sampled process. In partic-
ular, the autocorrelation sequence of this model does not neces-
sarily correspond to the autocorrelation values of the continuous
domain model one started with. Similar to the [88], our approach
to discretizing the continuous domain model is simple too, as it
involves partial fraction decomposition and finite weighted sums
only. Nevertheless, our spline formulation does not depend on
sampling interval values and it provides a discrete-domain pro-
cess whose autocorrelation sequence is in a perfect match with the
point-wise values of the autocorrelation function for any sampling
interval value.

The work of [89] minimizes a likelihood function for parame-
ters estimation. This function is expressed in terms of the discrete-
time innovation process, allowing one to write the likelihood func-
tion as a product of independent Gaussian variables. The log like-
lihood function of [89] is then given by a sum. The innovation pro-
cess corresponds to prediction error values and the work in [89] re-
lies on a linear predictor. This predictor is recursively defined and
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depends on point-wise evaluations of the autocorrelation func-
tion. The likelihood formulation we propose in our work is dif-
ferent. We take advantage of the fact that the samples are taken at
fixed intervals and find a digital whitening filter that can be directly
applied to the sampled data rather than using a recursion. Also,
our suggested whitening filter is given in the z-domain, allowing
one to use a Direct Form realization rather than a discrete-time
convolution operation which is computationally more demand-
ing. The recursion of [89] involves weighted sums of the sampled
data, which is even more computationally demanding. Both ap-
proaches minimize the likelihood function by means of numerical
optimization. Our formulation, however, allows one to consider
large data sets of more than 100.000 sample values compared to
less than 1.000 that are presented in [89]. Additionally, increasing
the number of data points in our approach has no effect on the
digital filter, whereas the approach of [89] requires one to calcu-
late new additional weights. Another difference is the point-wise
evaluation of the autocorrelation function. Our work relies on par-
tial fraction decomposition of the Laplace transform (3.18). The
time-domain expression for the autocorrelation function is then
analytically derived, as shown in table 3.1. The work of [89] on the
other hand, relies on a state-space representation of the continu-
ous domain process. The point-wise evaluation requires a matrix
exponential operation and several integration operations for every
set of parameters. Such a method is computationally expensive
when using numerical optimization. Furthermore, according to
[90], these matrix operations are approximated by Riemann sums
rather than defined by closed form expressions. The reference [90]
is pointed out in [89]. Our likelihood formulation requires 2p +1
evaluations of the autocorrelation function and there is no depen-
dency on the size of the data, N . This stems from the fact that we
characterize the whitening filter in the z-domain rather than by its
time-domain values. The formulation of [89], on the other hand,
requires one to evaluate the autocorrelation function at N distinct
points.

The work of [91] relies on the Gaussian property of the sampled
process and the likelihood function in [91] is expressed in terms of
the autocorrelation matrix. The approximation that is suggested in
[91] has the following properties: following the profile likelihood
method, the variance of the innovation process is not included in
the likelihood function formulation of [91]. This amounts to re-
ducing the number of the estimated parameters. The innovation
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variance is estimated instead by the sample variance of the data in
[91]. In our work, the innovation variance appears in the likelihood
formulation and we use the sample variance for initializing the nu-
merical optimization only, as described in figure C.1 of appendix C.
The continuous domain power spectrum model of [91] is assumed
to have distinct roots. Our formulation does not include such an
assumption. Power spectra of multiple poles are likely to arise dur-
ing the numerical optimization process, and our approach is bet-
ter designed to cope with such instances of power spectra. The
likelihood function of [91] involves matrix inversion, which can
be calculated by means of Cholesky factorization, as described in
[91]. When the data size is too large, it is suggested in [91] to use
a nearest-neighbor method, which corresponds to de-correlating
the innovation process with respect to neighbouring sample val-
ues only. This means that for a fixed sampling interval value, one
has to find the inverse of a relatively small matrix and repeatedly
multiply it by small segments of data. Our work, on the other hand,
uses a digital filter for de-correlating all of the data at once. The
underlying assumption in our work is that the data size is very
large, allowing one to approximate the inverted covariance matrix
by a Toeplitz matrix. Theorem 2 guarantees convergence of the
latter to the former with increasing number of samples. Further-
more, our digital filtering approach is computationally less com-
plex than the nearest neighbour method, as it does not require re-
peated matrix multiplications. The proposed method takes advan-
tage of the existence of local minima, rather than considering it as
a difficulty. Our algorithm is designed to find several local minima
and to choose the minimum value among them, as demonstrated
in figure 3.2 and table 3.2. These local minima stem from alias-
ing and they can be found by properly allocating the initial con-
ditions of the numerical optimization. The proposed algorithm
minimizes the likelihood function using several sets of initial con-
ditions and chooses the solution that corresponds to the minimum
value among all the local minima that were found.

Numerical optimization was also used in [76, 89, 91] and our
algorithm repeats the optimization procedures several times. The
number of repetitions, denoted K in figure 3.5, is determined by
the number of the local minima one wishes to find and it is a user-
dependent parameter. Although our algorithm uses several mini-
mizations of the likelihood function, our spline formulation allows
for fast implementation as it involves the simple parameter map-
ping of Theorem 1 and a Direct Form implementation of a digital
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filter.

3.6 Simulation results

The proposed approach was implemented in Matlab™using non-
constrained numerical optimization. It was compared with the
polynomial B-spline estimator of [76]. Sampled signals were gen-
erated by filtering a discrete-domain Gaussian white noise with
the digital filter (3.25). Several sets of the parameters θ were con-
sidered. For each set, several Monte Carlo simulations were con-
ducted; each simulation corresponds to a different sampling in-
terval. Sampling interval values were chosen so as to capture dif-
ferent aliasing constellations. A single Monte Carlo simulation in-
volved 500 experiments and every experiment was carried out us-
ing N = 10,000 sample values. The variance parameter was set to
σ2 = 1 and was unknown to the estimation algorithm. The value
of κ(θ) (3.43) was calculated using the first 500 terms in the infi-
nite sum and the number of local minima that were examined was
K = 2. The estimation error for a Monte Carlo simulation is the rel-
ative MSE (Mean Square Error) between the estimated parameter
and the correct one. For example, the estimation error of a single
parameter, e.g. a0, is given by

ǫ(a0) =−10log

(

1
500

∑500
n=1 (â0,n −a0)2

(a0)2

)

, (3.60)

where â0,n is the estimation of a0 at the n-th experiment.
Experimental results for an AR(2) process are shown in figure

3.7 and in table 3.3. In figure 3.7, Monte Carlo simulation results
for a continuous domain AR(2) process are shown. Sampling inter-
val values were chosen so as to capture different aliasing constel-
lations. The proposed exponential-based approach was compared
with the polynomial model of [76]. The poles of the process are
s1,2 =−0.2±7i and the variance is σ2 = 1. The number of samples
is N = 10,000. The × mark that appears on the x-axis corresponds
to the sampling interval Tmax for which wmax = π/Tmax is the fre-
quency that corresponds to the value of the continuous domain
power spectrum at −10 [dB] respect to the peak value. The CRB is
depicted for comparison purposes while other lines are depicted
for presentation purposes.

Let us consider a generic unit measuring time or spatial ex-
tension of a simulated CARMA process: [time-unit]. The maxi-
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mum value of the continuous power spectrum of the AR model
of figure 3.7 is located at 5.05 [rad/time-unit] and the 3 [dB] fre-
quencies are 4.09 and 6.10 [rad/time-unit]. A sampling interval
value of T = 0.21 [time-unit] corresponds to a sampling frequency
of 29.92 [rad/time-unit] and it introduces minor aliasing effects.
The value of T = 1.24 [time-unit] corresponds to a sampling fre-
quency of 5.07 [rad/time-unit] and it introduces substantial alias-
ing effects. The various aliasing configurations are depicted in fig-
ure 3.8

The CRB values were calculated according to [92] by using
N = 1000 and approximating its down shift for higher dimensional
signals. Because of the approximated CRB computations and the
limited number of Monte Carlo simulations, the analysed estima-
tors may provide errors lower than the CRB. Figure 3.9 also de-
scribes the proposed exponential-based approach from a frequency
domain point of view, emphasizing the flexibility of the exponen-
tial B-spline model to adapt to band-pass power spectra. Shown
here is a periodogram of sample values (absolute square value of
the DFT), periodized in the range [0,4π]. The power spectrum of
the AR(2) process is depicted as a solid red line. While the polyno-
mial based estimator captures a base-band signal (black dashed
line), the proposed approach adequately identifies the proper fre-
quency band (magenta dashed-dotted line). The proposed win-
dowing function corresponds to the Fourier transform of the inter-
polator η(t ;θ). The poles of the process are s1,2 =−1±10i and the
sampling interval is of a unit value, introducing prominent aliasing
conditions.

An ARMA(2,1) estimation comparison is given in figure 3.10
and in table 3.4. We note that more sample values are required for
the proposed estimation algorithm when the number of param-
eters increases. Our results indicate that the proposed approach
outperforms the polynomial-based direct method while following
the CRB at various aliasing constellations. It also guarantees that
the estimated parameters correspond to a valid continuous do-
main model whereas this property does not necessarily hold true
for other discrete-domain-based methods, such as the minimiza-
tion of the prediction error variance. Unlike the proposed approach,
the prediction error method might also result into a continuous
domain power spectrum that occupies lower frequencies as it does
not take aliasing into account.
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Table 3.3: Estimation comparison for AR(2) processes.

Power

Spectrum
Sampling

Interval

Estimation Error [dB]

ǫ(a0) ǫ(a1) ǫ(σ2)

Φ(s;θ) [time-unit] [76] Proposed [76] Proposed [76] Proposed

1
(s2+0.4s+49.04)(s2−0.4s+49.04)

(

s1,2 =−0.2±7i
)

0.3370 -19.76 -30.98 -42.03 -55.90 -31.89 -39.60

0.6827 -9.40 -33.25 -1.09 -58.61 -1.46 -39.20

1.1150 -13.42 -33.39 -0.40 -59.63 -0.48 -37.81

1
(s2+s+9.25)(s2−s+9.25)
(

s1,2 =−0.5±3i
)

0.6059 -34.93 -34.97 -34.94 -45.89 -27.92 -36.99

1.3050 -16.68 -35.79 -4.75 -43.77 -3.73 -35.81

2.2370 6.93 -32.64 -1.86 -35.63 -8.16 -33.92

1
(s2+6s+5)(s2−6s+5)
(

s1,2 =−1,−5
)

0.9753 -21.09 -22.38 -17.95 -23.70 -11.73 -17.05

2.3507 -3.65 -4.17 -3.44 -3.68 -1.19 -1.23

3.6011 -1.83 -2.28 -1.31 -1.60 -0.27 -0.34

Table 3.4: Estimation comparison for ARMA(2,1) processes.

Power

Spectrum
Sampling

Interval

Estimation Error [dB]

ǫ(a0) ǫ(a1) ǫ(b0) ǫ(σ2)

Φ(s;θ) [time-unit] [76] Proposed [76] Proposed [76] Proposed [76] Proposed

(s−3)(s+3)
(s2+2s+26)(s2−2s+26)

(

r1 =−3, s1,2 =−1±5i
)

0.3009 -18.52 -45.07 -32.18 -51.37 -12.76 -39.02 -23.37 -42.17

0.6481 -8.44 -36.85 -18.96 -33.29 -1.65 -17.42 -10.43 -22.50

1.1111 -11.60 -29.69 -0.05 -41.59 -0.26 -12.61 -11.83 -15.16

(s−4)(s+4)
(s2+2s+101)(s2−2s+101)

(

r1 =−4, s1,2 =−1±10i
)

0.1911 -19.51 -33.71 -32.18 -51.37 -12.76 -39.02 -23.37 -42.17

0.4115 -14.48 -34.78 -18.96 -33.29 -1.65 -17.42 -10.43 -22.50

0.7055 -19.96 -29.00 -0.05 -41.59 -0.26 -12.61 -11.83 -15.16

(s−3)(s+3)
(s2+8s+7)(s2−8s+7)

(

r1 =−3, s1,2 =−1,−7i
)

0.3250 -16.42 -21.08 -18.24 -17.26 -10.73 -20.36 1.30 -24.55

1.3412 -4.63 -5.77 -3.49 -4.44 -4.56 -7.66 -15.31 -7.33

1.8831 -2.97 -3.96 -2.00 -2.51 -3.65 -4.73 -9.11 -5.76
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Figure 3.7: Estimation error comparison for an AR(2) process. Figures 3.7(a),
3.7(b), 3.7(c) show the estimation error for parameters a0, a1 and σ respectively.
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Figure 3.8: Power spectra of sampled processes. Shown here are power spectra of
discrete-domain processes that originate from the same continuous domain pro-
cess. Every power spectrum corresponds to a different sampling interval value. The
poles of the continuous domain AR process are s1,2 =−0.2±7i
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Figure 3.9: A frequency domain description of the proposed estimation ap-
proach.



3.6. SIMULATION RESULTS 91

(a) (b)

(c) (d)

Figure 3.10: Similar to figure 3.7 for an ARMA(2,1) process. The poles of the
process are s1,2 =−1±5i , the zero is r1 =−3 and the variance is σ2 = 1. The number
of samples is N = 100,000. Figures 3.10(a), 3.10(b), 3.10(c) and 3.10(d) show the
estimation error for parameters a0, b0, a1 and σ respectively.
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3.7 CARMA for ultrasound tissue characterization

In ultrasound diagnostic, the acquired image is a rich source of in-
formation pertaining to the imaged tissue, even though some of it
is not directly accessible at human visual inspection. To reveal this
hidden information it is necessary to resort to computer-aided tis-
sue characterization. This technique can capture several features
carried by medical sonography and correlate them to the state of
the imaged tissue. In particular, the statistical modeling of discrete
ultrasound signals has been widely employed to derive interest-
ing properties from estimated model parameters that are useful in
the context of tissue characterization. Among them, shift-variant
ARMA processes were found suitable to model ultrasound signals
and images and to make the acquisition more robust with respect
to the estimation of the uncorrupted tissue response [6, 93]. More
recently, 2D ARMA modeling was proposed to improve computer-
aided detection of breast tumors [94, 95].

Although CARMA stochastic processes have been successfully
exploited for image modeling [78, 61], the continuous domain ap-
proach has never been investigated in the processing of ultrasound
images. In this study, we consider the radio-frequency (RF) ultra-
sound signal as a sampled CARMA process and recover its CARMA
parameters from the traditional ARMA coefficients through an in-
direct approach.

The ARMA coefficients are easily computed by minimizing the
prediction error [55]. Then, the CARMA parameters can be es-
timated from their discrete-domain counterpart by mapping the
ARMA model back into the continuous domain [67]. In doing so,
both the exact discretization of CARMA model and the exponen-
tial properties of the autocorrelation function in the discrete and
continuous domains must be taken into account. As was shown
in [86], the exact link between ARMA and its corresponding CARMA
model can be established, provided one is willing to interpolate
the discrete signal by exponential B-splines specific to the consid-
ered model [56, 57]. In situations where a sufficiently high sam-
pling frequency is employed, it is beneficial to exploit the depen-
dence of the exponential B-spline on the ARMA parameters of the
sampled model. This, along with a numerical optimization scheme,
allows for the accurate estimation of the continuous domain model
parameters.

Here, we analyze the CARMA parameters of ultrasound signals
in terms of their ability to capture information about the concen-
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tration of scatterers in imaged materials. For this purpose, we have
created ultrasound images of phantoms with various concentra-
tions of scatterers. The validation of CARMA and ARMA models in
terms of discrimination performance shows that our continuous-
based approach is more efficient than the traditional one. We be-
lieve that our unconventional ultrasound modeling is robust with
respect to the effects of the system and has a good potential for
tissue characterization.

We start by assuming that the spatial dependence of the effects
of the acquisition system is weak. This allows us to focus on a seg-
ment of the ultrasound image and to consider its characteristics
as locally shift-invariant [41]. As a consequence, the 1D discrete-
time ultrasound signal x[n] can be modeled as a spatially invariant
sampled CARMA process x(t), where the continuous-time Gaus-
sian white noise w(t) with variance σ2 represents the innovation
signal.

For a CARMA model of order (n,m), the spectrum of x(t) is ex-
pressed as

Φ( jω;θ) = σ2
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where θ = (s,r ) = (s1, . . . , sp ,r1, . . . ,rq ) is the collection of param-
eters that contains the poles sk and the zeroes rk of the system,
while ak and bk are the related polynomial coefficients.

In corollary equation (3.25) of section 3.2, it was shown that
sampling the model (3.62) leads to a discrete ARMA model of order
(p, p −1). For the sake of simplicity, in the sequel we’ll consider a
unit-sampling interval. The discrete spectrum is then given by

Φd (z;θ) =σ2
d Hd (z;θ) Hd (z−1;θ), (3.63)

where

Hd (z;θ) =

∏p−1
k=1

(

1−νk z−1
)

∏p

k=1

(

1−ρk z−1
) =

∑p−1
k=0 dk z−k

∑p

k=0 ck z−k
. (3.64)

The sampled ultrasound signal, which represents the available data,
is thus modeled as a discrete ARMA (p, p −1). In this context the
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autocorrelation function of (3.62) is derived from its discrete sam-
ples thanks to interpolation by shifts of the exponential B-spline
function β(t ;θ) expressed in equation (3.21) and reported here for
clarity:

β(t ;θ) =F
−1

{

q
∏

k=1
( jω− rk )(− jω− rk ) ·

p
∏

k=1

(1−e jω+sk )(1−e− jω+sk )

( jω− sk )(− jω− sk )

}

(t)

(3.65)

For this reason, the zeroes of the ARMA filter in (3.64) are the roots
of the z-transform of the exponential B-spline samples Bd (z;θ) =
∑

k∈Z β[k;θ] z−k that are located on the unit circle:

Bd (z;θ) =σ2
d

p−1
∑

k=0
dk (θ) z−k

p−1
∑

k=0
dk (θ) zk . (3.66)

These expressions present a useful link between the discrete- and
continuous domain ARMA models, and describe the mapping re-
quired to extract CARMA parameters from ARMA coefficients.

When the sampling frequency is high enough, the estimation
of the CARMA parameters through indirect methods is efficient [67],
and there should be no need to consider approaches focusing on
several bands as presented in section 3.5. Fortunately, high fre-
quency sampling operations are prevalent in ultrasound diagnos-
tic. Thus, the derivation of a CARMA model by the inverse map-
ping of ARMA parameters offers good estimation performances.

We assume here to know the ARMA model orders, which can be
estimated as the orders providing a good fitting of the model to the
signal power spectrum. In this selection it is necessary to respect
the constraint that the relative order of the model must be 1 for the
signal to be a sampled CARMA process. The CARMA model order n

is constrained to the ARMA orders, while order m < n can be fixed
to provide an equal number of parameters for CARMA and ARMA
models.

The ARMA parameters (ck ,dk ) and (ρk ,νk ) can be computed
by the standard minimization of the prediction error [55], which
provides the estimated values (ĉk , d̂k ) and (ρ̂k , ν̂k ). While the link
between the continuous domain poles sk and the discrete-domain
poles ρk is a trivial exponential mapping (in high frequency sam-
pling conditions), the expression of the discrete-domain zeroes νk

is a complicated function of both continuous domain poles and
zeroes, as can be seen from (3.66).

Since Bd (z;θ) depends solely on the CARMA parameters, it is
possible to estimate the zeros rk by the numerical minimization
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Algorithm 3.1 Estimation of CARMA parameters

• Discrete-domain estimation of parameters

Estimate (ĉk , d̂k ) and (ρ̂k , ν̂k ) by minimizing the prediction error from x[n]

Set σ̂2
d
= VAR{x[n]}

• continuous domain estimation of parameters

Set ŝk = log(ρ̂k ) ⇒ ŝ

Set r̂ = argminr

w

wd̂−d(ŝ,r )
w

w

2

Set σ̂2 = σ̂2
d
·

(

β[1;θ] ·
∏p−1

k=1
−1
ν̂k

·
∏p

k=1 eŝk

)−1
(3.34)

of the distance between the estimated ARMA coefficients d̂k and
the function dk (θ). The latter can be expressed as dk (s,r ), which
highlights the separation between the collection of poles s and the
collection of zeroes r . The parameters dk (s,r ) can be built from
the coefficients of the polynomial that corresponds to the roots of
Bd (z;θ) in the unit circle. The collection of coefficients is indi-
cated by d(s,r). Likewise, the collection of estimated coefficients
of the ARMA model numerator is d̂.

Setting σ̂2
d

as the variance of the RF signal samples x[n], we can
estimateσ2 from the link between the variances of the discrete and
continuous innovation signal (3.34).

The indirect method for CARMA model estimation is summa-
rized in Algorithm 3.1. We used this algorithm to compute ARMA
and CARMA parameters from a sequence of phantom images with
various concentrations of scatterers. The two models were com-
pared in terms of classification performance, as described in the
next section.

3.8 Comparative study on phantom images

The ultrasound images were realized using as scatterers ultrafine
polyamide particles (Orgasol©, Arkema, France) of diameter
10 ± 2µm and density 1030kg/m3 . The tissue-mimicking phan-
toms were prepared by mixing a specific concentration of Orgasol©

particles with distilled water. A magnetic agitator preserved the
solution homogeneous throughout the acquisition. In our exper-
iments, we used five different mixtures having Orgasol© concen-
trations of 0.5%, 0.75%, 3%, 6%, and 12%. Low and high concen-
trations mimic random and dense mediums respectively.

The RF signal was acquired by a high-resolution ultrasound
scanner (Vevo 770, Visualsonics, Toronto, Canada) at a central fre-
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quency of 30 MHz and at a sampling frequency of 500 MHz with
8-bit resolution. For each phantom three video acquisitions were
made. A selection of 90 scanlines from the central frame of each
video sequence was used (about 300 samples per concentration).
Along each scanline, the RF signal was used to compute the ARMA
and CARMA parameters, as explained in section 3.7, except that
we found it is more convenient to numerically optimize real poly-
nomial coefficients, as opposed to complex poles and zeros.

In order to ensure a good fit of the available data, the orders of
the CARMA model were chosen as m = 2 and n = 4. Without loss
of generality, we constrain the first polynomial coefficients to take
a unit value, so that a0 = b0 = c0 = d0 = 1. The process is thus char-
acterized by the four pole parameters a = (a1, a2, a3, a4), two zero
coefficients, and the variance of the innovation signal, which we
represent by the collection b = (b1,b2,σ2). The orders of the ARMA
model are constrained because of the sampling process performed
on the continuous-time model: the number n = 4 of poles is the
same, while there are n −1 = 3 zeroes. The ARMA model param-
eters are represented by the collections c = (c1,c2,c3,c4) and d =

(d1,d2,d3). Finally, the full set of parameters is a seven-attribute
vector for both models.

The Mahalanobis distance along a single feature provides in-
formation about the individual discrimination power of the con-
sidered feature for distinguishing between two concentrations of
scatterers [8]. We show in table 3.5 the Mahalanobis distance pro-
jected onto the direction corresponding to the coefficients on the
rows belonging to the two analyzed models. We chose the most
significant coefficients, separately for each model. The columns
of the table represent the binary classification task of two consec-
utive concentrations of scatterers, where J[x,y ] is the Mahalanobis
distance between the sample clusters with concentration x and y .
From this first analysis, it is possible to observe that i) the higher
the concentration of the scatterers, the more difficult the discrim-
ination by a single coefficient is; ii) the CARMA coefficients clearly
provide higher distances, which eases the classification task.

To extend these results to the classification of joint parame-
ters, we performed several multiclass discrimination experiments
where all available parameters were involved, for both models. The
learning scheme used was a support-vector machine with Gaus-
sian kernel, whose parameter had been tuned by cross-validation,
separately for each classification model. We report in table 3.6 the
rate of misclassification (averaged on 20 experiments) for the four
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Table 3.5: Mahalanobis distance for various concentrations.

Model J[.5%,.75%] J[.75%,3%] J[3%,6%] J[6%,12%]
CARMA a4 14.01 10.55 2.13 4.44

b2 11.30 39.18 5 ·10−4 0.17
ARMA c4 0.56 5.22 0.33 0.37

d3 2.73 12.02 0.19 0.08

multiclass discrimination problems listed in the first column. The
classifier was first trained on CARMA and ARMA pole coefficients
a and c. Then, it was trained on the zero coefficients and variances
b and d of both models. Finally, the learning was performed on all
the available coefficients for each model.

The classification results show that the proposed CARMA co-
efficients are more sensitive to differences in the concentration of
scatterers, above all when the discrimination is multi-class. con-
tinuous domain parameters favour a better recognition score and
represent tissues of different concentrations in more compact and
better discernible clusters, as illustrated in figures 3.11 and 3.12
for the discrimination problem with 5 categories of scatterers con-
centration. In these figures linear discriminant analysis [8] is used
to reduce data dimensionality and to find the number Ncl asses −

1 dimensional space, where mapped samples present maximum
inter-class distance and minimum intra-class variance. The seven-
dimensional samples are, thus, projected onto a four dimensional
space and normalized; two planes of the projection space are vi-
sualized in figures 3.11 and 3.12. The bivariate distribution of
samples in the projection planes is described by a 2D Gaussian fit-
ting for each category, whose ellipse at a probability density func-
tion of 80% is shown in the figures. We observe that the clusters
are better defined in the space of CARMA coefficients than in the
space of the traditional ARMA parameters. Furthermore, as re-
gards higher concentrations [3%,6%,12%] samples, although the
discrimination task is more difficult, a good classification of these
categories is provided by CARMA parameters analysis considering
all the projection directions, while ARMA coefficients do not bring
more separation, as shown in figure 3.12.

The difference of performances between CARMA-based and
ARMA-based classifiers of the last two columns in Table 3.6 is also
verified by resampled paired t-tests. These statistic tests, perfor-
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Table 3.6: Rate of misclassification: [mean value ± standard deviation] of 20 ex-
periments (1CARMA model, 2ARMA model).

Features for classification

Classes poles
Concentration a1 c2

[0.5%, 0.75%] 0.007±0.005 0.024±0.006
[0.5%, 0.75%, 3%] 0.010±0.003 0.024±0.004
[0.5%, 0.75%, 3%, 6%] 0.116±0.006 0.127±0.006
[0.5%, 0.75%, 3%, 6%,12%] 0.126±0.007 0.135±0.006

zeroes
b1 d2

[0.5%, 0.75%] 0.013±0.005 0.008±0.003
[0.5%, 0.75%, 3%] 0.008±0.003 0.032±0.006
[0.5%, 0.75%, 3%, 6%] 0.156±0.007 0.270±0.008
[0.5%, 0.75%, 3%, 6%,12%] 0.273±0.009 0.368±0.010

all parameters
(a, b)1 (c, d)2

[0.5%, 0.75%] 0.007±0.003 0.010±0.003
[0.5%, 0.75%, 3%] 0.003±0.002 0.012±0.003
[0.5%, 0.75%, 3%, 6%] 0.069±0.006 0.113±0.006
[0.5%, 0.75%, 3%, 6%,12%] 0.085±0.006 0.122±0.006

med on the misclassification errors obtained in 20 experiments,
indicate in all the four classification problems an increment in per-
formance of CARMA-based classifier respect to ARMA-based clas-
sifier at a 5% significance level. The improvement of performance
is significant and encourages the application of continuous-time
models on in vivo images for the characterization of ultrasound
tissues.
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(a) (b)

Figure 3.11: Scatter plots of normalized CARMA parameters in figure (a) and
ARMA coefficients in figure (b) for several scatterer concentrations. The plane visu-
alized here is given by the first two directions selected by linear discriminant anal-
ysis.

(a) (b)

Figure 3.12: Scatter plots of normalized CARMA parameters in figure (a) and
ARMA coefficients in figure (b) for concentrations [3%,6%,12%]. The plane visual-
ized here is given by the last two directions selected by linear discriminant analysis.

3.9 Conclusion

In this chapter we introduced a new formulation of CARMA mod-
els based on exponential splines. We further proposed a maxi-
mum likelihood estimator for continuous domain ARMA parame-
ters from sampled data. It utilizes the exponential B-spline frame-
work while introducing an exact zero-pole coupling for the sam-
pled process. The relation between the autocorrelation function
and the autocorrelation sequence of the sampled process was in-
vestigated in both time- and frequency domains. Our approach
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relies on the fact that the Cramér-Rao bound can be made arbi-
trarily small by increasing the number of samples while fixing the
sampling interval at an arbitrary value. The likelihood function
of the sampled process was investigated too. In particular, it was
shown that it possesses local minima that originate from aliasing.
The global minimum, however, corresponds to the maximum like-
lihood value.

The only assumptions that were made throughout this work
are that the number of available samples is relatively large and that
the model orders are known, allowing one to replace the whiten-
ing matrix by a digital filter. This approximation was then shown to
be valid when considering expected values of the likelihood func-
tion. Experimental results indicate that the proposed exponential-
based approach closely follows the Cramér-Rao bound for various
aliasing configurations, while imposing no restrictions on sampling
rate values.

Additionally we presented a continuous-time ARMA model for
RF ultrasound signals and proposed an indirect approach to com-
pute CARMA parameters based on the properties of exponential
B-splines. This work includes a comparative study of the proposed
CARMA coefficients and of the traditional ARMA parameters that
are widely used for the analysis of ultrasound images. We perfor-
med experiments on phantom images specifically designed with
various concentrations of scatterers and we focused on the com-
parison of CARMA and ARMA features in terms of discrimination
performances.

Experimental results reveal that the new CARMA features are
able to capture the information about the concentration of scat-
terers more efficiently. Thus, they can be extremely useful for the
characterization of in vivo ultrasound tissues.



Four

IMPROVING STANDARD

PROSTATE BIOPSY PROTOCOL

It is a very sad thing that nowadays there is so
little useless information.

Oscar Wilde (1854-1900)

THE practical application of this thesis is the improvement of
standard prostate biopsy protocols guided by ultrasound, used

in clinical routine as the more reliable tool for prostate cancer di-
agnosis.

During a biopsy examination the urologist removes from 8 to
12 tissue samples, usually with a needle guided by some imaging
tool. Then a pathologist checks for cancer cells. As the bioptic pro-
cedure is generally performed in the doctor’s office with local anes-
thesia, the most preferred guiding tool is transrectal ultrasound.

The current clinical procedure for prostate cancer biopsy has
several limitations, above all due to the variable appearance of can-
cer on ultrasound. Because of this variability, TRUS images visual
inspection is characterized by low specificity. For this reason TRUS
guided biopsy is performed by uniformly sampling the gland with-
out any information about the disease probability of the imaged
tissues.

Nevertheless computer-aided analysis of TRUS images can be
exploited to highlight suspicious regions, providing useful infor-
mation to the physician and guiding the standard prostate biopsy
both as a positioning and detection tool.

As stated in section 1.3, standard image-guided biopsy is not
lesion-directed, but it is based on a systematic sampling of those
regions of the prostate with higher cancer incidence, as the periph-
eral zone. As the disease may present several foci, this standard
procedure is quite inefficient with a detection rate of 25%.

101
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The uniform sampling of some regions of the prostate aims at
maximizing the efficiency of the procedure, but carries some ran-
domness in the selection of cores which can be compensated for
by lesion-directed methods.

The computer-aided analysis of TRUS images proposed in this
work is aimed at improving the current biopsy protocol by mark-
ing the interesting regions and discarding the healthy tissues. As a
consequence, a reduction in the number of unnecessary sampled
cores will be possible by lesion-directed biopsy without losing di-
agnostic power.

An essential requirement for lesion-directed biopsy to be feasi-
ble is that the algorithm performing lesion detection is fast enough
to perform real-time processing. This is necessary to have US bio-
psy sessions as short as the ones performed today and to preserve
the main advantage of the US respect to others imaging modali-
ties: the real time feedback.

Furthermore in order to maximally exploit the current technol-
ogy already present in healthcare institutions and prevent extra
costs due to physician training or longer biopsy sessions, radiol-
ogists must be provided with a fast and user-friendly tool. Non
real-time detection tools are interesting for research purposes but
not appropriate for clinical employment.

In this chapter a tool for real-time Computer-Aided Biopsy (rt-
CAB) is presented and the procedure used to train it on a medi-
cal ground truth is described. rtCAB enhances TRUS video stream
with a false color overlay image, and suggests the physician where
to sample thus reducing the total number of cores.

The proposed detection tool was implemented using parallel
programming on a specific graphic card, such that the recognition
is processed at the same time as the visualization of the standard
US video sequence, generally acquired at 24-50 fps.

On the contrary, the training of the detection algorithm, which
is not included in the classification task performed during biopsy,
is implemented using Matlab™.

4.1 Database collection

The main limits preventing the realization of an automatic detec-
tion tool in ultrasound imaging are the non standard orientation
of the images and the absence of a public database for algorithms
testing and validation.
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The current TRUS guided biopsy protocol overcomes the prob-
lem of free US image orientation, in fact it exploits a standard visu-
alization of the gland which appears in a fixed region of the image
with a fixed position with respect to the biopsy needle. This pro-
vides robust clinical references for images interpretation.

In order to train the detection tool for suspicious regions recog-
nition, a large TRUS video sequences database was collected in
collaboration with the department of Urology of S. Orsola Hospi-
tal in Bologna. A ground truth database was realized, by recording
radio-frequency US video sequences during biopsy sessions since
November 2009.

The probe used during the sessions is an Esaote™EC123, em-
ployed with US central frequency of 7.5MHz, as in the study de-
scribed in chapter 2. The dataset employed in this work contains
about 400 video sequences, one for each sampled core, belonging
to 42 patients. This ground truth is continuously updated and in-
creased, alongside the proceeding of the research project, and so
far about 1000 US video sequences belonging to 120 patients have
been recorded.

The histopathological analysis of each core performed by an
expert physician provides information about the pathological state
of the imaged tissue, reporting, in case of disease, the percentage
of tumour in the core and the corresponding Gleason score.

Additionally the PSA value, the DRE result, the prostate volume
and the patient clinical history are likewise recorded to complete
the ground truth database. Table 4.1 shows the list of the different
typologies of tissue collected in the database and the number of
cores belonging to each category.

An example of the form used during biopsy sessions, which will
be filled with clinical information, DRE and TRUS analysis results,
is shown in figure 4.1.
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Table 4.1: Ground Truth Dataset

code # cores Description Label

M 18 Cores with tumour percentage ≥ 70% Malignant
UM 46 Cores with tumour percentage < 70% Unknown
BB 143 Benignant prostate tissue1 Benignant
BB* 36 Other benignant tissue1 Benignant
BM 81 Benignant prostate tissue2 Benignant
BM* 39 Other benignant tissue2 Benignant
U 40 Precancerous lesions:

Prostatic intraepithelial neoplasia PIN(26)
Atypical small acinar proliferation ASAP(14)

Unknown

TOT 403 Total number of cores
42 patients (22 pathological)

1 from healthy patient
2 from unhealthy patient

Although several video sequences are available for each exam-
ined patient, only a small portion of the ultrasound image is used
in this study. Since the only certain pathological information is
in the cylinder sampled by the needle, it is necessary to select the
very region covered by the needle profile in the frames preceding
the insertion.

The detection of the biopsy needle position is easily perfor-
med in the frames where the insertion is visible, due to the high
reflectivity of the needle and its fixed location. This information
is used in the frames preceding the insertion to select the core re-
gion, which is then segmented in 20 ROIs of size 101×11. Only the
ROIs included in the core region are used in this study, since there
is no sure knowledge about the tissues not submitted to patholo-
gical analysis.

In particular automatic needle region segmentation is possible
in the scan-converted space by analysing the arithmetical differ-
ence between consecutive US frames, after being turned to grey-
level images. Applying a suitable threshold to the difference image
we can detect the frame where needle insertion begins and also
highlight the needle zone.

The application of a threshold to the image given by the differ-
ence between the insertion frame and the previous frame does not
provide a perfect shape of the needle, because of the noisy appear-
ance of US images. What appears in this image is a cluster of small
unconnected regions grouped in the needle zone.
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Figure 4.1: Exemple of form used during biopsy sessions to collect information
about patient history, clinical data and the results of DRE and TRUS examination
performed before and during biopsy.
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(a) (b) (c)

Figure 4.2: Segmentation process for needle region detection. In figure 4.2(a) it
is shown the connection of small regions by Hough transform; the needle edges are
visualised in the scan-converted space in fugure 4.2(b) and in the RF space in figure
4.2(c).

These regions are then connected exploiting the Hough trans-
form [96] and the fact that the needle is a line in the scan-converted
space. Since the needle line is always almost vertical the angle
range for connections search in the Hough transform can be con-
strained to [−20,20] degrees.

Once the needle profile is detected, it is regularised by mor-
phological operations of dilation and erosion. Finally the needle
region contour is outlined by edge detection. The found needle
profile is converted in the RF space where it appears curve and fi-
nally mapped onto frames preceding the insertion to perform ROI
selection. The segmentation process is illustrated in figure 4.2.

In spite of the histopathological analysis, there is still some un-
certainty in the ground truth, due to the unknown distribution of
the tumour in the core. For this reason, only malignant cores with
a tumor covering more than 70% of the sample (category M in ta-
ble 4.1) are used to train the classification system, as it will be ex-
plained in the next section. Furthermore cores diagnosed with
precancerous lesions as PIN and ASAP are ambiguous and can-
not be included in the learning process as healthy or unhealthy
regions. These observations highlights the necessity of a complex
learning scheme also able to deal with unlabelled data.

4.2 Processing and learning scheme

In order to attain real-time processing capabilities, rtCAB makes
use of a twofold signal processing datapath, a schematic represen-
tation of which is depicted in figure 4.3. Along the first branch, the
incoming RF ultrasound signal undergoes envelope detection and
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Figure 4.3: Signal processing flow graph of rtCAB: from left to right the incoming
RF signal undergoes envelope detection, statistical estimation, non-linear projec-
tion onto the feature space and linear classification. Results are scan-converted
and superimposed to the original ultrasound image.

scan conversion; this path has precedence on the second branch
as during prostate biopsy the physician is mostly concerned about
having a real-time video feedback of the organ he is sampling.

According to this requirement, a fast digital envelope detec-
tion algorithm [97] and an high speed digital scan converter [98]
based on bilinear interpolation were chosen. Algorithms were op-
timized and combined to seamlessly perform detection, logarith-
mic compression and conversion in one step. As the chosen en-
velope detection algorithm operates memoryless only on a few in-
put samples, parallel processing techniques were also employed
to further speedup this step. By exploiting the computational re-
sources made available by CUDA™ [99] enabled graphic card, a
processing time around 1 ms was obtained on a GPU with 240 cores
during the conversion of a 2792×250 RF image to a 300×300 pixel
US image.

The second branch is devoted to the classification task. First
a list of ROIs is automatically generated by tessellating the RF im-
age with fixed size rectangular regions. Then, an improved version
of the envelope detection algorithm used in the first branch is ap-
plied to the incoming data. Comparing the output of this stage to
the output of a gold standard, Hilber Transform based, envelope
detector, an accuracy of −49.2dB nRMSE was measured on stan-
dard acquired US data.

Following envelope detection, Nakagami distribution [26] pa-
rameter m and scaling factor Ω, introduced in section 2.1, are es-
timated over each ROI. This distribution can give a good descrip-
tion of RF envelope statistics and is able to well capture different
scattering structures. As discussed in [26], the most discriminant
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Figure 4.4: Comparison of the power series approximation in the ML Nak-
agami estimator and the corresponding Padé Approximant: the proposed solution
is much more accurate, especially for low values of the shape parameter.

feature is the Nakagami parameter: in fact, different values of m

corresponds to different scattering types. Also the scaling factor is
important: by conveying information about the local scatter en-
ergy, its logarithm is strongly related to the log-compressed image
the physicians usually employ to detect prostate cancer.

While estimating Ω is not computational intensive, the ML es-
timation of m requires solving the nonlinear equation
f (m) =ψ(m)−ln(m)=∆ whereψ(m) is the digamma function and
∆ is a quantity depending on data. As no closed form solution is
known for this equation, authors in [100] suggest to asymptotically
expand f (m) by means of a power series with strictly negative ex-
ponents. However a much better approximation can be obtained
by means of Padé Approximants [101]. In fact, substituting f (m)
with its approximant of order (1,2), a rational function in the form
f̂ (m) = p0+p1m

q0+q1m+q2m2 can be used to obtain a closed form ML esti-

mator. Parameters pi and qi were obtained by applying numerical
optimization techniques. As shown in figure 4.4, the proposed so-
lution is much more accurate, especially for low values of m.

The next stage is responsible for the classification of each ROI
as malignant or not malignant basing on both Nakagami distribu-
tion parameters. The main blocks of the classification scheme are
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a non linear feature extraction stage based on Generalized Dis-
criminant Analysis (GDA) with Gaussian kernel[49] and a linear
classification through the Fisher Linear Discriminant (FLD)[35]
with an optimized shift of the decisional threshold.

Classification of each ROI, being each other independent, is
performed exploiting CUDA™ parallel processing acceleration.
The classification of a single 101 × 11 ROI requires a mean time
of 47.6µs while 71.4µs are necessary for a larger 200×20 one. Re-
sults are then superimposed to the scan converted image to form
a malignancy map which helps the urologist during the sampling
procedure.

The classification model selection is based on a two-step learn-
ing scheme. The first step concerns the selection of the training set
and the variance σr b f of the GDA kernel, tuned to obtain the max-
imum sensitivity. The second step optimizes the linear classifier
threshold in order to provide the classification system with maxi-
mum positive predictive value.

The performance statistics considered in the first step are ROI-
based, such that the sensitivity to be optimized is the number of
well classified malignant ROIs over the total number of ROIs classi-
fied as unhealthy in the validation set. The data set for this step in-
cludes only a fraction of the database shown in table 4.1. In partic-
ular, it contains the benignant ROIs coming from healthy patients
(143 BB, 2860 ROIs) and the malignant ROIs belonging to the cores
with tumor volume percentage larger than 70% (18 M, 360 ROIs).
The latter choice is necessary to make negligible the uncertainty
on the distribution of the disease in the core.

In the first step of the model selection, 500 random data sets
of 360 unhealthy and 360 healthy ROIs are generated and sepa-
rated in training set (600 ROIs) and validation set (120 ROIs). For
each data set, a cross-validation over 30 values ofσr b f , equally dis-
tributed between 0.1 and 6, is performed. The output of the model
selection step is constituted by the training set [X̂tr n , ĉtr n ], includ-
ing the selected matrix data X̂tr n and the corresponding classes
ĉtr n , and the GDA kernel variance σ̂r b f corresponding to the max-
imum sensitivity in the classification of the validation set. The pro-
cess for the first part of the learning scheme is shown in algorithm
4.1.

The choice of sensitivity as ROI-based criterion to select the
model is arbitrary: accuracy, specificity and PPV may be used as
well. Other criteria were also tested and the sensitivity was chosen
as the metrics providing the best core-based classification perfor-
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Algorithm 4.1 Training set and GDA parameter selection
[Xtr n , ctr n ]: training set data matrix and labels
[Xval , cval ]: validation set data matrix and labels
for i t er = 1 to 500 do

select random [Xtr n , ctr n ] and [Xval , cval ]
for σr b f = 0.1 to 6 do

Train on [Xtr n , ctr n ] using σr b f as GDA kernel variance
Test on [Xval , cval ]
Compute ROI-based Accuracy: ACC([Xtr n , ctr n ],σr b f )

end for

end for

Output: ([X̂tr n , ĉtr n ], σ̂r b f ) = arg maxACC([Xtr n , ctr n ],σr b f )

mance as it will be shown next.
In the second step of the learning process the threshold of the

FLD is tuned according to core-based statistics in order to maxi-
mize the PPV of the classification model over the whole dataset.
The training set for this step is composed of all the cores (benig-
nant, malignant and unknown) of all the 22 unhealthy patients for
a total of 204 cores.

Using the classification model selected in the previous step, a
cross-validation is performed on the values of the threshold vary-
ing between the minimum and the maximum value of the FLD
discriminant function. The number of thresholds considered is
1000, ranging from a model with 100% ROI-based specificity and
a model with 100% ROI-based sensitivity. For any value of the
threshold, the classification model is applied to the 204 cores and
some core-based statistics are computed for each patient. In this
case a core is considered unhealthy if at least one of its ROIs is clas-
sified as malignant.

As a consequence a core-based true positives value (TP) is the
number of malignant cores correctly classified; likewise the core-
based false positives value (FP) is the number of misclassified be-
nignant cores. As stated in section 1.2, the PPV value is given by

T P
T P+F P

and represents the probability of prostate cancer positive-
ness of a pathological gland according to the detection tool.

The final value of the threshold is selected as the one provid-
ing the largest median PPV over all pathological patients. Whether
there are several threshold values corresponding to the maximum
PPV, the highest value is selected in order to maximize the sensi-
tivity SE constrained to the PPV maximization. The second step of
the learning scheme is shown in algorithm 4.2.
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Algorithm 4.2 Threshold selection
t h = 0 initial threshold at zero
C classification model defined by ([X̂tr n , ĉtr n ], σ̂r b f , t h)
d : FLD discriminant function
for t h = min(d ) to t h = max(d ) do

for pat ient = 1 to 22 do

Classify by C any core of this patient
Compute core-based PPV(pat ient , t h)
Compute core-based SE(pat ient , t h)

end for

end for

PPVm (t h)= med (PPV(pat ient , t h)) median over patients
Set ˜t h = arg maxPPVm (t h)
if ˜t h not unique then

ˆt h = max( ˜t h) corresponding to the largest SE
else

ˆt h = ˜t h → SE constrained to PPV
end if

Output: ˆt h

4.3 Classification results

The described learning scheme selects a threshold for the classifi-
cation model providing a median sensitivity of 100% and a median
PPV of 39%, as shown in figure 4.5.

The standard double sextant biopsy is equivalent to consid-
ering all the sampled cores as a priori malignant, thus it is char-
acterized by a PPV over the studied data set of 24%. Therefore
the proposed classification scheme improves the positive predic-
tive value of 65% without losing diagnostic power. In fact, called
ppv0 the PPV of the TRUS guided biopsy, the probability of cor-
rectly diagnosing prostate cancer after extracting N0 cores, can be
computed as 1− (1− ppv0)N0 . Since the PPV of rtCAB in guiding
biopsies, ppv1, is higher than ppv0, the number of cores may be

reduced keeping the same diagnostic power: N1 = N0
log(1−ppv0 )
log(1−ppv1 ) .

Consequently, according to the results of this study, it is possible
to achieve the same diagnostic value of a standard prostate biopsy
(8-12 cores), with no more than 7 cores in rtCAB guided biopsy.

4.4 The future

The detection tool rtCAB can be further improved by adding more
ultrasonic features to Nakagami parameters and by assuring their
real-time computation. Interesting attributes, which can improve
performance detection by keeping low time consumes, are the
Unser textural features, described in appendix A.
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Figure 4.5: Learning process results. figure 4.5(a) shows the core-based PPV of
the classification system. At right the color bar shows the color coding for the sen-
sitivity and PPV values. figure 4.5(b) shows the core-based sensitivity of the classi-
fication system for any patients, listed on the y-axis with their representative code.
The x-axis represents the 1000 threshold values, while its optimal value is marked
by a vertical line. figure 4.5(c) shows the median results over all patients.

When performance results will be clinically satisfactory on a
ground truth dataset containing about 100 pathological patients,
the designed detection tool will be installed on a machine for ultra-
sound acquisition, giving complete freedom to radiologists of tun-
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Figure 4.6: Interface for real-time lesion detection proposed to radiologists to be
used during prostate biopsy.

ing detection characteristics and location through a user-friendly
graphical interface. An example of such interface is shown in fig-
ure 4.6.

A double screen or a double window on the machine display
will provide both the malignancy map visualised on the US im-
age and the traditional B-mode signal as imaged in standard ma-
chines. Radiologists will thus receive on-line information about
suspected regions and will choose, according to his experience, the
cores of the gland to sample.

Once a prototype machine will be ready to use, a clinical trial
will be performed on new patients, analysing both the standard
double sextant sampled cores and the targeted cores obtained by
rtCAB examination. The results of the clinical trial will show the
actual efficiency of the new US-guided lesion-directed protocol for
prostate biopsy.

4.5 Conclusion

TRUS guided biopsy is a fundamental step in the current clinical
procedure for prostate cancer diagnosis. So far TRUS images have
been used to correctly position the probe during biopsy, while the
information extracted from TRUS images, which can be very use-
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ful in detecting suspicious regions, has never been systematically
exploited to guide biopsy. The standard double sextant biopsy pro-
tocol equally samples the gland, randomly selecting the tissues to
be analyzed. This procedure does not take into account the risk
of sampling a possibly benignant core, not significant for cancer
detection.

In this work we propose a real-time Computer Aided Biopsy
tool, which employs Nakagami parameters extracted from TRUS
images to detect suspicious regions and guides prostate biopsy.
The proposed detection tool uses a non linear classification pro-
cess which takes advantage of Nakagami parameters computed
through an original Padé Approximant estimator. The non linear
classification algorithm was trained on a 400 cores ground truth
database, collected thanks to the department of Urology at S. Or-
sola Hospital in Bologna. In addition, the resulting algorithm was
implemented through CUDA parallel processing and it is charac-
terized by a frame rate of 30 fps, suitable for a clinical application.

The proposed rtCAB is able to reduce the biopsy core number
from 8-12 to 7, preserving the same diagnostic power of a classical
double sextant protocol.



CONCLUSIONS

THE research activity presented in this work was developed dur-
ing a PhD program at University of Bologna in Italy from 2008

to 2010 and was partly carried out at École Polytechnique Fédérale
de Lausanne in Switzerland.

This research focused on ultrasound image processing for tis-
sue characterization with the purpose to support minimally inva-
sive detection of pathologies. An important clinical target has been
the spine of the different studies proposed in this thesis: the real-
isation of a lesion-directed ultrasound-guided biopsy to improve
the detection of prostate cancer. For this reason the research ac-
tivity described in this work was conducted side by side with the
researchers of the department of Urology of S.Orsola hospital in
Bologna.

As the investigated problem is the discrimination by a binary
classification scheme of benignant tissue and a tissue diagnosed
with adenocarcinoma, most of the experiments performed
throughout the research activity were based on medical ground
truth derived from biopsy findings. The classifier takes advantage
of some characteristics of ultrasound signals, examined on med-
ical ground truth, to type imaged tissues. Several aspects of this
problem were investigated in this work: i) the ultrasound image
analysis techniques to improve characterization performance, ii)

the design of an appropriate learning scheme on medical ground
truth to assure a good quality classification, ii) the modeling of ul-
trasound signal to design new features useful for tissue characte-
rization, iv) the optimization of the developed techniques for real-
time computation to allow their clinical employment.

The first part of this thesis concentrated on biomedical image
analysis techniques involved in the tissue characterization proce-
dure. Here it was proposed to include a pre-processing deconvo-
lution step in the traditional procedure before the extraction of ul-
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trasonic characteristics from the signal. This additional step was
shown to improve the diagnostic skill of ultrasonic features, allow-
ing a better discrimination between healthy and pathological tis-
sues.

The second part of the work focused on ultrasound signal mod-
eling. In particular it was proposed to use a sampled continuous
domain autoregressive moving average model to fit the ultrasound
data. This modeling provides the possibility to analyze the be-
haviour of the continuous-time signal which is than sampled in
the acquisition process to provide the actual available data. In or-
der to derive information about the continuous-domain signal, it
was proposed a new mathematical formulation of CARMA process
based on exponential B-splines. These functions, appropriately
designed, allow to restore by interpolation the continuous time
signal from the information about its samples. In addition, a novel
maximum-likelihood CARMA identification algorithm based on ex-
ponential B-splines was proposed. This algorithm exploits an ex-
act discretization of CARMA model and does not introduce any ap-
proximation or assumption on the sampling interval. It is, thus,
able to provide good estimates of CARMA process parameters also
in aliasing conditions and it can be useful in several image pro-
cessing applications. Since in ultrasound applications the sam-
pling frequency is quite high, there is no risk of aliasing and a sim-
pler CARMA identification was also proposed for this case. Thanks
to the presented techniques CARMA parameters can than be ex-
tracted from the ultrasound signal. A study performed on phan-
tom images showed that these new continuous-time descriptors
are more efficient than traditional discrete-domain ARMA param-
eters in characterizing the concentration of small particles in ul-
trasound images, called scatterers and responsible of ultrasound
pulse diffraction.

Finally a clinical study was conducted on a large medical da-
tabase to assess the feasibility of the improvement of the standard
prostate cancer biopsy protocol by image processing techniques.
The developed techniques were optimized for speed up and im-
plemented on a GPU enabled with CUDA™architecture in order
to allow the ultrasound image processing to run in parallel with
the real-time visualization of B-mode echo. The result of this part
of the research is the development of a real-time Computer-Aided
Biopsy tool working at a frequency rate compatible with standard
ultrasound machines and providing radiologists with a visual ma-
lignancy map, displayed on standard B-mode. This tool allows to
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perform a lesion-detected biopsy with the same diagnostic power
of the standard prostate biopsy protocol, but with a reduction in
the number of cores to sample from 8-12 to 7.

Future research will be targeted to the improvement of the clas-
sification scheme on a larger medical database with the addition of
textural features and to the installation of the rtCAB tool on a stan-
dard machine in order to start a clinical trial at S.Orsola hospital.

Another aspect to take care of is a faster implementation of the
deconvolution algorithm and its assessment on a large medical da-
tabase for a future inclusion of this pre-processing step in the rt-
CAB processing.

In addition, further investigations should be performed in or-
der to validate the usefulness of continuous-domain ARMA pa-
rameters on in vivo images to characterize biological tissues.

Finally, a delicate aspect of this research is the presence in the
medical database of regions on which we cannot obtain full knowl-
edge. Precancerous lesions, as well as regions with a very small
tumour percentage, cannot be treated as labelled data. For this
reason, and in order to capture as much information as possible
from the medical ground truth, we are also investigating the prop-
erties of semi-supervised classification approaches to improve tis-
sue characterization performances.





A

FEATURES FOR ULTRASONIC

TISSUE TYPING

The multi-feature approach used in this work, based on attributes
of different nature, will be briefly described in the following para-
graphs. In general, every single group of features produces several
attributes, but, as described in section 2.1, a correlation analysis
performed on each group provides a selection of attributes from a
certain set. Once an output feature image is obtained, a statisti-
cal parameter is computed on feature values in each ROI to have a
local information.

Wavelet Transform: this feature groups the wavelet packet co-
efficients of the RF signal, decomposed in four bands. According to
the correlation analysis only the first and third bands coefficients
are considered meaningful.

Polynomial Fit of Wavelet Packet Transform: the computa-
tion of this feature consists of the extraction of the four bands de-
composition WT coefficients of the RF signal. The second step is a
fitting of the computed WT coefficients for each point of RF signal
with a third order polynomial [28]. The result is a projection of the
WT coefficients in a lower dimensionality space. Only the second
order coefficient is considered meaningful by correlation analysis.

Wavelet Decomposition: this feature consists on the decom-
position of RF signal in its coherent and diffuse parts [44]. The
RF signal is modelled as the sum of a diffuse component, due to
the interaction of the pulse with resolvable scatterers, and a dif-
fuse component due to the randomly located unresolvable scat-
terers. When a coherent component is present in time, the scale-
averaged wavelet power is characterized by larger peaks, used to
detect the time location of coherent scatterers through threshold-
ing. The coherent component is then reconstructed according to
the model, through the superposition of Gaussian modulated si-
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nusoids. The diffuse component is derived from the difference of
the RF signal and the coherent component. An inverse wavelet
packet transform is applied to both coherent and diffuse signals
and the coefficients in the 8th and 9th node of the packet wavelet
tree are used as attributes. The generated feature set is then com-
posed of four features but, according to correlation analysis, just
the mean of the third parameter, WDES Diff. Proj. n.8, is meaning-
ful for classification purposes. The name WDES indicates the used
decomposition algorithm: wavelet-based despeckling [102].

Central Frequency: this feature is an estimate of the mean cen-
tral frequency of the RF signal. According to the algorithm based
on amplitude spectrum magnitude, the integrated backscatter co-
efficient is first evaluated as an average of the PSD of the RF signal,
computed by means of FFT. Next, the mean central frequency is
estimated as the first order momentum of RF signal PSD, i.e. it is

computed as
∑

BW f ∗P SD( f )
∑

BW P SD( f ) =

∑

BW f ∗P SD( f )
I BS .

Attenuation: this group of features is based on the main idea
that slope and intercept of the linear fitting of the RF signal central
frequency are measures of signal attenuation and thus of backscat-
ter [20]. The first step to compute this feature consists of RF sig-
nal PSD evaluation, which can be performed through several al-
gorithms: zero crossing applied on a sliding window, FFT, fitting
with an auto-regressive (AR) model of a certain order. In the last
method the meaningful frequencies corresponding to non trivial
maximums and minimums of the AR spectrum can be computed
analytically since they only depend on AR coefficients. A last way
to compute this attenuation features is based on modified PSD
whose linear trending is removed and a smoothing procedure is
applied to minimize the variance of spectral slope estimation [103].
After PSD estimation, the central frequency over the signal and its
linear fitting are computed. The whole feature set contains 18 at-
tributes but the correlation analysis select 13 of them, privileging
computation based on AR model. In particular, in the ranked fea-
ture sets in Table 2.2, only the intercept of central frequency fitting
in the case of 2nd order AR model estimated through Burg method
(Intercept_AR(2) burg) and the intercept of the second frequency
extracted in the 3r d order AR model computed through a LMS pro-
cedure (Intercept2_AR(3) lmsd) are selected.

B-mode: this single attribute represents the B-mode value of
the analyzed RF signal, computed through its Hilbert Transform.

Nakagami: this group of features comes from a statistical model
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of the RF signal based on the Nakagami distribution. Shape and
scale parameters of Nakagami distributions estimated on the RF
signal are shown to be correlated to the density and intensity of
scatterers and can be computed through estimation of some RF
signal statistical moments [26]. The attributes used in this work
are the logarithm of the shape and scale parameters computed on
the envelope of the RF signal (Nakagami logm and Nakagami lo-

gOmega). The same parameters can be extracted from the coher-
ent and diffuse components of the RF signal. Correlation analysis
selects shape and scale parameters when they are extracted from
the RF signal, while only the scale parameter (Naka w Diff. Proj.

n. node_number, Naka w Coher. Proj. n. node_number) is selected
when these attributes are extracted from the RF signal diffuse and
coherent component, thus this feature set contains four different
attributes.

Statistic: both the mean and the variance of the pure RF signal
in each ROI are considered by the correlation analysis as important
attributes for diagnostic purposes. Thus these feature set contains
two different attributes.

Haralick: this textural feature contains statistical attributes gen-
erated from co-occurrence matrix of the ROI in the direction of
45◦ [30]. Several different statistical parameters can be computed
from the co-occurrence matrix in each direction, but the correla-
tion analysis selects as meaningful features only four of them: sum
of squares (Haralick Sum of Squares), correlation, entropy and av-
erage of the histogram of the sum of grey levels.

Unser: this feature contains statistical attributes generated from
histogram of the sum and difference of grey levels in the ROI [31].
Nine statistical parameters can be computed from sum and dif-
ference histogram: mean, variance, contrast, homogeneity, cluster
shade, cluster prominence, energy, correlation and entropy. These
measures can be replicated on all the four angular directions (0◦,
45◦, 90◦, 135◦), giving a total of 36 attributes. Correlation analysis
selects the following attributes: mean for the horizontal direction,
correlation for the direction of 45◦, mean and contrast for the ver-
tical direction and correlation, cluster prominence, entropy and
homogeneity for the direction of 135◦, providing a 9 attributes fea-
ture set.

Fractal: this group of parameters is based on computation of
progressive binarized versions of the B-mode image [32], [36] ob-
tained through ten different binary thresholding operations. Lat-
tice of different grid size highlights the number of squares contain-
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ing active pixels, expressed through the lattice size and the fractal
dimension. Finally, fractal features are computed through linear
regression of the number of active squares with respect to the lat-
tice size. Both slope (Alpha) and intercept (Beta) are used as fea-
tures, providing 20 different fractal attributes, named Fractal(1) Al-

pha/Beta num_attribute. A different kind of fractal feature is based
on a sequence of imaginary extensions of original image toward
upper and lower grey levels, considered as surfaces of a volume
with a certain radius surrounding the original image [104], [36].
The surface area contains information about the difference of two
subsequent extended images and it is expressed through fractal di-
mension and volume radius. Choosing ten different radius values
and performing a piece-wise linear regression of the surface area,
the derived slopes (Alpha) and intercepts (Beta) are used as tex-
tural features. This fractal feature provides 20 more different at-
tributes, named Fractal(2) Alpha/Beta num_attribute. Correlation
analysis selected 7 attributes from the first group of fractal features
and 9 from the second group, providing a set of 16 features.



B

STATE OF THE ART IN TISSUE

CHARACTERIZATION

The technical characteristics of previously published methods for
prostate tissue characterization, discussed in chapter 2, are sum-
marized in table B.1 in order to show a complete framework about
the state of the art in ultrasound-based computer-aided detection
techniques.
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Table B.1: Published methods for ultrasound-based prostate tissue characterization

Work Dataset Techniques Results

Author Year Gold
Standard

# images/
# patients

Malign/
Benign

# ROIs Image size ROI size Train/Test Segmentation Features Feature
selection

Classifier SE SP Acc Az

Basset [16] 1993 biopsy 37/16
6/10 patients

37 512×512 1.45 cm2 -/- rectangular
around
needle

Textural no one
parameter

decision tree

83 71 - -

Huynen [17] 1994 biopsy 98/51
46/5 patients

- 512×512 3×3 mm2 66/32 rectangular
around
needle

Textural no multi-
parameter

decision tree

80 88.20 - -

Houston [18] 1995 biopsy 25/25 11/14
patients

25 512×512 121×20 -/- rectangular
around
needle

Textural no Decision tree 73 86 80 -

Schmitz [19] 1999 prostatectomy 200/33
33/0 patients

3400 -
128×16
0.1 cm2

32/1 -
acoustical

and textural

SFS on
Mahalanobis

distance

- 82 88 - -

Scheipers [20] 2003 prostatectomy -/100
40517/129967

ROIs

170000 -
128×16
0.1 cm2

99/1
manual by
radiologist

attenuation,
scattering,

textural

ROC area
based

wrapper

2 parallel
neuro-fuzzy

systems

- - 75 86

Feleppa [21] 2004
biopsy and

prostatectomy

-/200
110/909 ROIs

1019 - 64×64 180/20 -
spectral and
clinical data

- artificial
neural

network

- - 80 85

Mohamed [22] 2005 physician
visual

inspection

33/20
20/0 patients

96 - irregular 80/16
Gabor filter

Textural
mutual

information

SVM 83.3 100 93.75 -

Llobet [53] 2007 biopsy 4593/289 4593 384 × 288
2500 pixels

202/87
patients

rectangular
around
needle

Textural no hidden
Markov
model

68 53 61.6 60.1

Mohamed [23] 2008 physician
visual

inspection

33/20
20/0 patients

108 - irregular 90/18
Gabor filter

PSD,
rotational
invariance
technique

Particle
swarm

optimization

SVM 83.3 100 94.4 -

Han [24] 2008 - 51/51
51/0 patients

200 350 × 300 25 × 25 5/46 thresholded
histogram

equalization

textural,
location,
ellipticity

no SVM 92 95.9 - -

HistoScanning™[54] 2009 prostatectomy 29/29
29/0 patients

- 3D 0.08 cm2 15/14 - statistical -
integration of
3 algorithms

95 - - -



C

INITIAL CONDITIONS IN

CARMA ESTIMATION

The task of band-pass power spectrum allocation is repeatedly re-
quired by the algorithm of section 3.5. Each such allocation corre-
sponds to a single local minima extraction and it is based on equat-
ing the derivative of the power spectrum Φ(s;θ) to zero while sub-
stituting s = jωk , where ωk is the required frequency of maximum
response. The coefficients of ΦL(s) are then obtained by numeri-
cal minimizing the derivative value at ωk . The initial value for the
innovation variance is determined by the autocorrelation function
of the model, which is the inverse Laplace transform of the power
spectrum, and by the variance of the available data. A description
of the allocation workflow is given in Figure C.1.
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Figure C.1: Allocating initial conditions. Every local minima of the likelihood
function (3.49) is obtained by a different set of initial conditions. This workflow is
part of the estimation algorithm of Figure 3.5.



D

NON SYMMETRIC EXPONENTIAL

B-SPLINES

Considering a LTI operator Ls,r representing a the whitening model
of a CARMA process of orders (p, q) with poles s and zeroes r, an
exponential spline ([105, 56, 57]) is defined as

s(t) =
∑

k∈Z

a[k]h(t − tk ;s,r) (D.1)

where h(t ;s,r) is the Green function of Ls,r. The function s(t) can
be reconstructed in exponential B-spline basis, more appropriate
descriptor thanks to their compact support unlike the Green func-
tion:

s(t)=
∑

k∈Z

c[k]β(t −k;s,r) (D.2)

The exponential B-spline is a combination of shifted and scaled
version of the Green function and can be defined by applying a
localization operator ∆s to the Green function itself:

β(t ;s,r) =∆s{h(t ;s,r)} (D.3)

The localization operator is defined in the Fourier domain:

∆(ω;s) =
p
∏

k=1
(1−e− jω+sk ) (D.4)

As the Green function is, by definition, the impulsive response of
the inverse operator L−1

s,r , its Fourier transform is the CARMA sys-
tem transfer function (3.9). Thus the Fourier transform of β(t ;s,r)
is

β̂(ω;s,r)=
p
∏

k=1

1−e− jω+sk

jω− sk

q
∏

k=1
jω− rk (D.5)
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In this context the Green function h(t ;s,r) can be expressed as
an exponential spline:

h(t ;s,r) =
∑

k∈Z

p[k;s]β(t −k;s,r) (D.6)

where the coefficients of the interpolation present the following z-
transform:

P−
d (z;s)=

1
∏p

k=1(1−esk z−1)
(D.7)

The autocorrelation function ϕ(t ;s,r) of the CARMA process
can be expressed in function of exponential B-splines:

ϕ(t ;s,r) = σ2h(t ;s,r)∗h(−t ;s,r)

= σ2 ∑

k∈Z

p[k;s]β(t −k;s,r)∗
∑

k′∈Z

p[k ′;s]β(−t −k ′;s,r)

= σ2 ∑

k∈Z

p[k;s]
∑

k′∈Z

p[k ′ ;s]β(t −k;s,r)∗β(−t −k ′;s,r)

= σ2
p
∏

i=1
esi

∑

k∈Z

p[k;s]
∑

k′∈Z

p[k ′ ;s]β(t −k;s,r)∗β(t +k ′
+p;−s,−r)

The last passage is possible thanks to the symmetry property
of exponential B-splines [56]. In addition the convolution of two
exponential B-spline is still an exponential B-spline with as coef-
ficients the full set of parameters of the first and the second spli-
nes. In this case the resultant exponential B-splines has parame-
ters −s,−r : s,r, where the symbol : indicates the union of coeffi-
cients. This property leads to the following development:

ϕ(t ;s,r) = σ2
p
∏

i=1
esi

∑

k∈Z

p[k;s]
∑

k′′∈Z

p[k −k ′′
−p;s]β(t −k ′′;−s,−r : s,r)

= σ2 ∑

k′′∈Z

p̃[k ′′
+p;−s : s]β(t −k ′′;−s,−r : s,r) (D.8)

The definition of the autocorrelation function of a CARMA process
and its spectrum depends on the symmetric exponential B-splines
β(t −k ′′;−s,−r : s,r), which was for this reason introduced in sec-
tion 3.2. In particular, since considering all parameters (−s,−r :
s,r) is redundant, because they are opposite each other, in sec-
tion 3.2 we take a single parameter vector θ representing poles
and zeroes of the system. Unlike (3.29), here Φd (z,θ) =σ2Pd (z;θ) ·
Bd (z;θ) uses some slightly different definitions of Pd (z;θ)
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and β(t ;θ). The definition of Pd (z;θ) as z-transform of interpo-
lation coefficients p̃[k] in (D.8) is as follows

Pd (z;θ) =
zp ∏p

k=1 esk

∏p

k=1

(

1−esk z
)(

1−esk z−1
) (D.9)

Asβ(t ;θ) =F
−1

{

β̂(ω;s,r) · β̂(ω;−s,−r)
}

, let us consider directly the
definition of β̂(ω;θ) in the frequency domain:

β̂(ω;θ) =

q
∏

k=1
( jω− rk )( jω+ rk ) ·

p
∏

k=1

(1−e− jω+sk )(1−e− jω−sk )

( jω− sk )( jω+ sk )

= (−1)q
p
∏

k=1
e− jω−sk ·

q
∏

k=1
( jω− rk )(− jω− rk ) (D.10)

·

p
∏

k=1

(1−e jω+sk )(1−e− jω+sk )

( jω− sk )(− jω− sk )

These definitions allow to define the alternative expression for
the variance of the innovation signal of the sampled CARMA pro-
cess expressed in corollary 1.
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Chapter One. Background

Symbol Meaning

x: generic ROI feature vector of length N f

xi : i-th feature of a ROI
N f : number of features
x[n, m]: 2D image data
w [n, m]: 2D tissue response
H(.): acquisition system convolution operator
h[n, m]: acquisition system point spread function
µ[n, m]: additive noise corrupting tissue response
xk : k-th ROI feature vector of length N f

ck : k-th ROI class label
f (x): generic predictive model
w: linear classifier coefficients vector
b: linear classifier trained threshold
αi : coefficients for support vector linear predictive model
φ(.): non linear mapping for kernel-based classification
K(., .): kernel function
z: remapped ROI feature vector in kernel space
sv : set of reference feature vectors
ai : i-th coefficient for kernel-based classification rule
σ2

r b f
: variance of radial basis function kernel

J : Mahalanobis distance operator
µi : intra-class mean value of samples belonging to class i

Σi : covariance matrix of samples belonging to class i

T P : number of well classified unhealthy (positive) samples
F P : number of bad classified healthy (negative) samples
T N : number of well classified healthy (negative) samples
F N : number of bad classified unhealthy (positive) samples
ACC : number of well classified samples over the total
SE : number of well classified unhealthy samples over all the unhealthy ones
SP : number of well classified healthy samples over all the healthy samples
PPV : n. of w. c. unhealthy samples over the samples classified as unhealthy
N0 : number of cores in standard prostate biopsy protocol
ppv0 : PPV of standard prostate biopsy protocol
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Chapter Two. Ultrasound image analysis and

interpretation

Symbol Meaning

S: ROI-based feature data matrix, feature set
fi : i-th feature vector of length NROI
N : number of features
NROI : number of regions of interest
Npi xel : number of pixels
c: data class vector of length NROI
D(., .): feature set relevance with respect to class
R(.): feature set redundancy
I (., .): mutual information of feature set with respect to the class
C : K-means output segmented image, clustering of pixels
K : number of clusters for segmentation
d (., .): generic distance between pixels
Xi : feature vector of the i-th pixel of length N f

Xi , j : j -th feature value for the i-th pixel
X: pixel-based feature data matrix of size Npi xel ×N f

W (.): energy function of K-means algorithm
yk : k-th cluster center
Σ: final estimated segmented image
P(Σ): a priori probability of segmented image
P(Σ|X): a posteriori probability of segmented image, given the observed data
P(X|Σ): probability of the observed data conditioned to the segmented image
Ci = k: assignment of class k to pixel i by K-means
Σi = k: final assignment of class k to pixel i

µk
i , j

: mean value of Gaussian distribution modelling j -th feature value

σk
i , j

: standard deviation of Gaussian distribution modelling j -th feature value

U (.): functional to minimize by segmentation algorithm
V (.): Markov Random Field potential function
δi : set of pixels in the neighbourhood of pixel i

x[n]: RF discrete signal
w [n]: true tissue response
h[n]: acquisition system point spread function
ǫk : predictive deconvolution coefficients
x̂[n]: estimated prediction of x[n]
e[n]: discrete innovation signal, estimated tissue response
E (., .): predictive deconvolution error function
ǫ: predictive deconvolution coefficients vector
λ: predictive deconvolution forgetting factor
F : feature space
φ(.): non linear mapping
x: generic feature vector of one ROI
z: mapped ROI feature vector
w: linear classifier coefficients vector
b: linear classifier trained threshold
DF (.): Fisher criterion
SB : between-class scatter matrix for mapped data
SW : within-class scatter matrix for mapped data
K(., .): kernel function

Appendix A. Features for ultrasonic tissue typing

f : frequency
PSD( f ): power spectral density of RF signal
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Chapter Three. A CARMA model for ultrasound signals

Symbol Meaning

f (x ; y1, y2): continuous-time function f is expressed in x

and depends on parameters y1 and y2
f [n; y1 , y2]: discrete-time sequence f is expressed in n

and depends on parameters y1 and y2
ω: radial frequency [rad/time-unit] in Fourier transform

or normalized frequency [rad/sample] in DTFT
x[n]: RF signal, discrete ARMA process
x: discrete ARMA process samples vector
ck : AR coefficients of x[n]
dk : MA coefficients of x[n]
x(t ): continuous-time ARMA process, continuous-time RF signal
w(t ): continuous-time ARMA model innovation signal, CD tissue response
D : continuous-time derivative operator
A(D): LTI operator (AR part)
B(D): LTI operator (MA part)
σ2: variance of continuous-time innovation signal
p : order of A(D)
q : order of B(D)
θ: CARMA process parameters vector
rk : zeros of CARMA model
sk : poles of CARMA model
r: vector of CARMA model zeroes
s: vector of CARMA model poles
θ0: CARMA process real parameters vector
ak : coefficients of A(D)
bk : coefficients of B(D)
ϕ(t ): CARMA process autocorrelation function
ϕ[n]: sampled CARMA process autocorrelation sequence
Φ( jω): power spectrum of x(t ); Fourier transform of autocorrelation function
Φ(s): Laplace transform of ϕ(t )
Φd (e jω): power spectrum of x[n]; DTFT of sampled autocorrelation sequence
Φd (z): z-transform of ϕ[n]
h(t ): CARMA system impulse response
ĥ(ω): CARMA system transfer function
αk : coefficients of partial fraction decomposition of Φ(s)
β(t ): exponential B-spline
β[n]: samples of exponential B-spline
∆(s): Laplace transform of localization filter
p[n]: φ(t ) interpolation coefficients in exponential B-spline basis
Pd (z): z-transform of the sequence p[n]
Bd (z): z-transform of the sequence β[n]
β̂d (ω): DTFT of the sequence β[n]
β̂(ω): Fourier transform of β(t )
Hd (z): ARMA model given by sampling of CARMA model
σ2

d
: discrete-time innovation signal variance in sampled CARMA model

ρk : poles of ARMA model
νk : zeroes of ARMA model
B

−
d

(z): causal part of Bd (z)
B

+
d

(z): anti-causal part of Bd (z)
P−

d
(z): causal part of Pd (z)

P+
d

(z): anti-causal part of Pd (z)
η(t ): fundamental interpolation kernel of sequence ϕ[n] to rebuild ϕ(t )
Ik,l (θ): element of Fisher information matrix
T : sampling interval
N : number of samples of discrete process
pd f (x): probability density function of x

Σ: autocorrelation matrix of x
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|Σ|: determinant of Σ
l (θ; x): likelihood function of the model to data x

l̃(θ; x): approximation of l (θ; x)
Gd (z): inverse of digital filter Hd (z)
gθ [n]: coefficients of digital filter Gd (z)
κ(θ): corrective term of log-likelihood approximation
c[n]: Fourier coefficients of logarithm of ARMA spectrum
L[m, n]: lower triangular matrix describing filter gθ
TM : infinite Toeplitz matrix describing ARMA spectrum
tM [n]: sequence associated to the matrix TM

l̃W (θ; x): Whittle approximation of log-likelihood function
x̂d (ω): DTFT of x

ǫ(ak ): estimation error over parameter ak
âk,n : estimation of parameter ak in the n-th experiment
ωpeak : frequency at which Φ(ω) is maximum
ωmax : frequency at which Φ(ω) is at −10 dB respect to Φ(ωpeak )
Tmax : sampling time corresponding to frequency ωmax

a: vector of coefficients ak of continuous-domain AR part
b: vector of coefficients bk of continuous-domain MA part
c: vector of coefficients ck of discrete-domain AR part
d: vector of coefficients dk of discrete-domain MA part
dk (s, r): coefficients of the casual polynomial of Bd (z)
d(s, r): vector of coefficients dk (s, r)
J[x,y] : Mahalanobis distance between samples corresponding to

scatterer concentration x and y

Ncl asses : number of scatterers concentrations in the classification problem

Appendix B. Initial conditions in CARMA estimation

k: band index for multi band likelihood optimization
ω0: peak frequency for the base band solution of likelihood maximization
ωk : estimated peak frequency in the k-th band
A(s): casual part of denominator of Φ(s)
B(s): casual part of numerator of Φ(s)
F (s): first derivative of Φ(s)
σ̂2: variance of data x[n]

Appendix C. Non symmetric exponential B-splines

Ls,r : LTI operator of whitening model of a CARMA process,
inverse CARMA system

s(t ): exponential spline
h(t ): Green function of Ls,r , impulse response of CARMA model (L−1

s,r )
a[k]: coefficients of a generic spline interpolation by Green function of Ls,r
c[k]: coefficients of a generic spline interpolation by exponential B-splines
∆s: localization operator of green function in the time/space domain
p[k]: coefficients for green function interpolation by exponential B-splines
p̃[k]: coefficients for autocorrelation function interpolation

by exponential B-splines
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Chapter Four. Improving current prostate biopsy protocol

Symbol Meaning

m: Nakagami shape parameter
Ω: Nakagami scale parameter
ψ(m): Digamma function
f (m): non linear function to determine m

f̂ (m): approximation of f (m)
pk : f̂ (m) numerator coefficients
qk : f̂ (m) denominator coefficients
C: generic classification model
Xtr n : generic ROI feature matrix of size NROI in training set ×N f

Xt st : generic ROI feature matrix of size NROI in testing set ×N f

ctr n : generic training set class label vector
ct st : generic testing set class label vector
X̂tr n : selected Xtr n

ĉtr n : labels corresponding to the selected Xtr n

σr b f : variable variance of RBF kernel for GDA processing
σ̂r b f : selected RBF kernel variance
d : linear classification discriminant function
t h: variable threshold to apply to discriminant function
˜t h: set of thresholds t h corresponding to maximum PPV
ˆt h: maximum threshold in the set ˜t h

ACC : ROI-based accuracy
T P : core-based true positives
F P : core-based false positives
PPV : core-based positive predictive value
ppv0 : standard protocol PPV
ppv1 : proposed rtCAB PPV
N0 : standard protocol number of cores to sample
N1 : roposed rtCAB number of cores to sample
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Abbreviations

Acronym Meaning

ACC: accuracy
AR: auto-regressive
ARMA: auto-regressive moving-average
ASAP: atypical small acinar proliferation
BPH: benign hyperplasia
BW: band width
CAR: continuous-domain auto-regressive
CAD: computer-aided diagnosis/detection
CARMA: continuous-domain auto-regressive moving-average
CD: continuous-domain
CRB: Cramér-Rao bound
CT: computerized tomography
CZ: central zone
DFT: discrete Fourier transform
DRE: digital rectal examination
DTFT: discrete-time Fourier transform
FFT: fast Fourier transform
FLD: fisher linear discriminant
FN: false negatives
FP: false positives
FS: feature selection
GDA: generalized discriminant analysis
GPU: graphic processing unit
GUI: graphical user interface
IQ: in-phase quadrature signal
LDA: linear discriminant analysis
LTI: linear time invariant
MA: moving-average
MAP: maximum a posteriori
MIHFS: mutual information hybrid feature selection
ML: maximum likelihood
MLE: maximum likelihood estimator
mRMR: min-redundant max-relevance
MRF: Markov random field
MRI: Magnetic risonance imaging
nRMSE: normalized root mean squared error
PCA: principal component analysis
PIN: prostatic intraepithelial neoplasia
PPV: positive predictive value
PSA: prostate-specific antigen
PSD: power spectral density
PSF: point spread function
PZ: peripheral zone
RBF: radial basis function
RF: radio-frequency
RLS: recursive least squares
ROI: region of interest
rtCAB: real-time computer-aided biopsy
SE: sensitivity
SFS: sequential forward selection
SP: specificity
SVM: support vector machine
TGC: time-gain compensation
TN: true negatives
TP: true positives
TRUS: trans-rectal ultrasound
TZ: transition zone
US: ultrasound
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