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“Non puo non nascere,

in chi ha seguito questo cammino,

la fede nella capacita della mente umana
di poter inventare

teorie fisiche,

che possono divinare

il comportamento del mondo fisico

in circostanze nelle quali

nessun controllo

¢ stato ancora condotto.”

“Who happened to follow this path

is led to the conviction

that the human mind

can work out

physical theories,

that can foretell

the behaviour of the physical world
under still unexplored circumstances.”

Silvio Bergia
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Chapter 1

Phenomenology,
Theoretical Physics,
Geometry

Ever since Physics has been asked to be the Mathematical description of Na-
ture, Physicists have observed a gradual, although not always linear, growth
of its complexity.

Born as the Observation of Nature, Physics had further become the Mod-
elization of Nature, in which the collected data were interpreted in the frame
of a Model, suitable to be mathematized; this model, providing the descrip-
tion of natural phenomena, is the Phenomenology.

But this is not the only way in which we can approach the description
of the Universe; another way consists in starting from what we think to be
the fundamental principles leading natural phenomena, and developing all
the possible consequences, till when we are able to make predictions about
something we can measure; the development of a theory for which the prin-
ciples are not asked to nature, but thought to be true a priori is Theoretical
Physics.

While observation of nature is always intertwined with phenomenological
concepts, Theoretical Physics does not depend on them; it is a superstructure
at first disconnected from the real universe, in which we find ourselves free to
create new theories, whose status of truth is assigned only at the moment of
the last, final check: this feature is what allow us to call Theoretical Physics,
according to how philosophers of science (see for example Russo in [1]) define
it, a high-order science.

In Theoretical Physics one has the possibility to invent theories by using
principles of any sort; nevertheless, one of the most elegant ways is to use
Principles of Symmetry: a principle of symmetry is essentially a principle



that states that our description of nature does not change, changing some of
its features.

Thus, in the following, we will consider Theoretical Physics as the math-
ematical formulation of the principles of symmetry that we think to be the
fundamental character of nature.

When we talk about the mathematical formulation we are commonly lead
to talk (and this was indeed its very first meaning) about Geometry.

Geometry is the description of the character a generic space has, and in
physics, it deals with the features possessed by the physical space itself; it is
then our goal to see which features a space should have in order to represent
the real physical one.

To get started, the first thing we have to do is to fix the number of
dimensions.

Since ancient Greeks, and for two millennia, the space was thought to be
3-dimensional: this lasted even through the I Scientific Revolution, in the
XVII century; it was only after the II Scientific Revolution, at the beginning
of XIX century, that physicists recognized Time to be the fourth dimension
of an extended spacetime.

This unification is a formal consequence of the so-called Lorentz transfor-
mations (with respect to which physical laws were recognized to be invariant,
symmetric), in which space and time are able to mix between each other, los-
ing their own individual identity, and becoming parts of a unique spacetime.

From this moment on, the space was thought to be 4-dimensional, and
in a 4-dimensional space, Einstein has been able to describe gravity, in the
framework of his General Relativity.

Nevertheless, many think that all the other physical interactions can be
placed into an enlarged theory of general relativity, in which the enlargement
is obtained by an extension of the number of dimensions: these are the so-
called Multidimensional Theories.

In these theories the space is considered a priori a generic n-dimensional
space, and then the number of dimensions is fixed by using phenomenological
considerations.

The first time this idea has been used is found in the works of Kaluza,
followed by those of Klein, who supposed the universe to have just one
dimension more than the 4 we were used to consider: the 5-dimensional
Kaluza-Klein Universe described Electromagnetism as a 4-dimensional effect
of the 5-dimensional, enlarged gravity, providing the first attempt of Electro-
gravitational unification.

But, even without considering the technical problems such a theory had, 5
dimensions were certainly not enough to create the room necessary to include
the nuclear interactions, and even more enlarged geometries were needed.



According to Witten’s observation that 11 is the only dimension for which
a space is big enough to contain U (1) x SU(2) x SU(3) and small enough to al-
low Supersymmetry ([2]), the 11-dimensional space was immediately thought
to be the space we live in (an alternative reason to consider an 11-dimensional
universe comes from String Theory, in which anomalies cancel only in 10 di-
mensions, and it has been noticed that a particular strong coupling limit of
type IIA theory (called M-theory) develops an additional dimension, giving,
once again, the 11-dimensional space): for this reason, 11-dimensional spaces
are quite an attractive choice for the background of Kaluza-Klein’s theories
(for a general introduction to Kaluza-Klein theory, see the original works of
Kaluza and Klein; for generalized, multidimensional theories see the reviews
of Toms and Duff, in [3], and also the more comprehensive reference [4]).

Nevertheless, the Universe looks 4-dimensional.

The process those 11-dimensional theories need to justify the quadridi-
mensionality of the universe consists in taking the 11-dimensional space, and
breaking (spontaneously!) its symmetry, in order to split it into two sub-
spaces, one of which being the 4-dimensional Minkowskian space, the other
being the space of the remaining 11 — 4 = 7 dimensions, which must be
somehow hidden from observations.

The most common way to hide this space is to consider its dimensions
compactified to a typical length so small that they are invisible, because
unaccessible at low energy scales.

The mechanism for the compactification of the 7-dimensional sub-space
can indeed be accomplished through the parallelization of the 7-sphere.

The parallelization of a space is a process for which, given a metric and a
completely antisymmetric Cartan tensor, it is possible to find a way in which
they cancel each other inside the expression of the Riemann tensor, so that
Riemann tensor vanishes; for 7-dimensional spaces, it is actually possible to
get the vanishing of Riemann tensor through this process, and so ST can
indeed be parallelized, as shown by Englert in [5].

In the framework of 11-dimensional Kaluza-Klein theories, and after the
parallelization of the 7-sphere, the space is structured as a direct prod-
uct of the Minkowskian (1 4 3)-dimensional spacetime plus the compacti-
fied 7-dimensional internal sub-space, in which the completely antisymmet-
ric Cartan tensor is a completely antisymmetric potential for a correspon-
dent completely antisymmetric strength: this strength is the supersymmetric
field we need to induce the spontaneous compactification mechanism for 11-
dimensional Kaluza-Klein theory of Supergravity (other interpretations are
assigned in the case of Superstring theories, as showed by Agricola, Friedrich,
Nagy and Puhle [6], of Strominger [7] and Gauntlett, Martelli and Waldram
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For whom is concerned by the supersymmetric field of the 11-dimensional
theories, and finds arbitrariness in the choice of the number of dimensions,
4-dimensional spacetime is then the most natural space in which physical
theories can take place.

Anyway, the number of dimensions of a space is not something that can
be proven to be equal to 4, and that’s why, if we think it actually is the
real number of dimensions of our Universe, we have to fix it as a matter of
principle.

So, in all we are going to say hereafter, we will consider the Physical
Universe to be 4-dimensional.

But fixing the number of the dimensions is not enough.

There is, in fact, also the intrinsic structure of the spacetime that has to
be determined, both from the point of view of the geometry, and, moreover,
from the point of view of the dynamics that physical fields will have in it.

The latter point is what we will drive us to the variational formulation
of the fundamental field equations; the former, to the construction of the
geometrical background.

And this is the point we are going to start from.
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Chapter 2

Covariant Theories as
Theories of Absolute Relativity

Historically, the Foundations of the Theory of Relativity have to be searched
in the generalization of the a posteriori called special theory of relativity.

A posteriori because, chronologically speaking, special theory of relativity
had, at the time in which it was born, nothing special, since, before its
generalization, it was the only theory of relativity to be known.

Its fundamental idea is the conception of a unified structure of the space-
time, that is, a structure in which time and space can mix between each
other; in order to have this mixing in such a way that time and space do lose
their own individual character we have to consider them completely indis-
tinguishable, thus they must be dimensionally homogeneous, and so we will
choose to measure them in Natural Units for which ¢ = 1, i.e. the speed of
light has a normalized value.

The fact that space and time can mix is a mathematical consequence of
the inclusion of the transformation between two systems of reference moving
with a relative velocity among the whole set of the possible transformations
that leave a physical situation unchanged.

Providing this geometrical description of the spacetime, special relativity
was able to achieve many conceptual improvements, but it had a fundamental
problem it was not able to solve: it was not able to include among the
set of the spacetime symmetries the transformation between two systems of
reference moving with a relative acceleration.

Nevertheless, Einstein thought that any good geometry should have been
able to describe also accelerated systems®.

Moreover, if we think that accelerated systems are related to each other via a non linear
transformation of coordinates involving time, then we see how they are a particular case
of a general non linear transformation of coordinates; since a non linear transformation of
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In the extension Einstein got in order to describe any sort of accelerated
frames, transformations between different spacetimes, which were linear be-
fore, were not linear any longer; also, the possibility to describe reference
systems is given by using a metric, and the metric of the spacetime, which
was constant in special relativity, was not constant anymore (of course, fixing
a point, it could have always been possible to choose a non-linear transfor-
mation such that a non-constant metric could have been transformed into
a constant one, giving to the spacetime written through those coordinates
the appearance it would have had in special relativity; but this choice would
have been point-dependent, the final metric would have described a locally
inertial reference system, and the spacetime written in terms of those coordi-
nates would have been like the one Einstein had in special relativity only in
a small neighborhood of the given point): the fact that a general curvilinear
system of reference is point dependent produces the consequence that the
derivatives of local fields are non-zero. The extra terms Einstein got in the
theory after this generalization were enough to produce a drastic distortion
in the large scale structure of the geometry, leading it from something he
knew very well to something different at all.

Around 1912, Einstein arrived till this very point. To him, the founda-
tions of this new theory were clear, but he had no idea whatsoever about the
mathematical way in which he could have had accomplished its formaliza-
tion: desperate, he wrote to his friend: <<Grossmann, you've got to help
me, or I'll go crazy!>>...

Some years before, during the second half of the XIX century, mathe-
maticians saw the birth of non-Euclidean Geometries.

There are basically two ways in which those geometries can be thought to
be non-Euclidean: the first, the most known one, touches the contents, and
corresponds to the fact that the fifth axiom of Euclid, in those geometries,
was non considered; the second, methodological, corresponds, instead, to our
way of approaching geometrical entities.

For the latter, the revolution came before, by hand of René Descartes,
who took the synthetic Euclidean geometry and put a frame on it, allowing
the possibility to describe the geometry in an analytic way: geometrical
entities were not imagined, but written in terms of equations — they were
not in the brain of the mathematicians, but on their sheets of paper. After
that, mathematicians had tools of calculus so powerful that it was easier to

coordinates is the transformation that perform a change between Cartesian and general
curvilinear coordinates, even if it does not involve time, then it is already in a 3-dimensional
geometry that the passage from Cartesian to curvilinear coordinates can not be achieved,
if the geometry does not admit non-linear transformations between systems.
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consider geometrical objects in three dimensions, and it became even possible
to consider them in four dimensions, and more; in this new, more fertile,
environment, mathematicians were endowed with so a deeper view of the
concepts they were working on that some of them tried to criticize even the
axiomatic foundations of geometry themselves: removing the fifth postulate
of Euclid, and performing calculations in such generalized spaces without
meeting any contradiction, Lobacevskij and Beltrami, among others, have
been able to give examples of spaces in which the parallel straight lines of
Euclidean geometry were able to get further or closer, as if the space were
curved.

However, the possibility to describe curved spaces in any number of di-
mensions, had a fundamental problem, namely, the frame Descartes intro-
duced carried with it the peculiarity of something put by hand, without any
conceptual reason, which was not something elegant for the taste of math-
ematicians. It is due to Karl Friedrich Gauss and Bernhard Riemann the
development of methods able to restore, in this powerful analytic environ-
ment, the syntheticity possessed by an intrinsic approach.

Finally, the opera was completed by an article in which a theory of dif-
ferential calculus independent on the frame, and therefore called absolute,
was developed: the bases of Absolute Differential Calculus were thrown by
the Italian mathematicians Gregorio Ricci-Curbastro and his pupil Tullio
Levi-Civita in a paper written in French, Méthodes de calcul differentiel ab-
solu et leurs applications, published in the German review “Mathematische
Annalen”, 1900, way before that the first insight of relativity was shown.

Marcel Grossmann was a mathematician, and he was aware of this work
on the Absolute Differential Calculus, and he introduced his friend Einstein to
it; the physical theory got the mathematical tool it needed, and during 1914,
Einstein and Grossmann published an article called “FEntwurf”, containing
the draft of the generalization of the theory of special relativity that deals
with all the possible and most general systems of reference.

The Theory of Relativity, as we said, can be seen as a geometry of curved
spacetimes, in which reference systems, described through non-constant met-
rics, are linked via non-linear transformations; the geometry of curved space-
times, moreover, has a very intriguing feature, because it can manifest itself,
in the effects on the motion of a test body, as a gravitational field!

This is amazingly powerful, if we think that in this way Einstein has
been able to make a double take: he explained gravity as an effect of the
curvature of the spacetime, reducing the gravitational phenomenology to the
theoretical concept of spacetime curvature, by “creating” the most general
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relativistic environment any physical theory should find place in.

Actually, the way Einstein followed to write it in the final form is not the
one exposed here; in his path, he proceeded lead by intuition, luck, ability,
and, as we saw, desperation: it was a path full of ambiguities, tricks, traps
and problems; but after ten years of troubles, this is the final product he
gave us.

Philosophically, what moved Einstein was that we didn’t have a relativis-
tic theory for physical fields; in particular we didn’t have a relativistic theory
of gravity: we had a theory of gravity, yes, which nowadays we know to be
an approximation of the Einsteinian one, but, at that time, the small dis-
crepancies measured could have possibly been thought as due to some other,
not fundamental, effects.

It is worth noticing that this need is a theoretical one: empiricism didn’t
determine, and not even influenced, Einstein in his ideas. The final form of
the theory of relativity is a pure product of a human mind.

Theory of relativity has its fundamental statement in the principle of
relativity, which states that physical equations have to be written in a form
independent on the system of reference (whatever it is) used to describe them.

It is at least weird that a physical theory named Relativity is mathema-
tized by a geometry built up on a differential calculus called Absolute; this is
the reason for which, in the following, we would like to reverse this tendency,
calling it Theory of Absolute Relativity.

2.1 The Principle of Covariance
as Principle of Absolute Relativity

If we decide to call Relativity with the fair name of Absolute Relativity, then
we should call its principle Principle of Absolute Relativity.

Or we can choose the more neutral and technical name of Principle of
Covariance; it states that:

Principle 1 (Covariance) Physical quantities and their properties have to
be expressed in a form that must be independent on the system of reference
used to describe them.

And this is the principle that we are now going to mathematize.

2.1.1 Tensors

Let be given the following convention on the notation, for which for any upper
index equal to a lower one, we will perform the sum over all the possible values
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of the indices, omitting the sign of summation » _, unless otherwise specified.
Now, let be given the following

Definition 1 Let be given a 4-dimensional space A, in which (at least) two
systems of coordinates ™" and x¥ are related by the equation x' = x'(x), and

let be S
S:{z|( (2) = det<gf€):0)}

the sub-domain of the space in which the transformation is singular, which
we will require to be a set of points that is zero almost everywhere in A;

let us consider two sets of fields Ty o and Tal. ,a , which are 49 func-

tions of the coordinates defined in the domain A\ S then, if they verify the
transformation relation

1o QN ozxPl  QzPn axall dzm Q1...Qum
Tp’l---p’n () =sign(J) o e )\ ot e Tot-m(z)

2.1
z=xz(x') ( )

they are said to be the components of a pseudo-tensorial field, while if they
verify the transformation relation

oo 0z 9zPr \[ 9z™  9xom
T () = (222 020 ) (95 Qs (i
ol Py ( ) 9zP1 " OxPn J\ Oz T drom T p1.pn ( ) —— (22)

they are said to be the components of a tensorial field; in both cases, we will
speak about components of tensorial fields (specifying only where needed,).

Since the transformations are a group, then we get an equivalence relation
between the different sets of components of a tensorial field; the equivalence
relation induces a partition in a quotient, whose elements are called Tensorial
Fields.

Upper indices can also be called Controvariant indices and lower indices
can also be called Covariant indices; the total number of indices i + j is
invariant under coordinates transformations, and so it is well defined, and
it is called the Rank of the tensorial field: in particular, tensorial fields of
rank 1 are said Vectorial Fields, and tensorial fields of rank 0 are said Scalar
fields, or Invariant Fields.

In the following, since the aim of this geometry is that it has to be local,
so point-dependent, we will not consider the special case in which tensorial
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fields are constants, and so we can unambiguously refer to them, simply, as
Tensors.
Now, we give the following, fundamental result

Theorem 1 A tensor has all the components vanishing in all the points of
a given system of reference if and only if it has all the components vanishing
i all the points of any system of reference.

Now we see why tensors represent perfectly the principle of covariance:
writing down properties of physical quantities in the form of vanishing of
tensors means that if the property of a given physical quantity is true in a
system of reference then it is true in all the systems of reference, and so it
does not depend on the system of reference itself.

In this way the principle of covariance can be mathematically translated
in the Principle of Tensoriality, namely

Principle 2 (Tensoriality) The properties of physical quantities have to be
mathematically expressed in the form of vanishing tensors.

Given the fundamental definition of tensor, and showed why this is pre-
cisely the mathematical tool we need in absolute relativity, we can now pro-
ceed, giving some of its properties.

First of all, let’s see some application of this definition:

A) Example of Tensors

0) Tensors of rank 0 - Scalars - Invariants. The transformation law
is given as follow

T'(") = (T(2))z=aa)

i.e. they do not transform. An example of this kind of tensor are
the constants.

1) Tensors of rank 1. They are separated into two different groups,
according to the position of the index, which can be upper or
lower:

L ox?
T,(x") = (WTp(ﬂﬁ))zm(m/)

oz

T/a/ (I/) — axa (Ta (x))a::z(aj’)
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An examples of these tensors can be easily given, considering the
gradient of scalars and the differential of the position: from the
chain rule we get

of  Oxf Of
Oz’ Oxr Oxr (2.3)
and
oz
w — 7 v
dz'" = 8:13de : (2.4)

2) Tensors of rank 2. In this case we can also have tensors with mixed
indices, i.e. one upper and one lower index: the transformation
law is then

o8 1 8:(:0‘, 3&:6, o
T ’ (33) - oxre axﬁ (T /B(m))x:x(x’)

oxf 0x°
T// ’ ! — _—TU
o) = (G Te®)
oz [ Ox°
= T )
(axal o’(‘r))z_m(zl)

A very particular example of these tensors is, in fact, the mixed
tensor defined as follow

/
;? (xl) - axa

Definition-Theorem 2 The quantity

5%:5(1:55:{(1): Zzgig (2.5)

s a tensor, which has the same components in any reference sys-
tem, called Delta of Kronecker.

B) Examples of non-Tensors

1) The only example of non-tensors we will bring is given by the position;
the set of 4 quantities z* has a transformation law which is not the one
required to be a tensor. This fact is particularly important, because
the criterion for which physical laws should not contain explicitly the
position comes out to be automatically satisfied, once we decide to deal
only with tensors! We remark that, even if the position is not a tensor,
the differential of the position is a tensor, as we said above, and showed
by the relation (2.4).
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Moving forward, it is possible to endow this geometry with some addi-
tional structures, defining operations on tensors and their properties.

First of all, given two tensors of the same rank and disposition of indices,
their linear combination is defined as the linear combination of all their single
components, and it is a tensor of the same rank and disposition of indices; in
this way, the set of all the tensors of the same rank and disposition of indices
is endowed with a structure of linear space.

Given a tensor of rank r and a tensor of rank s, their product is defined
as the product of all their single components, and it is a tensor of rank r + s;
in this way, the linear space of tensors is endowed with a structure of (non
abelian) group, i.e. it is a (non abelian) algebra.

An important operation we can define is the Contraction, for which, given
a tensor of rank r with » > 2 and at least one upper and one lower index, it
is possible to consider one of the upper and one of the lower indices, and to
force them to have the same value, performing the sum over all the possible
values the indices can get; doing so, we get a tensor of rank r — 2 called the
contraction of the given tensor. Obviously, we can repeat the contraction till
when we reach tensors without upper or lower indices to contract, or till we
reach a tensor whose contraction is identically zero: in this case the tensor
is said to be Irreducible.

Now, in the definition of tensors, any index is characterized by two fea-
tures: its upper or lower position and its “horizontal” position, that is its
position in the row of columns.

For this last position, we have the possibility to switch two indices; given
a tensor with at least 2 upper or lower indices, we can switch two indices,
getting a tensor called the Transposition of the original tensor in those two
indices; if the transposition of a certain tensor is equal to the same tensor
up to the sign, the tensor is said to be Symmetric or Antisymmetric in those
indices according to the fact that the sign is plus or minus, respectively;
a tensor symmetric or antisymmetric in any couple of indices is said to be
Completely Symmetric or Completely Antisymmetric, respectively.

For the upper-lower case, instead, we cannot move an index, since this is
not, in general, a tensorial operation, i.e. the final result is not, in general, a
tensor (for example, the Kronecker delta with two upper or lower indices is
not a tensor).

This operation can be made possible by the introduction of an additional
rank 2 tensor g. In fact, if we multiply a generic tensor, let’s say, a covector
A, with g*” and we contract the index of A with one of the two indices of
g, then we get Aug“ﬁ , which is a vector; analogously, we could have used the
same idea to lower down the index of a vector.

Nevertheless, such a procedure is not well defined yet: there is still a
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problem concerning which one of the two indices of the rank 2 tensor g has
to be kept free.

Let’s consider, for example, the vector A*, and a tensor g,p: it is clear
that the tensor A*g,, is a covector, which can be defined to be the vector A,
after the lowering procedure; but we can also define A, = A*g,,,. Even worse,
we can decide to raise the previously lowered index to the initial position, by
using another tensor ¢®?, getting a vector A* different from the original one!

In order to avoid such a situation, we can think to postulate the following
Axiom

Axiom 1 Any tensor decomposed into a given configuration of indices must
be unique; in particular, an eventual raising-lowering procedure must keep
the unicity of the tensor considered, so that raising up and lowering down or
lowering down and raising up the same index will leave the tensor unchanged.

With this axiom we can prove the following

Theorem 3 An eventual raising tensor g"* and lowering tensor g,9 must
be non-degenerate (i.e. its representative matriz must have a determinant
different from zero) and symmetric; seen as matrices, they will be one the
wnverse of the other, so that

9" gue = 0"

where 8% is the Delta of Kronecker.
L] Proof. In general, if we suppose that two different contractions are allowed, we can

label the two tensors in two different ways, according to which one of the two indices is
contracted. For example, we will define

(AIL)S — Augull

(AM)p = A, g"".
According to the axiom, if we raise and then lower the index, the final result is nothing else
but the vector we started with; two different procedures for raising and lowering indices give
in total four different cases of the raise-lower, or lower-raise, procedure, listed as follow

Auguggzm = A,

Augﬂagmf = A,

Augaﬂgom = A,

Augaugmf =A,.

Taking the differences of the previous ones, we get relationships, which has to be valid for
any vector, or in general, any tensor we consider, giving

9" (Gor — Gro) =0
(97" = 9")gor =0
97" (Yor — Gro) =0
(97" = 9")gro =0
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and we also have

g“agon = 6,’:
g”agmr = 6,‘:
gaﬂgm@ = 6,‘;
ggugmr = 55
So
0= 919" (gor = Gro)) = (9uag"")(Gor — o)
= 62(905 - gmf) = Gar — Ika
and then

gOéK = gl*i()t

and in the same way we can prove that

Finally, we can see that these two tensors, seen as matrices, are one the inverse of the

other; in particular, their determinant must be different from zero.

Now that we have discussed all the features that raising and lowering
procedures must have in order to be able to raise and lower tensorial indices
without pathologies, we can give the following

Definition 2 A non-degenerate symmetric tensor g,z and a non-degenerate
symmetric tensor g*° are called respectively Fundamental Lowering Tensor
and Fundamental Raising Tensor; they verify the relation

G g’ = o5 (2.6)

and their determinants will be written as g and g—*.
In order to formalize what we have said before, we have the fundamental

Definition-Theorem 4 Given a tensor with at least one upper index, it is
always possible to use the fundamental lowering tensor in order to lower that
index down, given a tensor with at least one lower indezx, it is always possible
to use the fundamental raising tensor in order to raise that index up: in any
case, the rank of the tensor will not be modified. This procedure is called,
respectively, lowering and raising procedure of tensorial indices.
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An important thing we have to think about, is to find a possible ten-
sor with all those properties that would make it suitable to represent the
fundamental tensor g.

It is quite easy to see that for a space endowed with a metric, we have the
possibility to build up a fundamental tensor with the following prescription:
consider the First Fundamental Form of a metric space ds?, and write it in
the form ds* = a,,dz"dz"; since ds? is an invariant of the space, and since
from the chain rule dz* transforms as a vector, as in equation (2.4), then
a,, has to be a rank 2 tensor; also, it is non degenerate and symmetric by
construction: so we can identify a,, = g,., and then we can build g as the
unique tensor which satisfies the relation (2.6).

In this way, we can consider the metric tensor as the fundamental lowering
tensor and its inverse as the fundamental raising tensor.

As we just saw, the symmetry of the metric tensor provides many impor-
tant properties, but it is not enough to provide one of the most important
ones.

The diagonalizability, which is ensured by symmetry in a space in which
in at least one reference system the metric tensor is constant, or in spaces
with at most three dimensions, is not ensured any longer, if the space we
consider has more than three dimensions and the metric tensor depends on
the point. Then, in general, it is not possible to diagonalize the metric tensor,
even if it is symmetric.

However, if we drop the need to have a global diagonalizability, locally
we have the result

Theorem 5 It is always possible to find a reference system in which in a
given point the metric tensor is diagonalizable, and in which the elements in
the diagonal are unitary positive or negative elements, up to their order.

It could be possible to prove that

Theorem 6 The number of negative - and so positive - elements in the di-
agonal does not change, changing the point in a given reference system or
changing the reference system: that number will be said Signature of the
metric tensor.

In the following, since we shall talk about physical theories, time and
space have to be represented by coordinates with opposite sign in the metric,
and we will always use the convention to choose the temporal coordinate
with positive sign, i.e. the temporal component of the metric to be positive:
we will then chose s = 3 for the signature of the metric.

Symmetry allows the metric tensor to verify many algebraic relationships.
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Theorem 7 We have the following identities
9y

= gg"” 2.7
D (2.7)
dg
ag/ﬂ, = —99uw (28>
and so
009 = =991 09" = 99" OG- (2.9)

As we can see, the determinant of the metric and all the formulae in which
it is involved are not tensorial.
In fact, we have the transformation rules given as

Theorem 8 The determinant of the metric tensor transforms as

(@) = (J729(2))oms(ar)
where J is the Jacobian of the transformation.
We have that

Theorem 9 In the spacetime, we have that

sign(g) = —1
and it 1is a scalar.

The fact that the determinant of the metric is not a tensor does not
prevent us to consider another important non-tensorial quantity, in order to
build up a tensor.

Definition 3 The set of coefficients

€irinizis — €o(1)o(2)0(3)o(4) = €o(1234) = sign(a)

is such that it is zero in all the cases in which o(1234) is not a permutation
of (1234), otherwise it has a unitary value with positive or negative sign,
according to the fact that the permutation is even or odd, respectively; it is
called Set of Coefficients Epsilon of Ricci-Levi-Civita.

We have directly from the definition that this set of coefficients does not
transform as a tensor; but they transform in such a particular way, that they
can be coupled together with the determinant of the metric, to get tensors;
we have that
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Definition-Theorem 10 In the spacetime, the quantity

Eaps(2) = €aprsV/|9(2)]

is a pseudo-tensor of rank 4 completely antisymmetric; with it, we can define
the pseudo-tensor of rank 4 completely antisymmetric

abed __ aa ,Bb _~c, od

€ —9 9 99 €apys

and they are called Pseudo-Tensor Epsilon of Ricci-Levi-Civita.
They verify the following properties

a 5b c 5d
€ab6d€a575 = det B B

i particular

bed 6% % 53
e pgys = det 5Z o5 o5 |,
0 05 Of

i particular

- 50 5d
77 s = 2Det( (% 53, > ,

in particular

potd

d
€ Epord = 6667

in particular
e pory = 24.
Finally, we give the following

Definition-Theorem 11 Let be T' a tensor of rank k completely antisym-
metric; the quantity

1
(*T)ak+l---0¢4 — yem--.aszalmak
is a tensor of rank (4 — k) completely antisymmetric called Dual of the pre-
vious tensor, and the operator x is an automorphism in the subspace of the
antisymmetric tensors called Hodge Operator. We also have that if T is a
tensor (pseudo-tensor) then xT is a pseudo-tensor (tensor).
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We can also apply more times the Hodge operator, with the following
result

Theorem 12 In the spacetime, let be T" an antisymmetric tensor of rank k:
then we have the identity

(+(+T)) = (D[(=D)**].

2.1.2 Covariant Differentiation on Tensors

Everything we developed here above consists in the introduction of tensors.

But a physical theory has to be written in terms of differential equations,
and it has to be built up on the fundamental concept of derivative; hence,
we need to develop also a differential theory for tensors.

The problem we have to face is defining a differentiation acting on tensors,
which gives as a final result a tensor.

It is obvious that the derivative we are looking for, has to be a general-
ization of the usual partial derivative, since the partial derivative transform
according to the law

/

K

oxr  Qx Ozt Ot + oxrcoxH

o' B oz 9zt T T 0z

which is not the transformation law for tensors.
By adding to the usual partial derivative another field in the following
way

DV, =8,V + V,.C~,

we ensure to the generalized derivation the linearity.

It could be possible to prove that, by requiring this generalized derivative
to verify the tensorial transformation law, we can see how the compensating
field has to transform; the transformation law is given as

w O™ 0x™ Ox° - Ox" OPaf
B Pap Ol Hg'B 0 Qxp Ox'*d'P

and so, the transformation law for the generalized derivative is

oxP 0x°

DV, =-—"—"——"—
P Oz Ox°'

D,V,
that is, it is actually the tensorial transformation law we were looking for.
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Furthermore, it could be possible to prove that the same transformation
law for the coefficients C'}, is enough to ensure the fact that also the gener-
alization of the previous definition to tensors of any rank

D58 = 0T + (T + T 0T
—(T8 T + TG,
in which also the Leibniz rule is ensured, is a tensor.

Leibniz rule beside linearity makes this definition the definition of a
derivative; the transformation law for the compensating field gives the ten-
soriality: the previous is, then, the most general expression we can have for
a tensorial differentiation.

The Coefficients of Connection

Definition 4 A set of coefficients that transforms according to the law

1o N 9zt 9zv [ 82’ pa 92zr el
FH/V/ ($) — oz 9z < oz F#V(x)) + az' dx'v' ( ozt >m:w(m’) (210)

z=x(z’)

is called set of the Coefficients of Connection, or simply Connection.

An obvious remark is that, from its own structure, the connection is not,
in general, a tensor (it turns out to be a tensor if and only if the transforma-
tion between the two systems of reference is linear); thus, we can ask whether
it exists a system of reference in which it is equal to zero, even if it is not
vanishing in other reference systems.

Another thing we can notice is that, in general, the connection has no
symmetry in the two lower indices. So, we can separate the connection as a
sum of two parts

(07 o 1 (07 o
(FW + Fvu) + 5 (F/w B Fw) )

a
I =

N —

which are symmetric and antisymmetric in the lower indices: the antisym-
metric part ¢s actually a tensor, and the characteristic to transform as the
connection is completely given in inheritance to the symmetric part; more-
over, the two different parts transform without mixing between each other,
hence, they are two formally independent parts. Then, we can define
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Definition-Theorem 13 Given the connection, the following quantity

o, =10, =F, (2.11)

1s a tensor called Cartan Tensor, and it is antisymmetric in the second and
third index.

And the connection is now writable as

re, + 1y 1
I, = % + §FaW.
The issue of the existence of a frame in which the connection vanishes and
the symmetry properties in the two lower indices are related between each
other. To see this, we can start noticing that the connection does contain
an antisymmetric, tensorial part, which, being tensorial, prevents the whole
connection to be zero in a given frame. On the other hand, when Cartan
tensor vanishes, then we could ask ourselves whether it is possible to get
a frame in which the connection vanishes too; the answer, however, is only
partial, since in this case we can actually find such a frame, but in it the

connection will only be locally equal to zero, as expressed by the following

Theorem 14 (Weyl) If the Cartan tensor is zero then it always exists a
reference system in which at least in one point the whole connection is zero.

A following step consists then in finding some criterion for which we can
extend this result to a global statement.

To get this extension, it is clear that we will have to consider also deriva-
tives of the connection; the reason for this is that a differential structure on
the connection would allow us to extend the vanishing of the connection in a
given point to a whole neighborhood of that point, more or less in the same
way in which a function that is zero in a point and its derivatives are zero in
that point is equal to zero locally around that point.

The idea is then to look for a quantity built up by using the derivatives
of the connection.

The way in which such a quantity can be suggested, and in which a general
theorem about the global vanishing of the connection can be proven, passes
through the Frobenius theorem of Analysis, which reads as follow

Theorem 15 (Frobenius) Let us consider the set of functions
Fj :R"xRF — R

26



in which i = 1,...,n ej = 1,...,p, and the differential equations for the
function

vi = yi(a')
given by

If we have that
OFji(w:y) | 3 OFji(1y) (a

oxk

o 8ij(x;y) 8ij(x;y) .

then, given a set of initial conditions, there exists a unique solution of the
differential equations

vj = y;().
The main idea of the theorem is that given the functions in the form

oy

then
317}1'(35;3/) aFji(f’C;?J) N
o T2, )=
_ OFj(wyy(x)) OFji(z;y(z)) Oy,
N oxk + Z oy, oxk
 Ozk

r

so that the condition to satisfy is
OFji(x) _ OF(x)

oxk oxt

or, in an equivalent way
9 Oy; 0 Oy
Oz* i Ozt Oxk
which is the same to require that the partial derivatives commutes: it is an
integrability condition, the one we need to extend the local vanishing of the
connection to a global result.
We have then a corollary, given in the linear case, as follow
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Theorem 16 (Frobenius) Let us consider the set of functions
F; R" xR’ — R

m which i = 1,...,n ej =1,...,p, and the differential equations for the
function

y; = y;(a")

given by

0y; k
8—;1' = ; F]z(m)yk

If we have that

8P’;§(ZL‘) aFJq(> I8 a T _
A — 4 By () @) — Fi(@)Fjy(a) = 0

then, given a set of initial conditions, there exists a unique solution of the
differential equations

yj = y; ().
Now, we can give the following, fundamental

Definition-Theorem 17 Given the connection, the following quantity

ri- gk T jki (212>

1s a tensor called Riemann Tensor, and it is antisymmetric in the third and
fourth index.

And now, it is possible to prove that

Theorem 18 [t is always possible to find a system of reference in which the
connection is (globally) zero if and only if both Cartan and Riemann tensors
vanish.

U Proof. First, let us take into account Frobenius theorem, for which if

86’ . 8C’a u
v C’MC ok - C; Ckp =0
then
oYy e “
oxk - C’prp;
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oz’

this is true also for C& = —T%., and in the case in which Y7 = So7i |z'=x, S0 that, if we

ir>
have the condition

ore or¢
ip a r kp apr
(‘hk krtip axl - Firrkp =0
then we also have that
0 0z o 0z 0
Ok da'r ke g —

Now, we have the following (non-tensorial) identity

OFg,  OFy,

a a s a a a s a T
F%k + Dk ox + E Ly + Dy Fjy — Frly, — 15 Fly —
a s F(l FT — al—‘gj ar% Fa T a FT’
L L Lt = o Ok + L — L Ly

So, if the Riemann and Cartan tensors are zero, then the left side of the identity above
18 zero, giving
ory, ory

ozt oxk

+ F;.'lr Zj - %rrz‘j =0
which is the hypothesis for the Frobenius’s theorem that gives the thesis
0 0z o 027

Oxk Ox'n ke ggm —

and this relation implies that the connection transforms as

(T4 )/ 0’ 0% ([ Oxr _, 0 0z _ o2’ O 0=0
Bl = gav 928 \ da/m” % " Qa0 Ba'r ) Bxv 9B

so, it exists a system of reference in which the connection is zero, identically.
On the other hand, if it exists a system of reference in which the connection is zero,
then Riemann and Cartan tensors are zero in that frame, and so they are zero in any

frame, which means that they are zero tensors. M

So, we do have a criterion for the global vanishing of the connection.

We see that Cartan tensor plays the role of a tensorial connection and
Riemann tensor plays the role of a tensorial derivative of the connection, and
if they are both zero, then the connection itself is zero, at least in one system
of reference; this, roughly speaking, allows us to say that the connection is
somehow equivalent to Cartan and Riemann tensors considered together.

We want to underline that Cartan and Riemann tensors are tensors re-
lated to the connection, so that, since many inequivalent connections can be
a priori defined for a given space, then many different Cartan and Riemann
tensors can be defined in it.
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The Covariant Derivation

Given the connection, we can determine the covariant derivation by giving
the following

Definition-Theorem 19 Let be given a connection; if T is a tensor then
the quantity

Qap...0p aq...0p J=p mQ1...K...QpmQ; J=q a1...Qp K
DHTP1~~-Pq - altTvﬂlmpq + Zj:l TP1~~-Pq F’fﬂ Z]‘:l Tpl--~/€~~~Pquj,u (213>

1s a tensor called Covariant Derivative of the tensor T with respect to the
coordinate.

Then, it is possible to define a covariant directional derivative, by using
a vectorial field

Definition 5 Let be A a vectorial field, that is a direction; if T' is a tensor
then the Covariant Directional Derivative along the direction of the vector

field A is defined by

T
Al

+ (T + T 0T — (T by + T TE)] =

= ALDLT;‘::;U” = DATE::f.

Again, we can then define the directional derivative of the vectorial field
itself, having the expression

DA = A'D, A*
so that we can define
Definition 6 If a vectorial field A is such that
DsA* =0

then the curve to which the vector field is always tangent is said to be Au-
toparallel.

Given a covariant derivative with respect to an index, it is possible to cal-
culate the commutator of covariant derivatives with respect to two different
indices; the final result is something we can write in term of quantities we
already know, and it is given as
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Theorem 20 We have that

[Dey, Dg| Tt 0% = F77 T | ZTO[L“H“'%F&]

P1-+-Pq p1---Pq p1---Pq raf

- Z T;éllmﬁc'!qu /Z (214)

for any tensor T.

From the Jacobi identities we get the following identities for the Cartan and
Riemann tensors

Theorem 21 (Jacobi-Bianchi identities) We have that Cartan and Rie-
mann tensors verify the structural differential identities

Fpm/u + Fp;uw + pr;uq =

= D.F*, + D, F’  + D,F", +
+F7szFpu7r + FTFMVFPKTK' + Fﬂﬁquwr (215)

and

D,F",  + D.F",

Lkp Lpp

&} JC -
+F LWF + Fr g F L, + Flpg b, =

+ D,F",,. +
0

(2.16)

The metric structure of the Coefficients of Connection

So far, we have underlined the existence of two very particular quantities,
whose relationship has to be investigated at a deeper level: the metric and
the connection.

We have remarked that the metric tensor, since it must be non-degenerate,
it has to be different from zero in any reference system; on the other hand,
the connection is not a tensor: for both, we have that they will always depend
on the reference system they refer to.

This common feature of theirs makes them more related between each
other than how one could have thought a priori, and it is worth to go further
in the study of their interconnections.

Let us consider the procedure of raising indices; we have by definition
that A* = A,g¢"". Now, this should be true for any vector or covector, no
matter what their explicit expression is: so, in particular, if the vector is the
derivative of a scalar A, = D,¢, then we should have D*¢ = ¢"*D, ¢ for
any scalar ¢, and so formally D* = ¢"#D,,, which defines the Controvariant
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Derivative; and in particular, if the vector is the directional derivative of a
vector A, = DgV,,, then we should have DgV* = ¢"*DgV,,, thus B*D, V" =
g"*B*D,V, for any vector B, which is D, V* = ¢**D,V,,. But on the other
side, we also have, as usual, V# = ¢"*V,,. The two relations put together
should then give

g""D,V, = D, V¥ = D, (¢""V,) = Dag™V, + ¢"*D,V,
from which we get
D,g""V, =0
for any vector V', and so
D.,g"" =0, (2.17)

which seems to suggest that the covariant derivative of the metric tensor
should be zero.

This condition states that the metric can pass through the covariant dif-
ferential operator, i.e. the procedure of raising/lowering indices and the
covariant differentiation commute: this means that the algebra of the covari-
ant differentiations has the tensor g, in all its indices dispositions (ggY =09,
¢*% and Jap), as its constant.

Under the point of view of its geometrical interpretation, instead, the
condition expressed in equation (2.17) states that the procedure of parallel
displacement preserves the metric: if we want that constant vectors have con-
stant lengths and constant angles between them, then the covariant derivative
of g must be equal to zero.

Being concerned about the issue of preserving the metric properties of the
geometry, or thinking that the raising/lowering procedure should commute
with the covariant derivative, we shall assume hereafter the condition given
in equation (2.17), or Metricity condition, to hold, and in this case we say
that the connection is a Metric connection.

A discussion is, at this point, due; as we said before, for a given space we
can define many inequivalent connections, each of them with its own Cartan
and Riemann tensors, and also, obviously, with its own form for the covariant
derivative of the metric Dg. But the previous discussion lead us to postulate
the validity of the condition Dg = 0.

Form a logical viewpoint, we have to distinguish between two cases:
among all the connections we can define for a given space, and which can be
metric, the first case occurs when some of them are metric while the others are
not, the second case occurs when all of them are metric. Suppose now that
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the case that actually occurs is the first, i.e. that some connection are not
metric: it is obvious that this case does not represent the metricity condition,
since, even without requiring metricity, it is possible that some connection
are metric, by chance; conversely, if we require metricity because we want
to work only with metric connections, but we require it in such a way that
some of them are allowed to be non-metric, then it could be possible that we
pick up a connection that is not metric, which is not what we want to work
with: hence, requiring metricity can not mean that we require it only for
some connection of the space. The only case left is that we have to postulate
metricity for all the connections we can define for a given space (after all, if
we postulate metricity because we want that the raising/lowering procedure
can act through the covariant differential operator, since the raising/lowering
procedure is related to the metric and not to the specific differential operator,
then it is natural that the metricity condition should hold, given the metric,
for any differential operator, thus for any connection — the same considera-
tions are true also if we postulate metricity because we want to preserve the
metric properties of the space).

In this way, a more precise form, free from ambiguities, of the metricity
condition can be stated, and we will postulate hereafter that any connection
we can define in a given space is a metric connection; we give this axiom

Axiom 2 Given the metric of the space, any connection has to define a
covariant derivative such that

Dogp, =0 | (2.18)

Having this axiom, an important result can be stated for the Cartan
tensor; but before we have to state the following

Definition-Theorem 22 The set of quantities

Azﬁ = %gﬁ# (aﬂgaﬂ + aagﬂﬂ - a,uQaﬂ) (2.19)

verifying Azﬁ = Aga 1s a symmetric connection, called Symmetric Connec-

tion, or Leuvi-Chivita Connection, and it is the only connection verifying the
symmetry in the two lower indices.

L Proof. First of all, it is easy to see that this is a connection, which is symmetric, and
indeed it verifies the condition of metricity; vice versa, if one suppose the connection to be

symmetric, the symmetry property (together with the axziom 2) gives that the connection is
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precisely given by A, which is the only connection uniquely defined in terms of the metric
tensor g. M

Of course, this connection defines a covariant derivative V, such that we
have indeed V,g,3 = 0.
Given this result, we have that

Theorem 23 Cartan tensor is completely antisymmetric; thus Cartan ten-
sor 1s irreducible.
[ Proof. Let us consider the form of the connection decomposed in symmetric and anti-
symmetric parts

r,+Iy, 1

FE‘V = f + iFaHV'

Of course, also the quantity
I TR
7272 2
is a connection, which is symmetric, and for the aziom 2, and the previous theorem, it is

necessary the Levi-Civita connection A; then, we get

[ [ 1 o
FMV == AMV + §F I

Finally, since also this connection has to verify the axiom 2, then we have

0= Dagpw = OaYpw — gﬁwr;a - gpﬁrga =

K 1 K K 1 K
= aagpw - gnwApa - §ng pa gpnAwa - §gpnF wa —
K K 1 K 1 K
= aagpw - gnwApa - gpnAwa - §gnwF pa §gpnF wa —
1 1
= (aagpw - gnwA;a - gPHAf;oz) ) (pra + pra) = D) (pra + pra>

that is
pra + pra =0

and so Cartan tensor is antisymmetric in the first pair of indices; but it is antisymmetric

also in the second pair of indices: and thus it is completely antisymmetric.
It is possible to see that

Definition-Theorem 24 The quantity

1
Vo= (+F)" = 2 Fyp

wpo

15 a pseudo-vector called Cartan pseudo-Vector.

34



Finally, we have

Theorem 25 In the spacetime, let be F' the Cartan tensor: then we have
the identity

Finally, we give the definition

Definition 7 A space in which Cartan tensor is identically zero is called
Riemann space.

We want to stress that Cartan tensor is the only source from which we can
get many inequivalent connections for a given space; when Cartan tensor is
zero, no multiple, inequivalent connections arise, and the only connection we
can define is the (symmetric) Levi-Civita connection, written in terms of the
only metric we have in a given space.

As we have already seen in the proof for the theorem 23, we have that

Theorem 26 Given a completely antisymmetric Cartan tensor and the met-
ric, or equivalently the Levi-Civita symmetric connection, the most general
connection we can define is of the form

re, =A%, +5F°, | (2.20)

We give another definition

Definition-Theorem 27 Given the metric, or the Levi-Civita symmetric
connection, the following tensor

Ry = OpAG; — Oigy, + A Ay — ALAj

rit ik

(2.21)

or equivalently

Ripn=15(02,9u+02,9rxp—02,.90p— 020 Gucn) + G [ AL, AT, — AL, AT | | (2.22)

is called Riemann Curvature Tensor, and it is antisymmetric in the first
couple of indices and in the second couple of indices, and it is symmetric for
a switch of the first and the second couple of indices; also, it verifies the three
indices identity R?,,, + R, + R, =0.
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And now, it is possible to prove that

Theorem 28 [t is always possible to find a reference system in which the
metric is constant if and only if it is always possible to find a reference
system in which the symmetric connection is (globally) zero if and only if the
Riemann curvature tensor vanishes.

Definition-Theorem 29 Riemann tensor has only one independent con-
traction R";,; = Rj;, which is symmetric in the two indices Rj; = R;;, and
it s called Ricci curvature tensor, which admits a contraction R = ¢’' Ry,
called Ricci curvature scalar.

Finally, we have that

Definition-Theorem 30 Riemann tensor can be decomposed in terms of
Riemann curvature tensor and Cartan tensor as follow

Fop = Ry + i(FarkFTji — P + %(VkFa]z = Vi) |, (2.23)
which admits only one independent contraction F'%,; = Fj;, called Ricci ten-

sor, that can be decomposed in terms of Ricci curvature tensor and Cartan
tensor as follow

F}'i = Rﬂ + iFaTjFTM' + %VaFaji i (224>

which admits a contraction F = ¢'Fy;, called Ricci scalar, that can be de-
composed in terms of Ricci curvature scalar and Cartan tensor as follow

F =R— 1Fu.F™ | (2.25)

So, Riemann tensor (and its contractions) can be decomposed in terms
of the Cartan tensor and the metric, which are supposed to be independent,
and thus, they are the two fundamental quantities of this geometry.
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The metric structure of the Covariant Derivation

What we have just done is to determine the metric structure of the con-
nection; doing so, we have implicitly determined the metric structure of the
covariant derivative as

Dpr...uﬁL = vLTpoﬁl + i(TpcﬁlFm + Tp...w FIgL)
1 ... K ... K
_§(THL5F/)L + Tp.../quwL>
then, for the covariant directional derivative
D170 = a' DT =
L (0% 1 K (6% a...K
= a VIS + S (LU E + TE )

1 QL TR Q. TR
__<T Y + Tp...nquL)]'

QAT KW pLe

In particular, for the autoparallel curve we have that
1
0= Vad!+ SAPAFY, ;= V4 A

because of the complete antisymmetry of Cartan tensor.
Then

Theorem 31 The autoparallel curve verifies the equation
V4A" =0

and in this form it is equivalent to the curve which minimizes the action
given as the length of the curve between two fized point, called geodesic; we
can therefore say that the autoparallel curve coincides with the geodesic curve
between two fized point, in a space of a given metric.

The commutator of two covariant derivatives is given as

Theorem 32 We have that

Vo, V[Tl =+ (R T+ Ry T8

kaB~" p rkaB~ p.

_(R};aﬂT/zulj + RZQBTJ:) (226)
for any tensor T'.

and from it, we can see that the Jacobi-Bianchi identities are
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Theorem 33 (Jacobi-Bianchi identities) We have that Riemann curva-
ture tensor verifies the structural differential identities

VR )+ VR, + VR, =0. (2.27)

Finally, the set of Jacobi-Bianchi identities can be contracted till they
reach an irreducible form; the fully contracted identities are

Theorem 34 (Fully Contracted Jacobi-Bianchi identities)
Fy— Fy = V,F7,

and

K 1 K 1 K K
Dy(F!™ = 59" F) = —§FW Fpp — FugFo.

For the metric identities we have

Theorem 35 (Fully contracted Jacobi-Bianchi identities)
1
V. (R* — 59‘“‘}%) = 0.

The fully contracted Jacobi-Bianchi identities are used to suggest the form
of modified tensors, which can simplify the form of the identities themselves;
we can in fact give the

Definition 8 We define the tensor
1
R — 59’“‘]% = EM" (2.28)

which has the same symmetry properties of Ricci curvature tensor, called
Einstein curvature tensor.

and also

Definition 9 We define the tensor

1
FI — g F = G (2.29)

called Einstein tensor.

With these modified tensors, the fully contracted Jacobi-Bianchi identities
are also modified as follow
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Theorem 36 We have the following identities

v, Frm = G — e (2.30)

and

DyGHP = =G g F17P — S Fop, FOP1 | (2.31)

And also

Theorem 37 We have the identity

VB =0 | (2.32)

We need to discuss about a feature of these equations; equation (2.30)
states a particular characteristic of the Ricci tensor: Ricci tensor is not sym-
metric in general, but its antisymmetric part is determined only by a metric
derivative of Cartan tensor. This looks like the behaviour of the energy-
momentum and spin tensors we have in Quantum Field Theory, in which
the divergence of the spin is proportional to the antisymmetric part of the
energy-momentum tensor.

These similarities induced Einstein first ([11]), and then Sciama and Kib-
ble ([12] and [13]), to think that (the modified) Ricci tensor and Cartan tensor
could be related to the energy-momentum tensor 7" and the spin tensor S of
Quantum Field Theory as

BEM =k T™
Fosy — [ gopr

in a more unitary theory called Einstein-Cartan-Sciama-Kibble (for a general
discussion about Einstein-Cartan-Sciama-Kibble theory see, for example, the
discussion of Trautman in [14], and of Hehl, von der Heyde, Kerlick and
Nester in [15]), and hence, they were lead to see in these relationships the
fundamental equations that rule over the dynamics of those fields, called
Einstein-Cartan-Sciama-Kibble’s equations.
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The principle of equivalence and the equation of motion. The co-
variant geometry developed right above is what should be the necessary en-
vironment for any physical theory.

In order to achieve the passage from geometry to a physical theory, we
need to implement in it principles that rule over the dynamical behaviour of
fields.

The dynamics is split into two complementary descriptions: one tells us,
given a configuration of bodies, which field they produce; the other tells us,
given an underlying field, which motion a body will follow interacting with
it.

The rules defining the dynamics of fields are the Field Equations; the rules
defining the dynamics of bodies are the Equations of Motion. In general,
these equations have to be solved simultaneously, and since the effects of the
motion of a body will change the field that interacts with the body itself,
general effects of non-linearity will appear, making this resolution a difficult
task to accomplish.

That’s why, in the following, studying the equation of motion of a body,
we will consider the body unable to change the field it is interacting with;
such a body will be called Test Body, and it will be considered in general as
a point-like particle of matter.

The equation that defines the dynamical behaviour of test bodies is New-
ton’s Law; considering the first fundamental form of a metric space ds?, and
building up the quantity u* = %, which turns out to be a tensor of rank
1, and so a vector, called Velocity, we can give the covariant expression of
Newton’s Law in the form

Y = mV, ut

where m is the mass of the particle; such an equation admits a variational
formulation as

where T' = %mu”uy, and, in the case in which we can write F' in terms of a
potential in the form F, = 4OV _ OV 2 thep we can define the Lagrangian
ds Ou ox )

L =T —V, and this equation gets the form

2Note that this is precisely the case for the Electromagnetism. In fact we can see
that V = eA,u" gives F,, = eu”(0,Aq — 02 A,), which is precisely the expression for the
Lorentz force.
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A few remarks are due. First of all, the covariant expression of Newton’s
Law makes useless to specify whether we are in an inertial reference system
or not; this means that all the inertial forces must already be considered
somewhere in the expression of the equation of motion: and this is in fact
the case, since a direct calculation can show that they are completely defined
in terms of the Levi-Civita connection.

Second, in both the formulations of Newton’s Law, the term F*, or equiv-
alently its potential V', is supposed to contain all the informations about all
the non-inertial, or better, physical forces acting on the particle.

In this way, the equation of motion can be decomposed as

du*

mg = —mAgﬁuau’g +

in which in the right-hand-side, the first term contains the inertial forces,
and the second term the physical ones.
It is in this situation that Einstein’s Principle of Equivalence finds place.
This principle can be expressed in many different ways; one of the best
is to say that

Principle 3 (of Equivalence) Let be given a test body moving under the
action of the gravitational force alone; the reference system at rest with respect
to the test body is a frame in which the local effects of the gravitational force
vanish.

This principle of equivalence between inertial and gravitational forces,
removing, at a local level, any distinction between inertia and gravity, can
create a sort of fuzziness in the classification of the forces in Newton’s dy-
namics, because now the gravitational force, which is of course a physical
force, can be made to vanish with a proper choice of frame, which gives to
it the status of an inertial force, at least locally. Actually, this fuzziness can
be cleared up if we pay attention to the adjective local in the statement of
the Equivalence Principle; in fact gravitational forces can be made to vanish
only locally around the test body, while an inertial force can be made to van-
ish everywhere in the spacetime around the body itself: this keeps gravity
different from inertial forces.

Now that we have made clear the difference between inertial forces, grav-
ity and other physical forces, we have to find a way to place gravity into the
equation of motion.

Obviously, since gravitational force is not a physical, tensorial force, it
cannot be put into the term F*; thus, the only choice we have is to put
gravitational interaction into the A term. But in this way, we need a tool to
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distinguish between gravitational interaction and inertial forces, for they are
represented by the very same term in the equation of motion.

This tool is provided by the Riemann curvature tensor. Riemann cur-
vature tensor is written in terms of the Levi-Civita connection, which is
supposed to contain both inertial and gravitational effects, and so Riemann
tensor should contain both inertial and gravitational effects as well; but in-
ertial effects are due to the frame only, and so, although they can be present
into the connection (because it is not a tensor), they can not appear in the
expression of Riemann tensor, which will contain then only the gravitational
informations, acting like a sort of filter.

Thinking Riemann curvature tensor able to contain only gravitational
effects, its non-vanishing can be seen as the presence of gravitational field, and
we can think that gravity is the expression of the curvature of the spacetime.

If Riemann curvature tensor is different from zero then it is different from
zero in any frame, and so in all of them there is a gravitational field, and
gravity has a physical appearance; but we can find anyway a frame in which
the Levi-Civita symmetric connection is locally zero, and in this frame the
effects of the acceleration on a body are locally negligible: in this frame the
gravitational field is present, but the inertial effects will compensate it, and
this compensation will be better and better as we consider them more and
more local, and, in the limit of an infinitesimal neighborhood, we get a null
total effect on the motion of the test body.

So, although the presence of gravity is given through the curvature of the
spacetime, the gravitational forces are to be described side by side to the
inertial effects into the Levi-Civita connection, while all the other, physical
interactions will find place into the F* term.

For our purposes, we won’t deal with other physical field (leaving this
issue to the next chapter); thus, for what it will be our interest in the present
chapter, we will restrict our attention to the case in which in Newton’s Law
of Motion of test bodies there is no force, and the dynamics is determined
from a purely geometrical point of view. In this sense, we can say that the
theory of gravitation is the theory of a free dynamics in a curved spacetime.

A remark is due. The reason for which the gravitational force can be put
into the Levi-Civita connection is that it acts proportionally to the gravita-
tional mass, whose value is experimentally known to be equal to that of the
inertial mass: this principle is what is commonly called Weak Equivalence
Principle, and it is the reason for which we can actually simplify the mass
from the equation of motion, getting the geometrization of gravity.

So, we can write the law of motion in presence of a gravitational field as

dut o
—— = —Alzu u?, R 5 #0

ds
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in which in the right-hand-side, the A term contains the inertial effects and
the gravitational force, and we can know about the existence of the gravita-
tional field by watching the Riemann curvature tensor; if it does not vanish,
then we can not find a frame in which the symmetric connection is zero ev-
erywhere, and we can only find a frame in which the connection is locally
zero: we can then say that we can remove the effects of the gravitational
field only locally, but in a domain of space large enough, the gravitational
interaction can not be completely removed, showing its physical presence.
Otherwise, if it is equal to zero, we have the free motion simply given as
dut

— = A" uuP

ds B , B

apy =V
for which we can actually have a frame in which the connection is globally

zero and, in that frame, we can write

du#
— =0.
ds
The expression for Newton’s Law is then
vuu'u - O, Ruaﬁ’y # O,

and the variational formulation of this equation is given as
—a—— =0, R 5 #0

where T = %mu”uy. In this formulation we recognize the autoparallel equa-
tion and the geodesic equation, respectively; the fact that they are equiva-
lent allows us to see how the AG paradox discussed by Fiziev in [9] (see also
Garecki in [10]) can be solved, since no distinction between autoparallel and
geodesic equation can be experienced.

We wish to finish this paragraph with the following remark. Under the
point of view of the equation of motion of test bodies, Cartan tensor never
appears: this situation have an explanation if we consider that in the ECSK
picture, Cartan tensor is supposed to represent the spin of matter field, which
is a pure quantum mechanical effect; thus, the absence of Cartan tensor is
directly related to the absence of quantum mechanical effects in the equation
of motion for test particles.

In fact, the equation of motion is supposed to describe the motion of a test
particle, which is thought to be a point-like particles only because we needed
to have a body moving in a space of given geometry without being able to
influence that geometry; but even if this recalls the idea of microscopic bodies,
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it does not mean at all that a test body takes into account the microscopic
structure of matter field, and no quantum mechanical effects are present in
the equation of motion for test bodies.

In a more realistic theory for matter fields, quantum mechanical effects
shall be considered, and in this case we will see that Cartan tensor will take
part in the description of the dynamics of matter fields.

Field equations in the ECSK theory. Talking about the ECSK theory,
we saw how the geometrical background provided a set of identities (the fully
contracted Jacobi-Bianchi identities), whose form is analogous to the form
of some relations holding in the context of the general dynamics for physical
fields; and we saw how this similarities suggested the identification of the
geometrical entities, on one hand, and the physical quantities, on the other
hand. This identification lead to the equations

EM =k T (2.33)
Fow = | o (2.34)

which can be considered to be the fundamental equations relating physics
and geometry, in the ECSK theory.

In this picture, the energy-momentum content of matter fields curves the
spacetime, by changing its metric, while the spin content of matter fields
twists the spacetime.

However, few points need to be discussed. Let us consider the first of
these two field equations

EW =k T, (2.35)

and suppose there is no mass, or energy, in a given point of the space; in that
point T"” = ( and since field equations are differential, so point dependent,
in the same point there will be 0 = E* = R — %g””R, which gives the
contraction R = 0, and so R*” = 0, but no further deduction can be made
on the curvature of the spacetime, in particular Riemann curvature is not
necessary zero.

This means that in the point in which there is no mass there might be
gravitational field anyway, which is precisely what we observe in nature. But
if the Universe were empty, field equations (2.35) would tell us that that
Universe would have a vanishing Ricci curvature everywhere, but it might
have had a non-vanishing Riemann tensor.

This issue can be understood by considering that in an empty region
there can be a gravitational field produced outside the region, while this can
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not occur if we consider the region as the whole universe, for which it does
not exist an “outside”; this discrepancy lies in the fact that Einstein’s field
equations are differential equations, and so they need boundary conditions
not contained into the field equations themselves.

On the other side, the other field equations are

Fow = | GO, (2.36)

and if we suppose there is no spin in a given point of the space, in that point
we will have S** = 0, and so F** = 0; this occurs because Cartan tensor is
linked to the spin via an algebraic equation: physicists are used to talk about
this issue as the fact that Cartan tensor does not propagate in the vacuum
(see, for example, Garecki [10]).

Actually, this is not a problem in the ECSK theory, because the fact that
the Cartan tensor does not “go out” of the matter is essentially the reason
for which, up to now, no observation has detected it in a region of free space.

A theory in which Cartan tensor can propagate outside matter should
explain, in order to be compatible with experimental measures, why Cartan
tensor is allowed to propagate out of matter, but only with a value too small
to be measured.

In the picture of ECSK theories, then, metric and Cartan tensor are the
fundamental tensors the theory possesses; these two geometrical fields are
intimately related to the physical fields of energy and spin: so, if we know
the metric of a space and its Cartan tensor, we can have informations about
the energy and the spin, or the mass and the spin of the matter fields that
produce them.

Mass and spin, together with charge, are the three labels that identify
elementary particles; but charge is related to the property of the particle
to interact with fields of other nature (fields that we are not going to con-
sider now), and so mass and spin are the only two quantum numbers that
characterize the free particle, and they do it in terms of unitary irreducible
representations of the Poincaré group, as discussed by Wigner in [16].

The fact that both mass and spin characterize particles tells us that we
have to take into account the spin beside the mass in the description of the
dynamics of matter fields, as well as the geometry can not avoid to consider
Cartan tensor beside the metric for a complete description of the geometrical
background.

We wish to conclude with a curiosity. The fact that Wigner classified
particles according to their values of mass and spin allows the possibility
to think about spin and mass as related to the spacetime rototranslations;
on the other hand, a gauge theory of the Poincaré group (see for example
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Obukhov in [17]) produces the result for which Cartan tensor comes from
the translational part, while curvature comes from the rotational part of the
group: we have then that mass is related to translations that are related to
Cartan tensor, and spin is related to rotations that are related to curvature.
From this viewpoint, we could conclude that we have the relationships “mass-
Cartan tensor” and “spin-curvature”, while in ECSK theory we have the
opposite relationship “spin-Cartan tensor” and “mass-curvature”.

Finally, all the general results here obtained can also be found in the
general review of Dubrovin, Fomenko and Novikov in [18], and by de Sabbata
and Sivaram in [19]; in more details, they are considered in [20], [21], [22], and
23] by Shapiro, Arcos and Pereira, Watanabe and Hayashi, and Capozziello,
Lambiase and Stornaiolo.

2.2 The Principle of Minimal Action:
Gravitation

The dynamics of a physical theory of gravitation has been taken into ac-
count through considerations about the general structure of the underlying
geometry in the ECSK theory.

As well as the equation of motion has been written as Euler-Lagrange
equation for some Lagrangian, we can wonder whether it is possible to write
also field equations for ECSK’s theory in terms of a principle of minimal
action.

In order to try to give an answer to this problem, we have to be able to
calculate the variation of a given action.

In the geometry we have developed, we saw that there are two funda-
mental quantities: the metric and the connection; axiom 2, then, enables a
decomposition of the connection in terms of the metric and the Cartan ten-
sor, and the metric tensor can be defined in terms of the connection; further,
the connection is somehow equivalent to Cartan and Riemann tensors: thus,
an action that wants to describe the dynamics of the structure of the space-
time has to be written in terms of Cartan and Riemann tensors, and being
able to calculate the variation of this action means being able to calculate
the variation of Cartan and Riemann tensors themselves.

However, we already saw that Riemann tensor can be decomposed into
two parts, one written in terms of Cartan tensor and the other written in
terms of the Riemann curvature tensor; hence, to calculate the variation of
Cartan and Riemann tensors we need to calculate the variation of Cartan
tensor and the variation of Riemann curvature tensor.
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Riemann curvature tensor, however, is not a fundamental quantity, be-
ing written in terms of the metric tensor; finally, we need to calculate the
variation of Riemann curvature tensor in terms of the variation of the metric.

The Palatini Method is the method developed in order to calculate the
variations of curvature tensors, when we perform a variation of the metric
tensor.

Now, the variation of the metric is a tensor, and we will write it as 0g,,;
from the equation (2.6) we have that

5g"" = — g g" 5 gap; (2.37)
moreover, as we will need later, we have from equation (2.8) that
09 = —99us09"° (2.38)

SO

1
0Vlgl = =5V 1919,309" . (2.39)

We can now calculate the variation of the connection; the computation is
really mechanical, and gives the final result

ST, = 20 (Vubguo + Viudgup — Vp0guw) | (2.40)

We have just to pay attention to the fact that all the quantities involved
are tensors, so we cannot switch the covariant derivative V with the variation
0; also, we can see directly from its expression that, although the connection
is not a tensor, the variation of the connection is a tensor (we already know
that the variation of an object which is not a tensor can be a tensor: for
example, although the position is not a tensor, the variation of position is a
tensor, as showed in equation (2.4)).

Finally, we can calculate the variation of all the curvatures, starting from
the Riemann curvature tensor

SRy, = V019, — V,0I9, (2.41)

or equivalently

1
§(R0,G;w5gp9 - Reppuégﬁe) +

1
5(VuVidg = VoV 500+ VoV 095 = ViV o893,

5Rpﬁ/w =
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Then Ricci curvature tensor is given by

0Rap = 39" (V. Vabgps + V.V 309ap — Va V505 — ViV ,0050) | (2.42)

And the scalar curvature is finally obtained by the contraction with the
metric tensor as well

SR = Rapdg™® +

1
+§g”pgaﬁ<vuva59pﬁ + ViuV509ap — VaVdgo — ViV ,096a)-

Now, given the variation of the metric tensor, we can calculate the varia-
tion of the Riemann curvature tensor, and of all its contractions; finally, we
can calculate the variation of any action we can write for the gravitational
field.

We know that, in the limit of ECSK theory in which Cartan tensor goes
to zero, the field equations are simply

EFE = ETH",
These equations can be obtained also from a variational principle using
the methods explained right above.

If we consider the Lagrangian given as the simplest scalar we can have,
namely, Ricci scalar

< =R

we have that the action is

S = / R\/|g|dVv
and its variation is given as
58 = /5(}%\/@)61\/ = /(5(Raﬁgaﬂ)\/m — %Rgawgaﬁ |g)dV =
= / (6Rasg™" /19| + Rasdg™ /19| - %Rgaﬁf?g“ﬁ lg])dV

and so
(0% 1 (0%
35 = [ (Vulg*8T%, ~ 9813, + [Ras — 5 Roasldg™)/IglaVs
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since the first term is a divergence of some vector, it can be neglected in the
expression of the integral over a volume, and the equivalent action is

1
55 = [ (Ras ~ 3Rou)3g”V/IgldV.

The principle of minimal action 65 = 0 implies

1
/(Raﬂ - §Rgaa)5gaﬁ\/ lg|dV =0

for any volume, which is

1
(Ras = 3 H790)09"" =

and finally
1
Rag —Rgag =0
2
which means
E.,3 =0

and they can be recognized to be Einstein’s field equations for gravity in the
vacuum.
An easy generalization can indeed show that an action of the form

5= [(R+ 1) Viglav
gives, defining

7. — 2 9%Vl (2.43)

puv \/m (59/“’ ’

the field equations as

k
E.3 = —§Taﬁ (2.44)
and they are recognized to be Einstein’s field equations for gravity.
The most general action we can have can contain invariant products of
many Riemann curvature tensors; since Riemann curvature contains 2 deriva-

tives of the metric tensor, an action containing N Riemann curvatures will
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contain 2N derivatives of the metric tensor, and it will be called a 2N*"-Order
action: in this case we will talk about Higher-Order theories of gravitation.

Of course, the final generalization is given by considering also invariant
products of Cartan tensor in the action as well.

At this stage, we do not have any other information that tells us how to
build up an action.

However, we can state some general properties the field equations will
have; it is possible to prove that

Theorem 38 Let S be an action of the form

S = / (L + EZ)\/]g]dV; (2.45)

defining
_ 2 VI, gy 0L (2.46)
el e T ToFe,
and also
T,uu _ 2 5(-=§/ﬂp \/ ’9’)’ Sauv — 2%7 (247)
varl ogH 5Faw

we have that the principle of minimal action leads to the field equations

Aa,@ = _kTaﬁ (248)
By = —kS (2.49)

pop

2.2.1 Second-Order Gravity: the ECSK theory

The very first case is given (as we just said) with only one curvature in
the action: this case is the very-well-known Einstein-Cartan-Sciama-Kibble
gravity.

Since only one Riemann tensor is allowed in the action, the Lagrangian
cannot be other than its contraction, Ricci scalar, plus other terms describing
physical fields.

Definition 10 Let be given the action of the second-order as

S = / (IR — EFHPUFW"] + kZ)\/]gldV (2.50)

in which the constant k has to be determined.
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Theorem 39 (Field Equations) The action is minimized i.e. it is sta-
tionary with respect any variation of the metric and of Cartan tensor if and
only if we have that

1 k
Gaﬁ - §vapa,3 == —5 af (251)

and
FO‘W = kSaW; (2.52)

equations (2.51) and (2.52) are the fundamental field equations of the second-
order gravity, also known as Einstein-Cartan-Sciama-Kibble theory.

We stress a couple of points; in the vacuum of physical fields, we have
that

1
Gog = 5VF'us =0

and
F“W =0
so that
Ry =0
F "‘W =0

and field equations would reduce to field equations in a spacetime with no
Cartan tensor and in which Ricci curvature tensor is zero; and yet, the Rie-
mann curvature of the space, until we fix boundary conditions, would remain,
in general, different from zero.

We also want to stress that the extra piece that seems to make the first
equation pretty ugly is, indeed, what is necessary to make the left-hand-side
symmetric, as well as Belinfante procedure would do for the right-hand-side;
the second equation manifests its presence also in the first equation through
this extra term.

In a Riemannian spacetime we simply have

Definition 11 In a Riemannian spacetime, let be given the action of the
second-order as

S = /[R + kZ,)\/|gldV (2.53)

i which the constant k has to be determined.
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So, field equations are

Theorem 40 (Field Equations) In a Riemannian spacetime, the action
is minimized i.e. it is stationary with respect any variation of the metric
tensor if and only if we have that
k
Eap = =5 Tap; (2.54)
equations (2.54) are the fundamental field equations of the second-order grav-
ity in a Riemannian spacetime, also known as Finstein theory.

Second-Order Gravity and Dust. The case of Dust is the case in which
we consider the test body discussed above in a huge amount of unities; each
and everyone of them is a point-like particle, and they are assumed to be
non-interacting between each other, so to remove any consideration about
pressure: thus, it behaves as a fluid of dust.

The equation of motion for such a body has already been discussed, and
it has been given in the form V,u* = 0, and the extension to the field of
dust is achieved by considering that the distribution of all the particles looks
like a fluid that we can describe through a function assigning the value of
the density of mass to any point of the spacetime, as u = u(x).

Such a mass distribution has to be constrained by the conservation law
of the mass given as V,(puu®) = 0; using this, we see that V,(uu®u?) =
Vaolpu®)u? + pu*VauP = 0+ 0 = 0, and so, we can define the tensor 7% =
puu” such that T = TP and V, 7% = 0, which can be considered as the
energy-momentum tensor of the field of dust.

So, we have that

Definition-Theorem 41 Given a distribution of Dust described by p =
w(x), and being u’ the field of velocity, we can define the tensor

T = pu®u®

which is symmetric, its trace is equal to p and it is divergenceless, and we
will call it the Energy-Momentum Tensor of the field of dust.

Field equations for a field of dust read

1 k
af _ © af _ _ "V, 0,0
R 2Rg el
from which it follows that

R=—pu.
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This equation is very important because it is through it that we can have
informations about the value of the constant k; considering the fact that
a mass distribution is always positive, and that an attractive gravity as a
negative R, then it follows that k has to be negative in the case of a dust
distribution.

We will finish with a remark about a particular physical situation we can
have, the one concerning maximally symmetric spaces; in these spacetimes
we have that the Riemann curvature tensor can be written (see [24]) as
Roguw = Agalugv)p With A a constant. We have that the solution is given as

_24A
F=%
and
1
a, 8 _ — af
u*u 4g

from which we can calculate the expression for the gravitational field in terms
of Riemann curvature to be

2k

k
Raﬁ,u,u = ﬂ,u (gaugl/ﬂ - gavguﬁ) = ?:u (uauuuvuﬂ - uauVuMuﬁ) =0

and so, no solution, unless trivial, is actually given in maximally symmetric
spaces for dust distribution.

2.2.2 Fourth-Order Gravity

The second case is given with two curvatures in the action.

Since two Riemann tensors are allowed in the action, the Lagrangian
can contain more pieces; for the sake of simplicity, we will consider only
Riemannian spacetimes.

Thus, in a Riemannian spacetime we would have that all the different
terms actually reduce, via symmetry properties of Riemann tensor, to 3 terms
only.

Definition 12 In a Riemannian spacetime, let be given the action of the
fourth-order as

Stabe) = / (aR? + bR Rag + cR*" Ragy,) + kZ]\/|gldV (2.55)

wn which the constant k has to be determined, and the parameters a, b, c have
to be chosen.
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So, field equations are
Theorem 42 (Field Equations) In a Riemannian spacetime, the action

15 mainimized i.e. it 1s stationary with respect any variation of the metric
tensor if and only if we have that

b
(b+4¢)V* Ry + (20 + 5)gu V2R = (24 + b+ 20) V.V, R —

1
_QC(ZQ#VRQBPURQBPU _ RyﬁpaRuﬂpg) + (4c + Zb)Rl,@wRﬁg _
b k
~(39u Ras R 4 4cR,5R,%) + 2aRR,, — %gw R = ST (256)

equations (2.56) are the fundamental field equations of the fourth-order grav-
ity in a Riemannian spacetime.

Fourth-Order Gravity and Dust. We saw that a field of dust can be

described by an energy-momentum tensor of the form T = pu®u”; in the

framework of fourth-order gravity, we change the structure of the geomet-

rical side, but not the structure of the energetic side of the field equations,

obtaining a change of the reciprocal relations between curvature and energy.
If we consider the contracted field equations we get

k
(Ba+b+c)V’R = la

and we can see how the behaviour of R can not give information about the
sign of the value of the constant k, since in general, we have to fix at least
the sign of the coefficient 3a + b + c.

2.2.3 Sixth-Order Gravity

The last case we are going to consider is given with three Riemann tensors
in the action.

When three Riemann tensors are allowed in the action we have that, in a
Riemannian spacetime, all the different terms reduce to 11 terms, 8 coming
from the triplet of curvatures and 3 coming from the doublet of covariant
derivatives of curvatures.

Definition 13 In a Riemannian spacetime, let be given the action of the
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sixth-order as

S(®,w,0,4,B,0,D,E,F,G,H) = /[((I)vava +UV,R.s VPR +

OV, Rupu VPR + AR? +

BRR,sR*” + CRRup,, R +

DRaI@Rﬂ’yR,O; + ERaﬁR’yéRoryﬁé +

FR™Ronsu Ry + GR™° Rogu R +
HRops R R ) + kZL)\/|gldV  (2.57)

in which the constant k has to be determined, and the parameters ®, ¥, ©
and A,B,C, D, E, F,G, H have to be chosen.

And consequently we can determine for this action the corresponding field
equations, which are presented in appendix.
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Chapter 3

Spin Theories

3.1 Orthonormal Bases, Complex
Representations and Spinors

Regarding the definition of tensor we gave at the beginning, it is possible
to be a little skeptical, in the sense that such a definition seems to need a
system of coordinates, leading us to think that, even if relationships between
tensors are coordinates independent, tensors might be not.

If we want tensors to be independent on coordinates, as well as relation-
ships between tensors are, we need to introduce a notation in which this
independence is manifest; in this formalism, it will be clear for tensors, and
consequently even more for relationships between tensors, that they pre-exist
the choice of a system of coordinates.

How to achieve this notation can be better understood from this example.

Let us consider the easiest example of space, namely, a 2-dimensional
space with a vanishing connection; in it, the 2-dimensional metric can get

the polar form
(1 0
g = 0 T’Q

for which the only non-vanishing components of the connection are

1

r 0
= - A — 2
00 ) or r

The acceleration in these coordinates is given as A* = V,u#, that is

AT =i — r?

.92 .

AP =0+ =70
T
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where @ = % being ds® = dr* + r*df? the line element.

We see that this form does not correspond to what we know to be the
real components of the acceleration in polar coordinates, and, moreover, its
components are not even homogeneous in the dimensions, and A% does not
even have the dimension of an acceleration.

In order to have all those components with the correct expression for the
acceleration, we will introduce a basis of orthonormal vectors {e,(j )}, so that

we can define the vector A(®) = A”eff): it is easy to see that if the basis is
given as

e =1, eg,e):(), eér):(), eée):r

then the acceleration is
AW = A% = Are(M) 4 Aeeér) = A" = — rf?
and also
AD = A%® = Arel® 4 Aee((f) =A% =16 + 21
that is

AT = — rf?
A® =16 + 270

which is the right expression for the acceleration in polar coordinates.

Of course, this procedure is valid also for the velocity, or any other phys-
ical field.

So, a suitable choice for the basis of vectors can actually give us all the
expressions in the form we want them to have; the problem is then how can
we get such a basis without any ad hoc choice.

We notice that the basis of the previous example can be written as

(1) (1)

and it verifies the relationships
G =1 — > > 2 g = () =
Er-Cr=1=Gr, € € =T =4Gogs, € "€ =U=Gre
so that we can write
€q 65 = gaﬁ
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from which we see that the basis is not introduced ad hoc, but we can define
it in terms of the metric of the space.

Obviously, this procedure does not apply only to polar coordinates in 2
dimensions, but for any general n-dimensional metrics defined in a space.

So, since the metric is given, it is possible to calculate from it a basis of
vectors, through which we can define components for the fields that have a
real, physical meaning.

Let us introduce then the general formalism of the “Vierbein”, or Bases
of Tetrads; from here on, we will keep Greek letters to label tensorial indices,
and Latin letters to label indices of basis, or Lorentz indices.

Let be given a set of 4 vectors labeled by an index of basis (in brackets)
{fé‘a)}; with them, we can re-label lower tensorial indices to be Lorentz in-
dices, defining them to be Aﬂﬁé‘a) = A(). Now A, are a column of scalars,
of invariants, which means that they have an intrinsic, physical meaning!

Since it is natural to extend this definition also to upper tensorial indices,
we can introduce a set of 4 covectors labeled by {5{:1)} such that

PRI (3.1)
and
gl = oL (3.2)

in which ¢ is the Kronecker 4-dimensional tensor; using them, we can define
Lorentz components also for tensors with upper indices.

Now, we said before that we will use an orthonormal basis; in fact, we
can see that it is always possible, via the process of orthonormalization of
Graham-Schmidt, to orthonormalize a basis of vector, to get it such that

gD g = (3.3)
where the matrix
1 0 0 0
ay | O =1 0 0
0 O 0 -1

is the Minkowskian Matrix; since an orthonormal basis is a very useful tool
to calculate geometrical quantities, and important properties come form it,
and since the restriction to orthonormal basis is of no physical meaning, we
can postulate that we shall deal only with orthonormal bases, meaning that
once we get the orthonormal basis we are looking for, we will allow only those
transformations of basis which will preserve its form.

We have that
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Axiom 3 The basis used to describe physical quantities will always be con-
sider orthonormal, and the only transformations between different bases will
always be such that they preserve the orthonormality.

If we are in an orthonormal basis, the transformations that preserve the
orthonormality of the bases are the very-well-known Lorentz transformations
A.

Lorentz transformations can be written in these terms

Definition-Theorem 43 The transformation laws allowed by the ariom 3
are all the transformations represented by the matriz A such that

n = AnAT (3.5)

and they are called Lorentz Transformations; they form a group called Lorentz
Group O(1,3;R), whose subgroup of all the matrices of unitary determinant
is called Special Lorentz Group SO(1,3;R).

We wish to point out that for our physical purposes, we will consider
only the subgroup which preserves the orientations of the basis, namely, the
subgroup which does not change a left basis into a right one, which is the
special Lorentz group.

Further, we would like to stress that, since no restriction has been made
on them, we can also consider complex physical fields; thus, we have to take
into account also complex representations of the special Lorentz group.

Finally, we will admit the possibility that Lorentz group could act de-
pending on the point we are considering, namely, that the parameters of the
transformation are point dependent, and the transformation locally defined,
so to have a local, complex representation of the special Lorentz group.

A complex representation of the special Lorentz group will be given
through the matrix S, and belongs to the so called Group of the Spinorial
representations of the special Lorentz group.

Both for the A and for the S matrices, we have that their expansions in
terms of the generators give the same commutators.

To see this fact, let us consider the Lorentz algebra so(1,3;R); we have
that the commutation relationships between infinitesimal generators are

[ij Rb] = EjbaRa
[ij Bb] = _ejbaRa
[Ry, Bj] = €jpaBa;
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the complex representation of the Lorentz algebra can be given considering
the set of Pauli matrices (see [25] for details) given as {o;,j = 1,2, 3} where

(0 1Y\ (0 —i\ (1 0
=\ 1 0) 27 i o) BT Lo -1 )
and verifying the relationships

[Uj7 Ub] = 2i€jbaaa7

and considering the set formed with the matrices {.J; = —%aj, j =123}
and {K; = %aj,j = 1,2, 3} that gives
[Jj, Jb] = Ejbaja
(K, K] = —€jvata
[Jb,Kj] = GjbaKaa
which is the expression for the Lorentz algebra with complex 2 x 2 matrices

sl(2; C) for a semispinorial 2-dimensional representation; the correspondent
4-dimensional spinorial representation is given by the set of matrices

ch Ja 0 . ch Ka 0
Ra _( O ']a ) Ba - 0 _Ka

J. 0 0 K
st a . st a
m=( ) m=(h v)
respectively called Chiral and Standard spinorial representations, and in both
cases we get

or else,

[Rj, By] = €jpalla
[Bj, By] = —€paka
[RIHBJ] = ejbaBay

which is a 4 x 4 spinorial representation of the Lorentz algebra, and that
corresponds to the set of generators for the matrix S of the spinorial repre-
sentation of the special Lorentz group; these commutation relationships can
also be written in the 4-dimensional notation as

EijaRa = 0Oij

By, = ook
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so that

[t qu] = (NepOgr — NeqOpr + MrqOpt — Mrp0at) - (3.6)

Given these two representations, taking the (local) parameter of the trans-
formation as the set of 6%, antisymmetric in the two indices, we have that
an infinitesimal Lorentz transformation is given as

AY = 52 + 66%, (3.7)

while an infinitesimal spinorial transformation is given as
1 ab
S =1 + 559 Ogb- (38)

The transformations represented by A and by S are the transformation
laws we were looking for.

Before proceedings, we will give some result.

First of all, we will give this definition

Definition-Theorem 44 The quantity

€0y, E0))™ = §(0)0x8(b) — &) P€la) (3.9)
1s a vector called Commutator, and it verifies:
1)
[€(a)s §(@)] = 0

or

[g(a)ag(b)] + [f(b),f(a)] =0
antisymmetry
2)
[g(a)’ [g(b% 5(C)H + [g(c)a [g(a)a f(b)“ + [f(b), [f(c), f(a)“ =0
Jacobi identity.

It 1s always possible to find a set of coefficients C ¢ verifying:
1)
Cabc + Cbac =0
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2) defining 0, = 5&)8“ we have
(Cijmcmkl + Ojkmcmil + Ckimcmjl) +
HORCy) + 0:C, + 0,04 =0

called Structure Tensors, such that the commutator can be written in a unique
way as

@) €] = Cap"EGe)- (3.10)
If it is possible to have
abC =0
then the basis is called Holonomic, Anholonomic otherwise.

This definition is important since an orthonormal basis is, in general, anholo-
nomic.

Defined an anholonomic orthonormal basis as above, we can introduce for
them the procedure of covariant derivation; we have that we can calculate
the quantity

Definition 14 We have that the quantity

wkaﬁ = EFDpee (3.11)

is a vector called Spin Connection.
Through it, we can re-write Riemann tensor as

Theorem 45 We have the identity

ci~ab T

8a}wkc[b + ij[ach[b — wk L chab' (312)

Although Riemann tensor is defined with all tensorial indices, here it has
been written as F* , = F“Vaﬁfﬁk)gfc)fa)fé), i.e. in the form in which all
its components have a real, physical meaning; anyway, it is possible to give

another form, in which indices are mixed, as follow

Theorem 46 We have that

k k a _ 1k
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The reason for such a definition can be understood by considering the
following transformation law

Definition 15 A basis of vectors {gfm)} can be transformed into another
basis of vectors {SE’T‘n)} via the transformations

52’5) - (A_l)[;zg?b)

and a basis of covectors {g,ﬁm’} can be transformed into another basis of cov-
1(m) . .
ectors {&,""} via the transformations

& = (e,
With this transformation, we have that

Theorem 47 For a change of basis, the spin connection defined as

ijﬁ = (Wﬁ)ka‘

transforms as
wh = Awg — A1 9sA) A,
and Riemann tensor defined as
Fliag = (Fop)",
transforms as

F(;ﬁ = AF,sA7".

In the forms given before (the ones with all the tensorial indices, or the
one with all Lorentzian indices) these tensors would have not transformed
in this way; somehow, we can say that it is due to this very disposition of
indices that we can have both a tensorial and a Lorentz covariant form for
Riemann tensor.

The reason for which we do not consider Cartan tensor in the discussion
about which index should be put in the basis form and which should be kept
tensorial is the following.

The condition of metricity expressed by the axiom 2 gives to Riemann and
Cartan tensor the antisymmetry with respect to the first couple of indices,
while their definition gives them antisymmetry with respect to the last couple
of indices. Riemann tensor has four indices, and for this the properties
of antisymmetry do not mix an index belonging to the first with an index
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belonging to the second couple, nor we have symmetry properties for which
we can switch the two couples between each other: in Riemann tensor the
first couple of indices and the second couple of indices have two different
characters. On the other side, Cartan tensor has three indices, and so the
second index belongs both to the first and to the second couple of indices,
and the properties of antisymmetry allow all the indices to mix between each
other: for Cartan tensor all the three indices have the same character. So,
while it should not surprise that Riemann tensor has a form with the first
couple of Lorentz indices and the second couple with tensorial ones, Cartan
tensor should have either all the indices in the tensorial form or all the indices
in the Lorentzian form.
For Cartan tensor with all Lorentzian indices we have

Theorem 48 Cartan tensor is such that
Fkab = wk[a,b} + Cabk' (314)

For the spin connection and Riemann tensor, we have that there is the
fundamental property, coming directly from axioms 2 and 3, that has to be
mentioned; we have that

Theorem 49 We have that the spin connection operator wg and the Rie-
mann tensor operator Fyg are antisymmetric operators.

O Proof. In fact, it is possible to calculate the expression of D#go‘ﬁ in terms of the basis
and the spin connection; in an orthonormal basis, and since D“gaﬁ =0, the thesis for the

spin connection is immediately given. For Riemann tensor it is analogous. M
Now, we have everything we need to introduce and develop the theory of

spinors.

3.1.1 Spinors

We start by giving the following, fundamental

Definition 16 Let be given a Spinorial representation of the special Lorentz
group S; a given column of functions b whose transformation law is given as

W = Sip (3.15)

15 called Spinorial Field.
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As well as for tensors, we will simply refer to spinorial fields as Spinors.
And as well as what we have done for tensors, we can write down the
principle of Spinoriality, namely

Principle 4 (Spinoriality) The properties of physical quantities have to be
mathematically expressed in the form of vanishing spinors.

3.1.2 Covariant Differentiation on Spinors
As we did for tensors, also for spinors we can give the definition of coefficients

of spinorial connection, to get a spinorial covariant derivative.

The Coefficients of Connection
We have that

Definition 17 A set of coefficients that transforms according to the law

Q) = S(Qy — 519,55 (3.16)

is called set of the Spinorial Connection Coefficients.

We would like to stress this important fact: this set of coefficients of
spinorial connection has indices of different type (namely, one is tensorial
(Greek) and the other two — the hidden ones — are spinorial); for this reason,
this connection in very different from the tensorial connection we defined
for tensors, and no permutation of a spinorial index with a tensorial one is
allowed: so, no Cartan tensor could possibly be defined for it!

On the other hand, instead, we can define the analogous of Riemann
tensor, as

Definition-Theorem 50 Given the spinorial connection, the quantity

o828 + [0, Q5] = Fop (3.17)

transforms as

Fl; = SF,55" (3.18)

and it 1s antisymmetric in its indices, and it is called Riemann Spinor.
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We wish to stress that the transformation laws for these quantities are
similar to those of the spin connection and Riemann tensor in basis indices;
so, naturally we have that

Theorem 51 [t is possible to decompose the spinorial connection in terms
of the spin connection as

1

and Riemann spinor in terms of Riemann tensor as
1 a
Fog = S F b 30abs (3.20)

where o, are antisymmetric operators belonging to the spinorial representa-
tion of the Lorentz algebra.

The Covariant Derivation

Given the spinorial connection, we can determine the spinorial covariant
derivation by giving the following

Definition-Theorem 52 Given a spinorial connection, if 1 is a spinor then
the quantity

Dyt = Dyt + Qi) (3.21)

transforms as

(Dgp) = SDgyp (3.22)

and 1s called Spinorial Covariant Derivative of the spinor ¢ with respect to
the coordinate 3.

Given a covariant derivative with respect to a given index, it is possible
to calculate the commutator of two covariant derivatives with respect to
two different indices; the final result is something we can write in term of
quantities we already know, and it is given as

Theorem 53 We have that
Do, Dgltp = F,sDx¢ + Fopy) (3.23)
for any spinor 1.

For the introduction to Dirac spinor field in curved-twisted spacetimes
see the original work of Fock and Ivanenko [26].
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3.2 The Principle of Minimal Action:
Matter fields

The whole geometrical environment that is supposed to contain physical
systems has been discussed. In it, when the gravitational action is given, we
are able to have field equations for the gravitational field, which tell us how
matter acts on the spacetime; the further step is to know how gravitational
fields can rule over the evolution of matter fields.

The construction of a Quantum Matter Field Theory has been a long
process, whose roots lie in the background of Mechanics.

Historically, Mechanics, in its Newtonian, Lagrangian or Hamiltonian for-
mulation, is the theory that provides us the description of the motion of
point-like particles of matter, given a potential containing the informations
about the actions of external fields of force on the particle itself. However,
the description mechanics provided had some weak point.

First of all, it had to be written in a covariant formalism, which, introduc-
ing naturally the concept of locality, made the description of matter through
point-like particles inadequate.

The relativistic description of nature requires particles to be “spread up”
to extended fields; but even after the generalization of Mechanics up to Field
Theory, we didn’t have the right description of nature yet, since at small
scales Heisenberg Principle of Uncertainty rules.

This principle states that there are in nature couples of variables conju-
gate in such a way that the higher precision we get for one the less precision
we get for the other in the process involving their measurements: in formulae

AAAB > gL

Now, there’s a theorem stating that, for linear Hermitian operators, a
similar expression can actually be obtained (See the textbook of Gasiorowicz
25]) in the form

AAAB > =| (|A, B])|.

N —

According to both the principle and the result, we can say that, if the
couple of dynamical variables are conjugate as to verify | ([A, B]) | = &, then
the quantum condition is verified.

It turns out that observations tell us that the position of a particle in a
given direction and its momentum along that direction do have this property
of conjugation, and they should then verify the condition

| (fz, ) | = A
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This condition can be solved in many equivalent ways, called representa-
tions, but for our purposes we prefer to give the solution

rT=ux
p = —ih0,.
This expression of the momentum operator holds, of course, also for the

other coordinates, and moreover for energy, allowing the further generaliza-
tion to

pTa——"
Pa = —1h0,.
This solution then gives
| ([2", pal) | = 061

and so

A" Ap, > 552

which is the Lorentz invariant form of the Heisenberg Principle of Uncer-
tainty.
The expressions

at =t
Do = —1h0,

or simply, the expressions
Do = —1h0,

are what allows us the passage to quantum physics, and matter field equations
written with this constraint are quantum matter field equations.

The only condition relativity gives in order to describe some constraints
on the motion of matter fields comes from the definition of velocity u* = %,

for which we have

_dxMdr” g,drtdx” ds? L
T I Gs ds T dsds | dst

Hoy g bV
utu, = u'u"g,,

multiplying both sides by the constant m? we get

mutmu,, = m?
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and then, the definition of momentum mu,, = p, gives

P'p, =m?.
Applying to this constraint on the motion of matter fields the condition
of quantization discussed above we get

m

2
Gw@@+jﬁ>¢=0

as the equations for the quantum matter field ¢, and it is the so-called Klein-
Gordon equation.

This equation, however, had something Dirac was disappointed about; it
is, in fact, second order derivative of the field ¢, while Dirac thought that
equations of motion should be first order derivative of the quantum matter
field (see the discussion of Dirac about the order of derivative in [27]).

At this point, Dirac saw that Klein-Gordon equation could be written as

(=" +m?*) 6 =0

where p* = ptp, = ¢"'Pupy, and p, = —ihd, are operators, and that this
form can actually be split up into two parts, as well as we can write a? —b* =
(a—0b)(a+Db), with the only difference that here we deal with sums of products
of operators.

Dirac’s idea was to introduce an extra quantity that could have made
possible to split up the squared of momenta into a product of operators, and
not a sum of products of operators; this condition can in fact be realized
by the introduction of the so-called Dirac matrices 4*, such that {y*,~+"} =
2lg", and by defining the momentum operator as P= Y#pyu: we can see that

o 1 o L
P? = PP = y"y"p,p, = 517 by = 19" B, = Ip°

which is, up to the 4 x 4 identity matrix, what we needed.

In this way, supposing that the matter field ¢ is a 4 component vector in
the linear space in which Dirac matrices are defined, Dirac has been able to
write down Klein-Gordon equation as

0= (p* —m®)y = (Ip” = Im®)yp = (P> = Im?)¢p = (P — Im)(P + Im)y);
through this expression, we can see that a solution for the equation
(P +TIm)y =0
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is also a solution for the Klein-Gordon equation, but the last equation is first
order derivative of the field .
The equation

(P +1Im)yp =0
can be written explicitly as
ihy" 0,0 —mip =0

where the field 1 is, as we said, a 4 dimensional vector in the space of the
Dirac matrices; since for a spinorial transformation the generic Dirac matrix
y* transforms as y# = Sy*S~1, then 1 has to transform as 1)’ = St (where
S is a complex representation of the special Lorentz group), in order to give
the Lorentz invariance of the whole equation.

Making the transformation S local, and replacing the partial derivative
with the spinorial derivative defined above, we get, in the spirit of a local
gauge theory for the special Lorentz group, the generally covariant expression

thy"Dyp —map =0

called Dirac Spinorial Equation.

Dirac Spinor is what we need to describe quantum matter fields, and
Dirac Spinorial Equation is the fundamental equation of quantum matter
field theory.

Now that we know which kind of equation we have to work with, it is
possible to derive it from a variational principle.

In order to write the action, we have to say which fundamental fields
we are going to use in the Lagrangian; beside Dirac Spinor field ¢, we have
to take into account its Dirac Complex Conjugate Spinor field 1, which
can be obtained as 1 = D, where D is an Hermitian matrix such that
fyuT = Dy*D7L,

We would like to stress that it is possible to have explicit choices for the
expression of the v matrices; in particular, we can have the Chiral represen-

tation
01 0 |o
0o _ . a a _
P)/ch_(l >7 P)/ch_(_o.a 0>7a_1a273

and Standard representation

110 0 |o
0 __ . a __ a _
’Yst_(o _1), ’yst_(_o.a 0 )a a_1>273



and which, both in the Chiral and in the Standard representation, verify the
fundamental identity

Ya Vb Ye = Vallbe — Vollca + YeNab + Z.’Ypeabcd/yd (324>

where 77 = i7%y142~3 is called Dirac pseudo-matrix!, since it changes sign for

a parity odd transformation; we want to stress that the Minkowskian matrix
is used to move the Lorentz index ~'n;; = -y;, while the basis is used to pass
to tensorial indices Vlfé) = ~#. Finally, since the v matrices transform as
v = SA7/S™! =+, then their spin covariant derivative is zero D,y* = 0;
and this condition is compatible with the metricity condition expressed in
axiom 2.

So, we can give the expression of the Lagrangian as

. o B
£ = S (07"Dyt) = D) — i

being m the mass of the matter field.
The volume element is given as

g = det(gu) = det(nu&(VEY) = —[det(£(V)]* = —¢2
and so +/|g| = |£|, for which we get that
56 = €€t e, (3.25)
which gives the factor of the infinitesimal volume element of an integral in
terms of the vierbein.

Finally, the action is given as

Definition 18 The action for the Dirac spinor field and the conjugate Dirac
spinor field is

s/ [%(WDW - D) - mw} g av. (3.26)

This action does give the right field equation

'We stress that the explicit form for the Dirac pseudo-matrix is given as

p (0|1 » [(1]0
Wst_<10 5 Yeh = 0] —1

in the Standard and Chiral representations.
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Theorem 54 Dirac spinorial field equation for the Dirac spinor field v is
ihy"D Y —map =0, (3.27)
and for the Dirac conjugate spinor field ¥ is
ihD " + ma) = 0. (3.28)

[J Proof. Let us consider a variation of the action with respect to the conjugate field dv);
we have that

. - -
68 = / [%«wvmw — D, 5Py ) — moih| € dV =

- - - i
- / [%wwmw — D, (00" ) + 697" Dyth) — mayy| € dV =

— [ 557Dy~ D, 6 0) — m] ¢ av =
-/ [wuwmw — mus) — Dy () | € av
where the spinorial derivative is decomposed as follow
Du(%ﬂv“w) = Du(%ﬁv“w) =

ih — 1 ih —
VS0 ) + 5 (56597 0) Y,

and, because of the irreducibility of Cartan tensor, it is
ih — ih — ih —
D, (5 09"0) = D 6076) = V(5 50"0).

This term give rise to a quadridivergence, for which the volume integral can be transformed
into an integral over the surface on which the fields vanish; the final variation of the action
is then

55 = [ S0y~ mu)e av.
and the principle of minimal action gives
[ St D, mv)e av =0

for any volume, which means

(it Dy —myp) =0
for any variation, which finally means
ihy"Dy —myp =0

for the field equation of the spinor 1. The field equation for the conjugate spinor v is
obtained by varying the action with respect to 6¢ and following the same calculations. M
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Using the action, and having these field equations, we can derive the
expression for the conserved quantities; since we have to link field equations,
written in terms of ~, with the conserved quantities related to the spinorial
representation of the symmetry group, the matrices o, we need to express
the matrices ¢ in terms of v, and we see that we can do this using the
relationships

1

Oup = 1 [Yas Yb)- (3.29)

Now, we can write the expressions for the most fundamental quantities
related to Dirac spinor fields, and for which the fact that Dirac spinor veri-
fies Dirac spinorial field equation leads to the fact that these quantities will
consequently verify some sort of conservation laws.

The expressions for the (non-symmetric) energy-momentum tensor and
for the spin are given as

Definition-Theorem 55 Dirac spinorial field’s energy-momentum tensor
18 given as

. -
T = 5 (69,D,0 = Dy,) (3.30)

and Dirac spinorial field’s spin tensor is given as

ih— h—
S = (7", 0"} = — ey Y (3.31)

and it is completely antisymmetric.
O Proof. Taking into account the property of the gamma matrices expressed in equation
(3.24), it is easy to prove the fact that in the last equation the former expression is equal

to the latter one, which is manifestly antisymmetric. W
And with these quantities we have that

Theorem 56 Dirac spinorial field’s energy-momentum tensor and spin ver-
ify the relationships

1
VoS = —§(TW —T") (3.32)
and
D,TH = =T, ,F*" + Sqpe F'P7" (3.33)

where F*°? gnd F*°Y are Cartan and Riemann tensors.
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From the last of these relationships we can see that energy-momentum tensor
couples to Cartan tensor and spin couples to Riemann tensor, and these
two couplings are what produces the failure in the conservation law for the
energy-momentum tensor itself.

This is not to be considered a weak point of Dirac field since it is precisely
this failure that allows the relationships (3.33) to be analogous to the Jacobi-
Bianchi identities for Einstein tensor; in fact, we can see that the conservation
laws (3.33) and (3.32) do become identical to Jacobi-Bianchi identities if we
postulate that

1
—§T‘“’ = GH (3.34)
and
SOV = [V (3.35)

It is possible to see that the equation (3.34) can be split up into its
antisymmetric and symmetric parts, and the last part can be separated into
the spin and the metric dependent parts, as follow

—%T’“’ = BE" + i (%guyspa'gspoe — #0051,09) + %VpSpW
in which we can easily recognize the purely metric Einstein curvature tensor
E while all the other terms depend only on the spin, one of them being sym-
metric, and the other antisymmetric; this last antisymmetric spin dependent
term does not contain any information that is not already contained into the
equation (3.35), and so it can be removed; we can then re-write equations
(3.34) taking into account only its symmetric part as

1w , 1 /1 - -
_QT{;ymmetric) = k¥ + Z <§gHVSPUGSp ‘- S/MT9SV 0) (336)

and in particular we have the contraction

1 1
ST=R—7 2005777 (3.37)

On the other hand, equation (3.35) can not be contracted, nor decomposed,
but we can re-write it in terms of the Cartan pseudo-vector as

B
Ve = 13"y (3.38)
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in which we can see that the property to be parity odd is showed from both
sides of the equation, and so the whole equation is parity invariant even if
each side is not; the existence of a parity violating term (whose presence can
also be seen into the Dirac field equation?) is a very interesting feature of
this theory, because it allows us to consider the issue of CP violation in a
spontaneous way, since the term that induces the CP violation is naturally
contained into the original theory (see for example the work of Andrianov,
Giacconi and Soldati [28]).

Field equations (3.34) and (3.35) can also be obtained by a variation of the
action of Dirac field with respect to the vierbein and to the spin connection,
respectively.

This fact strengthen the validity of the Einstein-Cartan-Sciama-Kibble
theory, because Dirac theory provides a fundamental physical field for the
geometrical background.

General considerations about Dirac field in curved-twisted spacetime are
taken into account by de Berredo-Peixoto, Helayel-Neto and Shapiro in [29],
as well as by Hehl in [30], and see also the general review of Shapiro in
[20]; applications to Dirac field are considered in the work of Watanabe and
Hayashi in [22].

2Let us consider, for example, the case of a Neutrino field, for which we can suppose
the metric to be the flat Minkowskian metric, so that we can write Dirac equation as

. 3
z'y“auw =+ ZVM’Y“’wa = 0.
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Chapter 4

Gauge Theories

The general idea that lies on the ground of gauge theory was first formu-
lated by Weyl in the 1920s, and had the purpose to reduce electromagnetic
potentials to a compensative field needed to establish the scale invariance of
a given system: that’s why gauge symmetry. Although the attempt of Weyl
failed, the basic concept has been kept, and further developed so to reach
the formulation that nowadays we know to be one of the most fundamental
theories we have at our disposal to describe nature.

Weyl’s idea was to consider a dynamical system, and to require the gauge
symmetry to be local; the introduction of a compensative field with well
defined properties would have preserved the symmetry at a local level: this
naturally made the room necessary to place a new field in; once this new field
was considered, and its properties studied, he recognized it to be the field
that represents the electromagnetic interaction we were used to introduce by
hand, and which was at that point justified as the field required to have a
symmetry in which we believe as a matter of principle.

The first interaction to be “gauged” has been electromagnetism, and it has
been followed by the two nuclear forces, which present the idea of a further
generalization, since the underlying symmetry is described by a non-abelian
group.

For those gauge theories described by a non-commutative group, the sym-
metry represents the invariance of the laws of nature for a mixing of the phys-
ical fields, i.e. when the Lagrangian is written in terms of many fields, and
we interchange them between each other, nothing, in the initial Lagrangian,
is supposed to change.

These are the symmetries we will be interested in the following.
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4.1 The Principle of Gauge Symmetry

Gauge symmetry, as we said, is connected to the idea that we can mix a
set of different physical fields leaving the physical situation unchanged; this
means that, thinking to collect the fields in a row like a vector, and thinking
the mixing as represented by a matrix shuffling its components, it does not
matter which component of this vector we are considering, because the only
physical meaning is that of the vector as a whole.

4.1.1 Gauge Symmetric Fields
We start by giving the following

Definition 19 Let be a set of k fields, which can be tensors of any rank, ¢*
with a = 1,....k, and let be given a k X k matriz T belonging to a certain Lie
group G; if they transform as

(@) =T1(¢)" (4.1)

or equivalently

¢ = To (4.2)

then they are a set of Gauge Invariant Fields, or Gauge Symmetric Fields.

As well as what we have done for tensors and spinors, we can write down
the principle of Gauge Symmetry

Principle 5 (Gauge Symmetry) Properties of physical quantities have to
be mathematically expressed in the form of vanishing gauge symmetric fields.

4.1.2 Covariant Differentiation

on Gauge Symmetric Fields
As we did for tensors and spinors, we have to consider the fact that this
matrix can also be local, in the sense that its parameters can depends on the

point we consider, and so we have to introduce compensative fields, to get
the gauge symmetric derivative.
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The Gauge Potentials
We have that
Definition 20 A set of fields transforming as

(A% = T (A"

(T4, — 8uTap<T_1)pb (4.3)

q

or equivalently

Al = T(A, — T9,T)T! (4.4)

is called set of Gauge Potentials.

We stress that, unlike the case of tensor, but like the case of spinors, no
Cartan tensor could possibly be defined for gauge potentials!
The analogous of Riemann tensor, is

Definition-Theorem 57 Given the gauge potentials, the quantity

(Fu)® = 0u(AL)% — 0u(A) % + (A) ,(AL)7 — (A0)°, (ALY, (4.5)

or equivalently

Pl = 0 Ay + [A;u Al (4.6)

transforms as
() = T (Fw)Py (T, (4.7)

or equivalently
F,= TF, T (4.8)

and it is antisymmetric in its indices, and it is called Gauge Strength.
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Now, the fact that all these quantities have two different types of indices
allows us to think that we can split apart the dependence on the tensorial
index from the one of the index that labels the components, as well as what
we have done for spinors, by writing

(F,uv)ab = F,SIZ)(G(k))ab
(AV)ab = Af/k)(G(k))ab
in which the quantities F,Eﬁ) and A are tensorial fields not related to some

known quantity, and so fundamental, while the matrices Gy are constant
matrices, about which we can have more informations considering this lemma

Definition-Theorem 58 Given a matriz Lie group G and its corresponding
matriz Lie Algebra A we have that:

1) a) if T €G then T7'9,T € A
b) if T €G and G € A then TGT ' € A

2) if Gy € A then |Gy, G;)] € A, hence it is possible to write it in the
form

Gy, G = Ci" Gy (4.9)

for some coefficients C’ijk called Structure Constants

3) we can write

TH(Giy Goy) = Lo (4.10)

for some coefficient L.

In this way, we can see that the choice for which the matrices G) € A
gives the fact that both gauge potentials and strengths are algebra valued
fields, which we can write according to the decomposition above.

We can now give the following

Theorem 59 Given a set of matrices G, that are a basis of generators for
the Lie algebra correspondent to the Lie group, we can decompose the gauge
potentials as

(A)% = AP (Gw)% (4.11)

v
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and the gauge strengths as
(Fu)® = E3 (G (4.12)
in terms of the fields AW and F,E,’i) verifying the relationship
F® = 9,AP — 0,AP + C;,F AD AP (4.13)

and considered as fundamental fields.

The Covariant Derivation

Given the gauge potentials, we can determine the gauge covariant derivation
by giving the following

Definition-Theorem 60 Given the gauge potentials, if ¢ is a gauge sym-
metric field then the quantity

ALd @ = 9,01 + (A,) %0 (4.14)
or equivalently
App = 0 + A (4.15)
transforms as
(Apd) =T, (App)? (4.16)
or equivalently
(Apo) =TAgg (4.17)

and it is called Gauge Covariant Derivative of the gauge symmetric field ¢
with respect to the coordinate [3.

Having the lemma 58, we can also give this
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Theorem 61 Given a set of matrices G, that are a basis of generators for
the Lie algebra correspondent to the Lie group, we can decompose the gauge
covariant derivative as

A" = 0,0 + AP (G 1)) 0” (4.18)
for the gauge symmetric field.

We notice that in the expression for the strength (4.13) it does not matter
which particular representation we choose (since the Cs do not depend on the
representation we choose for the given algebra), while for the gauge covariant
derivative (4.18) the representation plays a fundamental role.

In the environment created by the same formalism many different gauge
theories can find place; what does distinguish one another is the only two
things we did not specified yet: the particular form of the gauge group, so
the specific structure of the Lie algebra, and its representations.

We can list some particular cases:

1) SO(2) - This group is abelian, so we have vanishing commutation re-
lations, and hence the structure constants are zero

F. = 0,A, —0,A,,

and an explicit representation for the elements of the Lie algebra is
trivially the identity matrix, so that there is no mixing, and we can
write

Ao = 0,0+ Auo.

2) SO(3), SU(2) - This group is not abelian and its structure constants
are the completely antisymmetric 3-dimensional coefficients of Ricci-
Levi-Civita ¢, so

F®) = 9,4l — 9, A + &% AP AL

uv
We have that:

2.1) SO(3) - Georgi-Glashow model. In this case the gauge group is
SO(3) and we have that one representation is given by using the
structure constants themselves

(Gwy)'y = —'jn
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and so
Auqzﬁ(a) - 3H¢(a) + 5abcALb)¢(c).

We know that 3-dimensional vectors with vector product are in
fact a Lie Algebra; this suggest to use for this formulae the vector
product, so to have a more compact notation; we have
Fo, = 0,A, —9,A,+ A, NA,
and the gauge invariant derivative for the triplet of fields is given
by
Ad =00+ AL N .

2.2) SU(2) - Yang-Mills model. In this model the gauge group is SU(2)
and we can use the irreducible complex representation given by
Pauli matrices divided by two

1
Gy =500
and
AM¢(a) _ augb(a) _f_AELk)%gb(b)

4.2 The Principle of Minimal Action:
Interactions

As we did before for covariant theories, also for gauge symmetrical theories
we will obtain field equations as Euler-Lagrange field equations, by varying
the action.

Since the photon is massless, field equations for the electromagnetic field
have to be linear in the gauge strength, and so, the Lagrangian for the
electromagnetic field must be quadratic in the gauge strength®; in this way,
we can build up only two inequivalent actions, namely

S=5,+S,= a/FaﬁFO‘ﬂs/|g|dV + b/Faﬁ(*F)o‘ﬁ\/|g|dV,

T Actually, there is the possibility to consider also a coupling between the gauge strength
and the gauge potential: it is the so-called Chern-Simons modification of electrodynamics;
but this coupling in 4 dimensions is consistent only if we introduce an auxiliary, particular
vector field, making the coupling non-minimal, and ad hoc. For this reasons, and since a
massive photon has never been observed up to now, we will not consider the Chern-Simons
term in the action.
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but we can also notice that

Sy =10 / Fop(xF)/|gldV = g / FopFL,e®®m\/]gldV =

= 2b / VaAsV, Ae®®\/gldV = 2b / VoAV, (€29 A) /| gldV =
=2 / (Va(AsV (%P A)) — AgV oV, (% A,))/|gldV =

— 9 / (Vo AsV (2P A,)) — %Aﬁ[va, V(9 AN gldV =

o / Vo (AgV (29 4,))/TgldV

and so 9, is the volume integral of the divergence of a vector that can be
neglected, and the only action we can write is then

S = /FagFaﬁ\/]g]dV.

Even if we have no a priori indications that the Lagrangian has to be
written in such a form also for non-abelian cases, we will keep this form also
for non-commutative gauge theories.

General assumptions for the Lagrangian require, beside its quadratic
form, that it has to be gauge invariant.

Because of the transformation law of the gauge strength, we can calculate
the product between two of them, and then take the trace, so to have

Tr(FFug) = Te(TE, T ' TF.3T ") = Te(TE,, Fous T ') =
= Tr(FFap T~ T) = Tr(Fu Fap)

and finally, by taking the contraction, we get that Tr(F,, F*) is a quadratic
gauge invariant scalar.
In this way, the expression for the action is given as

Definition 21 The action for gauge fields is

5= /Tr(FagF“’B)\/|g|dV.

And this action gives field equations as

Theorem 62 Gauge fields equations are given as
V=V, +2[A,, F =0

where the vector of matrices V' is divergenceless.
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Chapter 5

Conformal Theories

In spite of the sense of necessity that characterizes its geometrical back-
ground, the fundamental theory lacks the same degree of necessity in the dy-
namics: while the principles of covariance for changes of system of reference,
basis and gauge seem to be very simple, general and necessary principles,
sufficient to define the structure of the geometry, the dynamics is shaped by
the principle of minimal action, but all the actions we studied were defined
through phenomenological considerations, or, as for the case of gravity, not
defined at all.

A principle we could have used to fix the form of all the terms in the
action could have been a sort of Occam’s razor, confining the action to the
least order (so to say, second order gravity, first order matter fields and
second order interactions); but this principle is, again, a phenomenological
principle, since we can not be sure, as a matter of principle, that this should
really hold for any physical system.

In order to fix the form of the action in a unique way from a theoretical
viewpoint we have to find a principle of symmetry which can allow one and
only one action.

This principle can be the principle of Conformal Symmetry.

5.1 The Principle of Conformal Symmetry

5.1.1 Conformal Gravity

Conformal Symmetry is a symmetry that stretches lengths without chang-
ing angles amplitudes, and under such a transformation, the character of a
Riemannian space changes drastically; nevertheless, such a change is a scale
transformation, and, before a scale is fixed (by using quantum considera-
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tions), we can be allowed to think that nature is scale invariant: so, we
can assume Nature to be conformally invariant, i.e. two Riemannian spaces
related by a conformal transformation, although very different from a geo-
metrical point of view, are, seen as physical spaces, equivalent.

Considering the line element defined by the First Fundamental Form ds,
we can see that a transformation that stretches this element is ds’ = Qds;
since the coordinates won’t undergo any change, the conformal transforma-
tions is equivalent to the transformation of the metric only g/ 5 = Q?gas for
any ) = Q(x); and so

Principle 6 (Conformal Symmetry) Let be given a Riemann space, with
metric g; let be given a function Q = Q(x); the transformation for which

s = ¥ gap (5.1)

s said to be a Conformal Transformation. Physical laws must be invariant
under conformal transformations.

After giving this definition of conformal transformations for the metric
tensor, we can think to extend it to the other fundamental quantity, Cartan
tensor; since Cartan tensor has no a priori connections with the metric, we
cannot know how we can implement conformal transformations for it, unless
we consider other fields. It is possible, in fact, to find which transformation
Cartan tensor must undergo, if we consider it as part of the spin connection,
and we require conformal invariance for spinors. Anyway, the treatment of
conformally invariant spinor fields, together with Cartan tensor, is far beyond
the aim of this thesis; a comprehensive treatment is presented by Buchbinder
and Shapiro in [31] and Hammond in [32].

In the following, we will consider the conformally invariant theories with-
out Cartan tensor nor spin, or spinorial fields of matter.

For the Riemannian spacetime we are going to take into account here-
after, the only geometrical field is then the metric tensor, whose conformal
transformation laws have already been established; and in order to imple-
ment the principle of conformal symmetry, no non-conformal tensors have
to be used: a quite complete treatment of conformal symmetry is given by
Fulton, Rohrlich and Witten in [33].

It is actually possible to get from the metric tensor alone another con-
formally covariant tensor: it is Weyl tensor, whose expression is given as
follow
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Definition-Theorem 63 The tensor

1 1
Copur = Ropuw + §(Ra[vgﬂ]ﬂ + Rﬁ[ugl/}a) + gRga[ung (5.2)

has the same symmetry properties Riemann tensor has, and it is irreducible;
Weyl tensor verifies the property

= 0?Copu (5.3)

/
afuv

that is, it is conformally covariant, and it is called Irreducible Riemann Cur-
vature Tensor, or Conformal Curvature Tensor', or Weyl Curvature Tensor.

It is possible to prove that

Theorem 64 [t is always possible to find a scale factor ) for which the met-
ric transforms into the constant metric if and only the conformal curvature
tensor vanishes.

For a comprehensive discussion about Weyl conformal tensor, see, for
example, the textbook of Wald [34].

Thus, the principle of conformal invariance can be translated into a math-
ematical statement by saying that all we have to use in conformal theory is
Weyl conformal curvature tensor Cogyy -

For this reason, the action will not be written in terms of Riemann cur-
vatures, but in terms of Weyl curvatures.

Moreover, in 4 dimensions (and using Weyl tensor’s symmetry proper-
ties and tracelessness), it is possible to prove that all the possible different
conformally invariant actions reduce, up to equivalence, to one only!

The action

S = / Coagu C /| gldV (5.4)

is the sole conformally invariant action we can have.
We have that

LA particular property of Weyl tensor is expressed as

1
Coppas ™" = Ropyuy R — 2R3, R™ + S 2.
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Definition 22 The (only) conformally invariant action for the gravitational
field is

o /[Cocﬁwcaﬁw + kL ]V gldV (5.5)

in which the constant k has to be determined.
This action gives the field equations

Theorem 65 (Field Equations) Conformal gravitational field equations
are given as

1 1
VQRQQ - gvaVﬁR - EQQQVQR +

14 ]' ag 14
+(RameﬁpM — ~GapRopu R7") —

4
1
~2(Rapf — 905 Rop R +
1 1 k
— — = = ——T N .
+3R(Ro¢ﬂ 4gaﬂR) 4 afy (5 6)

equations (5.6) are the fundamental field equations of conformal gravity.
O Proof. The variation of the action is

0S = /(2V2Ra5 — §V“V/BR — ggaﬁVQR _ 4RapRE; + gRRaﬁ + 2RapuuRgplw -

1 , 1 —
_§gaﬁRo’pul/RamL + gaﬁRapR p— ggaﬂRQ)(Sgaﬁ |g|dV

so that the principle of minimal action 6S = 0 gives the final result.

We wish to remark that we can write field equations in the form

k
Waﬁ - _ZTQ'B

if we define the tensor

1 1
3VaVial - éng?R +

4 1 ag 14
+(RapuvRﬂpM - ZgaﬁRfmuvR ) —

Was = V2Ros —

1
—2(Rap Rl — 200y B77) +
AR - LasR)
g \Has ™ Jap
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which is symmetric, traceless and divergenceless: the fact that it is symmetric
is a general property; the tracelessness comes directly from conformal invari-
ance, as we can see for an infinitesimal conformal variation of the metric,
which is

g;ﬁ = 929046 ~ (1 +67)9ap = Gap + 079ap
and from which
09ap = Gnp = Jop = 079ap

so that in the action it will appear as

S = /2Wa559‘“5\/|g|d‘/= /2Waﬂg‘“55w|gld‘/ = /2W§“5W|g|dv

and so, after the assumption of minimal action, we get the tracelessness;

finally the divergencelessness is, again, a general feature of such a tensor.
Further, we would like to stress that no cosmological term can appear,

being Ag.g such that its trace is equal to 4A, and so it is not traceless.

5.1.2 Conformal Gauge Fields

For the conformal invariance of the gauge fields we note that, by definition
of gauge strength, the gauge potential can not transform, and so we trivially
have that

Definition 23 Let be given a function Q@ = Q(z); the transformation for
which

A=A, (5.7)

is said to be a Conformal Transformation for gauge fields.

Then, we see that the gauge strength does not transform Fj, = F),,.

This can tell us something more about the action we wrote for gauge fields;
since we know that the completely covariant form of the gauge strength does
not transform, which means that only 2 field strength must be allowed into
the action, then the quadratic action is not only the simplest, but also the
only case of conformally invariant action we can consider for gauge fields!
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5.1.3 Conformal Scalar Fields

In the part about fundamentals, we didn’t talk about Scalar Fields: they
do not appear naturally within the context of such theories; moreover, they
have never been observed in Nature as fundamental fields.

Nonetheless, it could always be possible to consider composite scalar fields
that appear in the theory, playing a central role, like Higgs fields.

The simplest model for scalar fields is given by the action

5= / (9°° Dap D — m2¢%)\/JgldV

where g¢,, is the metric of the Riemannian spacetime, and where D,¢ =
0a® + An¢ with A, the gauge fields; we see that this model can not be
conformally invariant if the scalar fields are massive: so we will consider
massless scalar fields

5= [ 49D.6 Do Igldv

for which the conformal invariance can actually be achieved by the transfor-
mation law ¢’ = Q~1¢.

In the previous transformation law, {2 was considered constant; in general,
however, we want to have the possibility to consider the function €2 as much
general as possible.

The presence of the partial derivative operating on a generic function
will give an extra term, breaking the conformal invariance; as well as for
the previous cases, then, we have to introduce a compensative field able to
restore the conformal invariance of the whole action.

In the case of conformal theories, interestingly enough, we do not need
to introduce any non-conformally invariant compensative field, since such a
field is already provided by the theory itself: it is Ricci curvature scalar R.

We know, in fact, that its transformation law under a conformal trans-
formation is given as

R=02R-6V*InQV,InQ —6V?InQ)
while the transformation law for the gauge covariant derivative of the scalar
fields is given as
(Du9) = Q HD,d — ¢0,InQ)
and so we can consider a new generic term in the action £ R¢?, which trans-
forms as

(ERP*) = QO HERP® — 66¢°VHInQV, InQ — 6£¢°V?In Q) =
QY (ERP* — 66> DF In 2D, In Q — 6£6*D* In ),
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and for which the action will be written as
5= [(o +£re)Vglav.
This action transforms as
S'= S—/[(6§ — 1)¢*((DInQ)? 4+ D*InQ) + D, (¢*D* InQ)]\/|g|dV
and taking the factor £ equal to 1/6 gives

s'=5~ [ DD m)VIgldv = 5 - [ VD me) gy

in which the last term is the integral of a divergence, which can be neglected
into the action, and, up to equivalence, we get

S'=S.

Then, the action

5= [(DoF + 5ROV Iglav

is the only conformally invariant action we can have for the scalar fields.
We can generalize it even more by adding a conformally invariant poten-
tial V =V (¢): in a 4-dimensional geometry, renormalization is possible only
if we consider the potential to be at most fourth order in the power of ¢,
that is V = A¢*, and we have that the transformation law for scalars tells
us that such a potential would actually be conformally invariant.
We have that the action

5= [((Do) + 5Re?) - a0 Iglav

is the most general conformally invariant action for scalar fields we can have.
So, we can give the following

Definition 24 Let be given a function Q = Q(z); the transformation for
which

¢ =079 (5-8)

s said to be a Conformal Transformation for scalar fields.
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And thus, we have

Definition 25 The conformally invariant action for scalar fields is

5= [(Dop + 5Re? — 26"V Igldv (5.9)

where R is the Ricci curvature scalar, and A is a constant.
This action gives the field equations

Theorem 66 (Field Equations) Conformal scalar fields equations are

D*¢ — éRgb +2A¢% = 0. (5.10)

5.2 Conformal Symmetry and its Breakdown

The action defined above can be re-written as

5= [(Do? + 5Re* - 86")VIglav —
~ [(Do) ~ -5 + A0 VIglav -
- [ (e ~viopViglav

in which we have moved the non-derivative dynamical term into the potential,
which is now given as

V(9) = Ag' — RS

If we want that a conformal symmetry breaking occurs in a spontaneous
way, we have to be in a situation in which the ground state is such that the
conformal symmetry is still a property of the system when the fields are in
an instable stationary point of the potential; because of the instability, the
configuration of fields will spontaneously tend to the stable stationary point
of the potential, which is, however, non-conformally invariant.

The potential is such that

v a3 1
and so

PV(p) o 1.

T;SQ = 12A¢* — §R’
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the condition to have a spontaneous conformal symmetry breaking is given
when the stationary solution ¢y = 0 is instable and the stationary solution
12A¢% = Ry is stable: this means that Ry > 0.

The spontaneous breakdown of the conformal symmetry corresponds to
the situation in which the vacuum expectation value of the fields is given as
Ry > 0, which means that the ground state has the geometry of an Anti-
deSitter spacetime.

This condition is achieved by choosing the constant A to be positive, i.e.
A= )\2

The potential turns out to be

4_1R¢2

V() = No' —

and so the action will be

5= [((Do) - 6! - GREDVIglav.

with the condition ¢ = 122 for the vacuum expectation value.

The final step toward the construction of an action that is conformally
invariant but at the same time able to produce the spontaneous breakdown
of its conformal symmetry is then accomplished, and so we can write the
action as

Definition 26 The conformally invariant action for scalar fields is

S = /((ng)2 + éRng — X2H/|gldv (5.11)

where A is a constant, and where we have to assume the additional condition
1202¢2 = Ry for the VEV.

This action gives the field equations

Theorem 67 (Field Equations) Conformal scalar fields equations are
1
(D? — R+ 2)%¢%) ¢ = 0, (5.12)
where the condition ¢t = =55 Ry is assumed for the VEV.

12)2
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5.3 Broken Symmetry in Conformal Theories

We can now put all the pieces together, to get the final action; it is important

to remark that, because of the presence of the non-minimal dynamical cou-

pling between gravity and scalar fields R¢?, we have to expect extra terms

in the expression of the energy-momentum tensor that enters in the gravita-

tional field equations, as discussed by Callan, Coleman and Jackiw in [35].
The final action will be then

Definition 27 The action for conformally invariant scalar fields in inter-
action with gauge fields in a curved spacetime, with spontaneous conformal
symmetry breaking is

1
S = / (Capun ™M — = Tr(FapF*°) +

+¢ (% — D2) ¢ — 20"/ |gldV (5.13)

where X is a constant, and where we have to assume the additional condition

1202¢2 = Ry for the VEV.
This action gives the field equations

Theorem 68 (Field Equations) Conformal field equations for gravity are

1 1
VQRQQ - gvaVﬁR - EQQQVQR +
1
+(RaPWRﬁpW o ZQQBRGPWRUPW) -

1
~2(RapRf — 1905 RasR7") +

1 1 k
—R(R,3 — —gugR) = —=T, 5.14
+3 (Raop 1908 ) 1 Lo (5.14)
where
Top = T 4+ TS5 (5.15)
with
auge 1 k
TEmE) = s F? F®OR®e, (5.16)
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and

Sscalar 1
T35 = 2(DapDsp — §9aﬁ(D¢)2) +
1
_g(DaDﬁ¢2 - gaﬁD2¢2) +
1
+§ 280+ gapA’e’;

conformal field equations for gauge fields are

vpp(k)pa + Ok AD pGlea — 9 jk)a

ijtp
where
JO = (D)1

conformal field equations for scalars are

1
(D* = 2R +2\%6%)6 = 0,

with the condition ¢3 = ﬁRo assumed for the VEV.

We have the properties

Theorem 69 The energy-momentum tensor is conserved

D, T* =0
because
DaT(guuge) =0
and
DT =0,

(scalar)

and the current vector is also conserved
D, J®e = (.
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The Gauss-Bonnet Topological Term. We would like to end this
chapter with a consideration about one feature of the field equations for
gravity.

In the second-order theory field equations come from just one piece, but in
higher-order theories there are many pieces that have to appear with different
coefficients: this allows different possible choices for the coefficients, and it
could even be possible to have a choice for which we can give to the field
equations many properties they may not have a prior.

For example, in fourth-order theories of gravity, the contraction of the
field equations gives

9 k
(Ba+b+c¢)V°R = _ZT
where T' is the trace of the energy-momentum tensor; if we want to describe
conformal theories we need T' = 0, and so

(3a+b+c)V’R =0,

which means 3a + b + ¢ = 0, and this condition is verified by the choice of
the coefficients a = %, b =2 and ¢ = —1 in the conformal action.

The other choice we would like to talk about is quite interesting. The
field equations for fourth-order gravity are

b

(b+4c)V?R,, + (2a + §)gw,V2R —(2a+b+2c)V,V, R~
1 Q a o} g

~2¢( 39 Raspo R %7 — RyppoR,77) + (4¢ + 2b) Ryg,ue R7 —

b k
~(59mRapR* + 4cRy5R,") + 2aRR,, ~ ggw B =~ T,

and we see that we can remove the dynamical terms from the geometrical
left-hand-side requiring that

(b+4c)V*R,, =0
b
(2a + =)gu V’R =0

2
(20 + b+ 2¢)V,V,R =0

and so
b+4c=0
b
2 - =0
a+2
20 +b+2c=0
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which gives the condition
4a = —b = 4c.

If the condition 4a = —b = 4c is satisfied, then field equations will not
have the dynamical geometrical terms; the corresponding action (2.55) would
read

Sta—daa) = / [a(R* — AR*Rop + R Rog,,) + kZ)\/|gldV

or, in the vacuum

S(a7,4a,a) = CL/(R2 — 4RaﬁRa5 + RaeupRagup)\/ \g\dV.

This action turns out to be a very peculiar action, and Gauss and Bonnet
were able to prove that it always vanishes; the reason for this fact is that
its Lagrangian can be written as a quadridivergence of some vector, and the
integral of a quadridivergence of any vector taken in a volume with a surface
on which the vector vanishes is always zero.

Gauss-Bonnet theorem can be written as

Theorem 70 (Gauss-Bonnet) It is always possible to write
Ropu R¥M — AR\sR™ + R?* =V, V°
for some vector V<.

This theorem defines what we will call the Gauss-Bonnet topological term
Ragm,Ro‘ﬁ’“’ — 4R,5R*¥ + R?; this term is very important, because it shows
that in a fourth-order action

Sape) = / (aR? +bR* R,5 + cR*" Rog,,)\/ |g|ldV

we can always replace the Riemann-squared piece with a sum of a Ricci-
squared piece plus a scalar-squared plus a quadridivergence that we will
always be able to remove, leaving

Stabe) = / (aR* + bR* Rop + 4cRos R — cR*)+\/|g|dV
= /((a —¢)R? + (b + 4¢)R*’Ro5)+/|gldV
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and so, we can rename their still undefined coefficients as

Stane = / ((a = ) R® + (b+ 4)R*° Ros)\/IgldV
= /(AR2 + BRaﬁRaﬂ)\/ |g|dV = S(A,B)-

Gauss-Bonnet topological term allows us to assume a fourth-order action
containing the Ricci-squared and the scalar-squared pieces only!

From this action we can calculate field equations, and require their con-
traction to be zero, to have a conformal theory; the constraint we have to
take into account is 3A + B = 0; we will choose then A = —% and B = 2 to
get the conformally invariant action for the theory.

In this way, we have that

Definition 28 The only conformally invariant Gauss-Bonnet modified ac-
tion for the gravitational field is

S = / [(2R*°R5 — §R2) + kL) gldv (5.25)

i which the constant k has to be determined.
This action gives the field equations

Theorem 71 (Field Equations) Gauss-Bonnet modified conformal gravi-
tational field equations are given as

1 1
V2R, — éngm — 3V R+

1
+2RQB(RVWO¢ - Z_lgWRaﬁ) -

2 1 k
_gR(RVﬂ — ZgVMR) = —ZTMV; (526)

equations (5.26) are the fundamental Gauss-Bonnet modified field equations
of conformal gravity.
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Chapter 6
Conformal Theory of SO(3)

6.1 The gauge symmetry group SO(3):
the Georgi-Glashow Model

Once that the action for conformal theory is give as in equation (5.13), even-
tually Gauss-Bonnet modified, the only thing that is still missing is the gauge
symmetry group, and its representation.

We will consider here the simplest non-commutative example: the gauge
symmetry group SO(3), called the Georgi-Glashow model (see [36]).

In the Georgi-Glashow model, as we said before, we have the explicit
choice for the gauge covariant derivative and the gauge fields given as

D' = 8,0 + %, AP, (6.1)
F,yy = 0,A" — ayAff) + ga,,cA;@A,(f) (6.2)

and with the compact 3-dimensional notation, we have
Db = 0,0+ AN & (6.3)
and
D?¢ = D"D,¢ = VIV .6+ 24" AV 16 + A, A (AP A @) + V,A* A ¢ (6.4)
and so
Do D)6 = Fap A & (6.5)
with

F, = 0,A, —0,A,+ A, NA, (6.6)



for which we have that

D,F*" =V ,F"™ 4+ A, N F* (6.7)
with

DyFy, + DoFyy 4 DyFu =0 (6.8)

if we want to stop at the second order derivative.

Given the gauge symmetry group, its representation and the threedimen-
sional notation, it is possible to write the action in a completely explicit form
as follow

Definition 29 The action for conformally invariant scalar fields in interac-
tion with SO(3) symmetric gauge fields in a curved spacetime, with sponta-
neous conformal symmetry breaking is

1o - - (R , —
S = /(Caﬁuucaﬁ#y - ZFMV E ¢ (g - DQ) ¢ - )‘2¢4> |g|d4x (69>

where X is a constant, and where we have to assume the additional condition
12X2¢2 = Ry for the VEV.

This action gives the field equations

Theorem 72 (Field Equations) Conformal field equations for gravity are

1 1

3 6
v 1 a 4

+(RochRBW - ZgaﬂRUp;wR P ) -

VZRO(B — vanR — ga5V2R +

1
~2(RapRl — 2 9apRopR7) +

4
1 1 k
—R(Rog — —gugR) = ——T, 6.10
+3 (Rap 1908 ) 1 s (6.10)
where
Top = T + T8 (6.11)
with
auge 1 -4 = - =4
TEmE) = J90pEu - F* — Foy - Fy" (6.12)



and
scalar e e 1 Ine e
5" = 2Dat - Dy — 590Dy - D"6) +

1
_g(DaDﬁ¢2 - gaﬁD2¢2) +

+%Ea5¢2 + gapA20™; (6.13)
conformal field equations for gauge fields are
D, F* = 2] (6.14)
where
= D,b A (6.15)
conformal field equations for scalars are
(D — éR +2X%¢%) b = 0, (6.16)

where the condition of spontaneous conformal symmetry breaking is given
with ¢§ = 55z Ro for the VEV.

In an explicit notation we have

Theorem 73 (Field Equations) Conformal field equations are given for
the scalar fields as

VA= (FAVLA — A A (A N G) + 29,6 A A 4 56— 20676 (617
for the gauge fields as
V F"™ =2V NG+ +2(A" NG) A+ F'™ N A; (6.18)
and for the gravitational field as
éngz’R —V?R,, + %VHVVR +

1 2 1
L0nRos) + = R(Fuy —

:i[égwﬁaﬂ'ﬁaﬁ )"’
+(2(A, - A,0° = (A, 9)(A, - 9)) — guu(A°¢” — (A7 )(A - 9))) +
((A ¢/\Vu¢+f4 QW\V ¢)_29uuAp ¢Avp¢>+
guuv2¢ - —V VVQZ) + 2vu¢ Vuﬁb Gvu pgb vp¢) +

—QRUB(RQWM — guuR) =

(3

lE,,#ng ].(6.19)

1/)\24
Gup ¢+3
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The condition of spontaneous conformal symmetry breaking is given as ¢f =
LRy for the VEV.

122

We have the properties

Theorem 74 The energy-momentum tensor is conserved

DT =0 (6.20)
because
DT ey = 0 (6.21)
and
DaT(zfalar) =0, (6.22)

and the current vector is also conserved
D,J* = 0. (6.23)

It is important to remark that the conservation laws, as well as the irre-
ducibility of gravitational field equations, are indeed obtained by using only
the field equations themselves: for example, the irreducibility is given by the
fact that

oo ] 1
0=—Dy¢- D’6 +5V?¢" — ZR¢" +2X°¢"

because of the irreducibility of the energy-momentum tensor of the gauge
fields in 4 dimensions, so that

—D,¢- D¢+ %V%Q - éRqs? +2X291 =0
which can be re-written as
—D,é- D¢+ %D%Q - éRng +2X26% =0
then
§- (D%~ SRG+20675) =0

which is automatically satisfied by taking into account the field equations for
the scalar fields; the same field equations together with the field equations
for the gauge fields provide these laws for the energy-momentum tensors

VI/T(#V - _Qﬁﬂp . <fp

gauge)
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and

| 1
Vil {Clatary = 2 - Ty + 5 RVG* = SNV

(scalar)
which gives
VvV, T" =0

expressing the conservation law for the energy-momentum of the total sys-
tem; finally, if we consider the field equations for the gauge fields, we get
that

2D, J" = D,D,F" =0
or considering the field equations for the scalar fields, we get
0=D*¢A¢=D,(D'¢A¢)=D,J"

so that, in any case, we get the conservation law for the current.
In this way, we have proven that we actually have conservation laws, but
they are all already contained in the field equations.

6.2 The spacetime symmetry group RxSO(3):
stationary spherically symmetric spaces

Among all the possible applications we can consider, the most important is
certainly the case of spherical symmetry, which is also stationary, therefore
the space is split into the time and the spherically symmetric ordinary space,
i.e. the distribution of energy does not depend explicitly on time, neither on
the angles, but only on the radial coordinate. Then, the space is topologically
equivalent to R x SO(3), where SO(3) is the group of the spatial isometries.
This structure for spatial isometries allow us to consider 3 linearly inde-
pendent 4-dimensional Killing vectors in spherical coordinates, as follow

£y = (0,0, cos ¢, —sin pcot ) (6.24)
€2 = (0,0, —sinp, — cos g cot 0) (6.25)

for which it is obviously

[f(i), f(j)] = giiré(k) (6.27)
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so, the correct representation of the symmetry group for SO(3).

The metric tensor in spherical coordinates has to be isometric, that is its
Lie derivative must be zero; a straightforward calculation gives the fact that
for a diagonal metric it is of the form

gu = A(r)
Grr = _B(T)
gos = —C(r)

in which it can be proven that in a frame at rest with respect to the origin
of the coordinates, we can choose C(r) = 72, so

Gt = A(T)

grr = —B(r)

Joo = —r?

Jpp = —r?sin?0,

and Mannheim and Kazanas in [37] showed how we can always reduce it to
a form in which A = £ =1+ h(r) for a smooth function h(r), so that

g =1+ h(r) (6.28)
! (6.29)
I = TR '
goo = —1° (6.30)
Gpp = —17 sin? 6. (6.31)
Given this metric, we can compute the symmetric connection
M e 1 (6.32)
0 rp r
I'%y = cotd (6.33)
9 o .
[, = —sinfcosd (6.34)
I, = sin® 0Ty, = —r(1+ h)sin @ (6.35)
h/
r =—-——- 6.36
1
Iy, = Eh,“ + h) (6.37)
h/
| R g — 6.38
" 2(1+h) (6.38)
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Finally, Riemann curvature tensor has all the components vanishing ex-

cept

rh’
2(1 + h)
R<p9<p9 = 7“2h sin2 9,

sin? 6

chprgo =

Ricci tensor has all the components vanishing except

h// h/
e 1 - —_

Ry = ( +h)(2 + T)
1 h// h/
Rrr - N -

(1+ h)( 2 * r )

R@g = —(Thl + h)

R,, = —(rh' + h)sin® ¢

and the scalar curvature is given by

(T2h)”'

2

R:

r

(6.39)
(6.40)

(6.41)

(6.42)

(6.43)
(6.44)

(6.49)

With all these forms, it is possible to calculate all the products and the
contractions, and all the physical quantities that enter in the field equations.
For example, we can give the expression of the derivatives of scalars as

follow
V,V,A = —%A/
h/

an /
V,.V,A=A" + 201+ h)A
V@V@A = T(l + h)A,
V,V,A=r(1+ h)sin® A’

so that

2(1+h)+rh

VPA=—((1+h)A" + ( .
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and these equations hold for any scalar, included the curvature scalar R.
We also have specific expressions for the curvatures; the squared of Rie-

mann 18
A A B2
afuw _ ([ n n
rern = () + (7)) (%)

which is always positive; the products of Riemann and Ricci are

B _(1+h) ﬁ 'R 202 2RI
R Rovpr = 2 2 i r i T2 * 73
1 h//2 W R 2 h/2 2hh!
Ra/BRaT' T N —— 5
’ 2(1+h)(2 r +r2+7"3)

r2 (hW'R"  2hn? 2nK  2h?
RPRaggg = —— —
6,58 2 ( r + r2 + r3 + rt )

RaﬁRwﬁs@ ==

r2sin®@ (Wh" 2R2%  2nh  2h2
+ + +

2 r r2 r3 rd

from which we can get the squared of Ricci

R ANN A
RysRP=2((=+—) +(=+5
& (( 2 r ) roor?
always positive: so, the squared of the three main curvatures are all positive;
the squared of Weyl conformal tensor is given as

1| hr"  RBR' hE RN\ (W2 B2
afuv _
C “Caﬁw—glzx T A —87—5<?) —5(?) _5(72) (6.50)

which can be negative.
For the derivatives of curvatures we have

2(1+h) —rh
%)R;t_*_

2h/ h/2
/i - -
+(h T (1+h>)R“

V2Ry = —(1+h)R], — (
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21+ h) + 3rk/
VerT:_(Hh)R;’T—( (L+h)+3r )R;r+

r

2h'  4(1+h)  h”? 4
_pr 2 — = —
+< — = T Ry = — R

1+h—rhk 20
V?Rgg = —(1 + h)Rgy + <f> b0 (7) Ryg

14+ h—rh 2h'
v2R<p<p = —(1 + h)RZW + (T) pr(p + (T) pr

from which

VR = —((1+ h)R" + (W) R).

6.3 Spatial and gauge mixed SO(3) symmetry

The following Ansatz we will make is to consider the fact that the lowest
energy solutions are those with the maximal symmetry (see [38]), which is
SO(3), as for the spatial coordinates.

So, the explicit assumption on the components of the scalar fields is

,ra
o = f(r2)7 (6.51)
where f(r) is an undefined function.

For the gauge potentials we have to notice that, since they are vectors,
they also have to be covariant under the space-time symmetry, which is
described by a structure topologically equivalent to R x SO(3), for which
the general covariance has to be restricted to transformations that do not
involve time, and for which the 3-dimensional covariance is restricted to the
symmetry group SO(3); the temporal component will not transform, and the
pure spatial ones will transform according to

ax/a
A/a — b
Ox?
where
axla
SO(3).
o € (3)

109



Once that the general covariance is broken, and the form for these vectors
is fixed, it makes sense to assume them of the form

AY = (6.52)
and
k=3
Ale) — g(r?) Ze“ikrk (6.53)
k=1

where ¢(r) is an undefined function.
In terms of 3-dimensional notation they are

¢ = f(r?)-. (6.56)

Now, since the frame we have chosen is in spherical coordinates, we have
to write all these fields with respect to the spherical coordinates (1,6, ¢).
For the scalar fields there is no problem, and a simple calculation gives

pM = f(r?)sinfsin ¢ (6.57)
¢? = f(r?)sinf cos ¢ (6.58)
¢ = f(r?) cosb. (6.59)

For the gauge fields we can notice that the explicit expression for Killing
vectors for SO(3) in Cartesian coordinates is

0 0 0
0 -z

o=\ ., [ o= o |} ¢»= _yw (6.60)
—y x 0

which means that they are proportional to the explicit expression of the
gauge potentials; so we can write the relationships

g€t = An; (6.61)
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the expression for the gauge potentials in spherical coordinates is easily given
knowing the expression in spherical coordinates of the Killing vectors above

0
9 0
Ay =9(r) cos 6 (6.62)
—sin ¢ cot 6
0
9 0
A(Q) = g(T ) —Singb (663)
— cos ¢ cot 6
0
9 0
A(g) = g(T’ ) 0 (664)
1
Now we can define
1+72g(r*) = a(r?) (6.65)

which will allow a formal simplification of all the formulae we are going to
write down.
Firstly, we get the following invariants

@ =¢-6=1 (6.66)
A g =0 (6.67)
A= A A, = —2rg (6.68)

for some particular expressions involving the fields.
Considering the fields and their derivatives, then, we get

V, A" =0

AP A 8M$ = 2gq§

8M¢?.a“q§:—((1+h)f’2+2f2).

r2
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With these basic expressions, we will compute all the fundamental ones;
we have that the gauge covariant derivative of the scalar fields has a particular
structure

D¢ =0 (6.69)
D¢ = 0,6 (6.70)
Dy = adyp (6.71)
Dy = adyé (6.72)
and the gauge strength has also a particular structure

Fu=0 (6.73)

— a/ —
F. = — 1AM (6.74)
Fy, = fa sin 0 (6.75)

which allows us to split the temporal and spatial part, talking about non-

commutative electric and non-commutative magnetic fields, and they are
such that £, = 0, and

. 1 a -

B = — A .
r2sin® (a —1)"7 (6.76)
o 1 a’ -
BY = A )
r?sinf (a — 1) 0 (6.77)
= 1—a®-

in which the symbol of vector represents the vectors in the internal space.
We can build up the most important invariants as

= = 2 , a?—1)32
B o = 20014 my(a'y? +

F2
r2

) (6.79)

and

(Do) = D D= (L4 w7 + 22 L

) (6.80)

which will be used in the action.
Finally, let’s give the expressions for the conserved quantities, starting
from the current
- af 2 .

e (6.81)
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and then giving the expressions for the energy-momentum tensor of the scalar
fields as

TE = S 2 WL )2 g (e
- (}: h) [+ 6—— 2f2 + 322 £4(6.82)

T(scalar) —
" 3(1+h)

[=3(1+h)f*—ff (h’ + 4(1 J; h))
_ (f; h) 2462 2f2 + 302 f46.83)
T = S[2r (14 W) Ff — (14 B2 4 201+ Bt i) £
+ (h_” + ﬁ,) r2f? — 3\*r? £46.84)
2 r
Tcetar) = %[27“ L+ ff"=r* (L +h) f? +2r(L+ h+rh) f f
h

(? 7/) — 3\%r? f4] sin? 46.85)

and for the energy-momentum tensor of the gauge fields as

e (1+h) (a® —1)?
T e — o (1+ h)a” + —5z (6.86)
1 (a® —1)?
Tewee) — — __— (14 h)d? — ——— 6.87
" e2r2(1+ h) (( +ha 272 ( )
auge (CL2 - 1)2
Ty = 5 (6.88)
2 -1 2
Té;gpa“ge) = sin 0<26T2); (6.89)
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the total energy-momentum tensor is

Ttt:%(uh)[— 20+ h)ff"+ 1 +h)f w4l )+

(B L) et E ey (<1+h>a'2+ ‘ ‘”)1<6.9o>
Trr:—m[ 31+ )2 — (w44l )—

- (f; h)f +6 2f2+3>\2 (( +h)a? — (" _1) )](6.91)

Ty = %[27“2(1 +h)ff" — 7”2(1 +h) 24+ 2r (1 +h+rh)ff

BH 3(a?
+(5+?> 22—ty 20Dy o)

Typp = S[20°(1 4 D)7 = (1 W)+ 201+ b+ 7))

" / 2 1 2
+ (% + %) r2f2 322 4 %] sin® 6.93)
and this conclude the list of the main physical quantities we will need.

The substitution of all those quantities into the field equations obtained
above leads to the explicit expression of the field equations of the Georgi-
Glashow spherically symmetric Model; in those equations, there is the depen-
dence on one independent variable only, the radial coordinate r, and we will
refer to the (total) derivative with respect to r with a prime, i.e. #d—? = f'.

If we consider the equations for the gauge fields we see that all the compo-
nents are actually proportional, and the only independent equation is given
as

(1+h)a') = a(2f?+ =

We have then

2 p1\/ 2 2i0v2 2 (TPH)"
(14 hy2rY = fl2a + 72202 - )
as the only independent equation for the scalar field.

If we consider, instead, the equations for the gravitational field, we have
that, because of their diagonalization, they reduce to four equations only,
and, because of the proportionality between the two angular equations W, =
Wyesin? 6 and T, o = The sin? @, we can take into account only one of them;
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then, the condition of tracelessness allows us to remove another equation,
let’s say the other angular one: only the temporal and the radial equations
are left; finally, we can consider (see the work of Mannheim [39]) the linear
combination of the radial and temporal components T% — T" | which gives

3a12
2r

(T’h)m/ — g(QfQ _ ff//) +

as the only independent equation for the gravitational field.

In general we do not know whether those field equations admit a solutions
or not, and if they do, the solutions are extremely difficult to be found, since
we have no general methods at our disposal that help us in order to look for
them.

We can then try to search for a solution in a simplified situation.

Let us consider a situation in which no gauge field is present; the scalar
fields now have only a global symmetry under the SO(3) transformation of
the Georgi-Glashow model. On the other side, however, the richness of such
a physical system comes from the presence of the non-minimal coupling R¢?
between the scalar fields and the conformally curved spacetime; thus, for
our purposes, the scalar-gravitational coupling will be an interesting enough
situation.

In the case in which the gauge fields are set to zero, the set of field
equations is indeed remarkably simplified, and it consists of the equations

(L+h)r2f) = fre(2X2f? — <T627Z)H) (6.94)
(rh)" = 521" = ££") (6.95)

for the scalar and the gravitational field.

Now, one particular solution for this system of equation can easily be
obtained as f = v; with it we have that the gravitational field behaves as
h(r) = =22 + \v?r?, for any value of the free parameter m.

The solution

f(r)y=v (6.96)
Br) = — 27 4 \2p2y2 (6.97)

,
is very interesting because it contains a scalar field that turns out to be a
vector in the 3-dimensional internal space, with a (positive) constant norm
and radial direction, therefore a topological soliton; the gravitational field
behaves as a Schwarzschild gravitational field for short distances, while for
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large values of r it behaves a quadratically in the radial coordinate, which
could explain the problem of missing matter (see Mannheim and Kazanas
[37]) for galactic rotational curves.

A problem this solution has is that the condition on the VEV is showed
to be assumed for any excitations above the ground state, since R = 12\?v?
everywhere.

This problem, however, can be solved by considering that such a ground
state can indeed be obtained far from the matter distribution that creates
the gravitational field, where the metric of the spacetime tends to the value
of the underlying Anti-deSitter structure of the ground state; considering a
spacetime that has the asymptotic Anti-deSitter structure, we should be able
to obtain the solution in equation (6.97) as the asymptotic approximation of
a more general, physical solution.

If a physical solution does exist, is very difficult to be found analytically;
anyway a numerical solution can be obtained by using a simple Mathematica
software: a set of initial conditions can actually be chosen to give the plot
of the solutions as showed in figure, in which we see that the solution has
a dynamical behaviour close to the origin, and asymptotically it approaches
the behaviour it is supposed to have at large distances.

This solution, however, is not the most general solution we can have; but
once again, the most general solution is very difficult to get even in this very
simplified case.

The theory here presented has been considered also in the works of Demir
[40], Odintsov [41] and, mainly, Mannheim and Kazanas in [42]: Mannheim
and Kazanas considered the scalar field in a gravitational background and
found that, for a negative scalar field self-coupling, a mass scale is generated
in the theory, and the metric corresponds to a conformal deSitter space-
time; the case in which the behaviour of the scalar field is consistent with
the geometry of a conformal Anti-deSitter spacetime, and so with a positive
scalar self-coupling, has been considered here, and it can be found in the
discussion by Edery, Fabbri and Paranjape in [43].

This is interesting since conformal Anti-deSitter spacetimes have risen
in importance over the last few years in the context of the correspondence
between string theory and conformal field theory, as discussed by Aharony,
Gubser, Maldacena, Ooguri and Oz in [44].

116



b

f(r)

Figure 6.1: Plot of f(r) and h(r)/r?.
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Chapter 7

Geometry,
Theoretical Physics,
Phenomenology

Arrived at this point of the discussion, we have material enough to make a
quite comprehensive status of the situation.

The solution we discussed at the end of the last part was obtained as a
particular solution of the model of a triplet of real scalar fields in a confor-
mally Anti-deSitter spacetime; of course, there can be many more general
solutions than the one we decided to look for.

And of course, as we saw, it is possible, if we do not want to constrain
ourselves to this global solution, to have a more general, local model including
gauge fields.

However, the model we chose to consider was an SO(3) gauge symmetry
group, which has some problems in the electroweak unification framework
of the Standard Model: in fact, this gauge symmetry (although it possesses
an invariant subgroup SO(2) that would correspond, after the spontaneous
symmetry breaking mechanism, to a massless photon) gives rise to 3 gauge
fields only, and it would not fit into the framework of the Standard Model,
which describes 4 gauge fields (as Georgi and Glashow explains in [36]).

Another generalization of the model presented here could be considering
the gauge symmetry group as SU(2), and then U(1) x SU(2).

Massless spinorial fields can be accommodated beside scalars and gauge
fields into the action, and the straightest way to include them is to consider
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the action

N
I

/ (Cappu COPH — ﬁTr(FaﬁFo‘ﬁ) +
R ih -

+¢ (_ - D2> ¢+ %(¢VHDM¢ - DMZW“@Z)) -

—adpip — N2¢*)/|gldV

in which D, = D, + w, is the spinorial derivative, where D, =V, + A, is
the gauge derivative, and a is a generic constant (this action can be found in
the works of Mannheim [45] and Flanagan [46]); however, the term —a(¢p)?)
has only one scalar field, and so it cannot have gauge indices, and thus, we
cannot have non-abelian gauge fields, but only electrodynamics: this tells us
that we can actually have an action with spinors, but only paying the price
of an even worse problem regarding electroweak unification.

An action that would not consider the Standard Model’s electroweak
unification is given without gauge fields as

R h — -
S = [CapuCo 46 (g - v2) ¢+ 5 ("Dt = Dyiy"y) -

—agp — N20")/[gldv

in which D, = V,+w,, is the spinorial derivative, and it could be compatible
with the solitonic solution ¢ = v for massive fermionic fields.

Through this action it is also possible to justify the presence of scalar
fields in terms of fermions: in fact, we can suppose that fermions enter in
the action first, and then a scalar field is required to achieve the conformal
symmetry.

Then, it could be possible to think that some other extra field can be
introduced in a non-minimally coupled way, so to achieve a natural inclusion
of gauge fields.

Conformal symmetry is the key principle to get a unique action; if we
require that all the pieces present in the action are conformally invariant and
that all the conformally invariant pieces are present in the action, we get an
action which is the only action, up to equivalence, that we can define — and
it is this sense of unicity that makes Conformal Symmetry so intriguing a
principle.

Nonetheless, conformal symmetry is not a symmetry of Nature. It is true
that this can be seen as a consequence of the fact that an original conformal
symmetry can be spontaneously broken; and it is even more amazing that
the spontaneous symmetry breaking mechanism is required by the conformal
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symmetry itself! But we have no a priori reason to think that, at some scale,
the Universe should be conformally invariant, also because, if this was the
case, there wouldn’t even be any scale to talk about — at this very point,
the discussion slides into Epistemology, and the problem whether conformal
symmetry is a good symmetry principle or not would belong to the domain
of Philosophical disciplines.

If we do not want to consider conformal symmetry as a basic principle
for theoretical physics, then we will not have a fixed form for the action:
some pieces in the action would be fixed by phenomenological considerations,
others would not be fixed at all.

One principle we could take into account is a principle of simplicity, stat-
ing that the action has to be taken at the least order derivative, that is we
have to consider a least-order action.

This “principle of least-order action” gives, indeed, the action that pro-
duces the field equations of the ECSK theory, which we know to be the right
ones at the present state of the observations.

This is, in fact, a good task accomplished; but from the point of view
of theoretical physics, the principle of least-order action is not much more
justified than the principle of conformal invariance, and again we are sliding
into the domain of Philosophy.

And as long as we are not able to state a Principle of Symmetry that
guides Geometry up to Theoretical Physics, we have to rule over the dynamics
according to the principles of Phenomenology.
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Appendix A

The historical theory:
Weyl’s Least-Order Gravity

In this appendix, we would like to present the historical theory of Weyl grav-
ity and electrodynamics, showing how Weyl tensor, used paying no attention
to its property of conformal invariance, but only to its irreducibility, gives
rise to a least order derivative approach!; we will see that this theory has
fundamental correlations with Maxwell theory of Electrodynamics.

Let us consider the background of a spacetime with a metric tensor; we
will take Cartan tensor to be zero, in order to follow the original idea of
Weyl. Then, we define Weyl tensor as usual, but using the symbol W.

We can calculate the quadridivergence of the both sides of the definition
of Weyl tensor; using Jacobi-Bianchi identities, the identity we get becomes

1 1
VoW = VR 4 SV R g™ — SV R g™ +

1 1 1 1
+§VVRW — inﬁ” + —VFRg" — ~V"Rg" =

6 6
1 1
= VIR™ — V'R + ZV”Rgﬁ“ - Zv“Rgﬁ” +
1 1 1 1
NIV RBE _ ZXgRRBY | TXTE R P . ZXgV R P —
+5 VIR = SVIRY 4 SV Rg™ — 2V Ry
1

1 1 1
— ZWYHRPY _ Z\YROM 4+ Y RAPH — —VHF RGPV
5V oV T+ R VIRGT — 5 Vi

We see that in the expression of Weyl tensor, the only curvatures that

'We would like to stress that least-order here means least order derivative of the cur-
vature, not of the metric tensor; in fact, considering the metric tensor, we would get this
theory as a third-order theory, which is the least order among all those theories for which
we have derivatives of curvatures in the field equations, but which is not the least-order
in general, since Einstein gravity is second-order.
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enters are the Ricci curvature tensor and the Ricci curvature scalar, and we
can write both of them in terms of the energy-momentum tensor and scalar,
once Einstein’s field equations are given; we have that

1
R — 29" R = kT

in which k is a constant, and in which 77" is the energy-momentum tensor;
their contraction is

—R=EkT

where T is the trace of the energy-momentum tensor: with these expressions,
we can invert the field equations as

e (1o~ Lo
R = —KT.

The following substitution into the identity for Weyl tensor gives finally

k

1 1
VW = o (w [T% = 2™ T) = V[T — 2 gﬁMT]> .

It is now justified the definition of the quantity
JBwr — l (Vu[Tﬁv _ lgﬂvT] _ V”[Tﬁ“ _ lgﬁuTO
2 3 3
which is irreducible, and which is such that
Ve JoH = 0.
Now, we have that
VW — fJom,
So, the tensor J is a conserved quantity
V, J7 =0 (A1)
which is the source of the least order derivative field equations
VWP = | jom, (A.2)
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Those field equations are a way to re-write Einstein’s field equations in
the form of a quadridivergence of a geometrical irreducible curvature equal
to a source of energy-momentum.

This form is analogous to the form of Maxwell equations for Electrody-
namics, for we have that it exists a tensor J such that

VeJ7 =0 (A.3)
which is the source of the first order derivative field equations
VP =47 JP. (A.4)
In an empty spacetime we would have the equations written as
VW =0

that is in a form of a conservation law; the vacuum form for Maxwell equa-
tions is also given as a conservation law as

V,Fo? =0,

and both are conformally invariant.

The Weyl tensor W and the Faraday-Maxwell field tensor F' are both
irreducible quantities; also, they can be written in terms of a potential (see
Lanczos in [47]).

Maxwell’s first order derivative field equations are formally analogous to
Weyl’s first order derivative field equations: they both are written as the
source of the field equal to the quadridivergence of some irreducible geomet-
rical quantity that admits a potential.

And this is the formal analogy between Maxwell and Weyl field equations
that represents the core of Weyl’s attempt of a unified theory of electromag-
netism and gravity.
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Appendix B

Higher-Order Gravity
and Beyond

As we concluded the part about Fundamentals, we presented some of the
Higher-Order actions we can have.

In a Riemannian spacetime, when two derivatives of the metric were con-
sidered, we obtained that only one curvature had to be taken into account,
while with four derivatives we could have also taken into account products
of two curvatures; the situation became much more difficult starting from
the sixth order and higher, since, beside products of curvatures, we had to
consider also products of covariant derivatives of curvatures.

Considering then products of curvatures and products of covariant deriva-
tives of curvatures in all their possible combinations, for the sixth-order ac-
tion we got a total amount of 8 terms for the triplet of curvatures, and 3
terms coming from the doublet of covariant derivatives of curvatures (plus
some more terms coming as products of one curvature with two covariant
derivatives applied to one curvature, which could be written as a doublet of
covariant derivatives of curvatures, up to a quadridivergence in the action),
and all these terms gave together the action as

S(@.w.0.AB.0.D.EFG.H) = / [(®V,RV’R + UV ,R,; VR +

OV, Rupu VPR + AR® +

BRR.sR™ + CRRp,, R*" +
DR.sRY RS + ERPR" Royp5 +
FRRonsu Ry + GR*° Rogu R +
HRop s R*R,,) + k2] |gldV
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that gave field equations as
3H R 9,5 R R? [P — 20¢°PV'R — UV'RY + WV, V*V? R
+FV, V(R R, + R R, ) + Eg*V )V (R0 R7)
+UV,VPVERY — Wg*’V V,V?R7? — 40V ,V V2RI

®
—EV,V?(RyR7*%) — EV ,V*(R,eR7%) — 3 9*°V ,RV’R

3D
—7vpvﬁ (R RY) + Bg*’V ,V,(RR"") + Cg**V* (R R ). 5)

+EV*(R,eR7%) + gv%RamRﬁm) - g 9’V V. (R’ R
+BV*(RR*) — BV ,V?(RR") — FV V(R R ""* + R* R ")
—CV*VP(RP R pr5) + 4CV,V ,(RRP*") + Bg*PV?(R,,, R")
—BV,V*(RR") — BV*V*(R, R") + 6GV,V (R R )
+3A4g**V?R? — 20V (V*R*R’, ) — 3HV,V,(R*"R" %)
)

uv

Y0

—3AV*VPR? + 3HV V(R Ry".*) — 20V (VR R™

vpp
1 (0% g 1 ag (6% oV
—5FV, v (RMR’ ;) — §FVpVB(R’”‘5 R ;) — OV R R’

+20V (VPR R Y — EV, V(R R — RFFRYP) — 20RPV?R
U S

-5 9°°V ,Rps VPR — ) gV RPN g Ry + OVRPNP R
—UV?R¥ Ry — UVRR] + UV ,(V*R¥R.) + UV ,(V°R*R")
+20V*V V2R + UV*RPVPR,, — UV, (V*R* R, + VPR RY)

E
+5 g R R Ryypy — OVERMIRS,,, + 20V (VR R

3D 3D 3D
—TV,JV‘”(RP”R,@) + 7gaﬁvpvu(3pl/35) + 7V2(RCWR§)

C

-5 9*°RR"Rypr5 + CRP R R g5 + 20RR* R’

F « g 14 3 lo} o D (07 loa
-39 PRPR,0RM™ — S PR PR®R®, 5 — 59 ’R,. R RS
H
+2F Ry R R’ 7 + 3DR,e RF R’ — o Rona R RY,7, 6%
3
2
1 G
+§FR59R“75"R9750 + iRPMRW,,RngW +3GR"R’ R M

ouv=tyé

_%BR#VRMV (goéﬁR _ 2Raﬁ) _ %ARQ (gaﬁR _ 6Raﬂ) _ _gTaﬁ

Vyp)

uup)

1
+2BRRYRP + §FR°“9RWURMU + ®V°RV’R — ZER"R™ R’ ;
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for the sixth-order gravity; of course, if we go higher with the order of deriva-
tives of the metric tensor, we get more and more terms, written as products
of four curvatures plus products of one curvature with a doublet of covariant
derivatives of curvatures plus a doublet of two covariant derivatives applied
to one curvature for the eighth-order action; and of course, we can go even
higher, considering as many orders as we want (for general discussions about
higher-order actions, see, for example, Lovelock in [48]).

Anyway, it is not in the action, but in the field equations that derivatives
of curvatures play a fundamental role, and the derivatives of curvatures ap-
pear in the field equations starting from the fourth-order; for these theories,
it is in fact possible to get vacuum equations that allow all the curvatures to
be different from zero, and so the gravitational field will be contained in all
the curvatures as well.

This is different from the case of Einstein gravity, in which the second-
order action provided field equations without derivatives of curvature, whose
vacuum form reduced to the simple expression of the vanishing of Ricci curva-
ture tensor, confining all the physical gravitational effects into the Riemann
curvature tensor.

We can then say that the gravitational field contained in Riemann cur-
vature tensor is constrained in it in Einstein’s least-order gravity, while in
higher-order gravity it can “propagate” also in Ricci curvature tensor, and
even in Ricci curvature scalar.

Moreover, Einstein gravity is the limit case of a zero Cartan tensor of
the Einstein-Cartan-Sciama-Kibble gravity, in which the presence of Cartan
tensor allows a natural description of the spin of matter fields (the Dirac
field); if we want to include Cartan tensor and spinor fields into this picture
then the extension to higher-order theories would have actions with terms
containing products of Cartan tensors plus one term containing the product
of one Cartan tensor with the spin tensor, giving rise to field equations relat-
ing the spin to derivatives of Cartan tensor, with the consequence that the
vacuum field equations would allow a non-vanishing Cartan tensor solution:
this solution would then describe a Cartan tensor propagating out of the spin
distribution, which is an effect that has never been observed up to now. So, it
seems that only in the scheme of the least-order ECSK gravity the inclusion
of matter fields can be simply achieved.

Another, last feature that drastically distinguishes the least-order theory
from higher-order theories is that in absence of a suitable principle (such as
for the conformal symmetry principle), higher-order theories depend on many
parameters that can not be a priori chosen, while the least-order theory is
(up to equivalence) unique.
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Appendix C

Electrodynamics

A fundamental physical field we never talked about is the Electromagnetic
field.

The reason for which we kept it out of the previous discussion is that the
main point this thesis wanted to focus on did not involve the electromagnetic
field, and so there was no reason to introduce a concept that we were not
going to use.

However, electrodynamics has very interesting features, especially under
the viewpoint of the conformal invariance.

Considering all the physical gauge fields we have observed so far, the
Strong field, mediated by gluons, is confined inside hadrons, while the Weak
field is mediated by the massive W= and Z,; for both of them, the short
range of their interaction does provide a scale in the theory, while the elec-
tromagnetic field is the only physical field we know to be a priori and a
posteriori, always conformally invariant.

Let us consider then a charge distribution (verifying the conservation law
V,J* = 0) as the source of the electromagnetic field’s dynamics, governed
by the fundamental Maxwell equations

V,F™ = J; (C.1)
these equations come with the structural Maxwell equations
OpFya + 0o Fy, + 0, F,, = 0. (C.2)

We see that even in the general case equations (C.1) and (C.2) do not con-
tain any completely antisymmetric Cartan tensor; also, equations (C.2) do
not contain the metric tensor neither: considering equations (C.2) as the
equations that define its structure and equations (C.1) as the equations that
determine its dynamics, we can say that the structure of the electromagnetic
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field is defined independently on the metric of the spacetime, and that both
its structure and its dynamics do not have interactions with Cartan tensor!
In the following, then, we will consider Cartan tensor to be zero without
losing generality, as long as we deal only within the framework of electrody-
namics.
Equation (C.2) can be solved to give the solution

Fo, = 0,4, — 0,A, (C.3)
for some vector A, defined up to a gauge transformation as

A=A, —0,f (C.4)

i

for some function f undefined.
Having this solution, field equations (C.1) can be written as

V2ZAM — RFA® — gP10y(V,AY) = J* (C.5)

and, because of the freedom ensured by the equation (C.4), we can choose
the function f to give rise to the condition V,A” = 0, which leaves

V2AF — RF AY = JH (C.6)

which is the expression of the Laplacian of the potentials A, and in which we
can see that the Ricci curvature tensor takes part in it.

On the other hand, we can also consider the two sets of Maxwell equations
(C.1) and (C.2) to see that

1
V2F,5 — 3 RFas + F"Coguy = Vads — Vada, (C.7)

which is the expression of the Laplacian of the strength F', and in which both
Ricci curvature scalar and Weyl conformal curvature tensor take part in the
dynamics of the electromagnetic field.

These are the basic expressions that describe electrodynamics.

Now, let us consider the expression that relates the potential to the
strength

F,, = 0,A,—0,A,
and the analogous expression we saw for the general case of gauge fields
Fap = aaAp - a/)1401. + [Aom Ap]:
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for a conformal transformation, the coordinates do not transform, and nei-
ther do the partial derivatives, which are then conformally invariant, and so,
supposing that A transforms as A" = QP A, we see that

Fl, = 0,A, — 0,Al, = QP(0,4, — 0,A,) = OF,,
but
Fl, = 0a AL — 0,4, + (AL, Al] = QP(0, Ay — 0,Aq + D[Aa, Ay))

and so we do not get the correct form for the gauge fields, unless we suppose
p = 0; this shows that in the general case, the non-linearity of the expression
that relates potentials and strengths forces the conformal transformation
to be trivially A" = A, while for the particular case of the Maxwell elec-
trodynamics no constraint actually comes to dictate the specific conformal
transformation law the field A has to undergo.

Hence, it is only due to a reason of analogy that we will consider the
transformation law of the field A to be given as

Ay = Ay (C.8)

with this conformal transformation law, it is easy to see that the structural
Maxwell field equations

0pFya + 0 Fpp + 0, F,, = 0,
and, in the vacuum, Maxwell field equations
V,F"" =0

are indeed conformally invariant.
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