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Introduction

INTRODUCTION

This thesis work was carried out using the Medi@®@am dish (Bologna, Italy), which
is managed by INAF-IRA (Istituto Nazionale di Affica — Istituto di
Radioastronomia).

The Italian radio telescopes currently undergo ppmapgrade period in response to the
growing demand for deep radio observations, suchkuageys on large sky areas or
observations of vast samples of compact radio gsurc

The optimised employment of the Italian antennafirst constructed mainly for VLBI
activities and provided with a control system (FBield System) not tailored to single-
dish observations, required important modificatians particular of the guiding
software and data acquisition system.

The production of a completely new control systeted ESCS (Enhanced Single-dish
Control System) for the Medicina dish started i®20in synergy with the software
development for the forthcoming Sardinia Radio $etgpe (SRT). The aim is to
produce a system optimised for single-dish obsgmatin continuum, spectrometry
and polarimetry. ESCS is also planned to be irestat the Noto site.

A substantial part of this thesis work consistedésigning and developing subsystems
within ESCS, in order to provide this software wittols to carry out large maps,
spanning from the implementation of On-The-Fly fastans (following both
conventional and innovative observing strategi@s)tite production of single-dish
standard output files and the realisation of tdofshe quick-look of the acquired data.
The test period coincided with the commissioninggghfor two devices temporarily
installed — while waiting for the SRT to be complet- on the Medicina antenna: a 18-
26 GHz 7-feed receiver and the 14-channel analbgukend developed for its use. It
is worth stressing that it is the only K-band midid receiver at present available
worldwide.

The commissioning of the overall hardware/softweystem constituted a considerable
section of the thesis work. Tests were led in otdererify the system stability and its
capabilities, down to sensitivity levels which haelver been reached in Medicina using

the previous observing techniques and hardwareégvi



The aim was also to assess the scientific poteafidhe multi-feed receiver for the
production of wide maps, exploiting its temporawaigability on a mid-sized antenna.
Dishes like the 32-m antennas at Medicina and Natdéact, offer the best conditions
for large-area surveys, especially at high fregiemcas they provide a suited
compromise between sufficiently large beam sizesoteer quickly large areas of the
sky (typical of small-sized telescopes) and sensiti (typical of large-sized
telescopes).

The KNoWS (K-band Northern Wide Survey) projectimed at the realisation of a
full-northern-sky survey at 21 GHz; its pilot obgations, performed using the new
ESCS tools and a peculiar observing strategy, tatedd an ideal test-bed for ESCS
itself and for the multi-feed/backend system. THéoMVS group, which | am part of,
supported the commissioning activities also prawgdimap-making and source-
extraction tools, in order to complete the necgsdata reduction pipeline and assess
the general system scientific capabilities.

The K-band observations, which were carried outseveral sessions along the
December 2008-March 2010 period, were accomparyeithé realisation of a 5 GHz
test survey during the summertime, which is nottakle for high-frequency
observations. This activity was conceived in ordecheck the new analogue backend
separately from the multi-feed receiver, and to utiameously produce original
scientific data (the 6-cm Medicina Survey, 6MS adap cap survey to complete PMN-
GB6 and provide an all-sky coverage at 5 GHz).

THESIS OUTLINE

Chapter 1 — Hardware
The main features of the Medicina dish are preskmetails follow to illustrate the K-

band multi-feed receiver and the new analogue lratke

Chapter 2 - ESCS
The Enhanced Single-dish Control System is desttribee initial section is devoted to
its requirements, then the software tools choserntdorealisation are presented. The

last section illustrates the general structure®€BE as it was actually implemented.
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Chapter 3 — Software development

This chapter focuses on the software tools | d@ezlpboth internally and externally to
ESCS, describing their functions and illustratingwhthey were tested. Particular
attention is devoted to the On-The-Fly scan implata#on.

Chapter 4 — Commissioning of the MF system

The results obtained along the various commissgngessions are presented.
Explanations are given on the observing strateggptdl, and examples of the
interesting features detected in the acquired aegahown. The encountered problems
— and their solutions — are commented in detaile Httual system response is

compared to the expected performance.

Chapter 5 — The 6MS Catalogue: the Polar Cap at 5 Bz
This chapter illustrates the 5 GHz observationscdees the observational setup and

presents the preliminary results.

Appendix A — 6MS
Here the pilot version of the 6MS catalogue islist






Chapter 1 — Hardware

CHAPTER 1

HARDWARE

Those parts of the system that you can hit withrarhar (not advised) are called hardware;
those program instructions that you can only cuasare called software.

1. OVERVIEW

Unknown author

The Medicina dish, whose first light dates backl883, is a 32-m parabolic antenna

located 35 Km south-east of Bologna (Italy). It nsanaged by the Istituto di

Radioastronomia (IRA), which is part of the IstituNlazionale di Astrofisica (INAF).

This chapter provides a brief overview of its featij focusing more specifically on the

description of the two main devices which have beeploited during this thesis: the

K-band MF receiver and the analogue total powekdéad developed for its use, both

of which, while waiting for the new Italian radi@léscope — the Sardinia Radio

Telescope (SRT) — to be completed, have underdg@edammissioning phase on board
of the Medicina dish (see Chapter 4).

2. THE MEDICINA DISH

Figure 1.1 — Picture of the Medicina dish.

The Medicina antenna is a 32-m parabolic dish
with Cassegrain optical configuration, installed
on an altazimuthal mount.

Its two foci, the primary focus and the
secondary (or Cassegrain) focus, host a total
number of 7 single-feed receivers, which can
be selected in frequency agility mode: the
subreflector is remotely commanded to slide to
the retracted position, and it takes less than
four minutes to complete the primary to

secondary focus switching (or vice versa).



Table 1.1 lists the main features of the overaléana, while Table 1.2 provides details
about its permanent receivers. They are adaptdale Ta3, from the official Medicina

dish user manuil

Location Medicina (BO), ltaly
Latitude N 44° 31’ 13.8”
Coordinates Longitude E 11° 38’ 48.9”
Altitude 25 m f.s.l.
Freguency coverage 1.4-23 GHz
Primary reflector diametre 32m
Secondary reflector diametre 3.2m
. . Primary F/D 0.32
Available foci Cassegrain F/D 3.04
Elevation range 3°-90°
Azimuth range +270°
Slew rates (wind speed < 60 km/h) 48 °/min azimuth, 30 °/min elevation
Surface accuracy (rms specified) 0.6 mm (at 60° of elevation)
Active surface No
Pointing accuracy (rms specified) 8 arcsec
Half Power Beam Width (HPBW) 38.7 arcmind(GHz)
Gain 0.10 + 0.16 K/Jy
First secondary lobes ~ 20 dB under the main lobe
. Primary focus: movable positioner, 3 receiver bays
Receiver mounts . e .
Cassegrain focus: fixed, 9 receiver bays

Table 1.1 — Main features of the Medicina 32-m dish

Beam (arcmin) Receiver Receiver
Band Yo A Visky Vhisky band noise temp.
(Name) | (GHz) (cm) N/S E/W | (GHz) | (GH2z) (MH2) K
L 1.4 21 31.0 31.3 1.35 1.45 2x80 50
L 1.6 18 27.5 27.6 1.595 1.715 2x80 60
S 2.3 13 18.6 17.3 2.20 2.36 2x160 40
2x400

C 5 6 7.50 7.40 4.30 5.80 2800 12-14
C 6 5 7.00 6.50 5.90 7.10 2x400 57
X 8.3 3.6 4.80 5.00 8.18 8.98 2x800 25
K 22 1.3 2.00 2.00 21.84 24.14 2x800 80

Table 1.2 — List of the permanent receivers mountethe Medicina antenna.
The C-band receivers are located in the Cassegrairsf all the others are in the primary focus cabin

! hitp://www.med.ira.inaf.it/parabola_page EN.htm
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Chapter 1 — Hardware

Table 1.3 illustrates the efficiency and sensiyivibr the various receivers. The last
column gives the rms sensitivity for one secondindégration in dual polarisation

mode, using the theoretical radiometre formula.

Vo Tsys Na G AS
(GHz) (K) (%) | (KAy) (mJy/s*?)
1.4 58 41 0.120 38.2
1.6 64 36 0.106 47.8
2.3 58 43 0.125 26.0
5 26 58 0.160 4.1
6 65 50 0.145 23.9
8.3 40 48 0.141 7.1
22 145 38 0.110 33.0

Table 1.3 — System temperature, efficiency, gathsensitivity for the various frequencies.

The antenna, prior to the development of the Engdrsingle-dish Control System
(Chapter 2), was operated only using the Field éys{FS), the control software
provided by the VLBI Network. This software, thougtiable and constantly updated,
was conceived for interferometric observations bstantially based on the position
switching mode — and was not optimised for sing#dactivities requiring different

observing strategies.

. THE K-BAND MULTI -FEED RECEIVER
While waiting for the Sardinia Radio Telescope éodompleted, the 18-26 GHz multi-

feed receiver realised for it was installed on tedicina dish to undergo the
commissioning phase.

It is the first multi-feed receiver available woslile in the K-band.

It consists of seven corrugated horns in hexagamalngement, each providing Left
Circular Polarisation (LCP) and Right Circular Radation (RCP) output channels, for
a total of 14 channels. The instant bandwidth f@rg channel is 2 GHz, which is more
than twice the maximum bandwidth that was previpualailable for K-band

observations at the Medicina site.



The horns have an inner diameter of 68.8 mm, aeraliameter of 98.0 mm, and the
distance between the centres of two adjacent fieet30 mm.

The feeds are installed inside a dewar (Figureshdvs two phases of the installation),
whose interior is cooled by means of a cold headreught to 20 K using liquid
nitrogen — and kept in vacuum conditions.

Figure 1.2 — The horns and all the cooled partshef MF receiver during their installation insideeth
laboratories.

The dewar is equipped with a derotator, which isdamental for the majority of the

observing techniques to prevent the rotation of tiserved field during long
acquisitions.

Medicina SRT
Rotation range®} +130 +120
Max rotation speed’/fsec) 4.37 4.37
Positioning Accuracy 0.055 0.036
(arcsec, on sky) ) '
Positioning Resolution 0.020 0.013
(arcsec, on sky) ) '

Table 1.4 — Parameters relative to the derotatorit$ installation on
the Medicina antenna and on SRT.

10



Chapter 1 — Hardware

On the Medicina antenna, the MF system has beeallad in the central bay of the

Cassegrain focus cabin (Figure 1.3).

Figure 1.3 — The final installation of the MF ragsiin the Cassegrain focus cabin in Medicina.

11
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N Looking at the sky from inside

the focus cabin, the
- displacement of the seven feeds
60° 2 ) 3 is the one illustrated in Figure
1.5.
ool 1§ ; . o
g5 ) 1 O 4 i W The slight offset (~ 5°) with

respect to the ideal alignment is
6 5 ’ Qg\?Q automatically taken into account
when commanding and reading
the derotator position by part of

the user.

Figure 1.5 — The displacement of the seven feedbegs
are installed on the Medicina di

The beamsize relative to each feed can be estirbgteteans of the following formula:
D\Bp s (radiang =102 + 0.0135(T, (dB)\]%

where E is the taper value\ is the wavelength of the observed radiation, Dhis
antenna diameter.

@ 18 GHz E=-3.5dB—> FWHM =115"=1.92'

@ 22 GHz E=-5.3dB—> FWHM= 96" =1.60’

@ 26 GHz E=-8.0dB> FWHM = 84"=1.40

Measurements performed during the first phase efcbmmissioning (Verma et al.,
2009) give an actual FWHM = 92" @ 22 GHz, and aadlise of 212" between the
centres of two adjacent beams on the sky. As caacitre system performance, the
reported reference values are the measured systapetature and antenna gain, given

in Table 1.5 for the 22 GHz frequency.

Teys(Elev.=45°1=0.1) 75 K
Gain 0.105 K/Jy

Table 1.5 — System temperature and antenna gaisumgehat 22 GHz
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4. THE TOTAL POWER BACKEND
The wide bandwidth delivered by the multi-feed aigp(28 GHz) is detected by a total
power backend. Due to time constraints it was d&tid provide a traditional analogue
backend, instead of developing a digital versiomngighe modern FPGA (Field
Programmable Gate Array) devices, which would haken more time to design and

develop.

1
: FILTER for VLEL CHO only
! / 70-360MEz \

FILTER

——| F0rs0MHs [T TN Varishle

1

1

1

1

1

1

1

i

atteronator covweerter for TP :

| FrTER [ _— i
70-125014Hz :
70-2100MHz i
1

Figure 1. — Block diagram of the MF acquisitiorstgyn.

The backend is formed by fourteen printed circwiandls, also including a digital part
for board control and setup, and fourteen voltag&dquency converters to digitise the
detected signals. The digitised samples are sehetacquisition computer by means of
a LAN (Local Area Network). Each board is desigtedave three inputs, so that it
can be connected to any receiver located on thee tAntenna foci of the SRT. The
backend architecture is such that each input, bettatection, is available at two

backend outputs. This allows the system to simattasly send every receiver output

13
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to another backend, for instance a FPGA backergl {er spectroscopy or VLBI
observations), or to a remote detector (this ldstirc is specifically optimised in
dynamics for a fibre optic link).
Prior to the detection, the signal goes through:
* an equalizer, to compensate the different atteomsiti- which vary with
frequency — of the coaxial cables coming from eatenna focus;
* avariable attenuator, to set the signal power lieve suitable range;

» afilter bank, to reduce the bandwidth if necessary

All these characteristics make this system bothata dcquisition machine and a signal
distributor.

The control stage of the acquisition system, redlisy a small Linux computer with an
embedded FPGA board, allows the control systenerwtely set up the equaliser, the
attenuation values, the filter bandwidth and thea rate of the acquisition.

The sampling signal can also control the switchofga noise source of known
temperature, which is injected through the recethains, so that the gain variation of
the receivers can be tracked and compensated dimngost processing phase (see
Chapter 2 §2.4).

The main specifications of this backend can be sans®d as follows:

* 14 x 3 IF inputs in the range 0.1 - 2.1 GHz;

* 2 IF outputs in the range 0.1 - 2.1 GHz;

* bandwidths: 230, 725, 1200, 2000 MHz;

» cable equalisation up to 12 dB;

* 0 - 15 dB variable attenuators, configurable wiithBlstep;
* sampling rate: 0.001 - 1 sec;

e up to 21 bit resolution;

* automatic cancellation of output offset;

* noise source chopping frequency: 0.5 - 500 Hz.
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CHAPTER 2

ESCS(ENHANCED SINGLE -DISH CONTROL SYSTEM) !

There are two ways of constructing a software design
One way is to make it so simple that there are alsijono deficiencies.
And the other way is to make it so complicated tinate are no obvious deficiencies.
Sir Charles A. R. Hoare

1. OVERVIEW
INAF-IRA is leading the development of the contmyistem for the Sardinia Radio
Telescope (SRT), the 64-m dish at present undestaartion in S. Basilio (Cagliari).
The plan is to fully exploit the antenna singlekdeapabilities and the new-generation
microwave receivers which are going to be instaled SRT — with multi-feed
configurations, instantaneous bandwidth up to 2 GMde and a few tens of
simultaneous channels. This forced the completelestggn of the observation
management system with respect to that in useeattther Italian antennas, as they
were not provided with such devices.
The necessity to produce a new control system RF 8mely matched the need to
update the Medicina and Noto systems as well. wWor decades these observatories
have been mainly devoted to interferometry and wesieaged using the Field System
(FS) — the control software developed and disteduby the VLBI consortium. In
recent times the requests to exploit the 32-m awaterior single-dish activities have
become more numerous, and keep increasing. To alewexecution of single-dish
observations, various users have been developstgmised scripts under the FS along
the years, but no comprehensive and shared tooks eleased to specifically take care
of single-dish activities in an organic and optiesdsvay.
This inspired the decision to provide the Medicaral Noto antennas with a specific
single-dish control system, which also constituties core for the development of
Nuraghe the system under construction for the SRT. Thay,vall the Italian radio

astronomical antennas will essentially share tmeeseontrol system, allowing for the

! Based on INAF-IRA Technical Report 409/07, RigtSniet al, 2007.
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constitution of a national network and giving thpportunity to operate all the

telescopes remotely, from a single control centre.

The Medicina-Noto system is called Enhanced Sidgl-Control System (ESCS).

Its goal is to enable the antennas to perform apéid) user-friendly single-dish

observations, including high-sensitivity deep sys/én continuum, spectrometry, and
polarimetry. This requires innovation in the exemutof the observations, providing

the user with comprehensive tools to setup andrabtite antenna, the receivers and
the backends. It is also compelling to generatpududata in conventional file formats,

in order to allow the use of the most widespreaxt@ssing software.

2. ESCSSYSTEM REQUIREMENTS
At the beginning of 2008 the group involved in thevelopment of ESCS (which I'm
part of) agreed on the main requirements for tys$esn. The primary goal is to provide
the antennas with tools to carry out observatiomsthe most common modes,
performing them in any coordinate frame and allaniine control of all the devices —
antenna, frontend, backend, etc... — in a comprehersnd user-friendly way, by
means of on-line commands or using proper scheddlasther key point is the
coexistence of ESCS with the FS, as the VLBI oka@as are still going to be carried
out using the latter.
The following sections give details on the varicaspects which were discussed,
illustrating the choices made for the developmémESCS.

2.1.Observing modes and antenna management

Several observing techniques were considered, gaikito account the ones usually
available in other observatories. The completddisdbws, howeveiTrackingandOTF-
scanmodes were identified as those to be implementigd the highest priority, as

they are the modes required by most of the observer
Modes list

» Tracking observations in sidereal tracking, along with enoomplex modes — by
means of constant and variable rates applied tocth@mdinates; an internal

16



Chapter 2 — ESCS

ephemeris calculator could be implemented to tiBclar System objects starting
from their orbital parameters;

Position switchingalternate on-source and off-source acquisitions;

Raster scansequence of discrete tracking acquisitions to maiven area of the
sky;

Beam switching this method requires a multi-beam receiver. Twearhs are
employed, one is kept on-source, the other off@muPeriodical inversion of the
beams, achieved with a different pointing, is akowto take into account the
different gains;

On-The-Fly(OTF) scanthe antenna performs a scan at constant speé@dem a
specified sky target - identified by user-defineatgmeters, such as start and stop
positions. Usually the scan is along the greatleiconnecting the two points,
unless differently specified (e.g. pure R.A. scam @onstant Dec.). Sequences of
scans can be appropriately set to map a definedarthe sky (usually by scripts
generating a schedule of the scan sequence ontre ceordinates, area size, and
grid step are provided). Users can select the bearhe employed: using two or
three aligned beams only, the source is scannedagmdper ON-OFF operation
can be performed off-line to remove the atmosphedatribution. The single
acquisition is very fast — e.g. the rate shouldvalto scan a beam in down to 0.1
seconds. According to the receiver gain calibrapoocedure the acquisition rate
should be as fast as 100 Hz. The user should leetalslet scan coordinates in the
Celestial, Galactic and Horizontal systems, attjeas

Cross-scantwo orthogonal scans centred on the source;

Beam switching OTRwo non-aligned beams respectively scan the soand an
adjacent sky area. Periodical inversion of the lsemmallowed to take into account
the different gains;

Wobbling on-source and off-source acquisitions are ackievdting the
subreflector. The possible movements vary accolgitogthe receiver position and
the beam width. Mechanical constraints allow a mmaxn wobbling frequency of
about 1Hz;

17
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* Frequency switchingthe spectral observations are performed alwaysking on-
source and varying the local oscillator frequenicy,order to alternate the line
position in different portions of the sampled band;

* Atrtificial satellite tracking similarly to the Solar System bodies trackings tmnode
requires the implementation of a specific tool tonpute the position of artificial

satellites or space debris fragments on the bagikes (Two-Line Element).

As concerns the antenna pointing, the privilegedraiing mode was identified in the
“time-tagged program track”. It consists in commiagdin advance a sequence of
positions, each labelled with a UT timestamp cqoesling to the instant the antenna
must point to the given position. It minimises tbad for the station computer and
offers the best tracking quality. It is widely immdent of the latency fluctuations in
the computers and in the communication line. Thiatpm model rms is required to

stay within the threshold of 0.1*HPBW.

Coordinate systems

For any observing mode, users must be allowedderirthe source coordinates in the
system they prefer, such as Equatorial, Horizoi@alactic, Ecliptic. The system is in
charge of converting them to the Horizontal (Az-Eymmands needed to point the
antenna. The highest priority was given to the Eayieel (any epoch), Horizontal and
Galactic systems.

Subreflector

The mirror must be completely retracted along thaxis when the primary focus is

used (this fulfils the frequency agility requirentsn

The system must take care of the secondary mirawements. Mechanical actuators
are installed and allow the mirror to tilt aroume tx and y axes. In addition the whole
system can translate along the x and y axis. Tadgestments are aimed at conveying
the incoming radio waves to the selected secondars feed, and can be exploited to
perform wobbling observations and focus tuning. Ragh frequency observations,

such as the ones performed in K-band, the pointroglel must command proper
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adjustments to the subreflector position — varywgh elevation — in order to

compensate for gravitational deformations.

Derotator

A tool to use a derotator, which is required ineca$ multi-feed receivers, must be
included in the system. It is to be noticed thatalbthe observation modes require the
field to be derotated, so the derotator activatimmst be optional. Table 2.1 lists the
specifications for the derotator of the 18-26 GHultirfeed receiver. Values for the

installation on the Medicina dish and on SRT axegi

Medicina SRT
Rotation range’} +130 +120
Max rotation speed/sec) 4.37 4.37
Positioning Accuracy 0.055 0.036
(arcsec, on sky)
Positioning Resolution 0.020 0013
(arcsec, on sky)

Table 2.1 — Parameters relative to the derotatthieofl8-26 GHz MF

Weather sensors

The weather station measurements must be read 6% HS8 order to be displayed in
the antenna monitors and to be written in the filts. Recording temperature, relative
humidity and atmospheric pressure is of criticalpamance, especially for high-

frequency observations, as they are employed inestgnation of the atmospheric
opacity, which in turn is a key value for data loedtion.

Measuring the wind speed, instead, is vital to mise damage risks: an automatic
antenna-parking system must activate in extremeahgeaonditions, in particular in

case of wind speed exceeding 80 km/h.
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Dynamical antenna time allocation

It must be noticed that the constant updates onattienna status and on the site
conditions allowed by ESCS will make a dynamicadbadtion of the antenna time
possible. High-priority projects — e.g. requirirayvi atmospheric opacity, as in the case
of high-frequency observations — are to be caraetonly if weather conditions are
sufficiently good, otherwise starting the “normabibservations. This kind of
management requires the definition of parameteestiolds and the presence of

operators who take care of the observation switaleal-time.

2.2.Calibrations

To ensure all the archived data can be correclipreded it is important to include a

“calibration start-up” at the beginning of everysebving run.

Measurements useful to calibrate the observatiodstieack the antenna performance
must be obtained periodically (at least daily, eleping on weather conditions and
observing frequency). Non-invasive procedures —hsas the measurement of
meteorological parameters — can be frequently pedd during the observation and
stored in the station log and/or within the outfilgs. All the setup and calibration

procedures are meant to be stored in local files aae available to the local staff to

obtain statistics and useful data for the antenoaitoring.

Pointing

The procedure consists in performing cross-scangoam-source calibrators to obtain
updated information on pointing accuracy. A simitaocedure already exists in the
Field System (FIVEPT command), and inspired theetigwment of such a tool for
ESCS. The FS pointing model seems to be accurategbrup to 22 GHz and is used in
the ESCS system as well.

To obtain a higher precision pointing, the use datnmogical facilities is foreseen.
Several devices will be activated and monitoredima— e.g. inclinometers (already
available) or temperature sensors (already availahlthealidade and to be installed

on thequadrupod. The metrology group of SRT has been extengmelrking on this

task.
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Antenna Gain

Periodic calibration campaigns produce a model loé tantenna gravitational

deformations, which allows to calibrate the datatfe gain variations due to the loss

of efficiency.

Additional details must be taken into account isecaf multi-feed receivers, requiring

specific calibration procedures to be carried autrd) the observation sessions, since:

« different beams are expected to show different ga(requiring flat-field
acquisitions);

« multi-beam gravitational deformations must be takéo account.

The calibration procedures must be easily availdblethe users, along with the

resulting updated model.

Focus

Moving the antenna during daytime, the differenpasure to solar heat produces
temperature variations and, as a consequence, foiguation. Focus calibration is thus
required. The focus position is determined perfogra cross-scan on a strong source
and finding the subreflector placement which magasithe received power. A strategy
to perform focusing for a multi-beam receiver isgestudied. Various radio telescopes
(such as the GBT and Effelsberg antennas) provideuser with an auto-focus tool,

which will be usefully implemented in ESCS as well.

Atmospheric attenuation

Since no independent radiometer is available, faeity measures are to be carried out
with the 32-m dish during the observation sessidihg opacity is estimated by means
of sky dips, which are OTF or raster scans performeving the antenna in elevation
only: measures of the system temperature are takdiiferent elevations, in order to
estimate the opacity valuegis, in fact, the only observable needed to sobrettie

opacity ) the following equation:

Tsys = Tsky + Trec + Tc + Tsp + TCMB
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where: Tec (temperature of receiver),. T(temperature of the receiver cover)s, T
(spillover temperature) andolis (temperature of the Cosmic Microwave Background)

are all known — measured or estimated — vajuesile:

Tsky = Tatm [1_ e—T X ]
in which the parameters are;, the temperature of the atmosphere apg the secant
of the zenith angle — i.e. 1/cos(90°-elevation)thMseveral measurements fogsvs.
elevation, algorithms such as the Levenberg—Madju@MA) are applied to fit the

data and estimateyf, andt.

Flux

A proper standard flux calibration procedure mustsbt and made available to users
(observers/operators). It is intended to find theu@-to-Jy calibration factors for all
channels (up to 14: two polarizations and 7 regs)vand all frequency channels. The
standard procedure will likely consist of one s¢ansequence of scans) on sky flux
calibrators. A list of possible calibrators wellrspd throughout RA must be made

available, for all the observed frequencies.

Polarisation

A proper standard polarisation calibration procedshall be set and made available to
users (observers/operators). It is intended to tiedCount-to-Jy calibration factors for
both Q and U, polarisation angle and polarisateakages (instrumental polarisation
fraction), both in combination with the total flusalibration and polarisation only
calibration (e.g. background diffuse emission canse total flux data, because of the
missing large scale flux). The polarisation calilmma is more complex than the total
flux one, since it depends on the backend actuallyse (e.g. analogue or digital

backends). Each backend operated by ESCS needsificsprocedure.

2 INAF-IRA Technical Report 430/09, Verma R. et2009.
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Multi-beam geometry

The position of the beams w.r.t. the pointing refiee point must be measured and
included in the output data, in order to correcdigover the sky pointing of each beam

during the post-processing.

2.3. RFI monitoring

In order to provide the observers with all the ukeéfformation, it is important to

monitor the RFI presence in the various radio baitiss is even more critical using

ESCS, as the new high data-rate observing techsigaemit to reach a sensitivity

which is two order of magnitude better than befergh exposing the observations to

more numerous RFI.

It is impossible to daily monitor the RFI, sincestiprocedure would subtract antenna

time, but meaningful statistics can be extracteximgi several inputs, such as:

» archived information about stable and known RFI;

» ‘listening campaigns” carried out by the on-sitel Eoup;

» dedicated observations performed with the 32-m,dspecially within the bands
which cannot be covered by the RFI Group instrusient

» detections reported in feedback forms that useesasked to fill in after their
observing sessions.

As concerns ESCS, a spectral quick-look of the datker acquisition is a useful tool to

be included in the system, allowing the user towipse the status. The incoming data

shall be displayed both in a “refresh mode” andcastade mode”, to follow their

evolution with time.

The actual removal of RFl-affected data is therfquered off-line. The Westerbork

and Effelsberg antennas are provided with a RFigatibn system which should be

investigated to evaluate whether it can be sucolgsiplemented at the Italian radio

telescopes as well.
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2.4.Data acquisition

Common GUI

The ESCS system, even if composed of several usipdanned to be accessible from a
unique Graphic User Interface: starting from a l&inganel, the users will be able to
configure their observations completing all theg@saof the antenna setup.

The programs must be differentiated because diffetgpes of observation require
specific setups and commands, however the inteshoeld be common. In practice,
simply selecting the observing mode from the maimdew, the system will display all
the sections necessary to perform the frontend akend setup for that specific
mode, while the general system takes care of thenaa pointing and other tasks.
Simplifications and grouping can be imagined, egntinuum observations can be
thought as spectral acquisitions taking place witsingle, or very few, channel and a
very large bandwidth. Every specific window of th&erface, hiding a program
dedicated to the specific system component, showtdain the default setup relative to
standard observations. The various user-definednpeters can then be saved in a
configuration file. The parameters can also bégetchedule files which can be loaded
through the GUI.

Also antenna monitors, calibration and quick-locénels will be accessed in this
framework.

Every GUI section should have textual and graphierfaces (“expert” and “novice”
modes respectively), so that expert users can gxple textual shells to perform a
more sophisticated setup and use custom pipelines.

Scheduling
The system must produce human readable and ed#elbelules. This can be obtained

applying some macros to initial input parametenscase the antenna is to produce a
map, for instance, the user can indicate the magtrececoordinates and the map
extension — or the start and end point coordinates that the system produces a list of
scan schedules. The map will be realised by perfayithe whole scan sequence.

Of course, users can write their own schedulegrdatg to a standard form, or edit the

existing ones. If system failures cause the obsienato stop, then the acquisition is to
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be automatically restored starting from the schedlnke which was in execution before
the interruption.

In the future, a software tool able to considerigerny source list and produce an
optimised schedule should be developed — for exanapbbserve a sequence of targets

in time intervals around their transit.

Data rate and synchronisation

To evaluate the data rate produced during obsenstia “worst — yet realistic — case
scenario” is taken into account. The most compéeeiver available is the 18-26 GHz
multi-feed, with 14 output lines, each having a BzGandwidth. For every line, it is
possible to activate a noise mark of known tempegabscillating at the desired rate, in
order to calibrate for the receiver gain drifts. éptimal value for the mark switching
frequency has been initially identified in 42 Hzhieh allows to acquire data without
suffering from the interference of the 50Hz sigaatl its harmonics. This implies the

acquisition of a value every 12 milliseconds.

The sky measurement

A and the relative
T calibration - obtained
using a mark of known

temperature - are given
.pi(m) by:

o

where p is the antenna

temperature measured

on the sky, gm) is the

e

12 ms t value taken when the

Figure 2.1 — Antenna Temperature vs time in a switrmark observation calibration mark is on,
as  schematised in
Figure 2.1, and &, is the mark temperature. Following the above nometl setup, a

pi(m) pair is acquired every 24ms. For example,efdbserved band is split into 4 sub-
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band boards (which is a possible setup for theirfedd), the acquired data — taking
into account also the polarisation parameters Howil

14 x4 x 2 samples every 12 ms -> 9334 sample/s

The needed dynamics is 20 bit, which is translatsidie the computer in 32 bit.

As a consequence, the recorded data, includinthallsystem data such as the time
mark, will reach an amount of about 37 KByte/s.

This corresponds to the production of 3 GByte eva&tyhours, which is compatible
with the available hardware, both in terms of netwbansmission rate and hard-disks
storing capacity.

Much higher data rates will be required by digiiatkends.

The synchronisation of the different computers/desiwill be performed via software:
this allows synchronisations down to 1-ms, whiclkense to be sufficient, unless
specific constraints require hardware solutionsit tthould be investigated together
with the backend developers. It must be evaluatbéter and when real-time is
needed.

The backends are usually installed next to thetémobs, thus reducing the needed
cables and the possibility of problems arising fritwem.

Housekeeping data collection and management

A lot of parameters coming from different antenmstiuments and tools will be

recorded more slowly than the scientific data.Ha following a non-comprehensive

list:

* Antenna data: inclinometers, temperature sensors,...

* Receiver data: vacuum value, cryogenic temperapowier supplies status, LNA
currents, indoor temperature, other device tempegat...

» Weather data: outdoor temperature, atmospherispreshumidity, wind speed

Multiple backend usage

The possibility to use different backends simultarsy (e.g. to acquire continuum and
spectrometric data together) should be included.
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Guest backends/software

ESCS is aimed at managing all the devices now ptese the antenna, becoming a
standard also for the instruments which are goinget developed and installed in the
future. However a “back door” should be left oparorder to welcome external users
who need to use different hardware and softwaresys.

In the initial “transition phase” the main goaltts gather as many backends and users
as possible, providing solutions to those who &emdy developing custom devices. In
the future the Institute of Radioastronomy shoduic glear guidelines for developers

in order to produce compatible hardware and so&war

Field System
The FS is a system conceived for VLBI observatiamg represents a standard for all

the antennas involved in these interferometricvdds. As a consequence, it must still
be available in the future. It is planned to be ama separate computer: the Field

System will work as a client of ESCS

2.5.Data output: MBFITS

The ESCS group chose the MBFITS (Multi-Beam FIT@)rfat as a standard for every
observation. This hierarchical format is being deped by several groups around the
world (§ APEX MBFITS manud). MBFITS permits to store a large amount of data,
including detailed information on the various systdevices setup, thus consenting a
wide range of post-processing approaches. Its tateids conceived to record data
taken from a multi-beam receiver, including all frerameters which define the status
of such a device — e.g. the derotator positiongdwmetry of the beams, etc... Also for
archival purposes and other users’ use (after ttuprigtary time expires), any
observation should be stored in MBFITS format.uégt backends do not have a native

MBFITS output, a converter to an at least minim&@mITS format should be provided.

® http://www.apex-telescope.org/observing/APEX-MBB-0002.pdf
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MBFITS is to be considered as a standard outpgyimed to anybody accessing the

Institute antennas.

2.6. Other tools

Users must be provided with useful tools to plad @erform observations, and to
check the quality of the acquired data in real-tiMereover, the user must have access
to data reduction tools for the various types dfestsations, although they are likely to

be external to ESCS — chosen among the most wieksdprograms in use.

Quick look

A constant update of the data quick-look must talleee during the observations. The
user must be able not only to monitor the antenatus but to evaluate the results of
the calibration operations and have a preview efatquired data. Various panels must
be displayed to accomplish to these requests, giragyialso the possibility to interact

with this quick-look facilities and execute basomamands and pipelines.

Data reduction tools

The observatory must be provided with a series ath deduction tools, in order to
perform an accurate off-line analysis for any gikemd of single-dish observation. It
must be determined which software is availabletlodéfshelf — preferably choosing
among the most widespread programs in use — ausfom solutions are needed, to
perform data reduction for:

» Total power

* Polarimetry

* Spectroscopy

* Multiple backends

* Exotic (space probes tracking, space debris maongpr..)

Beam map
It is desirable to produce, for every receiver, mapthe beam(s) up to the secondary

lobes — or even farther — to be employed in thedi! phase of the post-processing.
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Since the 32-m dishes are quite small antennas, riflatively low sensitivity could

make it difficult to reveal lobes beyond the seawydones, which are 18-20dB under
the main lobe. Even operating a cross-scan onoagsource, farther lobes might not
be mapped. However, it is important to try to ab@ccurate beam maps as they would

be extremely helpful, especially in deep surveys.

Catalogues
Catalogues of specific sets of sources are funatido various phases of the

observation. In particular, updated lists of caltbrs must be available to the observer,
consisting of:

e pointing calibrators

e antenna gain calibrators

* polarimetry calibrators

* raw calibrators (Sun, Moon, planets)

The information relative to the listed sources g eoordinates, flux, etc... — is to be
frequently revised. It is possible to retrieve updafrom observatories, such as the
VLA, which monitor these calibrators and periodigalispatch accurate measures.

The calibrator flux is often expressed as a fumctd frequency, in the form of a

polynomial curve. In analogy to a present FS ttod expected flux of the needed
calibrator should be computed on-line considerimg ftunning observation setup and
depending on the relative dimension of the souritle r@spect to the antenna beamsize.
Along with calibrator catalogues, source cataloguast be available to the observers.

Source catalogues are widely available on theniteguerying on-line databases (such
as SIMBAD). However, at least the most importanemust be included in the local
system, for the observers to consult.

In principle it should be possible to keep track af the observed sources,

automatically building a database of all the estnieceived by the antenna pointing
system, but this approach was not believed to bectafe. In fact, such a database
would end up containing also mistaken inputs; meeeothe proprietary time

constraints have to be taken into account.
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“Static antenna” mode

The system must include the possibility to checle thntenna setup without
commanding the source pointing. It is equivalentatmormal observation, but the
source tracking and antenna motion are disableid. CEim be obtained simply including
a check-box in the main setup panel to enable/tisdie actual pointing commands.
This way, the user performs the complete antenriapsand checks the correct
functioning of the selected receiver and backend, does not lose time with dish

slewing.

2.7.Service-Mode observations

In perspective, all the antennas operated by thetute of Radioastronomy might be
planned to mainly provide service-mode observatitims Institute staff carries out the
observations — using the various antennas — onlfbehthe observers. This can be
more easily accomplished as all the antennas areided with the same control
system; under this circumstance, all the antenaase managed from a single centre.
This policy is aimed at optimising the antenna es@gg. exploiting the best weather
conditions or the most suitable instrument/devaretliie contingent needs of a project).
Particularly expert and frequent users could therabthorised to have direct remote
access. Anyway a “standard visitor mode” will baitable to the astronomers wishing

to attend their observations.

2.8. Archiving

The increased usage of the Medicina and Noto aateas single-dish facilities, not to
mention the additional employment of SRT, asks dor efficient and user-friendly
archive to host the large amount of raw data.

A first solution is to list the MBFITS files — inatling: observations, tests, calibrations,
etc... — with some basic parameters like target, éadkdate/time, gain, focus, etc...,
so that queries can be performed. The initial ides to develop this database in
MSQL but, since ACS provides an archive structthis, architecture is more likely to
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be exploited, keeping in mind that the archivelaped to be common to all the IRA
telescopes.

A comprehensive archive of the acquired data aaddlated information must include
all the following items:

* Weather data

e Opacity data

* Antenna gain data

* Focus position data

» Pointing error data

* RFl data

* Housekeeping data

+ Observations data

The database must be queried by several paramigteadly, by any of the parameters
included in the file headers, in order to perforpedfic queries for a number of
scientific, statistic and maintenance purposes. &héenna performance can be
monitored and evaluated. Also the weather conditemmd RFI situation at the site can
be traced, producing meaningful statistics.

General users will access observation/calibratitas fonly, while local staff will be
granted access to files flagged as “private”.

3. ESCSDESIGN AND DEVELOPMENT |INSTRUMENTS
The choice of the development tools was a logigahsequence of the project
constraints:
* employment of free software;
» system scalability — new functions and sections tnes added without
affecting the previously developed ones;
» system durability — i.e. ease of maintenance;
» client-server architecture — the system is dividatb servers, providing
services, and clients such as GUIs and user afipiisawhich can run on a

different machine (or even platform).
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In addition, since ESCS is planned to manage alltdlian radio telescopes, the system
design must take into account the needs of theréffit telescopes.
The main software/hardware instruments to develop ESCS system have been
identified in:

e Unix-Linux platform;

* ACS (ALMA Common Software) framework;

* PCs - other machines;

 TCP/IP and CORBA communication protocols;

» C++ as programming language, Python for scripting;

e QT libraries and JAVA for GUI;

» Doxygen as automatic documentation tool;

« UML (Unified Modelling Language) to schematise gystem architecture.
The choice of the software tools was suggestedhéiyy teliability and widespread use,
allowing the ESCS developers to exploit the mangreth resources available and
assuring an easier maintenance of the system.
The preference for the C++ programming language masivated by three main
reasons:

» the main developers of ESCS already had experti€g-#+ programming;

e among the choices allowed by ACS (C++, Java, Phyea 83.1) it offers the

best performance and greatest flexibility;
« C++ permits to operate at low level with hardwarevides in a more

straightforward way.

3.1.ACS (ALMA Common Software)

ALMA is a huge millimetre and sub-millimetre interbmeter at present under
construction in the Atacama Desert (Chile) withincmperation among Europe, North
America and Japan. Once completed, this complexum&nt — designed employing
state of the art technologies — will count morentB@ 12-m antennas.

ACS (ALMA Common Software) is the framework in whidthe ALMA control
software is being developed, providing infrastroesy common patterns, services,

libraries and documentation to all the people angathe system. Originally conceived
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for ALMA, ACS has spread among many other teamskb&o the extensible concepts
and tested standards it is based on. The numbesreALMA customers of ACS has
increased during the vyears, including groups whette not even related to
Radioastronomy. Because of this, the new acronyfdetinced Control Software was

proposed.

Overview
ESCS - or any other control system developed iiA{b8 framework — runs over ACS,
which provides a general and common interface batwine high level software,
hardware and other software parts on the top obffexating system (see Figure 2.2).
ACS is based on CORBAmiddleware which takes care of exchanging messages
between platform independent DOs (Distributed QbjecDistributed Objects are
software modules that collaborate to perform soaskgs though being located on
different computers — but they can also be diffeq@ocesses running on the same
machine.
The advantages of DOs are:
» parallelism: Objects can run contemporarily;
« failure containment: if a single Object fails, ibes not cause the general
system failure;
* multi-platform, multi-language support: Objects @caoperate even if they are
running on top of different operating systems.
A further simplification is given by the fact thtte tough details of the underlining
CORBA mechanisms are hidden by many APIs (ApplicafProgramming Interface)
provided by ACS, so that ACS programmers don’t haveeal with the complexity of
CORBA.

* http://www.corba.org/
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Reasons behind the choice of ACS

1
Astro libraries
(from Commercial’Shared packagen)
1
Device Drivers

As already mentioned, ACS offers many advantagésetaeveloper, even if at the cost

of a very steep learning curve due to the compjexditthis system. The main reasons

why ACS has been chosen for the NURAGHE/ESCS dpwatnt are:

* ACS offers several ready-to-use services (loggalgrms, monitoring, archiving,

etc...) that are mandatory for the production of emntrol software;

* ACS is built on the knowledge of other control saftes based on CORBA,;

» the Distributed Object model allows to design aal#€, optimally load-balanced

system;

e a vast community of ACS customers is contributiogtie software repository;

sharing codes and ad-hoc solutions is extremelfuls® reduce the development

time, avoiding the necessity to “reinvent the wiieel

» all ACS code is under the GNU Lesser General Pubtense (LGPL), allowing

the complete and free reuse of the code;

* ACS is built and distributed with off-the-shelfe&ware tools and components (like

CORBA). This means achieving reliability at no gost

« ACS customers (mainly ALMA) are all contemporary janaprojects; this is a

guarantee that the software will be improved anthtaeed for many years.
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More on the architecture of ACS

The ACS Architecture is based on the “Componentt@ioer model” (8
ALMA Common Software Architectur whose aim is to allow software organization
and development separating functional concerns femmnical concerns.

A Component is defined in as a software element éRposes its services through a
published interface and explicitly declares its elegencies on other components and
services. Containers provide an environment whenagdnents run, with support for
basic services like logging system, configuratiatebase, persistency and security.
ACS provides a simple implementation of the Compti@ontainer model in C++,
Java and Python.

As Figure 2.2 shows, the packages constituting Af@Syrouped in 5 layers.
Each package is allowed to use services provideothsr packages standing on lower

layers and on the same layer, but not on higher&ay

1. Base Tools the bottom layer contains base tools that as&ibduted as part of ACS
to provide a uniform development and runtime envinent on top of the operating
system, for all higher layers and applications. SEhare essentially off-the-shelf tools.
ACS just provides packaging, installation and dsttion support. This ensures that
any installation of ACS has the same basic sedatf whose versions are described in
the documentation coming with each ACS releasee@hmain packages are present in
this layer:

« Development tools — compilers, configuration colstrtools, languages,
debuggers, documentation tools;

 CORBA Middleware — packaging of off-the-shelf CORBAplementations
to cover the languages and operating systems digpipoy ACS;

* ACE - distribution of the Adaptive Communicationionment.

® http://www.eso.org/~gchiozzi/AlmaAcs/OnlineDocs/8&rchitecture.pdf
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Core componentsthis layer provides essential components fordidnelopment of

any application, such as:

ACS Component — base interfaces and classes f@dhgonent part of the
“ACS Component Model”. In particular C++ Distribdt®©bjects, Properties
and Characteristics are implemented in this package

Configuration Database — interfaces and basic imergation for the
Configuration Database from where the system regsdts configuration,
initialisation and deployment parameters;

Event and Notification System — it provides a genenechanism to
asynchronously pass information between data phéss and data
subscribers, in a many-to-many relation scheme;

Error System — API to handle and log runtime egrtwsls for defining error
conditions, tools to browse and analyse runtimersyr

Logging System — API for logging of data, actiomsl @&vents. Transport of
logs from the producer to the central archive. $dot browsing logs;

Time System — time and synchronization services.

Services the third layer implements services that arestottly necessary for the

development of applications but are meant to altbe optimisation of the system

performances:

ACS Container — design patterns, protocols and hagal services for the
Component/Container lifecycle management;

Archiving System — API and services for archivinggmtored data and
events from the runtime system. Tools to browsenitopo and administer
the flow of data toward the archive;

Command System — tools for the definition of comdsarAPI for runtime

command syntax checking, APl and tools for dynactoimmand invocation;
Alarm System — API and tools for the configuratiohhierarchical alarm

conditions, API for requesting notification of atas at the application level,
tools for displaying and handling the list of aetalarms;

Sampling — low level engine and high level toolsfast data sampling;
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* Bulk Data — API and services for the transport wkiscience data (images

or big data files) and continuous data streaming.

4. Hi-level APIs and tools the fourth layer provides higher-level APIs aodls to
offer a path for the implementation of applicatioms order to implicitly obtain
conformity to design standards. Among these, theze

e UIF Libraries — development tools and widget lilear for User InterFace
development;
e ACS C++, Java, and Python Application Frameworkémplementation of

design patterns for the development of standartcapions.

5. Integrated APIs and tools the 5th group of packages contains softwaat ith
used by many ALMA Subsystems, but that is not usedther ACS packages. These
packages are for convenience integrated and distdbtogether with ACS but are not
integral parts of ACS. They include tools which aseful for Radioastronomy:

e Device Drivers — low-level drivers for commonly dsgevices;

» Astronomical libraries — libraries for astronomicehlculations and data
reduction;

» External libraries — support for the handling adretard output files is just an
example of other high-level components that is ® ibtegrated and/or
distributed as part of ACS.
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4. ESCSSTRUCTURE
In this chapter we will analyze the core of ESCSiclwhis the server part of the
client/server, application/component architectuse defined before. Of course the
system consists also of a large section dedicatéagher level application, scripts and
user interfaces that will not be described in detai
The system is package-based: each package — gisgeiins- is a group of components
that stay logically or functionally together. ThiBoice facilitates the system design, as
it is divided in virtually independent working usjtand also the implementation, as
each programmer can focus on the developmentiofygessection.
ESCS essentially consists of 5 packages (Figurg ®l8ch work together in order to

reach the goal: perform the observation.
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Figure 2.3 — UML scheme of the overall ESCS syst&he five packages - or subsystems - are named Reseiv
Management, MinorServo, Backends and Antenna.

The cooperation becomes possible thanks to a comoation interface that is mainly
realised by means of the “Boss” components. Alnadstpackages have a “Boss”
component which leads them, being updated on #taius and being in charge of
issuing all high level operations that involve diig their package. Any functionality
of a package is called for through the “Boss”. Tkiied of isolation allows the change

of a subsystem architecture without affectingla#l other subsystems.
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Short descriptions of each subsystem are providethe following sections. More
information is given on the Antenna package, as ih advanced progress status —
close to the release that will be installed at Rl — and because it is the package |

was mostly involved in.

4.1. Management subsystem

This subsystem is the entry point for the usenatig the control of the telescope with
the purpose of performing any kind of observation.

The package contains a standalone component foprthduction of the output FITS
file (FitsWriter, see Chapter 3 83). In case, itpisssible to add other components
devoted to store the data in different file formats binary, ASCII, standard
astronomical formats, etc.

The package leader is called “Scheduler”. It aczesdl the subsystems and is able to
perform high-level operations simultaneously invedy one or more subsystems; for
example the computation of the system temperaeneires to command a receiver
and interrogate a backend. The Scheduler readsmtergrets observing schedules (see
Chapter 3 84), commanding the resulting operatiinghe telescope mount, the
receiver and the backend. It also works thanksntinterpreter of “human-readable”
commands, so that it associates any operatiorieet@ommand. This way the user can
also write macros and configuration proceduresetexecuted manually or by means of
schedules. Command lines can also be exploiteginotely access the system, without
performing any login on the machine where the systens. This is possible because of
the RemoteControl component, which accepts a coiomean a TCP port and forwards
the human-readable commands to the Scheduler.

The package is provided with a supervisor, whose igi to check the status of the
whole system. For example, this component collstatus information from the Boss
of every subsystem, then decides if everything mrkimg correctly. In case of
problems, it raises a warning, which is a pre-alaondition which may not interfere
with the ongoing observation, or an error, whicl igtal condition that does not allow
the observation to go on. The supervisor has higherity on all the other subsystems

and can stop the observations without notice —ie.case of high-speed wind thrusts.
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4.2.Receiver subsystem
Every receiver, with all the parts it is composgdib controlled by a component as if it
was a unique hardware device. Every implementatforspecific and hardware-
dependant, however the Boss is isolated from awhnieal detail since all the
components are seen through a common interface.
At present the receivers partially included in B8CS system are the K-band MF
(Chapter 1 83) and the 5 GHz single feed, botlailest in the secondary focus cabin of
the Medicina dish. These components are kept aetiea when the receivers are not in
use, because their duty is also to monitor theal'\parameters” of those devices, as the
power supply, the cryogenic temperature, etc...
When the Boss subsystem is asked to configureemggceiver, it points to the relative
component forwarding the configuration command .tdt is the component to execute
the needed operations, as the Local Oscillatorufrqy setting — which, in turn, is
managed by a separate component as the LO is conmnatirthe receivers.
The Boss is always able to operate on the confibteeeiver:

» switching on and off the calibration mark;

» specifying the temperature of the calibration magiken the feed number, the

polarisation and the frequency band;
* checking the receiver status;

* indicating the array geometry in case of multi-feeceivers.

4.3.Backend subsystem

This package can be defined as a hybrid, as itslackrue Boss: every backend
component is directly managed by the Scheduleh@Management subsystem. It also
constantly deals with the FitsWriter component wmitManagement, so the Backend
subsystem can be regarded as a sort of “extensiche Management one.

The Scheduler needs to directly administer theecuily active backend to improve the
efficiency. It deals with the generic backend viaraque interface, without knowing
whether the backend in use is a total power degicapectrometer or a polarimeter.

The interface can be adjusted to take into acctwndifferent hardware solutions, but

this can be handled without compromising the aboeationed level of abstraction.
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The data acquired by the backend are sent to teé/Ater — and in the future to other
data formatter and recorder — using a proper pobtdiased on the CORBA

Audio/Video streaming service.

Every Backend component exposes the methods whimlv ¢he Scheduler to start,

suspend and stop the data acquisition, exploititmge mark provided by the Scheduler
itself.

4.4.MinorServo subsystem
In the Medicina release of ESCS, this package otmtr

» the positioning of the primary focus receivers;

» the positioning of the six axes of the subreflector

» the positioning of a multi-feed derotator.
At present the only implemented function is the agement of the derotator. Once
completed, the MinorServo subsystem will take aar@ositioning the receivers and
perform their “tracking” — i.e. adjust their positis according to an optimised curve for
the compensation of the gravitational deformatiomkich is fundamental for high-
frequency (narrow beam) observations.
The Boss of this subsystem will also be providethweidvanced tools to perform the
wobbling of the subreflector and focusing procedure

4.5. Antenna subsysterfi

This subsystem is in charge of controlling the detgpe main drives. The Antenna
package is not only able to drive the azimuth dedation axes, but it also includes all

the required high-level functionalities to perfoarradio observation, such as the OTF
component - whose development was one of my tasksch is described in Chapter

3, 82.

Some preliminary notes are necessary in order twdaoce the terminology used

hereafter. In particular, brief definitions aboubocdinate frames and coordinate

® further details in INAF-IRA Technical Report 428/@rlati, A. and Righini S., 2008.
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conversions are due, since the coordinates handithgn the system takes place along
a series of passages.

The system works in equatorial coordinates (Rigbteksion, Declination). All other
coordinates types are converted to that frame bdfeing used.

At any time, the following categories of coordirmtge present inside the system:

* Input Equatorial Coordinateghe coordinates of the source as given in ingut b
the user or supplied by a catalogue. If coordinatesprovided exploiting other
frames (see below), the system will convert thetm the equatorial one;

* Input Galactic Coordinatesthe coordinates of the source as given in ingut b
the user in the galactic frame. In this case tipaticoordinates are transformed
into the equatorial frame;

* J2000 Equatorial Coordinateshe equatorial coordinates at J2000.0. They can
coincide with the Input Equatorial Coordinates;

» Apparent Equatorial Coordinategshese coordinates are computed taking into
account effects like precession, nutation and dratdugrration;

» Apparent Horizontal Coordinate$iorizontal coordinates (Azimuth, Elevation)
depend on the site of the observer. They are direxnverted from the
apparent equatorial ones. The apparent coordindiet) equatorial and
horizontal, are comprehensive of user-definedetdfsf any;

* Raw Horizontal Coordinatesrtaw coordinates are the coordinates where the
system believes the antenna can find the soureceogyitheric and instrumental
effects (e.g. refraction and pointing model) aketainto account;

« Commanded Horizontal CoordinateShese are the coordinates actually
commanded to the antenna mount. They can diffem ftbe raw ones if
“instant” effects are taken into account by mednsetrology systems, etc...;

» Encoders Coordinatesthese coordinates are read directly from the rhoun
encoders. They measure the current horizontal dooates the antenna is
pointing to;

 Observed Horizontal Coordinatesthey are derived from the encoder
coordinates, removing all the effects related ® tount. In case of an ideal

mount, apparent and observed must be equal,



Chapter 2 — ESCS

* Observed Equatorial Coordinategshese are directly converted from the
Observed Horizontal given the site and the timehef observation. They are
referred to the standard epoch J2000.0;

* Observed Galactic Coordinatethey are directly converted from the observed

equatorial ones.

Applying these conventions, the pointing error nueeg within the Antenna Control
Unit (ACU) corresponds to the difference betweer ttommanded horizontal
coordinates and the encoders ones.

Here follow the descriptions of the Antenna subsystomponents.

Observatory

The deployment of this component takes into accdbet specific site geodetic

coordinates. It implements all the operations egldab the site, e.g. time computations.
Since the required tracking and pointing precisfon SRT is 2 arcseconds, the
difference between UT and UT1 (DUT1) must be takdn account. This is to be

updated on a regular basis collecting the inforamatiom the web.

Mount

The component takes care of the ACU and, insidestifbsystem, is the one to directly
deal with the telescope hardware. Since the SRT AllUbe significantly dissimilar
from the one installed in Medicina, the ESCS immeatation of the Mount component
is forcibly specific. Nonetheless, from the subegst point of view they are
functionally identical. To manage this, a commoteiface has been added: this way
the rest of the Antenna subsystem “sees” the Moantponent though that interface
and does not care about the particular mount imghation it is dealing with. In other
words, the Mount component behaves like a plugastalled in the system only during
the deployment phase.

One of the common features enlisted in the Moutetrface that it is worth to highlight
is that the ACU can work with various modes. Amadmgm there are:

* Rate- the telescope is driven commanding speeds famtbeaxes;
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* Preset- the telescope is commanded to go to fixed Apdsitions;

* Programtrack- the telescope is ordered to point to a giventijoosat a certain
time; if a sequence of points is loaded in advartice, ACU interpolates the
correct tracking curve.

The interface lists several methods to retrievermftion from the mount, to set the
mount working mode and to command the antennaipginit also includes a monitor
of the current status of the mount, useful to gyickcognise if the mount is facing

problems.

Pointingmodel
It gives the Azimuth and Elevation corrections fesg from the pointing model. The

pointing model parameters are read directly frora proper tables stored in the
Configuration Database (CDB). It provides a mettwdpecify the receiver in use, and
a method to read-back the offsets to be appliegdedorizontal coordinates.

Refraction
It returns the corrections due to the atmosphefiaction. It needs site information and
measurements from meteorological sensors: temperatiC), relative humidity

(fraction from O to 1) and pressure (mbar).

EphemGenerator

The subsystem must take care of all the possibéerghtion strategies that directly
involve the telescope main drives. Typically theynsist in the classical sidereal
tracking or in On The Fly scans, but satelliteplanets/minor bodies tracking could be
requested as well. For every strategy, a diffegemerator of coordinates is necessary.

At the same time, the Antenna Boss (see below) sméedcommand the telescope
without caring about which particular observatisngoing on at the moment. For that
reason it has been defined the EphemGeneratofaoégrthat exposes all the features
required for a coordinate calculator. Thus, chagdhe observation mode consists in
changing the implementation of this interface, ithheo words loading a different

component that inherits from the same interfacee Tbservatory component is
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employed for coordinates conversions and time cadatipms. The ephemeris
generators planned to be available are:

« Skysource this component has been the first to be implaéeteras its task is
the most basic one: it generates a tracking cusveetform sidereal tracking.
Several “applications” might need this kind of gexter contemporarily, so it
has been implemented as a dynamic component: itheae an undefined
number of instances in the system,;

e OTF - it is already available. Its aim is to perform -One-Fly scans (see
Chapter 3, 82);

* Solarsystembody this component, at present not implemented,lasmed to
generate a tracking curve for any Solar System bddhe final goal is to
perform the computation of the tracking curve féangts and minor bodies
starting from their orbital parameters. A fasteluson could be to interrogate
on-line the JPL-Horizons Ephemeris Generator andnaatically download the
coordinates;

» Satellite- an additional special tool to compute trackingves for artificial
satellites or space debris orbiting around thelEeain be developed exploiting
the TLE (“Two Line Elements”, orbital parametersjadable on-line. Further
investigations about this topic still needs to beied out;

* Moon- this is an already implemented simple generatairallows the tracking
of the Moon. In the future it could be expandedwather features to calculate
the lunar phase, the apparent dimension of theatiskthe positions of specific

sections — e.g. the limbs.

AntennaBoss

This component is the supervisor of the Antennasgstiem, it is in charge of starting
the observation, setting up the telescope mountduedking the system status and
health.

In order to use the antenna it is necessary tothballsetup() method; it unstows the
telescope, then synchronizes the ACU with the hostputer system time and finally

commands the “programtrack” operational mode.
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Since the observed and raw coordinates reporteattalsutes of this component are
referred to the present time (coming from the teatlings of the encoders coordinates)
and since the network latencies and the prograktrastle can cause the readings to be
late, the component allows to query for coordinpties at a given time; if the requested
time is not available the Boss will answer with tiveear interpolation between the
nearest time marks.

More specifically when a request to perform an oletén is issued, the component
performs the following steps:

» first of all it determines which generator has ® used and, in case, it takes
charge of loading it;

» then the component gets the tracking informatiomfthe ephemeris generator
(apparent coordinates); the correction offsetscatiected from the refraction
and pointing model (raw coordinates). The raw coat@s are then passed to
the mount. This cycle is repeated until a trackengve is uploaded in advance
for an adequate amount of time;

» at the same time it collects from the mount thectelers” coordinates and the
offsets, so that a "trace back" in the computatibooordinates can be used to
calculate the observed ones (both horizontal andtegal);

* raw and observed coordinates are accessed usimg atamp, TCP latency and
delays force to interpolate linearly between twealt samples in order to avoid
to flood the network when readings of these vahresrequired frequently.

Boss is also in charge of publishing to a commoatifination channel the information

about the tracking and the status.
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CHAPTER 3

SOFTWARE DEVELOPMENT

Always code as if the guy who ends up maintaining gode
will be a violent psychopath who knows where you live.
Martin Golding

1. OVERVIEW

During the first part of the project | was in chargf the design and development of

ACS components to carry out specific task withinrdgihe/ESCS. The main ones were:

e OTF, to perform On-The-Fly scans;

» FitsWriter , to collect the output data streams of the baclertwrite them into a
standard FITS file;

* Schedule readey to interpret user-defined schedules and commangdesces of
scans to OTF.

Related to these components and to specific regemés for the system

commissioning, more software modules were identified developed in C++:

» Automatic production of schedules for a peculiaseling strategy (see Chapter 4
§2.2);

» Conversion of each FITS file achieved with the Mfeaiver into SDFITS files —
one file for each feed, containing projected and-ftalibrated data.

Finally, a set of IDL programs was realised to pltet FITS and SDFITS content, and

to perform basic operations on data. These progcamently constitute the core of the

data quick-look tools available at the Medicindista

This chapter illustrates details on the main saftmaols, with examples taken from

real applications. It also shows examples of th&stecarried out to check their

performance. All the information here reported agfative to the software version in

use until March 2010; the software is planned toupdated in late March 2010 to

include new features.

! Based on INAF-IRA Technical Report 425/08, Rigtsnj 2008.
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OTF COMPONENT
Prior to ESCS, the Medicina dish control system wias provided with tools to
perform on-the-fly scans. Single observers who edéd use the antenna in OTF mode
had to develop custom solutions, not integratethe main system. A procedure to
conduct such scans was thus required within ACS.
OTF is the ACS component | have developed andnea@iat computing the sequence
of pointings which constitute a single line of ascFor example: given two positions
in the sky, specified by equatorial (J2000.0), hamtal, or galactic coordinates, plus
other parameters such as the scanning duratiomejep and start UT time, the OTF
component produces the list of UT-based coordin@atd®e commanded to the antenna
in order to perform a smooth scan. The first redeashis component executes scans in
the desired coordinate frame, along three possj@emetries: constant latitude,
constant longitude, or great circle. An additiooption is available, mainly meant for
pointing calibration scans: horizontal scans aceosislereal position.
The route computation also rules - following usefited parameters - the execution of
the pre-scan acceleration ramp and the post-scagledation ramp, so that the whole

antenna path is deterministically known in advance.

In the initial phases, off-line simulations haveowh that the scan computation was
performed correctly, then antenna tests demondtthtg very fast scans up to 20°/min
could be conducted keeping a proper pointing acguf@.1 HPBW) even with the
narrowest beam available on the Medicina dish &tdtnin @ 22 GHz) — see section
2.2.

2.1.On-the-fly scans: concept

On-the-fly scanning is an observational method (§len et al.,, 2007) which
dramatically reduces “dead times” with respect tules like beam switching and raster
scans. It increases the antenna throughput, alip¥ast spanning of large sky areas.
Data acquisition, in fact, takes place while théeana is moving along a precisely

computed path across the sky. The faster the fvagreater the stability of the system
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hardware and of the environmental conditions (sachveather parameters) during the
acquisition.

The maximum speed at which the scan can be exed#jeends on the mechanical
limits of the telescope mount and on the antennaisety: the observer must compute
how much integration per beam is needed to reaehié¢sired flux limit for the single
scan, and consequently determine the proper saedsnd the data sampling rate —
which, in turn, must meet the requirements of thiaccquisition system.

For consistency with the MBFITS consortium defimits, in the ESCS system we
define “subscan” the elementary acquisition, a eaga of which constitutes the
“scan”, i.e. the total observation. In a classicFOmapping, a subscan corresponds to a
single “line” of the map, whose points correspondhie samples acquired at a constant
rate. During the observation design and plannihg, dubscan inter-spacing must be
fixed considering that the final map must at Idadfil the Nyquist critical sampling

criterion.

Figure 3.1 — Representation of an on-the-fly scagr tlve M51 galaxies. Eadilue line shows the path of the be
centre across the sky. Adjacent lines (i.e. sulmcae spaced by HPBWI/2 so that the final map isectly sampled.
Subscans can be performed in the same directiewinding the beam each time - or following a baakH path in
order to cut-off the slewing time.
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2.2.The Nuraghe/ESCS OTF component

As explained in Chapter 2 83.1, in ACS we call “pament” each system element

which is in charge of a specific task. The componeamed OTF is responsible of

computing the sequence of pointings realising glsion-the-fly subscant gets the

input values from an external scheduler, which seadchedule either written by the

user or generated by another program. The scheditieg code, elaborating the

general map parameters and determining the bowsdafieach subscan, is currently

available for horizontal scans only.

In addition to the configuration constraints, OTbtans other parameters from

AntennaBoss, the component which manages the antpamting and calls OTF.

Table 3.1 lists the input parameters needed toassingle subscan and passed as

arguments of the method callsetSubScan()

The component also reads the following values, iBpdor the telescope in use, from

the Configuration Data Base (CDB):

* Maximum azimuth slewing rate allowed by mechanamaistraints (°/s);

* Maximum elevation slewing rate allowed by mechanoastraints (°/s);

* Maximum azimuth scan rate allowing correct pointffrg);

* Maximum elevation scan rate allowing correct paigt{°/s);

« Maximum azimuth acceleration (3s

« Maximum elevation acceleration (3s

* Acceleration “Scale Factor” — scaling the maximumB acceleration in order to
perform smooth acceleration/deceleration ramps rb&ftier the constant speed
scan;

» Site information (longitude, latitude, elevatiots e.);

* Observation-related information (HPBW, DUT1, ejc...

Some of these parameters were determined for tltkcivia dish with on-field tests.
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initAz Azimuth (radians) where the antenna is located when OTF is called. This
is automatically obtained from AntennaBoss.
initSector CW or CCW relative to the initAz value.
This is automatically obtained from AntennaBoss.
initEl Elevation (radians) where the antenna is located when OTF is called.
This is automatically obtained from AntennaBoss.
initTime UT instant (100 ns since 1582-10-15 00:00:00) when the OTF is called.
This is automatically obtained from AntennaBoss.ss
If the description (see below) is start-stop, longitude (radians) of the
lonli constant speed scan starting point. Otherwise it corresponds to the
longitude (radians) of the subscan central point. Value is obtained from
user input data.
If the description is start-stop, latitude (radians) of the constant speed
latl scan starting point. Otherwise it corresponds to the latitude (radians) of
the subscan central point. Value is obtained from user input data.
If the description is start-stop, longitude (radians) of the constant speed
lon2 scan stopping point. Otherwise it corresponds to the full span in
longitude (radians) of the subscan. Value is obtained from user input
data.
If the description is start-stop, latitude (radians) of the constant speed
lat2 scan stopping point. Otherwise it corresponds to the full span in latitude
(radians) of the subscan. Value is obtained from user input data.
coordFrame Reference frame for the input coordinates. It can be equatorial J2000.0
(EQ), galactic (GAL) or horizontal (HOR). Value is user-defined.
geometry Subscan geometry, it can be constant longitude (LON), constant latitude
(LAT) or great circle (GC). Value is user-defined.
subScanFrame Reference frame for the execution of the subscan. It can an be
equatorial J2000.0, galactic or horizontal. Value is user-defined.
description Subscan definition. It can be start/stop or centre/span. Value is user-
defined. Centre/span description does not apply to great circle scans.
direction Increase or decrease, relative to the varying coordinate. Does not apply
to great circle subscans.
UT instant (100 ns since 1582-10-15 00:00:00) at which the data
startuT acquisition is commanded to start. It coincides with the instant when the
constant speed scanning starts. Value is user-defined.
subScanDuration Duration of the constant speed scanning (s). Value is obtained from user
input data.

Table 3.1 — Attributes of theetSubScamethod inside the OTF component

Once the initialisation and setup are complete, GDhAtrols if the user-defined

parameters are correct. In particular it checks tha

e values match with the available options (e.g. tberdFrame value cannot be
“ecliptic” because this coordinate frame is not lempented) and that they are

correct;
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» values are consistent with each other. For exanaplieat circle geometry is not
compatible with the centre/span description;

* the azimuth and elevation rates stay below thewalb limits during the whole
subscan. This is particularly critical for greatcte scans, since they can imply very
high values for the rates in restricted sectiontheir curved paths along the sky —
for this reason, the whole path is simulated inaade. In case the Az-El speeds
exceed the instrumental limits the program raisesreor and ends. A warning only
is raised, instead, if the speed is below the marinvalues but exceeds the limits
tested to be reliable for a correct pointing.

startUT,

start position stop position
“““““““““““ : -:%»
Sletv\n?g to_t_ Accel Constant speed scan (duration) Decel. S}I;[awu;)g to
ramp-start position ramp rarmp next subscan

Figure 3.2 — Schematisation of the timeline/patla sibscan. The antenna system defines, elabothgngser-
input information ore reading the schedule, thessah boundaries and duration (bold parametersyrirg to
the constant speed scan (red line), which are gadse the OTF component. This adds the
acceleration/deceleration ramps (yellow lines), potimg their start and stop positions and the irgaimings.
The initial ramp start position is commanded todhénna, which slews to those coordinates, waitthe ramp
start UT time, runs the accelerated path and bahasconstant speed path” at the correct timeosition.

The next step is the computation of the accelerateceleration ramps to be appended
to the constant speed scan (Figure 3.2). The wefared start coordinates and UT time
are, in fact, relative to the beginning of the seuspeed path and OTF automatically
computes the ramps to match them. Accelerationsaatk factor values written in the
CDB are used to compute a uniformly accelerateterothe coordinates and UT time
relative to the first point of the acceleration maare commanded to start the antenna
motion.

OTF then checks if this ramp-start position carrdeched in time: when called, it is
passed the current UT instant and antenna pos#iah computes if the necessary
antenna slewing time is short enough to reach dneprstart coordinates within the
commanded UT time. If the target is too far, a wagns raised and the general system
(ESCS) cross-checks the impossibility to reachctitamanded position; if the problem
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is confirmed, the subscan aborts and the systeps $iithe next one in the schedule (if

any). At this point, everything is set and the Gdfnponent is asked to compute the

sequence of pointings realising the subscan, asd @ check whether the actual

motion correctly follows the predicted positions.

This happens by means of two methods, which awgseely called by AntennaBoss:

getHorizontalCoordinates- given a certain UT instant, it gets the corresjing

azimuth and elevation positions the antenna isgombe commanded to, as a

function of the subscan setup. This method is daleadvance, i.e. passing a UT

instant which is some seconds ahead;

checkTracking- given a UT instant, it checks that the corresjpay true position

of the antenna coincides with the previously prieticone, within 0.1*HPBW. This

method is called in realtime, i.e. passing theentrtJT instant.

The overall scheme of the OTF component is illdsttan Figure 3.3.

Figure 3.4 shows an example of OTF output: the eecgl of positions to be

commanded to the antenna mount to perform the anbsc

'

Reading of CDB
config parameters

Are user-set
values correct?

Computation of
internal parameters
depending on
subscan type

Are Az-El rates
always in range2

Computation of
acceleration ramps

Warning — ESCS
skips to next
subscan

Can antenna
reach start position
intime?

No

Computation of
UT-dependant
pointings

Return “false”,
so that data
will be labelled

Is pointing
error within
0.1 HPBW?

Fill attribute
list

A 4

OK - Exit

R

Figure 3.3 — Flowchart illustrating the main feasiof the OTF component.



Great Circle Subscan
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Figure 3.4 — Example of a great circle subscan edetpby the OTF component. The top figure showsotherall sky path.
The bottom plot zooms on the initial acceleratiamp path: samples are equally spaced in time, ldriformly accelerated
motion is evident. Setup parameters: startLon 8&@itLat 5.0°, stopLon 170.0°, stopLat 25.0°, rdboame=subScanFrame
Equatorial, description StartStop, duration 600 s.
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2.3.OTF tests with the Medicina dish
Several

scans were performed to test the ODEmponent,

varying the

azimuth/elevation speed and acceleration scalerfastestimate the maximum values

generating acceptable pointing errors.
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Figure 3.5 — Example of a real constant elevatigmssan performed using the OTF component. The top
figure shows azimuth vs. time for the whole pathe Dottom plot zooms on the final deceleration rs
samples are taken every 200 ms. Setup parametzti:os 180.0°, startLat 45.0°, stopLon 240.0° p&iat
45.0°, coordFrame=subScanFrame Horizontal, desamitartStop, duration 240 s.
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Since the ESCS system was initially not providethwitool to get the commanded and
encoder coordinates concurrently (i.e. at the s&fhg the chosen solution was to
download the encoder coordinates and the assocpéting error, which was
calculated internally to the ACU (Antenna Contraiit) as the difference between the
commanded and the encoder values.

This turned out to produce occasional and isolatedrrect values of the pointing error
measure: as figure 3.6 shows, there were outlippeaxing with a sort of regular
“arrangement”, highlighted by the red lines. Theaties (as high as 0.03 degrees =
1.0*HPBW) could not have any physical meaning, sititcey would imply that the
antenna was going one beamsize off-pointing angnetg to the correct position in
less than 200 milliseconds (the data sampling vatesf the test), which is clearly not
possible. The reason is not fully certain yet, tha very likely explanation is a time
delay happening inside the ACU resulting in comneahdnd encoder coordinates not
always relative to the same UT time. Because ofabeantenna speed, their difference
yielded extremely high values. In fact, travelliagl0 °/min the antenna was spanning
0.03° in a sampling interval; this way, confrontingordinates relative to different

instants meant measuring an excess (and false)ugrto about one HPBW.
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Figure 3.6 — Total pointing error (difference beem commanded-encoder coordinates, computed b4GhB as a
function of time. This is a single subscan perfairaé constant elevation (45°), moving the anterloagaazimuth
only, from 180° to 220°, with a data sampling intdrof 200 ms. The “bump” appearing after sampléG# due to
the antenna mount wheels passing on the rail jpmgtiRed lines highlight the recurrent presenceutifes values.



Chapter 3 — Software development

Filtered total error
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Figure 3.7 — Values after the application of a 83pmedian filter. Data were cropped: the graphvaho

the constant speed path only. Notice the changeeily-axis scale; the few outlier values which weoe
removed are lower than 0.5*HPBV

To deal with a sensible statistics data were clgdremn the outlier values using a 3-
point median filter. This led to the almost compleemoval of the inconsistent
measures, while preserving true features like thenip” appearing around sample
#250 of Figure 3.7, produced by the antenna moungelg revolving on the base rail

junctions.

Table 3.2 illustrates some examples of the finatistics on the measured pointing
error, given as a fraction of the HPBW. Many ofgheests focused on azimuth scans,
since the observations to be carried out for my Phiject were based on fast azimuth

scans (see Chapters 4 and 5).
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dov | Goot | St | S0P | Geom | ouar | SCHe | Guse | Cuse | Fror | PEror
° ° S °/m Az °/m sky| %HPBW | %HPBW
199 EQ 170-0 190 - 40 GC 480 30 - ~ 55 1.64 5.11
217 HOR 180-45 220-45 LAT 240 30 10 7.0 1.06 8.86
217 HOR 180-45 220-45 LAT 192 30 125 ~ 8.8 1.25 11.25
217 HOR 180-45 220-45 LAT 100 30 24 ~ 16.8 1.95 23.65
217 HOR 180-45 220-45 LAT 240 50 10 7.0 1.07 10.03
217 HOR 180-45 220-45 LAT 192 50 12.5 ~ 8.8 1.01 7.41
217 HOR 180-45 220-45 LAT 100 50 24 ~ 16.8 1.73 11.34
217 HOR 180-45 220-45 LAT 240 10 10 7.0 1.08 8.86
217 HOR 180-45 220-45 LAT 192 10 125 ~ 8.8 1.21 8.55
217 HOR 180-45 220-45 LAT 100 10 24 ~ 16.8 2.10 25.01
248 HOR 180-45 240-45 LAT 240 10 15 ~ 10.4 1.90 11.79
248 HOR 180-45 240-45 LAT 240 15 15 ~ 10.4 2.60 10.38
248 HOR 180-45 240-45 LAT 240 30 15 ~ 104 1.94 5.88

Table 3.2 — Statistics relative to some test OTdhscDOY is Day Of Year, the following columns reffie the subscan
parameters listed in Table 3.1. The columns higitdid in blue show the measured pointing error psraent fraction
of the beamsize.

Results demonstrated that an azimuth scan cruesedspf 24 °/min produces a stable
antenna pointing only performing very slow and l@ugeleration ramps (i.e. for high
“scale factor” values, see Tables 3.3 and 3.4).

Ideal values to combine quite short ramps with ¢éasinning are:
» scale factor = 15 (yielding ramps less than 10 sg@sdong)

* constant cruise azimuth speed = 15 °/min
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Azimuth Resulting Az Ramp Duration (s)
Scale Factor . . o
Acceleration Cruise speed (°/min)
°/$ 5 10 15 24
10 0.040 2.08 4.17 6.25 10.00
15 0.027 3.13 6.25 9.38 15.00
20 0.020 4.17 8.33 12.50 20.00
30 0.013 6.25 12.50 18.75 30.00
50 0.008 10.42 20.83 31.25 50.00
100 0.004 20.83 41.67 62.50 100.00

Table 3.3 Nominal duration of each acceleratiocétiration ramp for the different scale factors andse speeds
(azimuth scans)

Azimuth Resulting Az Ramp Extension (°)
Scale Factor ; . o
Acceleration Cruise speed (°/min)
°/ 5 10 15 24
10 0.040 0.09 0.35 0.78 2.00
15 0.027 0.13 0.52 1.17 3.00
20 0.020 0.17 0.69 1.56 4.00
30 0.013 0.26 1.04 2.34 6.00
50 0.008 0.43 1.74 3.91 10.00
100 0.004 0.87 3.47 7.81 20.00

Table 3.4 — Sky extension of each accelerationldest@®on ramp for the different scale factors andse speeds
(azimuth scans)
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3. FITSWRITER
The final output data format of the ESCS systenMBFITS (MBFITS manud,
tailored to handle multi-feed data. Its definitiaas still underway when the MF and
backend commissioning started. Moreover, the coxiyleof this file format,
containing a large amount of details, did not allfaw a fast implementation within
ESCS.
For these reasons, it was decided to use an intgateestep on the way to MBFITS:
ESCS was provided with a component in charge oéivety data from a generic
backend and store them into standard FITS files.
On the backend side the output data streams, caletinels, were organised as

follows.

Initial parameters — one block per observatign

MAIN HEADER }

n CHANNEL

headers

DATA STREAM } 0 sample/dumg**)

header

DATA STREAM

DATA STREAM

header

DATA STREAM

Stop

Figure 3.8 — Scheme of the output data streameobitkend

2 http://www.apex-telescope.org/observing/APEX-MBBI-0002. pdf
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(*)

Main Header: TMainHeader’

Attributes
channels- number of channels in the data stream (usingyifhé is 14)
beams- number of beams in use (for the complete ME 1)i
integration— integration time relative to the single samphél{seconds)

sampleSize size of the single sample (expressed in bytes)

Header for each channelfChannelHeadet
Attributes
id — identity code for the channel
bins— number of spectral bins (total power = 1)
polarisation— polarisation type (3 possibilies: LHCP, RHCPI| Fstokes)
bandWidth- total bandwidth of the channel (MHz)
frequency- IF at the beginning of the band (MHZz)
attenuation- attenuation value applied to the channel
sample rate- sampling rate (MHz)
feedNumber number of the feed to which the channel is inedab

(**)

Header for each samplef DumpHeadef

Attributes
time— mean UT of the sample (absolute: 100ns from®6f0O0ctober, 15 - 1582)
dumpSize- size of the dump (bytes)

calOn— boolean value indicating if the calibration masion

Additional information is extracted from the obsaren setup in order to fill in the

various headers and tables forming the final FlileS($ee the following paragraphs).
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Data stream
It's organised so that the quantities vary in tbofving order: spectral bins first, then

polarisations and channels. Figures 3.9, 3.10 ahtl &hematise some of the possible

configurations.
Full Stokes acquisition
b = bins per channel = number of channels
. R e |
R [ ]
i ot et S 5=7 » Channel 0
E- \
e [ ][ [ .[-T]-1])
— T
v [ [T T |4b1|!;.j
—————————————— I ===
e N
N [ e e e
R [l e i) e ;
e e e 5=~ > Channel n-1
I
- I I I I I S
el el sl o e R S, ; =
U (I ) S I .

Figure 3.9 — Data stream structure for full Stoiesctral acquisitions
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L CP/RCP acquisition, b bins per channel

h = nhumber of channels

L [o [+ [2] -] [e&t]; Channelo
N ——— >~
rR [ | | |20-1] } Channel 1
f’l .
/
—— " . .
L [m26] - ] . | . | . Jo#s1] | Channeln-2
s
it gl e e e T
R [ e Channel n-1

Figure 3.10 — Data stream structure for LCP/RCP spéctral acquisitions

LCP/RCP acquisition, 1 bin per channel

h = number of channels

L 0 Channel 0

R 1 Channel 1

L 2 Channel 2

R 3 Channel 3
h-2 Chann-el n-2

R | [nd Channel n-1

Figure 3.11 — Data stream structure for LCP/RCP tmialer acquisitions

This last example represents the data stream setigh was employed during the
commissioning of the MF receiver and the new anatdgackend: 14 channels in total

power (1 frequency bin per channel, LHCP/RHCP psddéions). In any case, the
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FitsWriter component is general-purpose, as longthes generic backend output
complies with the previously described organisatibthe data flow.

My contribution for the production of the compondiitsWriter has initially been its

design and definition. The C++ class called CFits&Vy- based on the cfitsio libraries
and fully integrated in the ESCS system - was ttrenided by Marco Bartolini, one of
the programmers working at the Medicina radiotepscstation. | finally took part to

the overall development and implementation of theagonent, which was carried out

in cooperation with Andrea Orlati, the main deveopf the whole ESCS system.

FitsWriter composes the filename on the basis efdhte and time at the first data
writing into the file — which is as the scan at stamt speed starts — adding some
keywords specified in the schedule as follows:
YYYYMMDD-HHMMSS-HHMMSS-ProjectName-Label.fits

(Date) (uT) (LST) Froém the schedule)
This way the filename is always unique; the idécdtion of the project to which it
belongs and of the date of its acquisition is gtorward, allowing for easier

archiving and querying.

The structure of the FITS file produced by this pament consists in:
- astandard FITS primary header;
- three tables: CHANNEL TABLE, FEED TABLE, DATA TABLEeach of which is

accompanied by its header.

The figures given in the following pages show exEsmf the different headers and
tables, relative to a file obtained using the M¥eieer. They consist in screen captures
of the various file sections as diplayed by “HEASZHRYV FitsViewer”.
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Mo
o 1
N2
N3

Primary Image 0 Header|
CHANNEL TABLE Binary 8 cols X 14 rows HeaderHisiPlot| All | Select
FEED TABLE Binary 4 cols X 7 rows HeaderHisiPlot] All | Select
DATATABLE Binary 25 cols X 2576 rows Header{His pmq All | Select

Figure 3.12 — Overall structure of the FITS filg,the HEASARC-FV FitsViewer shows it

SIMPLE = T / file does conform to FITS standard
BITPIX = 8 / number of bits per data pixel
NAXIS = 0 / number of data axes

EXTEND = T / FITS dataset may contain extensions

COMMENT  FITS (Flexible Image Transport System) format is defined in 'Astronomy
COMMENT  and Astrophysics', wolume 376, page 359; bibcode: 200lA¢h...376..35%9H
COMMENT V. 0.8 Created by 5. Righini, M. Bartolini & A. Orlati

DATE = '2009-02-18T00:12:21" / file creation date (¥YYVV-MM-DDThh:mm:ss UT)
BEAMS = 7 / number of beams of antenna

HIERARCH integration = 0 / integration time in milli

CHANNELS= 14 / number of channels

HIERARCH sample size = 4 / number of bytes of a single sample

HIERARCH Project_Name = 'KNoWS ' / description

O0BSERVER= ' ! / description

HIERARCH Receiver_code = 'KEC ' / description

END

Figure 3.13 — Main Header
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XTENSION= 'BINTABLE' / binary table extension
BITPIX = § / 8-bit bytes
NAXIS = 2 / 2-dimensional binary table
NAXIS1 = 43 / width of table in bytes
NAXISZ = 14 / mumber of rows in table
PCOUNT = 0 / size of special data area
GCOUNT = l / one data group (required keyword)
TFIELDS = § / number of fields in each row
TTYPE1 = 'id . / label for field 1
TFORM1 = 'J ! / data format of field: 4-byte INTEGER
TTYPEZ = 'bins : / label for field 2
TFORMZ = 'J ! / data format of field: 4-byte INTEGER
TTYPE3 = 'polarization' / label for field 3
TFORM3S = 'J ) / data format of field: 4-byte INTEGER
TTYPE4 = 'bandWidth' / label for field 4
TFORM4 = 'D B / data format of field: §-byte DOUBLE
TUNIT4 = 'MHz ! / physical unit of field
TTYPES = 'frequency' / label for field 5
TFORMS = 'D ! / data format of field: 8§-byte DOUBLE
TUNITS = 'MHz ! / physical unit of field
TTYPE6 = 'attenuation' / label for field 6
TFORME6 = 'D ' / data format of field: §-byte DOUBLE
TUNITE = 'db ! / physical unit of field
TTYPE?7 = 'sample rate' / label for field 7
TFORM? = 'D ! / data format of field: §-byte DOUBLE
TUNIT? = 'MHz . / physical unit of field
TTYPES = 'feedNumber' / label for field 8
TFORMES = 'J ! / data format of field: 4-byte INTEGER
EXTNAME = 'CHANNEL TABLE' / name of this binary table extension
COMMENT parameters for each single channel
HIERARCH Local_Oscillator = 17900. / Local oscillator in MHz
END
Figure 3.14 — Channel Table Header
W id W bins W polarization W handwidth W frequency W attenuation
Select J J J D D D
W Al MHz MHz db
Invert| Modify Modify Modify Modify Modify Modify
1 0 1 0 | 2.000000000000E+003 | 1. 000000000000E+002 | 9. 000000000000E+000
2 1 1 1] 2.000000000000E4003 | 1.000000000000E+002 | 9.000000000000E4+000
3 2 1 0| 2.000000000000E+003 | 1.000000000000E4002 | 9. 000000000000E+000
4 3 1 1| 2.000000000000E+003 | 1. 000000000000E+002 | 9. 000000000000E+000
5 4 1 0 | 2.000000000000E+003 | 1.000000000000E4+002 | 5. 000000000000E+000
6 5 1 1] 2.000000000000E4003 | 1.000000000000E+002 | 5.000000000000E+000
7 6 1 0| 2.000000000000E+003 | 1.000000000000E4+002 | 5. 000000000000E+000
8 T 1 1] 2.000000000000E4003 | 1.000000000000E4+002 | 9.000000000000E4+000
9 8 1 0| 2.000000000000E4+003 | 1. 000000000000E+002 | 9. 000000000000E+000
10 9 1 1] 2.000000000000E+003 | 1.000000000000E4+002 | 9. 000000000000E+000
1" 10 1 0| 2.000000000000E+003 | 1. 000000000000E+002 | 5. 000000000000E+000
12 11 1 1] 2.000000000000E4003 | 1.000000000000E+002 | 9.000000000000E+000
13 12 1 0| 2.000000000000E+003 | 1.000000000000E+002 | 9.000000000000E+000
14 13 1 1] 2.000000000000E4+003 | 1.000000000000E4002 | 9. 000000000000E+000
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Figure 3.15 — Part of the Channel Table
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XTENSION= 'BINTAELE' / binary table extension
BITPIX = 8 / 8-bit bytes
NAXIS = 2 / 2-dimensional binary table
NAXISL = 28 / width of table in bytes
NAXISZ2 = 7 / number of rows in table
PCOUNT = 0 / size of special data area
GCOUNT = 1 / one data group (required keyword)
TFIELDS = 4 / number of fields in each row
TTYPEL = 'id } / label for field 1
TFORML = 'J ! / data format of field: 4-byte INTEGER
TTYPEZ = 'x0ffset ' / label for field 2
TFORMZ = 'D ! / data format of field: 8-byte DOUELE
TTYPE3 = 'y0Offset ! / label for field 3
TFORM3 = 'D ! / data format of field: 8-byte DOUELE
TTYPE4 = 'relativePower' / label for field 4
TFORM4 = 'D ! / data format of field: 8-byte DOUELE
EXTNAME = 'FEED TAELE' / name of this binary table extension
END
Figure 3.16 — Feed Table Header
W id W xOffset W yOffset W relativePower
Select J D D D
W Al
Invert Modify Modify Modify Modify
1 0 | 0.000000000000E+000 | 0.000000000000E+000 | 1. 000000000000E+000
2 1| 1.027805000000E-003 | 0.000000000000E+000 | 9. 700000000000E-001
3 2 | 5.139030000000E-004 | -5.901150000000E-00: | 9. 900000000000E-001
4 3 |-5.139030000000E-00: | -5. 901150000000E-00: | 9. 700000000000E-001
5 4|-1.027805000000E-00: | 0. 000000000000E+000 | 9. 500000000000E-001
6 5 |-5.139030000000E-00: | §.901180000000E-004 | 9. 700000000000E-001
7 6 | 5.139030000000E-004 | §.901180000000E-004 | 9. 700000000000E-001

Figure 3.17 — Feed Table; xOffset and yOffset heedistances
of the lateral beams from the central one, exptesseadians
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BITPIX
NAXIS
NAXISL
NAXISZ
PCOUNT
GCOUNT
TFIELD3
TTYPEL
TFORIM1
TUNITL
TTYPEZ
TFORMZ
TUNITZ
TTYPE3
TFORM3
TUNIT3
TTYPE4
TFORM4
TUNIT4
TTYPES
TFORMS
TUNITS
TTYPEG
TFORM6
TUNITG
TTYPE7
TFORM7
TUNIT?
TTYPES
TFORMS
TUNITS
TTYPES
TFORMY
TTYPELO
TFORM1O
TTYPE1l
TFORIM11
TTYPElZ
TFORM12
TTYPEL3
TFORM13

68

XTENSION=

'BINTAELE'

'tine !
ID 1
'MJD 1
'rajzo00 !
ID 1
'radians '
'decjz000!
ID 1
'radians '
'az
'D
'radians
‘el
'D
'radians
'par_angle'
ID 1
'radians '
'derot_angle'
ID 1
'radians '
'tsys )
ID ]
IK 1
'flag_cal'
IJ’ 1
'flag_track'
IJ 1
'weather '
l3D 1
'Cho !
IlE 1
1
1

'Chl
'1E

152
2576

25

M M M My twe My ey T M My T M M T M T M M T M T T T M M T M Ty M T T M T M M Y M T e e N ey

binary table extension

8-bit bytes

2-dimensional binary table

width of table in bytes

nunber of rows in table

size of special data area

one data group (required keyword)
number of fields in each row

label for field 1

data format of field: S-byte DOUBLE
physical unit of field

label for field 2

data format of field: 8-byte DOUBLE
physical unit of field

label for field 3

data format of field: 8-byte DOUBLE
physical unit of field

label for field 4

data format of field: 8-byte DOUBLE
physical unit of field

label for field 5

data format of field: 8-byte DOUBLE
physical unit of field

label for field 6

data format of field: 8-byte DOUBLE
prhysical unit of field

label for field 7

data format of field: 8-byte DOUBLE
physical unit of field

label for field &8

data format of field: 8-byte DOUBLE
physical unit of field

label for field 9

data format of field: 4-byte INTEGER
label for field 10

data format of field: 4-byte INTEGER
label for field 11

data format of field: S8-byte DOUBLE
label for field 12

data format of field: 4-byte REAL
label for field 13

data format of field: 4-byte REAL

Figure 3.18 — Data table header (section for cHarm€h1l is not shown)
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W time
Select D
W Al MJD
nvert Modify

W raj2000
D
radians
Modify

W decj2000
D
radians
Modify

W az
D
radians
Modify

M el
D
radians
Modify

W par_angle
D
radians
Modify

1 5.488000857615E+004 | 4.302401674541E+000 | 1.344986964564E+000 | 3. 180516989626E-001 | 7.770213752123E-001 | -1. 458780571 726E+00(
2 5.48B8000857661E+004 | 4.302497532468E+000 | 1.345163464791E+000 | 3. 178024338560E-001 | 7.770210948630E-001 | -1.458867848840E+00(
3 5.488000857707E+004 | 4.302593390395E4+000 | 1.345339965018E+000 | 3.175531687494E-001 | 7.770208145137E-001 | -1.458955122155E+00(
4 5.488000857753E+004 | 4.302687396458E+000 | 1.345514128291E+000 | 3.173072331901E-001 | 7.770206791128E-001 | -1.4590415836920E+00(
5 5,488000857800E+004 | 4.302779550471E+000 | 1. 345685954377E+000 | 3. 170646275110E-001 | 7.770206886750E-001 | -1.459127994691E+00(
6 5.438000857846E+004 | 4.302871704485E4+000 | 1.345857780463E+000 | 3. 168220218319E-001 | 7.770206982372E-001 | -1.459214150807E+00(
7 5.486000857592E+004 | 4. 302963858498E+000 | 1.346029606550E+000 | 3. 165794161529E-001 | 7.770207077993E-001 | -1.459300305269E+00(
g 5.488000857939E+004 | 4.303056012512E+000 | 1.346201432636E+000 | 3. 163368104738E-001 | 7.770207173615E-001 | -1.459386458079E+00(
9 5.488000857985E+004 | 4.303148015414E+000 | 1.346372961427E+000 | 3. 160946287766E-001 | 7.770207268949E-001 | -1. 4594724586 28E+00(
10 5.438000858031E+004 | 4.303239704434E+000 | 1.346543872690E+000 | 3. 158533277573E-001 | 7.770207363686E-001 | -1.459558144697E+00(
W derot_angle M tsys W flag_cal M flag_track W weather W cho M chi
D D J J 3D 1E 1E
radians K
Modify Modify Modify Modify Modify Modify Modify
3.333578870000E-001 | 1.000000000000E+000 0 1 Plot 5.381250E+002 | 7.628750E+002
3.333578870000E-001 | 1.000000000000E+000 0 1 Plot 5.376000E+002 | 7.632500E+002
3.333578870000E-001 | 1.000000000000E+000 0 1 Plot 5.378000E+002 | 7.634000E+002
3.333578870000E-001 | 1.000000000000E+000 0 1 Plot 5.380000E+002 | 7.627750E+002
3.333578870000E-001 | 1.000000000000E+000 0 1 Plot 5.382750E+002 | 7.618750E+002
3.333578870000E-001 | 1.000000000000E+000 0 1 Plot 5.385500E+002 | 7.611250E+002
3.333578870000E-001 | 1.000000000000E+000 0 1 Plot 5.386250E+002 | 7.612750E+002
3.333578870000E-001 | 1.000000000000E+000 0 1 Plot 5.383750E+002 | 7.615750E+002
3.333578870000E-001 | 1.000000000000E+000 0 1 Plot 5.382250E+002 | 7.621000E+002
3.333578870000E-001 | 1.000000000000E+000 0 1 Plot 5.330000E+002 | 7.627000E+002

Figure 3.19 — Data Table (columns for channels > &lnot shown).
Tsyscolumn here shows a dummy value, since the initiglase of ESCS did not allow to measuygg during scans.

Column meaning:

time = Modified Julian Day
raj2000, decj2000 = J2000.0 observed Equatoriaidioates pointed by the central beam
az, el = observed Horizontal coordinates pointethiycentral beam
par_angle = parallactic angle for the position pexdrby the central beam
derot_angle = rotation angle of the MF dewar wibpect to the rest position
tsys = system temperature

flag_cal = flag indicating if the calibration maigkon (1) or off (0)

flag_track = flag indicating if the pointing errizrwithin 0.1 HPBW (1) or not (0)
weather = array of the ground-measured weathenpess
ChN = output data stream coming from charMgegiven in arbitrary counts
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3.1.Channel-feed map
Inside the Channel Table, the correspondence bateaeh channel and the number of
the feed to which it is connected is specified. le@asons relative to the backend output

lines, it is formalised as follows:

CHO-Feed2LCP CH 1 - Feed 2 RCP
CH 2 —Feed 3LCP CH 3 — Feed 3 RCP
CH 4 —Feed 4 LCP CH 5 — Feed 4 RCP
CH 6 — Feed 5LCP CH 7 — Feed 5 RCP
CH 8 — Feed 6 LCP CH 9 — Feed 6 RCP
CH 10 — Feed O LCP CH 11 — Feed 0 RCP
CH 12 —Feed 1 LCP CH 13 — Feed 1 RCP

4. THE SCHEDULE READER
| also took part to the development of a “schedut@arESCS (see also Chapter 2 §4.1).

This component reads a schedule file set to cordighe hardware, and gives
instructions to the other ESCS components to parfarsequence of LST-based (or
UT-based) OTF subscans — or commands for othekitiganodes, which were not
implemented in the initial phase. The schedules#econsists of four files:

» BckFileNamebck = This file lists the configuration parameters fbe tbackend.
The content is organised as in the following exaspl

STD:BACKENDS/MFTotalPower {
integration = 40
calSwitch =0
configure = *,-1,330.0,0.000025,10.0,-1,-1
enable=1,1,1,1,1,1,1,1,1,1,1,1,1,1
}

HIGH:BACKENDS/MFTotalPower {
integration = 25
calSwitch = 2
configurel = 1,-1,2000.0,0.000025,9.0,-1,-1
configure2 = 2,-1,2000.0,0.000025,9.0,-1,-1
enable =1,1,0,0,0,0,0,0,0,0,0,0,0,0

}

The first field is the procedure name and must iigue in the file, then follows the

name of the backend instance the procedure refersBetween brackets the
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configuration commands for the backend are givdreyTmust comply with what the
backend expects, so they may vary from case ta ¢aseabove examples refer to the
new continuum backend. The meanings of the commareds

integration = sampling interval, given in milliseconds;

calSwitch = flag indicating if acquisitions take place wihduty cycle involving the
switching of the calibration mark;

configureN = configuration commands for the various dataastre (-1 means default
or not pertinent value, * means all channels): deamumber, frequency (MHz),

bandwidth (MHz), sampling rate (MHz), attenuatidB), polarisation, bins.

» CfgFileNamecfg = This file lists the configuration parameters foe tfrontend
(subreflector position, local oscillator frequenagceiver setup, etc...). In the
present release it is not used as the fronteng segpiementation is still underway,

but it must exist in the working folder;

» LisFileNamelis - This is the list of the subscan configurationsspecifies the
setup parameters for a series of subscans labegltedan ID number. Here is an

example of how the file must be written (with TABparated values):

#ID type lonl latl lon2 lat2 frame  sFrame meo descr dir duration
1 OTF 15.500 23.000 18.000 27.000 EQ EQ GC SS NC | 240.000
2 OTF 0.000 0.000 30.000 0.000 GAL GAL TA SS INC 120.000
3 OTF 45.000 45.000 20.000 0.000 HOR HOR LATCEN DEC 90.000
4 OTF 45.000 45.000 20.000 0.000 HOR HOR LATCEN INC 90.000

The first line, introduced by a “#” symbol, is anement line and is ignored by the
system; it contains the column labels, which cqroesl to the keywords listed in Table
3.1. In particular:
lonl, latl, lon2, lat2= same as the identically named keywords (sbéeTal),
but here the values are in degrees;
frame = coordinate Frame (EQ, HOR or GAL);
sFrame= subscan coordinate Frame (EQ, HOR or GAL);
geom= scan geometry (LON=constant longitude, LAT=constatitude, GC=great
circle);
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descr= description (SS=start-stop, CEN=center-span);
dir = direction (INC=increase, DEC=decrease);

duration = subScanDuration (seconds).

Then the subscan list follows.

Subscan is a great circle scan performed in equatoriaD02D coordinates, starting
from the position (RADEC;)=(15.5°,23.0°) and ending at position
(RA2,DEC,)=(18.0°,27.0°), lasting 240 seconds. The indicatbdirection (here: INC)
IS necessary but, in the specific case of grealecscans, is not considered by the
system, since it is meaningless for this scan gégyme

Subscan & a constant latitude scan in galactic coordmadtas specified by means
of the start and stop position — in increasing aiom — which respectively are:
(I1,b1)=(0.0°,0.0°) and ¢lb,)=(30.0°,0.0°). Subscan is performed in 120 s.

Subscan & a constant latitude scan in horizontal coor@igiai.e. an azimuth scan.
It is described by means of a central position andpan: the central position is
(Az,El)=(45.0°,45.0°), and the span is 20.0° imazih. Considering that the direction
is specified as “decrease”, this means that then ss&rt position will be
(Az,El)=(55.0°,45.0°) while the scan stop positwiti be (Az,EI)=(35.0°,45.0°).

Subscan 4 identical to subscan3, but is performed indpposite direction.

» ScheduleNamecd - This is the schedule, i.e. the operating list infetbased
subscans. This file must begin with a header wriths follows (keywords and
values are TAB-separated):

PROJECT: ProjectName
OBSERVER:ObserverName
SCANLIST: LisFileNamélis
MODE: UT [n]
CONFIGLIST: CfgFileNamecfg
BACKENDLIST: BckFileNamébck

The “MODE” keyword refers to the user choice conagy the schedule timing. Its
value can be LST or UT. If the LST timing is chostre user must specify, with a

tab-separated integpi], the number of times the schedule is to be cydjicah.
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After the header, there is a comment line indigathre column labels, followed by

the schedule rows, filled with TAB-separated values

#ID Label  startUT duration gap scan# config backe
1 Sourcel 12:00:00.000 240.00 10.000 1 -1 NULL
2 Source2 12:05:00.000 240.00 10.000 1 -1 NULL
3 Source3 12:10:00.000 240.00 10.000 1 -1 STPINAGEMENT/Writerl
4 Scanl 12:15:00.000 90.00 10.000 3 -1 HNEANAGEMENT/Writerl
5 Scan2  12:16:40.000 90.00 10.000 4 -1 NULL
6 Label  12:19:30.000 120.00 10.000 2 -1 NULL

After the line ID, the start time is given (hh:mmsss), preceded by a label, which is
used in the composition of the FITS filename. THensubscan duration (always in UT
seconds) relative to the constant speed path felloihe “gap” value is the time
interval — in UT seconds — that ESCS waits, afterdcompletion of the constant speed
scan, before commanding the antenna to the nestanblin practice, it must be equal
to the duration of the deceleration ramp plus atsisafety overhead”.

If a certain antenna slewing is necessary betw&erconsecutive subscans, it is not to
be included in the “gap” value. Instead, it mustddeen into account when determining
the startUT/startLST instant of the following sudisc

Column “scan#” indicates the ID number of subscan to be executed, as listed in
file FileName.lis.

The config column indicates where to find tenfiguration parameters for the
receiver: -1 stands for the current implementatishich does not allow the use of the
configuration file and relies on the setup perfadmexternally. In the next ESCS
release, this column will specify the procedure eanwithin theCfgFileNamecfq file
— to be used for the frontend setup.

The last column is devoted to the backendpsefuhe value is “NULL” the data
recording will not take place, otherwise the strgpgcifies the backend procedure and
the target — i.e. the component actually writing tlutput, in the form:

PROCEDURE:TARGET

In the above example, the striBD:MANAGEMENT/Writerlmeans we are calling the
STD procedure given in the .bck file and using ¥rfit (under the Management

subsystem) as the data writer.
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Focusing on lines 4 and 5: these are scans swedmngame azimuth strip in opposite
directions, which means that the first scan stoatty where the second must begin.
Therefore there is no slewing between the two, thedsecond scan begins right 100

seconds (duration+gap) after the first one.

SOFTWARE TOOLS FOR THE COMMISSIONING OF THE NEW MF

OBSERVATIVE SETUP

Finally, in order to perform test observations dgrithe MF/backend/ESCS
commissioning phase | developed a suite of softw@oés for observation setup, data
quick look, and data reduction. Even though somthem are very specialised for the
observations | conducted, these tools are nowaailto all the observers using ESCS
as basic instruments to prepare and perform olbmgersessions, and to inspect the
acquired data. A brief summary of these tools ssented here; more information is
given in Chapter 4, where their application is showdetail.

5.1.RScanSched

A peculiar observing technique — consisting in reme azimuth scans taken at
constant elevation — was employed to map selestedreas (Chapter 4 §2). Since this
technique relies on the precision in starting eadbscan at a given LST along 24-hours
schedules, a specific C++ program calle&canSchedvas developed in order to

produce such schedules, starting from a set ofigunaition parameters.

5.2.Fits2sd

The production of maps from azimuth scans is adudey means of a FORTRAN
program developed by Ettore Carretti and optimisethe specific needs of these tests
by the author himself. To meet the requirementserms of input file format, such
minimising the necessity to modify the map-makiragle, the FITS files had to be
converted in the SDFITS (Single Dish FITS) formathich is a standard FITS
“flavour” specific for single-dish acquisitions (&eod, 2000). This implied the
production of an SDFITS file for every feed usedthie observations — whose data
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streams had been stored in two columns of ther@ldgtI TS Data Table — taking care
of assigning the properly projected coordinateght® lateral feeds. The projection
algorithm is specific for the above mentioned owisgr technique, so this converter,
which is another C++ program, is not general pugptisough it can be easily updated
in order to serve a wider range of observing methdthe conversion also requires to

specify a counts-to-Jy conversion factor for the ftalibration of the data.

5.3.IDL programs

Several programs were developed in the IDL enviremmn order to perform the

quick-look and some basic operations on the FITES.fiAn incomplete list follows:
procedures to plot in quasi-realtime the files slawehile running a schedule,
selecting which channel and which sample numbegeaio plot, or to plot the
subscan paths across the celestial sphere. Toanemfew:lastfits.pro, fitszoom.pro,
scanplot.pro
fitsplotter.pro— it produces a Postscript file with the plotsatifthe channels (counts
vs. sample number) for every FITS file in the spedifolder;
fitsplotter FFT.pro— it couples the above simple plots of the ravadatthe plot of
the FFT magnitude, useful to check if some ripgleembedded in the continuum
data;
fits2txt.pro— it produces ASCII tables whose columns contame t coordinates and
data streams taken from the FITS file in the sjestifolder;
calibration21GHz.proand calibration5GHz.pro— these are to be used with OTF
scans of flux calibrators — to be chosen withimarse list which is written inside the
procedures themselves. Their aim is to fit a Gaunsg the beam profile obtained by
the “transit” of the calibrator across the beamd a@o compute the Jy/count
conversion factor, along with an estimate of theRSHignal to noise ratio). As the
names suggest, the two versions are respectivelgtek to 21 GHz and 5 GHz

observations, achieved with the new analogue batken
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CHAPTER 4

COMMISSIONING OF THE MF SYSTEM

There are more things in heaven and earth, Horatio,
Than are dreamt of in your philosophy.
W. Shakespeare - Hamlet Act 1, scene 5

1. OVERVIEW
The commissioning phase for the MF receiver/backeystem started in December
2008. A significant part of this thesis consistad c¢onducting high sensitivity
observations to test the system performances hmits and find out possible residual
effects, such as instabilities small enough nobdadiscovered in laboratory, but still
significant to worsen the expected sensitivityjssues related to the installation of the
equipment on the telescope, like interfaces witheptpieces of equipment or the
contamination by RFI.
The observations mainly consisted in a survey efRblar Cap to test the performances
with compact sources. For such an aim several vingesessions took place and all the
software tools described in Chapter 3 were used.
This chapter illustrates in detail the observinghtéque developed, and the results of

the many tests carried out.

2. THE OBSERVING TECHNIQUE
2.1.Reasons and goals for OTF-survey tests
OTF scans allow the telescope to map wide aredleosky in a short time interval.
Fast and brief scans are particularly helpful asythre carried out under virtually
constant atmospheric conditions (see Chapter 3).8Ml addition, in short time
intervals also the hardware system can be consicktable.
Acquisitions are performed at high data-rate — esldown to a sampling interval of 1
ms are possible — allowing accurate tests of tlesd¢epe performance, shedding light

on subtle details of the behaviour of the wholeich&om the receiver to the data
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acquisition and recording system, as the fastdata are free from the effects of the 1/f
noise .

The final maps also contain valuable scientificorniation, since no wide maps
achieved above 15 GHz are at present availableh®oNorthern celestial hemisphere.
For this reason, several astronomers from thetitstof Radioastronomy joined the
MF commissioning group for the benefit of the KNoW&-band Northern Wide
Survey) project, which is described in §2.5.

2.2.Details on the observing strategy

The observing strategy chosen for this projectseld on that conceived and developed
by Ettore Carretti for the project S-PASS at thekPs radiotelescope (Carretti et al.
2009, Carretti et al. 2010). The S-band PolaripafMi Sky Survey (S-PASS) aims at
studying the CMB polarized foregrounds and the Galanagnetism and consists of a
survey of the diffuse polarized emission of tharergouthern sky at 2.3 GHz.

The scanning strategy is based on fast azimuthssaanonstant elevation. Fast scans
are imperative to carry out such big surveys ireasonable amount of time. At the
Parkes telescope it was possible to achieve scaadspp to 15 °/min with full
precision position information. Being the Parkeledeope a much bigger and more
massive instrument than the Medicina dish, thisegas a good confidence that a
similar performance could also be obtained withNteglicina telescope.

AE| To optimise the area scanned by the 7 beams, the
multi-feed array is rotated by an angle= 19.1°
with respect to its rest position. This way, the

O paths run by the individual beams are equally

o
O ™\ spaced in elevation realising a regular sampling of
Q AZ  the sky.
Q Figure 4.1 shows the projected beams in their rest
Q position (filled circles), and the rotated beams
(empty circles), with respect to the Horizontal
Figure 4.1 — The projected beams in the

Az-El frame. Empty circles correspond to reference frame.
the rotated positions.
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The apparent rotation of the celestial sphere @oged to cover the sky area to be
mapped, which is a “Declination belt” spanning 2dufs in Right Ascension. In a
single sidereal day this technique allows to obsenv the Equatorial frame, “wavy”

stripes within the belt, as shown in figure 4.2.

"5 T T T T ‘ T T | I. T T T T T T

Declination (degrees)

20 30 40 50
Right Ascension (degrees)

Figure 4.2 — RA-Dec plot of central beam positionsirty 32 subscans taken spanning inmagh from
98.5° and 124.5° at a constant elevation of 30fning at 15°/min. Those horizontal scans transtate
a wavy pattern in the Equatorial frame, within @el5° declination range.

To complete the map this scheme must be repeattie ifollowing days, shifting the
stripe pattern to fill in the missing areas untietNyquist sampling is reached. In
practice, this translates into starting the azinagiéins sequence at a different LST. The
sidereal time interleave between two adjacent sempseis computed so that the stripes
covered by the scans differ by half a beamsizess. |

The receiver has 7 feeds oriented as previouslyshand spaced by about a

beamwidth. As a consequence, sets of two scansdgchalf a beamsize are required
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to cover the sky, so that each of these sets esalid tracks spaced at the Nyquist
sampling. To perform a regular coverage of theisky then sufficient to space these
sets of two scans by a full size of the MF (seaufegt.3).

I Scauence 1 I Sequence 3 (+14 LST interleaves)
I sequence 2 (+ 1 LSTinterleave) [ Sequence 4 (+15 LST interleaves)

Figure 4.3 — Schematisation of the different seqasrmof horizontal scans and their interspace.

Observing at a constant elevation is extremely foklfor both data stability and
calibration. The ground emission will not vary sigrantly, and the same will happen
for the atmospheric opacity: when observing in dyeainiform weather conditions
such as in a dry, clear day, the opacity is onligraction of the airmass, which is
proportional to the secant of the zenith angle {81@%ation).

In these ideal conditions, the flux calibrationtb&é maps is achieved observing flux
calibrators when they transit at the same elevatibthe horizontal scans, this way
obtaining a direct conversion factor from the bakarbitrary unit to flux density.
Further and more refined procedures are necessargse the sky conditions are not
uniform or vary significantly between the calibaati observations, in particular
involving the application of an atmospheric modelestimate the opacity value from
ground-measured weather parameters. These araldeaih the FITS files, associated
to every data sample.

The choice of constant-elevation OTF scans was aiggported by a contingent
requirement: the Medicina dish elevation rail skdouhdergo maintenance and cannot
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guarantee an accurate pointing if the elevatiomges rapidly, so it is not advisable to

perform scans implying a fast motion in elevation.

2.3. Expected sensitivity

A single OTF subscan performed in the 20-22 GHzdbavith a sampling interval
equal to 40 ms, has a theoretical instant noiselwban be computed by means of the
radiometer equation:

rms=""YS7 8mK=709mJy

JBt

where k = 1 (for single polarisation)sd = 70 K (fort = 0.1, EI=45°), B = 2 GHz
(bandwidth), t = 0.040 s (integration time), ant@main at 21 GHz = 0.11 K/Jy. The

assumed Js accounts for both receiver noise and signal doution (sky, ground and

atmospheric emission).

As a reference value to assess the performandeedcéyistem we use the one-second

integration sensitivity, which readss= 1.56 mK §? = 14.2 mJy ¥

Using these values we can achieve a first ord@nat of the expected sensitivity of a
map obtained exploiting the above mentioned scanrstrategy. The following
hypothesis refers to OTF scans at 15 °/min, in2b&2 GHz band, performed at the
constant elevation EI=45°:

» the actual scan speed on sky is 15 °/min * costAI).7 °/min;

e« one beam-sized pixel (1.6 arcmin) is observed fd5@ s in each individual
subscan;

» the scanning strategy includes back-forth scansnd\lwith the proper spacing
between next subscans (half a beamwidth), thissleadobserve the beam-sized
pixels for 4 times, for a total integration timg=0.600 s. Every feed observes two
polarisations, which further improves the sendiilay a factor ofV2;

» considering Tys= 70 K, B = 2 GHz, t = 0.600 s (integration timahd k = 142

(dual polarisation total power) the radiometer eiuayields:
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rmﬂzlAmK:lZ.?mJy

Jet

This means that 50 mJy sources are observed. at 4

2.4.Required time

The actual amount of time needed to complete adeppnds on the specific choice in
terms of scanning strategy.

In the hypothesis of covering the whole Northery §Rec = [0°,+90°]) in a single
map, it is necessary to perform scans in the ahimarge [0°,180°] at the elevation of
the North Celestial Pole (EL=44.52° for Medicin@is solution requires 41 days of
observations (overhead included), but it is notroised as the highest Declinations are
greatly oversampled.

A more optimised strategy requires to subdivide skg in three-four “Declination
belts”, each performed with azimuth scans at ogdtireevations. Numerical
computations show that this allows a reduction ddwmmbout 33 days, with a more
uniform sampling of the various Declination beltéis solution is also more suitable
for test purposes as small belts can be complatpsi a few days.

For example, for the largest part of the tests n@se to use the polar cap area ranging
at Dec ~ [72°,+90°] (see section 83.5) which hasi@a of about 1000 square degrees
and can be fully sampled in 4 days with 15 °/miarscbetween 0° and 25° of azimuth
taken at EL 44.52°.

2.5.The science within: the KNoWS project

The observations performed for commissioning pugposere also accompanied by
scientific goals. As illustrated in the previoustsens, the chosen observing strategy
allows the telescope to map large areas of tharskyfew days, reaching a sensitivity
of nearly 10 mJy rms. This performance matchesideels of a proposed project named
KNoWS (K-band Northern Wide Survey) led by E. Ctrehose aim is to carry out a

blind survey of compact sources at 21 GHz on thé&reerNorthern Celestial
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Hemisphere, down to a detection limit of 50 mJg)(5The main goal is to extract a
complete, unbiased sample of extragalactic sourmasplementing the AT20G, an
equivalent survey of the southern sky recentlyiedrout at Narrabri (Australia) with
the Australia Telescope Compact Array with the sdetection limit (Ricci et al. 2004,

Massardi et al. 2008). The KNoWS and the AT20G sysvtogether will provide an

unprecedented, full all-sky coverage at such higlydencies. The main scientific aim

Is two-fold:

» extragalactic point sources are one of the majagimund contaminants for CMB
experiments, both in total intensity and polarsatiA survey of the entire sky is
required to identify and flag the sources from Ckdperiments maps and estimate
the residual contamination. KNOWS points at thelisagaon of the Northern
section;

« at high radio frequency the synchrotron-dominatbgais fade out, leaving space
to the rare class of objects with flat/inverted dpem. A very large, possibly all-
sky, sample is necessary to conduct a statistisadlyificant analysis of the various
sub—classes of objects (BLLac, GPS/HFF, ADAF, eani)l derive their average
properties with sufficient precision.

The project is aimed at building an unbiased rastarce sample, while subsequent

follow-up observations will allow the full charadtation of the sources in both total

intensity and polarization.

. TEST SESSIONI: JANUARY -M AY 2009

Tests in survey mode began at the end of Januad@. 2

The goals of the first session were:

» to check for hardware/software faults or instaieiit

* to identify the best 2GHz-wide sub-band within tt&26 GHz frequency band,
both in terms of response to the weather conditemsof absence of RFI,

* to select the most suitable Declination belt fa st survey, and decide whether to
perform the azimuth scans — inside that belt —tpagrtowards East or West: every

belt can be mapped exploiting two azimuth rangegchviare symmetrical with
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respect to the local meridian. The choice of oner akie other was driven by local
conditions such as the presence of RFIs;

* to test the fast-OTF scan technique and confirnt tigh-speed scans can be
performed without affecting the data quality;

* to test the insertion of calibration scans withia survey schedules, in particular as
concerns the time gap allowed to slew from theeyarea to the flux calibrators.

We started with observations of the lowest NorthBreclination belt, i.e. Dec =

[0°,+15°]. Table 4.1 summarises the recursive sgamameters for this first section.

Minimum Azimuth 98.5°
Maximum Azimuth 124.5°
Elevation 30.0°

Scan azimuth speed 15 °/min
Sampling interval 40 ms

ALST — 1 step (interleave corresponding to 36 acse 3.36530 s
Gap (ramp-up + ramp-down for 1 scan) 13.389769 s
tscan(Cruise only) 104.00000 s

tys (back-and-forth scan including gaps) 243.77954 s
Ny (number of back-and-forth scans per full sequence) 376

N, (number of sequences — i.e. days — to fill th¢icer 10

Table 4.1 — Main parameters for the horizontal scaxecuted in the very first test observationsfopered
pointing eastward to map the Declination sectidnle°].

This section can be fully sampled in 10 days ofeobstions, covering a total area of
about 5500 square degrees. A huge amount of dat@aelected (~ 500 subscans/FITS
files per day), which was useful to check the gyssability. Our analysis follows in

the next sections.

3.1. General system response: Software
The OTF component and the scheduling system wodaetectly: no major faults

occurred during the observing session. Minor bugsevidentified and fixed.
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3.2.General system response: Hardware

On the hardware side, sporadic problems origindteth the subreflector, which

happened to block in a few occasion, causing thenaa to point to a wrong position.

Unfortunately, the MF receiver showed some failudgnnels 4 and 9, representing

respectively the data streams recorded

from FdedRland Feed6-RCP (see Chapter 3

83.1 for the complete channel-feed map), were That was due to their Low-Noise

Amplifiers (LNA) which were found to b

e out of ond& his condition will persist until

the MF receiver is removed from the Medicina antetm be shipped to the Sardinia

Radio Telescope, since no maintenance can be pexitbron the LNAs while the

receiver is mounted on the antenna.
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Figure 4.4 — Constant declination subscan overC

3C286. Scan speed 3°/min. Gaussian fit is
overplotted onto the data samples.

Scans on flux calibrators allowed to
estimate the receiver sensitivity. Figure 4.4
shows a short RA subscan across 3C286,
with a scan speed of 3°/min, in good
weather conditions (clear sky, T = -2°C, RH
= 62%, P = 1022,7 mbar), in the 20-22 GHz
band. We measure an rms noise for a single
sample integration time (40 ms) of one
polarisation channel equal to 74 mJy rms.
This translates, for one second of
integration, into an rms value of 14.8 mJy.
These measured sensitivity closely matches
the theoretical values computed in 8§82.3,
such assessing the excellent system
apabilities. The real sensitivity of the final
map can thus be estimated as well. The
strategy illustrated in Section 2.3 was a first

order estimate. Precise numeric computations aticmuifor the setup configuration

described in Table 4.1 give a scan spacing of 86ear(as listed in the Table), which is

shorter than %2*HPBW, thus increasing

the numbexcahs and, in turn, the integration

time per beam-sized pixel tgt= 0.96 s. Taking into account all these elemethis,

estimated sensitivity of the final map is:
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o, =10.7 mJy

This confirms that the sensitivity requirements aofprojects like KNoWS can be

matched.

3.3. Tests for various frequency bands

We alternatively carried out observations in the208GHz, 20-22 GHz, 22-24 GHz

and 24-26 GHz frequency bands — mostly the first tnwes.

Tests confirmed that, as expected, the less wedtpmrndent sub-band is the lowest
frequency one: 18-20 GHz. However, in case of tluckids or precipitations, even at
these frequencies the atmospheric emission ingeadsenatically. It was not possible

to estimate the atmospheric opacity while the lengvey schedules were running,
since ESCS was not yet provided with tools to perfesuch measurements, but the
water emission effects could be traced by mears sémi-qualitative analysis of the

data. Bad weather — i.e. high values of the atmesplopacity due to moisture, clouds
or showers — affect the total power data causirey T)s to rise and the noise to

increase. The cloud cover is never homogeneoug dlansubscan, so a plot showing
signal amplitude against time exhibits a “bumpysélme (see Figure 4.5). In case of
rain, the loss of sensitivity is so high that ngnsiicant information can be extracted

from the data.

2326

2324
I

o
9
®
T T
—
P I

L | L L L | L | L L L | L L L L
0 20 40 60 80 100 120
Seconds from scan start

Figure 4.5 — Subscan performed in the 98.5°-12/aBge, 30° of elevation. X-axis: time (seconds frecan
start), Y-axis: signal amplitude in arbitrary cosirithe cloudy sky causes “bumpy” variations inglymal level.
The higher noise present in the first 50 secondaatsbe explained in terms of weather-dependaatf
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Figure 4.5 also introduces one of the main featuegncountered along the many test
sessions: the presence of an apparently “spikySenaffecting one part of the subscan
only. This phenomenon, and the chase for its egpiam, is discussed in detail in §3.6

and 85.1, however during this session it appearde tmore frequent and evident in the
lowest band (18-20 GHz).

Broad-band RFIs were detected in all bands at Spgmsitions on the horizon. More
details are given in the next section.

A peculiar feature (Figure 4.6) was found in a veegtricted number of files. It
consisted in regularly time-spaced pulses, whoggnois still unknown as the event,
possibly due to some interference coming from neafbvices, was never noticed

again.

ugoi— é nsoi— —;
HBO; *; Hao;— E
?21\70:7 —
3 E ]
”605 E nso; -

1150

i IMMW%MM% “ AULIULILLL LM MLJLMW

0 20 40 60 80 100 120 o 10 20 30 40
Seconds from scan start Seconds from scan start

Figure 4.6 — Double-peaked pulsed signal very yapegsent in the acquired data. The whole 104-scarbis
shown on the left, while the right plot zooms oe fhist 40 s. The distance between two consecytilses is
1.8 s, while the two peaks are separated by a9dib. The origin of this signal is still unknowstais feature
did not show up again.

3.4. Tests for different azimuth ranges

The first part of the session focused on the [98ZF.5°] and the [235.5°,261.5°]
azimuth ranges — both of which, being symmetricigth wespect to the local meridian,
map the same Declination belt: Dec = [0°,15°].

Though sporadic weak interferences were preseatimalhe eastward range, the worst
scenario was offered by the westward region: welade it along several days and at a
different time (both daytime and night), and it iasnd almost constantly polluted by

RFIs (Figure 4.7).
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RF the azimuth position of 249.8°,
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Figure 4.7 — Strong RFI observed during most of theUltimate|y, two 180°-wide scans

acquisitions performed in the 235.5°-261.5° azimuathge.

The peak corresnonds to azimuth=24 were completed to identify the
presence of RFIs along the entire horizon. The INartd North-East regions turned

out to be, at least at the time of the inspectiag from polluting signals.

3.5. Final setup selection: the “polar cap” at 20-22 GHz

On the basis of these information (83.3 and 83w),decided to carry out all the
subsequent test observations to cover the ardador> 72.3° (“polar cap”) and in the
20-22 GHz band,- if no specific test needs requageémporary frequency change.

The setup parameters of the recursive azimuth so@nssted in Table 4.2.

Minimum Azimuth 1.0°
Maximum Azimuth 25.0°
Elevation 44.52°

Scan azimuth speed 15 °/min
Sampling interval 40 ms

ALST — 1 step (interleave corresponding to 36 acse 7.8544399 s
Gap (ramp-up + ramp-down for 1 scan) 13.623525 s
tscan(Cruise only) 96.000000 s

tys (back-and-forth scan including gaps) 219.24705 s
Nyt (number of back-and-forth scans per full sequence) 393

N, (number of sequences - days - to fill the section) 4

Table 4.2 — Main parameters for the horizontal scaxecuted in the second phase of the test obmersat
performed pointing eastward to map the Declinasiection [72.3°, 89.3°].
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This area covers about 1000 square degrees arfskdaily sampled in only 4 days of
observations, to reach the already mentioned rmsitsaty of 10 mJy.

The scans were performed at the elevation of th#hN@elestial Pole for the Medicina
site (44.52°). This value, being appreciably higtiem the 30° which is optimal for
lower Declination sections, implies lower ground igsion and atmospheric
contribution, which further supported the selectainthis Declination range for the

next tests.

3.6. Tests changing the scanning speed

We had already assessed the reliability of thenawatgpointing while performing scans
at a speed up to 24 °/min through tests carriecftat the implementation of the OTF
component (see Chapter 3 §2.3), but no astronordettal had been acquired during
those scans.

It was then necessary to investigate the effectth@fspeed on the recorded data, to
identify any potential deterioration of the dataaljty. In particular, this verification
was essential to try to correlate the scan setupnpeters and the signal alteration
already mentioned in Figure 4.5.

We produced a specific schedule listing subscamsdp the polar cap with the same
spatial setup, but at different scanning speedgni@; 5°/min, 7.5°/min, 10°/min,
15°/min. The sampling interval was 40 ms, as udoagll the subscans.

No significant differences were found to exist lve tacquired data, as all of the files
showed the same characteristics, including — whewas present — the signal
“liggling” whose origin was at the time still unkwo (details in 83.7).

Figures 4.8-4.10 show some examples extracted fhenfiles acquired on March™8

2009 in excellent weather conditions.
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1206

1204

1202

1200

3.7.Peculiar data features

During the numerous days of observations in thi tommissioning session, several
peculiar features were identified inside the d#i¢hile many of them were rarely seen
and/or could be explained almost straightforwardly with the possibility to
immediately act on their source — other featuresewmaused by subtle hardware
instabilities, which resulted hard and long to hatnd were so frequent to compromise
the possibility to reach the expected sensitivity tontinuum observations. The

following paragraphs illustrate the main effects éimeir characteristics.

Multiple peaks
During the coldest days of February 2009, a strapggmomenon was observed.

This effect was evidenced only in the case of calibn scans, and consisted in the
appearance of large peaks inside the signal, waogelar extension was not far from
the receiver HPBW. For instance, it appeared inetrening of Feb. 1§ when several
RA and Dec subscans were performed on 3C 286 @iurl), but it was absent in the
following sessions. Even though the phenomengatillsnot fully understood, this was
likely due to a thin ice layer on the cover of thecondary focus cabin causing a

“deforming optical” effect.

1100

1090

1070

| 1
2 4 6 8 10 0 2 4 6 8 10
t t

Figure 4.11 — Declination subscans performed ahi@°Across 3C286 on February™®009. Left panel: 20:24 UT;
weather conditions were good, the poor SNR is duthéolow elevation of the source (16°) at the tiofethe
acquisition. Right panel: 21:19 UT; the puzzling wéaseline is present.
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Digital noise
In March 2009 the acquisitions

showed the presence of digiti . | | | | R
noise summed to the observe | RE
signal. In amplitude vs. time plots |
this noise corresponds to sampl

whose amplitude value is offse o

(see Figure 4.12). The fraction ¢

affected samples was nc

k} 1 E
0 50 100 150

negligible, so even if in principle i

would have been possible t Figure 4.12 — Digital noise caused by
cross-talk between the backend boards.

remove the outliers using a medic

filter, applying such a technique would have akelcthe information embedded in the
data.

The source of this “signal pollution” was foundle a cross-talk between the backend
boards, which were thus taken out and broughihédadb for maintenance. After this
operation the digital noise disappeared, with thé/ @xception of a residual effect
observed for Channel 3 (Feed3 LCP).

Signal level instability

One of the most concerning faults we met

was the occurrence of sudden jumps in the

signal level (Figure 4.12). They afflicted a

1 considerable amount of the acquired files
— — (in some days the fraction of interested
_ _ files reached 10%).

ol i The source of the problem was surely
_ J . M internal to the hardware system, as it was

Figure 4.13 — Signal level jump observed also with a hot load in front of

the feeds — which corresponds to blind out theivecg It was suspected to be a power

instability of the Local Oscillators (LO), as cadil points in the distribution of the first
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and second conversion LOs were already known tst.eiinfortunately, it had been
impossible to modify the hardware before the itsti@n of the MF on the antenna, as
the required new pieces of equipment had not bebwveded on time.

In addition, the level jumps were observed conteraply in all the channels. This
indicated that the problem must have resided irp#rés which were common to all the
channels — i.e. power supply or local oscillators.

Specific tests to ascertain the origin of this hétar were carried out on May 45
2009, exploiting the LO distribution lines. A firain of tests demonstrated that the HP
synthesizer, responsible for the first converswas not the cause of the problem.
Attention then focused on the second conversiomestdhe channels originally
corresponding to the feeds with malfunctioning LN&&4 and Ch9, were connected to
different oscillators at this stage, in order toedily monitor their signal while the
subscans were performed.

In particular, Ch9 monitored the original Miteq dis¢or — a commercial device, the
one actually distributed to the other channels -iciwtwas known to suffer from
instabilities. At the same time, Ch4 was connecteda Wiltron programmable
synthesizer with the aim to check its stability amhsider whether it could be a valid
replacement for the Miteq oscillator.

During these tests it was also possible to modiky distributor, as the necessary
components had finally arrived. The aim of this ngalg was to bring the LO output
power levels within the ranges required by the miXdne operation was expected to
contribute to the stabilisation of the revealechaldevel, but even if the jumps were
reduced, they were still present and found to hesed by the Miteq oscillator. As a
consequence, the device was uninstalled and shijppid® manufacturer for check-up
and maintenance (or substitution), and was temipraeplaced by the Wiltron
synthesizer.

The following observations have never shown comalde level jumps again, their
manifestation being rare and of far smaller extent.

Two examples of the simultaneous occurrence of gimghe Miteq signal and in the
CH10 one (FeedO LCP) are reported in the followiggres.
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Figure 4.14 B — Top panel: output power of the
second conversion LO (Miteq). Bottom panel:
simultaneous acquisition performed through CH10
(Feed0 LCP).

Among all the features which were discovered in #oguired data, this deserves
special consideration, as its incidence was extiyeimgh — to the point of putting the

chance to perform total power high-sensitivity alsagons at risk — and it was the
most difficult to pinpoint and finally remove.

From the very beginning of the test observationsigaificant fraction of the files was

affected by sudden increases and decreases ofgih@ ¢evel. This “up and down”

behaviour was later named “jiggling”.
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As Figure 4.15 shows, the peaks were not spikedikdhey could seem at a quick
inspection: the oscillations were traced by tenssafnples (as usual the sampling

interval was 40 ms, i.e.25 samples per second).

e B T S e e | — e I e e e (L Eo s e L B S m e
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Seconds from scan start

1 1 1
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Figure 4.15 — A badly jiggling-affected file recedion March 182009. Left: the whole 96s subscan. Right: zoom
on 12 seconds to show the shape of the signal lewiltion. Peaks have never shown to be equadlgespin time or

to have the same duration (which is equivalentitiihy, but they also tended to seem quasieukée, as if induced b
vibrations.

The jiggling peaks, reaching SNR values up to Itje never shown to be truly

regularly spaced in time, or to have the same ourabut they qualitatively seemed —
during the inspection of the files — quasi-perigdis if induced by some vibrations.

For this reason the first interpretation was inolavof a microphonic effect, possibly

due to the vibrations caused by the fast and tagetnotions of the antenna during the
recursive scans. To ascertain if this was a feas#planation, several tests were
performed varying the scanning speed (see 83.@ven adding pauses between two
consecutive subscans. This did not affect theijiggbccurrence. Indeed, the effect was
observed even with the antenna pointing to a figesition, or while it was stowed —

i.e. parked in its rest position, pointing to treaizh.

During this first test session, the analysis of ldrge number of files was only visual,

inspecting all the plots and then performing bamialysis on the data without any

automatic “jiggling detection tool”.

Even if time consuming, this process was usefaralyse in detail the data behaviour
and quality, and to keep track of the jiggling episs. No correlation was found with

either of these variables:
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» time— no repetitive paths or preferred time interwaése found. Even the duration
of the phenomenon inside the scans varied withowvadent pattern;

* antenna position- the effect was present for any Azimuth or El@rgteven if in
short time intervals it seemed to appear more #atjy in the same azimuth range;

* scan geometry and setupit was equally observed while performing horizbror
equatorial scans, in survey or calibration mode, eren in tracking mode;

* weather conditions- data was affected in all weather conditionsgnag from
clear to rainy days. No correlation was evidenhwite ground-measured weather
parameters which are recorded along with the dataperature, pressure, relative
humidity).

As the azimuth recursive scar
technique was correctly working
since the beginning, it wa:
possible to produce the firs
maps. The mapmaking techniqt
(described in Chapter 5 §2.6) |

optimised for compact source

and removes the large sca

structures from the subscar 1 Fh

fairly fast oscillations in the

baselines. Nonetheless  tr ; Hiii
jiggling effect was producing azg,.f
-0.010 -ho.ao Iy

signal level, not far from the (ot 90,0}

i Figure 4.16 — Map of the polar cap obtained witth@drs of
Spatlal scales of the compact observations (one sequence of subscans). Blackespott

source, thus making impossible stripes correspond to subscans affected by thelifig’.

to clean it out.

Figure 4.16 shows a map resulting from a singleisece of subscans, obtained along
24 hours of observations. Wide blank sectors cpoed to data removed because of
very bad weather, narrow gaps are due to the ewecof calibration scans in the

corresponding time intervals. Black-spotted stripes the characteristic signature of
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the jiggling effect, and completely mask any safeninformation embedded in the
data.

The threats posed by such instabilities to thensifie potential of the instrument
seemed serious. The observing session ended wittamiig found a solution to the
problem.

. TEST SESSIONII : AUGUST-SEPTEMBER 2009

As the origin of the jiggling effect had not beetemtified, there were no certainties

about which part of the system was responsiblé&:ftelescope, receiver or backend.

For this reason, we thought of trying to separhte different parts of the chain, and

carried out tests focusing on the backend onlywas used coupled to the 5 GHz

receiver, which is located in the secondary fodkes the MF and is an already tested

device — though never employed with fast OTS sc@hs&s way the summer period,

which is unsuitable for high frequency observatjamuld be fruitfully exploited. The

testing purposes were parallel to scientific goalkjch are described in Chapter 5

together with the acquired data.

In the commissioning context, two elements highkghduring this session deserve to

be stressed:

» the jiggling effect was not present, thus indicgtthat it was not a disturbance
originating inside the backend;

» optical effects due to the antenna quadrupod weseodered, as the following

section describes.

4.1. An intrusive signal

The 5 GHz observations were carried out exploitiiegy OTF strategy used for the K-

band acquisitions, mapping the same region: tharpmp. The main setup parameters
were coincident or similar to the 21 GHz scansmaith subscans were performed from
1° to 25°, at the constant elevation of 44.52°, ahd 15°/min speed. The 5 GHz

receiver is a single beam with HPBW of 7.5 arcrmvhjch roughly corresponds to the

overall size of the MF projection on the sky; thisant that the completion of the polar
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cap area could take place in about the same timeeoptimised coverage was obtained
in 5 days (see Chapter 5, 8§2.2 for details).

Throughout these acquisitions, a strong signalufiéigt.17) was detected in 4 distinct
time intervals during each day. Table 4.3 listsaasexample, the intervals relative to
August 9.

630~ 3
| 1 1 |

0 5 10 15 20 25
Azimuth - degrees

Figure 4.17 — An unknown signal detected in specifi
time intervals while mapping the usual polar cap at

GHz.
. , Time elapsed from the Peak FWHM
UT interval Duration ; . X .
previous manifestation (measured as time)

06:37-> 07:54 7 - 1.14s
10:02-> 10:44 42’ 126’ 3.03s
12:35-> 13:15 40’ 117 2.19s
16:07-> 17:58 1171 172 0.96 s

Table 4.3 — summary of the signal manifestationsfogust 9", 2009.

While the antenna was performing the back and feutbscans in the specified azimuth
range, the signal changed position one subscanthéiether, appearing like a drifting
feature (Figure 4.18). This was an indication fitgtsource was moving, but it could
not be a celestial source directly pointed by thieana and observed along the line of
sight or captured via a secondary lobe, as theabigas present for long intervals (up
to about 2 hours), during which the sky observedhgyantenna changed completely.
No large structures like the Galactic plane wessed by the subscans in those time

intervals.
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Figure 4.19 — Overplot of the different subscartieaed from 16:07 UT (blue) to 17:58 UT
(red) on August . Each subscan has undergone a linear baseliaedfitemoval.

Since the signal was observed only during daytithe, Sun was suspected to be
implicated, even if it was not clear in which wdg radiation was collected by the

antenna. For this reason, the relative positiothefSun with respect to the antenna was
checked for all the time intervals where the sidrad appeared.

Figure 4.19 displays the Sun’s diurnal arc for Astgd" 2009 with respect to the

antenna position, showing also the path of thersdoel azimuth scans.
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Figure 4.19 — The Sun diurnal arc for August 9002 against the horizontal frame grid. The sestionred correspond
to the time intervals where the unknown signal whserved. The green stripe is the path run backfarld by the
recursive scans.

The red sections correspond to the path coveredhéySun in the time intervals
reported in Table 4.3. It is clear, though the sthés only a rough approximation — as
it depicts the antenna in a “frozen” situation attthe four sections were related to the
positions the antenna was assuming while perforriiagcans.

The Sun distance from the pointed positions, cosgputhen the signal was present in
the middle of the subscan, ranged from 73° to A6this distance from the main lobe,
the gain drops by 50 dB. As the 5 GHz brightnessperature of the quiet Sun is ~
17600 K (Zirin et al., 1991), the expected antetamaperature of the signal was ~ 175
mK. Once calibrated, the measured signal had armgeemplitude of ~170 mK.
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The observed intensity was therefore coincidenth wite expected one, yet it was
necessary to explain why the signal was seen imi@ioned intervals only, in which
the angular distance of the Sun from the antenrnitipg direction was just slightly
different from previous or following instants. Ither words, why were there preferred
times/directions for the phenomenon to happen?

A possible explanation can be found again consideFigure 4.19: the way in which
the intervals are spaced matches with the displanewf the antenna quadrupod: the
four “legs” form a cross which is rotated by 45°tlwirespect to the North-South
direction. The tentative interpretation of the pbmenon is then the following: in the
given time ranges the quadrupod legs were postiamnpared to the Sun so as to
cause optical effects collimating its radiatioroitite feed.

On September 282009 a simple test was carried out to check tlyjsothesis: the
antenna was commanded to perform azimuth scanseatidual elevation of 44.52°,
around the time when the Sun was reaching the sdevation it had on August™
when the signal was present. The azimuth rangehiohato perform the scans had been
computed in order to reproduce the same Sun-anggeuaetry.

Table 4.4 lists the details about the Sun and aat@ositions.

August 9" September 28
uT 17:02 15:35
Sun elevation 13.9° 13.9°
Sun azimuth 278.5° 252.5°
Antenna elevation 44.52° 44 52°
Antenna azimuth 14.0° 348°

Table 4.4 — Sun position and antenna pointingtferdentral subscan in the 16-18 UT
interval on August §, from which the antenna position to be used orteBeiper 28'
was extrapolated. The constraint was to reproduce $ame Sun-antenna
configuration, in the moment in which the Sun watha same elevation.

The tests were then performed on Septemb&ri88means of scans in the azimuth
range [334°,358°], from 13:40 UT to 17:20 UT. Thegnal appeared from 14:40 UT to

16:14 UT (Figure 4.20), a longer interval than thginal one, as the setting Sun was
decreasing its elevation at a lower rate compare®kptember. This strongly supported
our hypothesis. During the tests it was possibleb®erve that one leg of the quadrupod

was casting its shadow on the dish passing thraisgbentre — where the secondary
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focus cabin lies — in the same time interval inalkhihe signal was present, this being a
further indication that the quadrupod legs alignteewith the Sun originate this

phenomenon.

Intensity - counts
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Figure 4.20 — The signal reappears in the expédutedinterval for the same Sun-antenna relative
position. Notice the RFI for azimuth = 353.5°.

5. TEST SESSIONIII : DECEMBER 2009-MaARCH 2010

Because of the still unfixed issues, more time wasessary to complete the

commissioning. Observations at 21 GHz performed wilite usual setup (see 83.5)

were then carried out for the following purposes:

» to check if the modifications applied to the hardsvaystem to solve some of the
encountered problems (83.7) had been effective;

* to pin down the origin of the “jiggling signal” phemenon;

* to complete, once the instabilities were mitigatise, polar cap survey — which is
the pilot survey for the KNoWS project — in order tonfirm the scientific

capabilities of the overall MF system.
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It must be stressed that the whole session wasi@thy an exceptional incidence of
bad weather days. However, this did not affect dbmmissioning activities, as the
necessary tests on the hardware components couldubeessfully carried out
regardless of the weather conditions.

None of the instabilities or peculiar features s&gied during the first tests was
encountered in this session, with the only excepbtb the jiggling, which was still

present in a very conspicuous fraction of the agitjans.

5.1. Focus on the “jiggling signal” effect

To try to identify the elusive origin of this phanenon, different tests were performed.
First of all, more quantitative statistics were abéd on its manifestation, carefully
inspecting a sequence of 474 files achieved on mbee 26" 2009 between 00:00 UT
and 14:30 UT. This work was carried out in cooperatwith Marcella Massardi
(INAF-OAPD). The number of affected files was detared:

* 22.2% of the acquisitions were affected for moantB5% of the subscan duration;

* 8.9% of the acquisitions were affected for morenth@% of the subscan duration.
The exact time intervals in which the jiggling waresent were recorded, and a simple

plot was produced to highlight a possible periaglifrigure 4.21).

Jiggling detections

Yes/No (1-0)
T
|

0 . , . L ) )
0 1 2 S 4 S 6 7 8 9 10 11 12 13 14 15
Elapsed time [hh]

Figure 4.21 — Plot showing the presence of theasigyr1) during the acquisitions performed on D2@" 2009,
from 00:00 UT to 14:30 UT. No periodicity is eviden

The analysis did not reveal any periodicity.
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A correlation with the azimuth ranges in which thignal was observed was then
investigated, but no relation was found even ia taise (Figure 4.22).
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Figure 4.22 — Number of detections of the jiggleffect against the azimuth position of the antenna.

However, analysing more data taken on Decemb®r(8% files achieved from 00:00
UT to 02:30 UT) a possible relation with the azimytosition of the antenna was

noticed (Figure 4.23) for this short time interval.
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Figure 4.23 — In the 00:00-02:30 UT interval on D& the phenomenon seems to take place for preferred
azimuth range:

This evidence suggested that the origin of the phmmon could be external to the
antenna, even if no correlation with the azimuthsipon had been previously

ascertained.
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To finally assess if the source of the problem exgrnal to the telescope or was to be
identified within the instrument, several experitgen involving the use of a hot load —
were arranged.

The tests took place on Januaf§-4 7". This was the configuration of the hardware

setup:

e Feed2 (channels ChO and Chl) was covered with titeldad, so as to be
completely blinded from the “outer world”;

« Ch2 was connected to a noise source, to see ifritamally generated signal was
affected by the phenomenon;

« Ch4 was exploited to measure the current interdithe alimentation that supplies
all the chains, in search for possible instabditielated to the jiggling;

* Ch9 was used to monitor the first conversion Ldastillator;

« Ch5 was connected to a spectrum analyser, to bati@yse any possible radio

frequency entering the system.

The observations were carried out with the usuahsing schedules, but also acquiring
data with the antenna stopped in the stow position.

In all the cases, when the jiggling was presenias absent in the hot load channels
and could be seen only in the channels connectéketdeeds actually observing the
sky (Figure 4.24). No RFI was obviously detectedly spectrum analyser, however,
and no instabilities due to the internal instruraéiohs were detected concurrently to

the phenomenon.
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Figure 4.24 — Comparison between the signal obsetvedigh the hot-load covered feed (Feed2 RCP, Ohihe
left) and the signal revealed by one feed obserhrgky (Feed0 RCP, Ch11, on the right). Noticesérg expanded
y-scale for the hot load plot: the signal is flihe feed observing the sky, instead, records thehwmogeneous
atmospheric opacity (bumpy baseline) and aboue26reds of jiggling signal.

A further test was carried out in order to canag} doubt about the possibility of a
self-interference generated within the telescopga dvas achieved switching off any
unnecessary device inside the secondary focus @atann the primary focus cabin,
and the jiggling effect was observed even so.

The inevitable conclusion was that the jigglingsb@ noise was originated by a subtle
external radio frequency signal detected by theivet.

The technicians involved in the commissioning atés, in the light of all the
discarded theories, proposed to check if the phenom could be related to the plastic
cover placed over the secondary focus cabin. Tigeisatransparent to the incoming
radiation, but a first hypothesis focused on thesgulity that the humidity on top of it
might affect the data, when the wind induced vibret in the plastic cover. Another
explanation, at present considered more feasibl@lved the instauration of multiple
reflections of the incoming signal due to the ptasbver vibrations, which remain the
key point of the model.

This would explain the semi-regular behaviour @& figgling peaks, which follow the
qguasi-periodic oscillations of the tarp, and theorsterm relation between the
manifestation of the jiggling and the antenna positit is the interaction between the

antenna orientation and the wind direction to olage the phenomenon. In addition,
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since the wind direction is not one of the weathemameters to be recorded in the FITS
files, it is explained why it had not been possitdediscover a correlation between

weather and jiggling earlier on.

To test this theory, aad hocpolystyrene structure was arranged and mountethen
cabin, in order to tighten the plastic cover anpisass its vibrations

All the following observations turned out to be qaately jiggling-free (Figure 4.25).
With this ultimate effort, all the
major sources of instabilities were
removed, and the MF system could
be used to finally acquire data
exploiting its full potential.
Unfortunately, bad weather
conditions have been plaguing ~
50% of the observing runs
available (data acquisitions are still
going on at the time this thesis is
being completed; the mapmaking
and data analysis will follow soon

afterwards).

-0.010 o 0.10 Jy
(0.0, 80.0)

Figure 4.25 — 24h map which shows no trace ofitgding.

As a final assessment of these commissioning sessiwe can state that the new
observing system has proven to be reliable andestgbaranteeing the possibility to
fully exploit the MF system capabilities. The tedtsvoted to disentangle the various
problems detected in the data allowed us to vehé/ hardware system functionality
and to point out some features that are relevanthigh-sensitivity continuum
observations at high frequency. In addition, thiesgings will be of valuable help for
the SRT.
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CHAPTER 5

THE 6MS CATALOGUE : THE POLAR CAP AT 5GHz

See first, think later, then test. But always ses. fi
Otherwise you will only see what you were expecting.
Douglas Adams

1. OVERVIEW
Observations at 5 GHz were performed, as introducedhapter 4 section 84, to test
the new analogue backend independently of the Mé&iver. This triggered the idea to
lead the tests acquiring valuable and originalrgdie data. This chapter illustrates the
scientific goals and the observational setup ofpitogect, and discusses the preliminary

results we have obtained.

2. 5GHZ OBSERVATIONS
2.1. Scientific rationale of the 5 GHz survey
The experiment consisted in observing the samer pala area already mapped at 21
GHz with the MF receiver. As mentioned in Chaptdi44 the identical setup (with the
exception of the receiver) made this test capabldidtinguish whether the instabilities
were arising from the RF system (receiver) or thekend. In fact, all the elements
relative to the antenna mechanics and motion (whasgribution to the observed
instabilities was still partly not understood), @ndhe backend were identical.
The choice of this specific area was also driventhm® aim to obtain valuable and
original scientific data: mapping the polar cap Vdoiave led to the completion of the
all-sky coverage at 5 GHz, as the previously ab&lssurveys — the Parkes-MIT-
NRAO (PMN) and Green Bank 6cm (GB6) — globally aotiee Declination range
[-90°,+75°] (Gregory et al., 1994; Gregory et 4B96).
The southern Declination limit of our area (73.2Rabled a sizable overlap with the
GB6 catalogue — Declination range [0°,+75°] — whigds useful to cross check all our
procedures to get to the source catalogue, frormidge making technique to the source

extraction algorithm. Since the GB6 catalogue daimsk to 1996, the flux densities
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measured in our map could also be used to studyahability of the GB6 sources in
the overlap area.

2.2.0bserving setup
The 5 GHz receiver is a new single-feed systenaliest on the Medicina antenna in
recent years. It is located in the secondary famaksn, right next to the K-band MF

receiver. Table 5.1 lists its main characteristics.

Type Cooled
Channels 2

Polarisations LHCP — RHCP
Noise temperature 12-14 K

Central frequency 5.05 GHz

RF band 4.30-5.80 GHz
RF filter bandwidth 1500 MHz
HPBW 7.5 arcmin

Table 5.1 — Main characteristics of the 5 GHz reeei

The receiver was connected to two channels of #ve analogue backend (ChO and
Ch1). Since this frequency band is highly pollubgdRFI, it was not possible to use the
entire bandwidth allowed by both receiver and badké\ spectroscopic survey of the
azimuth range planned to be observed was carrietyotihe RFI-mitigation staff, who
identified the sub-band 5.00 — 5.25 GHz as the shwaving the best RFI conditions.
This 250 MHz-wide band was then set for the obsems, by means of proper IF
filters.

The mapping strategy was the same employed fdktband activities. Fast OTF scans
were performed at the constant elevation of 44.B2the azimuth range [1°, 25°]. This
receiver has a HPBW of 7.5 arcmin, which almostesponds to the sky footprint of
the entire set of the seven MF beams. As a consequéhe recursive scan setup
parameters (Table 5.2) were mostly similar to thosed for the 21 GHz observations,
though the map optimisation led to 5 days of obsgrtime rather than the 4 days
required by the K-band case. A longer samplingwate(120 ms) was sufficient to map
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one beamsize with 5.8 samples per subscan, andtiVahort enough to ensure system
stability and low noise.

Minimum Azimuth 1.0°
Maximum Azimuth 25.0°
Elevation 44.52°

Scan azimuth speed 15 °/min
Sampling interval 120 ms
ALST — 1 step interleave (corresponding to 3.3418mn) 43.746835 s
Gap (ramp-up + ramp-down for 1 scan) 13.068469 s
tscan(Cruise only) 96.000000 s

tys (back-and-forth scan including gaps) 218.13694 s
Ny (number of back-and-forth scans per full sequence) 395

N, (number of sequences — i.e. days — to fill th¢icer 5

Table 5.2 — Setup parameters for the azimuth reeussans employed in 5GHz observations.

2.3. Expected sensitivity

The above setup implies a final integration of 2f8r an expected sensitivity of:
k Tsys
/Bt
where k = 14/2, Tsys = 26 K (for EI=45°), B = 250 MHz, t = 2.8 s, andt@nna gain at
5 GHz equal to 0.16 K/Jy.

rMms=

=0.7mK = 44mJy

The detection limit for sources ab % then ~ 21 mJy. This value is comparable to the
GB6 catalogue, which lists discrete sources withusar sizes < 10.5 arcmin and flux

densities above S ~ 18 mJy.

2.4. General system response

The 5 GHz observations were carried out on Auge®d,62009. A problem with the
vacuum pump of the cooling system was discovereghwhany of the acquisitions had
already been performed, and could not be fixediwithe available session. Since the
receiver was not properly cooled and the observggwias about 190 K during the
entire run, the actual sensitivity of the final maprsened to a value of 32 mJy rms,

such allowing detecting sources down to ~ 120 nidpa
111



This limited the comparison to the GB6 catalogugHhirsources, which however was

sufficient to assess the correctness of our proeeasithere are 130 GB6 sources in the

Declination range [+72.3°,+75°] having flux dersstibrighter than 120 mJy.

Apart from this unexpected issue, the system woradectly both on the hardware

side and on the software side. As introduced inp@ad 84.1, the only unwanted

peculiar feature detected was the solar radiatiokup because of struts reflection in

specific antenna-Sun configurations.
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Figure 5.1 — A single subscan taken on Aug.10ime
intensity drop between 16° and 17° of azimuth is tlua

strong RFI saturating the signal.

In certain time intervals the signe
showed some level instabilities (Figut
5.2),
associated to the “jiggling” problem a

the

which at the time were nc

level oscillations were no
comparable either in terms of duration
behaviour. The origin of this “longe
ripple” is more likely to be related to th

presence of strong RFI.
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The RFI

marginal,

presence was mostly

however a very strong
signal regularly showed up during
several time intervals — mostly on
working days — and caused the signal
to saturate and assume fake values
below the average noise when the
antenna crossed the 16.5° azimuth

position, as Figure 5.1 illustrates.

625[—

100

Figure 5.2 — A single subscan taken on Aug.1lltlreHe
the signal shows oscillations, but they do not espond
to the behaviour of the “jiggling” detected at 2HG



Chapter 5 — The 6MS catalogue: the Polar Cap &b G

2.5. Data calibration

The calibration procedure involved the observatbrilux calibrators at least 4 times
along the 24 hours of each sequence. Calibrators aleserved when they were at the
same elevation of the survey scans (around 45°Galissian fit on the OTF scans
performed across the calibrators allowed the esitmadf the calibration conversion
factor. More refined procedures were not necessaryhe atmospheric contribution at
this frequency is negligible even with overcast thea

The flux calibration was performed within the SDBITile generation procedure with
one of the software tools developed, describedhap@er 3 85.2.

2.6. Map-making

The map-making software was provided by E. Careett is based on that developed
for the project S-PASS (Carretti et al. 2010, i), but optimised for compact
sources.

First, a high pass filter is applied to each saarremove the large scale emission
contribution. That way, the sky diffuse emissiomemoved making the job of source
finding algorithms easier. In addition, this aldeams the long-term signal variations
due to system instabilities like gain fluctuation$/f noise, and, for K-band
observations, the atmospheric contribution.

A trade—off has been made ensuring that the signathe beam-size scale was
preserved leaving unaffected the flux from comsactrces.

After that, the data from all the scans are bininggixels the size of half a beamwidth
to match Nyquist sampling criteria. The HEALPiIx @rarchical Equal Area isoLatitude
Pixelizatiort) scheme is adopted. This has the big benefit ® egual area and
isolatitude pixels, and is particularly suited &sky maps or maps around polar caps,
where it is far superior to other schemes.

The HEALPIx visualisation tool to generate gnomopiojection maps has been used

for all the map images shown in this thesis.

! http://healpix.jpl.nasa.gov/index.shtml
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Figures 5.3-5.5 report maps centred at the Norledtial Pole for the five days of the
observing run, each corresponding to a single 2atine sequence of azimuth scans.

—0.10 e 0 Jy =0.10 T eee—— 0 Jy

Figure 5.3 — Left: sequence 0, right: sequenceaps@re due to the observation of flux calibrators.

okl
X

R TR
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—-0.10 1.0 Jy ~0.10 T eee— 0 Jy

Figure 5.4 — Left: sequence 2, right: sequenceaps@re due to the observation of flux calibratS8equence 3 faced more
interruptions and suffered from more evident rigpie the signal (white concentric stripes corresptmthe signal going
under the noise average level for the same aziwaltles, during the execution of the single subgcans
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Left

Figure 5.5 — Sequence 4 data. The blue stripes,
which are present in all the sequences but here

are more evident, correspond to the signal

coming from the Sun.

Below

— Zoomed area to highlight the map

Figure 5.6
features.
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Figure 5.6 shows a zoomed section of the Sequemsap4 It can be noticed how the
subscans realise the map since their sky pathevédent at the outer edge, where all
the sequences are needed to fill in the gaps (Midemap is already fully sampled in

the central region).
The final map, obtained binning all the 5 sequenisaeported in Figure 5.7, where the

presence of several compact sources is noticeable.

Figure 5.7 — The complete map obtained integragihthe 5 sequences of subscans. The white ciorieesponding to
the RFI-induced saturation could not be removedtasas asteady structure, present along most of the d#&
acquisitions. Traces from the Sun radiation atkvigible — it can be noticed how they change posione day after the
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2.7.Source extraction strategy

The software for the source extraction was kindlyvjmled by Marcos Lopez Caniego
(Observational Cosmology and Instrumentation Grotighe “Instituto de Fisica de
Cantabria”, Spain) under a collaboration betwesrahd our group.

This code was developed in the light of the so@deaction needs for maps obtained
with the Planck satellite observations; it has demonstrated itabiity on WMAP 5-
years maps (Massardi et al.,, 2009), but it had mbeen applied to low frequency
single dish data.

As described in Massardi et al. (2009) , the saftvecepts FITS images as input, with
data arrays formatted using the HEALPix schemasdts a filter called MHW2, which
is the second member of the Mexican Hat Wavelerfiamily (Gonz alez-Nuevo et al.
2006). It analytically applies two times the Lapdac operator on the 2D Gaussian
function. On the local scale, it simultaneously oees the large scale variations, for
example the ones originated in the diffuse Galafdregrounds, and the small scale
noise.

It is possible to optimise the scale at which MHW{#rates in order to maximise the
SNR of the sources. This is performed numericalptimising the performance of the
code for any specific patch of a globally largempmahe optimal scale is approximately
equal to the HPBW=15%, reaching a variation up tfaaor of 2 only for regions
which are highly crowded. A comparison of the slsajpethe Fourier domain of some
matched filters with the corresponding MHW?2 at thgtimal scale can be found in
Lopez-Caniego et al. (2006).

After filtering, in the simple blind approach thegution of the maxima are identified,
and the fluxes are then estimated at those positibme search for sources, in this case,
takes place over the whole map, identifying any imaxn above a given SNR.

The code can also work in non-blind mode: providangist of positions, patches of
given extension are defined in order to be centrethe listed positions, then the SNR
is measured.

A third approach, called “iterative blind”, can lexploited. It works in two main
phases. First, a blind detection is performed émiifly the sources positions all over the
map. Then, for every source a specific patch, edntm it, is produced, and a new

estimation of the SNR is performed.
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The end-to-end code provided for this work readannnput parameter file containing
the specific characteristics of the maps to beistlydeads in the input map in FITS
format, extracts the patches to be analyzed udmegtaingential plane projection
approximation, finds for each patch the optimallesa# the wavelet, filters each of
them with the MHW2 code, produces a list of detediabove a given SNR, converts
the positions of the detected objects from the eéahg@lane to the sphere and, finally,
combines the detections into a single output file.

In the blind approach, the user fills the inputgmaeter file in order to command how
the needed patches have to be produced. For ativedy small map, the code divides
and projects the sky into a sufficient number afesg patches such that the area of the
original map is not only fully covered, but alse@té is a sufficient amount of overlap
among the patches to allow cuts of the bordershef image. This is of critical
importance in the regions at the boundary of thep,nmnce blank pixels create
problems in the determination of the filter optimst¢ale, and in the following
estimation of the source flux. The size of the pascin the sky, the pixel size and the
amount of overlap among patches are specifiedampérameter file.

Once the patches have been determined, the cops ta@r each of them, finding the
optimal scale, filtering the maps with the MHW2saich optimal scale and detecting
objects with SNR > 3. For each patch a temporatglegue is obtained, and for each
object, the flux at the position of the correspogdpeak is estimated. Finally, the
temporary catalogues are combined into a final er@pving duplications (in the case
of multiple detections of the same source the orie tive brightest flux is selected, as it
normally corresponds to the most accurate position)

The rms of the map is obtained via a three stepgss First, in order to avoid border
effects after filtering, a 15 pixel border arourt tmaps is flagged. Second, all the
maxima in the image are identified and a histogddrtheir values is obtained. Then,
the 5 per cent of the brightest maxima are masKadging the pixels within a 2
FWHM radius from the position of the maxima. Figalthe rms of the map is
calculated excluding the flagged pixels.

In the non-blind approach, instead, the patché®tanalyzed are centred on a given list
of positions. The source position is known in adrso the aim of the program is to
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characterise noise rms level around it. The algoriis the same as for the blind
approach, with the following differences:
* we have an additional input file, containing thst lof the coordinates of the
sources;
* we search for maxima in a circle around the patehtre, within 1 FWHM
radius;
e the rms fluctuation level is computed focusing owoa@ona around the patch
centre, having inner radius of 1 FWHM and outeiusdf 3 FWHM.
In practice, the amplitude of the central maximufafy) gives an estimate of the
source flux, the operations to compute the rmsen(flagging of pixels at the border,
the search of maxima, and the flagging of the 5geert brightest) are performed only
to the corona. In this way, a more accurate eséirnathe noise in the vicinity of the
object of interest can be achieved, avoiding thetaiaination by other bright nearby

objects.

. ON THE WAY TO THE 6MS CATALOGUE

We have chosen the iterative blind approach fosthece extraction.

The input parameters for the initial blind detectiwvere set to obtain flat projected
patches of 7&7.3, each containing 256x256 pixels. The pixel ared Wax1.7,
corresponding to the HEALPIx resolution parametesidd = 2048. The imposed
overlap between patches was equal to 1.5°. This thayprogram extracted 61 flat
patches which covered the whole map.

The combined catalogue produced by the programdliS09 detections for SNR&3
whose positions were then used to produce the saméer of patches — centred on the
detections and having dimensions 1.83°x1.83° teatthe flux measurements on the
original map obtained with the optimised resolutudr3.4’ (Nside=1024).

The resulting positions and flux density measuregmare listed in Appendix B. This
set represents the first stage of the 6-cm MediSimaey catalogue (6MS ). Follow up
will be conducted both to check for spurious detest and perform more accurate flux

measurements.
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3.1. Preliminary analysis of the detections

A first set of analysis and comparisons was caraetiusing the IDL software tools
produced by Marcella Massardi. The detection ligiswcorrelated with the GB6
catalogue in the overlap Declination range [+72.88,0°] where we found 88 sources.
We also compared our list to the NVSS cataloguk4iGHz (Condon et al., 1998) in

our entire area (Dec = [+72.3°,+89.0°]).

Position

The comparison with the GB6 catalogue led to 88chesd, which were found using a
searching radius of 3.18 arcmin (correspondinght Gaussian beam). The same
procedure carried out against the NVSS catalogastiiicd 334 counterparts; in 115
cases there was a multiple matching and the bsgletmunterpart was chosen. Figure

5.8 illustrates the measured position errors.

4 Dec [arcmin]
o

A Dec [oremin]
o

0 2 0
A RA [aremin] A RA [oremin]

Figure 5.8 — Difference between the detected mositiand the corresponding source coordinates iIrGB@
catalogue (left) and in the NVSS catalogue (rightle circle indicates the size of the Gaussian beam

The Medicina antenna pointing model, as describgdhapter 3 §2.3, has proven to be
reliable even performing very fast OTF scans, \pibinting errors < 10 arcsec.
The reason for the relatively significant positiemors measured against the GB6 and

NVSS catalogues could be due to the map/patchegenéinl projection
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approximations, which get more critical for thisrwénigh Declination area. Further
work will be carried out using a different referenitame for the map projection, in

order to minimise this problem.

Flux
For the flux correlation, both the fluxes listedtire NVSS (1.4 GHz) and in the GB6
(4.85 GHz) catalogues have been extrapolated t8553Hz, taking into account a
steep spectrum population whose flux is proportideav® (o = -0.7). For every
comparison, the brightest source found within oeanhsize was considered, weighing
its flux for the beam response function.
The comparisons show uncorrelated tails, confirmaniux limit of 100 mJy for our
detections: for low fluxes the incidence of spusiodetections/matches is higher,
moreover the Eddington bias contributes to the meskeffect. This bias is due to the
fact that for low fluxes it is more probable to el&tsources which:

» lie on a locally positive noise peak;

» are observed at the highest point of their varigbil
Assuming that the flux spectral indexaf= -0.7 is correct, the fluxes measured on our
detections are obviously biased, as they are sydiestly underestimated with respect
to the NVSS and GB6 catalogues (Figure 5.9).
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Figure 5.9 — Comparison between our measured flagitles (y-axis) and the extrapolated GB6 fluxe5.425 GHz (left).
Right panel shows the analogous confrontation agtirs\NVSS catalogue. The continuous line reprasequal flux.

121



Further investigations are ongoing, but currently guess is that the observed bias is
due to the presence of blank (not observed) pixelthe outer regions of our map,
mainly due to missing scans. Apart from the scahghvwere skipped in order to
perform calibration observations, some acquisitibag to be flagged and removed
from the binning because of the presence of REtedlripples (82.4). A minor fraction
of blank pixels is present also in the fully obsshouter region. Their presence might
not be negligible, and might affect the resultsdmeed by the photometry algorithm.

Future work

A possible approach could be to perform the intepan for the null values, but the
effectiveness of this technique using the spegfiotometry method employed is not
known. Different software tools, such as MIRIAD/APand SExtractor, will be
exploited to perform the source extraction and #sgximation and compare the results
with the values already achieved.

A more definitive plan is to fill in the missing p& of the survey, or even to repeat the
whole map using the properly cooled receiver anereling the map boundary to a
lower southern limit, in order to obtain a largetersection with the GB6 catalogue and

match its sensitivity.
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CONCLUSIONS

The use of middle-sized radio telescopes, like NMedlicina and Noto antennas, in
single-dish mode is of great importance to condhigi efficiency wide sky surveys, or
follow up and monitoring of large samples of sograg any of the typical single-dish
observing modes like continuum, spectrometry ardrpoetry observations.

One of the aims of this thesis work was to contelto the design and development of
ESCS, a new control system to be used specificadly optimised single-dish
observations with all the Italian radio telescop&be next phase focused on the
verification of the system functioning and the asseent of the scientific potential of
the observing techniques just made available.

At the same time, another goal was to carry outctiramissioning of the new multi-
feed receiver — the only K-band multi-feed avaiéaidorldwide — together with a new
total power analogue backend. Both devices hava bedt for the Sardinia Radio
Telescope and were temporarily installed on the idea dish, to verify and improve
their performance and estimate their scientificatalties by means of the ESCS tools

which have been developed.

On the software side, several software packages wgplemented in ESCS — which
was developed in the complex ALMA Common Softwararfework — in order to
perform fast On-The-Fly scans and large maps, detu tools for observation
scheduling and for the production of FITS outpledi External programs for quick-
look and basic handling of the acquired data haenlileveloped as well.

The receiver/backend commissioning was carriedatmtg many observing sessions in
winter 2009 and 2010, during which OTF scans wezdopmed according to an
innovative observing strategy to test the systeabilsy and sensitivity. This allowed
us not only to identify and correct major problersach as the malfunctioning and
consequent replacement of hardware components, alagt to pinpoint subtle
instabilities affecting the data and potentiallyzéaing the system capabilities. An

exemplary case was the chase for the source gbubeling “jiggling signal”’, which
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was found to afflict a substantial fraction of thequisitions, and the successive
development of an effective solution to the problem

The test observations were mainly held on the ‘ipcdg” region (Dec. > 72.3°, ~ 1000
square degrees) in the 20-22 GHz frequency barlthwiong the OTF observing
strategy of the KNoWS project (K-band Northern WiBervey), for which these
observations constituted a pilot survey. The vast portion of the data acquisition is
still ongoing, and the full post-processing will Iperformed in the near future.
Nonetheless the observations conducted so far hadely confirmed that the
measured sensitivity very closely matches the @te@l expectations, such assessing
the capabilities of both the software and hardvegstems.

During the summer period, which is unsuitable fayhhfrequency observations, tests
were carried out on the total power backend onbypting this device to a 5 GHz
receiver. This offered the opportunity to furthesttthe observing technique and the
ESCS tools, and to simultaneously achieve origsténtific data, as the observed
polar cap had never been surveyed at this frequeiitye acquired data will
complement the Parkes-MIT-NRAO (PMN) and Green Béok (GB6) catalogues,
providing an all-sky coverage at this frequency.

The data analysis is still underway, however priglary results confirm that the
observing strategy and the data reduction pipelimmprising the map-making and
source-extraction programs — effectively allow f@duction of maps and source
catalogues. The detected sources constitute arpmelly version of the 6MS (6-cm
Medicina Survey) polar cap catalogue.

Future work

The ESCS system is planned to be completed in tbear riuture, with the
implementation of tools for the observing modescahhhave been initially ranked as
low-priority, the implementation of the MBFITS datarmat as the standard output
and, in general, the fulfilment of all the origilyatlesigned system requirements.

Data reduction within both the KNoWS and 6MS prtgeis going on. It will lead,
besides the achievement of original scientific ltsstio the optimisation of calibration,
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map-making and source extraction procedures, rgfitihe map quality and revealing
more details about the data properties and thersyperformance.
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Appendix A

APPENDIX A

Preliminary list of the 6MS detections

RA DEC Flux Flux Err RA DEC Flux Flux Err
ID o ID o

h mJy mJy h mJy mJy
1 0.0261 77.357 699.09 50.79 51 1.1122 76.860 214.2 38.13
2 0.0796 76.123 1552.82 83.01 52 1.1581 73.217 2833. 53.12
3 0.0930 84.796 111.67 21.11 53 1.1719 77.926 825.2 65.02
4 0.1273 83.962 358.30 28.52 54 1.1786 87.632 028.7 16.90
5 0.1273 73.459 312.28 47.80 55 1.2419 79.618 658.8 42.65
6 0.1583 76.061 316.99 39.06 56 1.2795 73.679 278.2 40.58
7 0.1714 86.268 139.55 18.78 57 1.2830 74.817 822.7 24.50
8 0.2045 85.706 188.39 19.21 58 1.3962 80.932 454.2 26.90
9 0.2079 77.825 652.12 71.48 59 1.4037 80.392 307.7 31.70
10 0.2160 72.497 359.38 42.10 60 1.4311 72.770 4805. 43.84
11 0.2390 79.427 835.49 56.01 61 1.4475 73.367 1829. 42.41
12 0.2509 72.258 212.58 41.21 62 1.4929 78.021 4387. 61.05
13 0.2588 75.491 471.66 40.21 63 1.5323 84.776 2P26. 25.37
14 0.2803 81.590 1203.84 65.75 64 1.5434 74.084 5075 35.16
15 0.2892 79.748 547.95 55.78 65 1.6591 79.159 7343. 35.28
16 0.3214 72.522 326.48 62.51 66 1.6591 79.159 7343. 35.28
17 0.3287 73.440 1070.90 72.96 67 1.7043 76.187 .2P82  40.65
18 0.3570 73.211 476.07 67.15 68 1.7523 73.392 2091 66.03
19 0.3886 88.041 115.00 15.96 69 1.8409 76.230 6881. 46.52
20 0.4022 72.435 939.89 71.26 70 1.8654 75.842 3240. 44.24
21 0.4125 77.946 391.27 71.18 71 1.9153 79.688 3657. 49.15
22 0.4563 72.951 396.42 67.99 72 1.9269 77.980 3816. 63.64
23 0.4897 72.255 575.23 50.26 73 1.9499 76.148 7870. 47.80
24 0.5155 84.841 185.59 23.97 74 1.9544 74.680 0318. 40.65
25 0.5225 77.904 603.06 104.63 75 1.9656 72.952 .3240 43.37
26 0.5272 84.649 187.47 24.33 76 1.9801 73.380 1711. 37.36
27 0.5282 74.345 403.03 37.84 77 2.0459 78.085 6265. 53.61
28 0.6183 83.070 232.85 25.17 78 2.0539 72.570 6P87. 38.88
29 0.6490 77.947 518.58 100.3¢4 79 2.0560 81.096 .2243 32.36
30 0.6735 77.034 594.39 56.55 80 2.0876 75.375 0202. 36.01
31 0.7193 84.932 142.00 23.11 81 2.1004 75.723 7859. 47.70
32 0.7349 73.727 226.49 37.48 82 2.1165 84.192 6262. 23.84
33 0.7369 72.582 173.96 31.01 83 2.1221 79.908 0284. 38.93
34 0.7501 79.236 269.63 35.29 84 2.1613 72.490 3229. 44.76
35 0.7637 72.304 159.09 25.73 85 2.1899 76.190 0434. 48.13
36 0.7799 80.632 193.13 30.64 86 2.2379 87.288 9950. 19.21
37 0.8006 85.471 158.49 20.40 87 2.2379 72.286 0369 72.92
38 0.8417 86.448 197.50 18.90 88 2.2907 73.827 .3860 200.05
39 0.8717 74.981 297.76 33.67 89 2.3805 86.312 1968 76.09
40 0.8808 83.704 174.24 25.75 90 2.4081 76.922 8379. 65.01
41 0.8989 75.260 673.02 43.35 91 2.4225 73.647 2091 191.61
42 0.9137 81.847 475.79 36.52 92 2.4678 74.386 3P25. 45.23
43 0.9281 76.133 277.23 38.59 93 2.4815 77.728 5871. 86.14
44 0.9323 76.389 242.24 43.43 94 2.4830 79.875 3849 99.95
45 0.9663 72.295 191.90 26.85 95 2.4838 72.290 9817. 57.27
46 0.9911 76.205 278.92 40.39 96 2.4955 81.696 0959. 34.02
47 1.0575 78.743 354.07 36.37 97 2.5023 76.211 5824. 65.99
48 1.0585 78.171 596.14 80.10 98 2.5179 76.898 5833. 75.45
49 1.0622 76.251 317.64 43.01 99 2.5349 72.282 0g208. 57.11
50 1.0727 81.492 531.54 39.74 100 2.5370 79.676 7.337 82.94
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RA DEC Flux Flux Err RA DEC Flux Flux Err

ID o ID o
h mJy mJy h mJy mJy

101 2.5722 78.014 570.13 78.47 151 4,9723 76.238 2.220 31.14
102 2.5753 73.006 483.55 76.45 152 5.1241 79.216 8.948 27.63
103 2.6358 76.894 582.68 79.03 153 5.1451 72.422 2.335 27.10
104 2.6431 85.522 652.71 39.52 154 5.1685 84.542 1.233 22.59
105 2.6467 73.446 517.14 61.52 155 5.2235 72.334 7.6T1 23.82
106 2.6663 72.297 467.98 61.13 156 5.2355 72.617 9.429 32.92
107 2.6945 80.209 389.80 46.28 157 5.2634 73.466 1.129 38.48
108 2.7062 78.070 390.84 77.36 158 5.3047 74.599 0.025 29.27
109 2.7296 72.281 209.26 42.05 159 5.3659 76.854 9.582 40.80
110 2.7919 72.347 279.87 44,50 160 5.3846 78.030 1.943 48.20
111 2.8015 74.523 261.36 40.08 161 5.4833 77.967 2.026 46.91
112 2.8421 72.436 756.28 52.96 162 5.5473 72527 3.943 26.82
113 2.8670 72.952 285.31 49,57 163 5.7098 78.126 0.136 60.00
114 2.9069 84.265 227.43 31.04 164 5.7248 81.293 4.245 29.72
115 3.0080 82.061 315.16 35.72 165 5.8227 78.011 8.884 61.71
116 3.0111 76.890 368.87 51.67 166 5.8981 72.284 3.532 26.01
117 3.0427 72.893 626.91 43.66 167 5.9375 77.963 1.538 58.86
118 3.0513 75.322 586.97 39.71 168 5.9548 72.301 1.628 28.49
119 3.0716 77.978 1530.91 124.4 169 6.0183 72.370247.13 31.51
120 3.1004 79.913 905.05 60.31 170 6.0651 76.355 5.498 41.10
121 3.2077 80.628 431.95 35.42 171 6.1753 72.844 4.783 47.60
122 3.2712 72.352 267.98 27.05 172 6.1791 79.525 4.980 50.26
123 3.3207 77.552 459.51 88.87 173 6.1950 72.329 5.083 31.51
124 3.3394 72.409 151.45 23.38 174 6.2059 74570 4.107 32.56
125 3.3539 74.261 187.98 28.49 175 6.2589 76.411 4.0R6 42.59
126 3.3545 74.556 138.89 27.91 176 6.3050 79.809 9.126 38.73
127 3.3893 85.549 133.06 22.29 177 6.3063 78.358 8.285 48.10
128 3.4885 77.958 399.65 52.43 178 6.3433 78.014 5.280 48.48
129 3.5711 76.877 1135.28 64.79 179 6.4289 82.031 23.28 51.18
130 3.5811 74177 395.12 34.24 180 6.5050 76.569 8.826 37.55
131 3.9095 80.167 355.08 31.62 181 6.6245 84.186 9.827 27.99
132 3.9114 72.921 362.56 35.68 182 6.6531 73.436 4.362 46.53
133 3.9167 79.507 193.62 32.24 183 6.6733 78.207 8.3R6 40.11
134 4.0376 78.020 296.64 49.36 184 6.7836 75.043 2.624 31.08
135 4.0538 74.947 200.71 30.98 185 6.7961 76.216 6.791 40.77
136 4.0851 78.867 379.72 37.04 186 6.8628 78.070 7.530 48.52
137 4.1660 79.607 838.34 51.86 187 6.8924 73.281 3.934 38.46
138 4,1783 76.949 2588.89 135.3 188 7.0471 85.828221.16 21.48
139 4.2207 74.857 720.49 44,91 189 7.0877 72.872 8.736 32.07
140 42711 72.995 209.25 38.40 190 7.1343 72.876 1.5%6 31.55
141 4.3917 77.957 512.15 64.06 191 7.1557 74.807 7.7%8 39.23
142 4.4533 77.980 504.08 67.80 192 7.1921 79.450 1.280 35.62
143 4.4749 84.174 240.33 26.11 193 7.2319 74.168 6.930 38.42
144 45167 85.460 321.01 24.32 194 7.2365 81.869 5.686 26.72
145 4.6798 73.375 240.27 34.97 195 7.2739 73.611 5.219 35.67
146 47123 77.970 324.79 55.73 196 7.3141 78.082 2.983 43.89
147 4,7867 73.353 214.14 42,51 197 7.3772 77.998 6.409 40.37
148 4.8124 82.541 220.00 25.15 198 7.4395 79.169 1.882 44 .86
149 4.8223 77.995 233.71 41.49 199 7.5705 76.956 1.918 36.73
150 4.8581 72.779 2264.19 116.9 200 7.5891 72.920171.05 33.91
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RA DEC Flux Flux Err RA DEC Flux Flux Err
ID o ID o

h mJy mJy h mJy mJy
201 7.6496 75.471 189.76 31.46 251 10.0504 72.984 59.43 30.24
202 7.6893 78.039 348.86 55.57 252 10.1069 72.319 36.17 20.90
203 7.7171 80.443 867.65 54.32 253 10.1311 81.535 52.36 31.15
204 7.7641 72.863 172.32 31.84 254 10.1716 82.837 28.28 33.46
205 7.7855 76.651 566.87 43.37 255 10.2274 72.385 01.28 41.75
206 7.8098 78.080 229.26 42.71 256 10.2363 74.616 96.42 36.38
207 7.8210 74.362 322.37 32.39 257 10.2404 85.897 79.43 24.68
208 7.8509 82.682 687.00 44.85 258 10.2946 81.087 40.53 34.31
209 7.8661 79.512 667.74 46.88 259 10.3828 78.070 38.23 32.40
210 8.0225 74.125 144.20 28.96 260 10.3961 80.537 56.63 33.84
211 8.1199 78.791 179.88 35.98 261 10.4911 78.877 24.52 35.51
212 8.1352 73.243 395.34 38.81 262 10.7422 80.900 39.88 50.61
213 8.2441 72.403 114.45 23.40 263 10.7665 73.360 98.82 34.43
214 8.2897 78.016 283.79 58.01 264 10.9769 81.241 83.38 43.13
215 8.3275 75.621 147.74 27.76 265 11.0312 72.419 70.38 29.95
216 8.3513 78.089 475.44 52.66 266 11.0715 76.974 24.2% 40.96
217 8.4245 74.045 333.15 35.39 267 11.0715 79.554 56.32 34.23
218 8.4289 76.908 239.67 35.49 268 11.0780 75.688 34.43 26.93
219 8.4761 78.095 425.44 56.70 269 11.0929 73.317 77.13 33.41
220 8.4822 73.140 172.66 34.10 270 11.1203 72.516 90.32 31.21
221 8.5433 80.116 287.38 32.38 271 11.1888 79.579 58.18 39.09
222 8.5824 72.665 221.85 30.44 272 11.1989 72.323 81.69 28.48
223 8.7114 74.496 140.75 28.36 273 11.3940 73.823 42.12 32.42
224 8.7633 79.265 649.95 45.18 274 11.6557 76.919 45.33 34.07
225 8.8135 78.501 316.96 53.32 275 11.8064 79.381 99.20 28.04
226 8.8748 76.469 163.21 31.91 276 11.8847 80.964 558.16 82.45
227 8.9083 80.576 208.00 32.34 277 11.8861 79.628 08.12 29.48
228 9.1249 73.374 154.40 30.17 278 11.9184 75.580 96.8% 28.32
229 9.1392 73.125 134.95 27.64 279 11.9287 81.967 47.21 28.01
230 9.1394 83.762 174.79 27.19 280 11.9470 81.316 25.53 44.65
231 9.1536 83.453 140.66 27.68 281 12.0045 73.023 824.20 96.74
232 9.1831 79.761 755.94 48.77 282 12.2595 73.414 02.22 35.13
233 9.1857 86.115 131.10 22.55 283 12.3901 80.663 39.79 38.77
234 9.1947 80.873 189.49 32.21 284 12.5216 74.039 472.26 128.45
235 9.2784 72.380 96.62 19.69 285 12.5469 80.933 0.733 33.92
236 9.2798 73.730 230.09 29.96 286 12.5787 77.498 94.11 30.41
237 9.3379 78.409 296.34 35.89 287 12.6159 83.946 63.52 26.05
238 9.5011 86.204 166.76 23.04 288 12.7206 73.244 01.38 38.31
239 9.5373 79.103 471.57 37.67 289 12.7392 87.931 27.79 14.49
240 9.6621 83.277 396.44 33.52 290 12.7915 72.898 10.78 32.32
241 9.7335 82.910 258.67 35.90 291 12.9365 80.275 61.70 29.63
242 9.7619 83.952 200.29 28.18 292 12.9956 80.900 27.08 28.02
243 9.8183 73.214 553.26 43.19 293 13.0154 75.385 29.61 24.77
244 9.8190 79.755 598.32 42.21 294 13.0797 78.913 18.22 27.97
245 9.8456 78.130 439.63 41.79 295 13.0892 80.148 99.2% 29.53
246 9.8646 72.342 103.04 19.41] 296 13.1179 76.825 61.01 30.81
247 9.8861 79.975 153.93 30.49 297 13.1281 85.748 84.42 19.39
248 9.9031 78.026 410.96 41.07 298 13.2945 82.299 15.33 26.21
249 9.9094 74.564 463.82 35.42 299 13.3394 72.345 74.22 23.40
250 9.9939 81.447 197.21 30.80 300 13.3475 77.662 68.42 29.57
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RA DEC Flux Flux Err RA DEC Flux Flux Err
ID o ID o

h mJy mJy h mJy mJy
301 13.3479 84.822 197.33 21.17 351 17.1004 77.122167.64 28.50
302 13.3641 83.264 242.42 24.04 352 17.2484 79.812156.63 29.80
303 13.3909 79.705 570.59 38.94 353 17.2871 74.326138.78 25.80
304 13.6057 72.593 117.33 24.17 354 17.3890 76.889293.01 33.35
305 13.7722 73.340 342.41 34.14 355 17.3950 72.631142.65 21.90
306 13.8847 75.577 214.97 25.59 356 17.4149 77.429231.56 32.68
307 13.9105 72.707 129.86 26.13 357 17.4597 73.863328.58 30.36
308 13.9555 83.675 120.00 21.63 358 17.4719 72.708123.92 25.28
309 13.9611 76.725 495.75 37.39 359 17.5291 73.658221.81 32.47
310 14.1811 72.532 145.75 20.74 360 17.5784 72.649151.50 30.84
311 14.2744 79.726 152.31 28.65 361 17.6179 84.779179.88 25.04
312 14.2823 80.998 247.72 26.47 362 17.6416 72.694377.14 34.02
313 14.3303 76.035 285.20 29.97 363 17.6524 80.098158.56 30.35
314 14.5188 73.203 143.25 28.69 364 17.6822 72.407151.51 29.73
315 14.5864 79.560 245.72 28.871 365 17.6950 72.641417.29 36.26
316 14.5917 76.095 483.27 39.20 366 17.8031 84.958148.54 22.97
317 14.7135 77.124 349.33 38.29 367 17.8630 73.190176.21 34.27
318 14.7409 74.765 117.73 22.73 368 17.9627 75.664168.42 30.20
319 14.7627 85.225 131.11 20.69 369 18.0085 78.460758.41 92.31
320 14.7858 76.951 398.17 36.14 370 18.0229 72.584141.48 29.11
321 14.8031 76.001 390.51 36.51 371 18.0573 74.217189.69 36.15
322 14.9094 72.725 168.96 25.8( 372 18.0671 74.419188.68 29.83
323 15.0109 86.127 106.51 18.2¢ 373 18.1713 73.866298.50 36.17
324 15.0992 83.312 314.62 26.44 374 18.2977 79.646316.09 33.92
325 15.1683 72.713 102.06 20.73 375 18.3597 82.95802.29 25.03
326 15.2161 81.728 196.67 26.14 376 18.3792 79.650650.38 69.88
327 15.3347 72.437 96.77 14.84 377 18.4019 74.346 84.23 39.40
328 15.3478 79.004 165.12 26.86 378 18.4613 73.443313.24 42.60
329 15.4073 73.581 206.01 27.15 379 18.5388 72.529440.57 44.74
330 15.4527 73.263 132.40 25.77 380 18.5422 72.729308.64 51.29
331 15.6015 81.883 158.33 28.86 381 18.5687 73.466620.27 50.61
332 15.7997 75.638 132.21 26.27 382 18.5726 73.666436.79 54.04
333 15.8903 85.726 2494.11 127.1] 383 18.6001 84.28 252.80 37.31
334 16.0253 80.284 198.70 29.34 384 18.6127 85.257147.91 22.45
335 16.1149 85.029 313.36 39.94 385 18.6323 75.621246.02 31.46
336 16.1549 79.680 312.45 30.83 386 18.6486 73.654251.02 44.97
337 16.2159 78.198 497.95 36.04 387 18.7054 79.758143.91 160.75
338 16.3266 85.813 415.22 40.04 388 18.7117 77.726529.44 39.81
339 16.4802 74.526 121.56 23.34 389 18.7621 81.817171.30 27.08
340 16.5271 82.532 822.03 46.19 390 18.7913 80.841319.17 32.43
341 16.5606 72.312 104.57 17.99 391 18.8189 73.044284.19 37.19
342 16.5637 74.096 121.81 24.85 392 18.8472 72.572212.09 29.54
343 16.6478 86.527 209.93 20.58 393 18.8785 73.412186.72 35.82
344 16.7597 74.345 110.66 22.53 394 18.8889 83.584226.10 26.42
345 16.8051 75.795 355.83 30.64 395 18.9073 84.145149.27 24.15
346 16.9056 79.612 856.06 50.29 396 18.9141 83.949240.40 27.06
347 16.9695 79.465 263.84 29.28 397 18.9152 84.546217.72 26.49
348 17.0015 72.424 109.30 21.71 398 18.9181 73.855381.29 37.53
349 17.0101 72.657 144.96 25.59 399 18.9834 77.785298.17 33.56
350 17.0789 77.956 162.43 28.65 400 19.0540 85.599177.73 23.63
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RA DEC Flux Flux Err RA DEC Flux Flux Err

ID o ID
h mJy mJy h mJy mJy

401 19.0867 72.373 144.23 20.97 456 21.9247 77.964026.80 80.12
402 19.1151 73.034 164.19 28.97 457 21.9419 83.620165.41 28.48
403 19.1359 81.018 149.48 28.17 458 21.9589 76.769179.16 36.71
404 19.1446 74.010 160.64 28.63 459 22.0443 77.993751.86 72.18
405 19.1708 74.813 284.17 27.97 460 22.1016 74.613186.62 28.14
406 19.2745 77.867 242.30 30.21 461 22.1637 72.749146.39 28.48
407 19.3219 74.549 196.21 36.79 462 22.1648 83.904146.25 24.60
408 19.4695 73.947 1567.57 83.0( 463 22.2999 72.295114.73 22.60
409 19.5798 81.497 446.15 34.19 464 22.3967 73.185163.51 33.19
410 19.6175 83.949 229.43 27.99 465 22.4497 76.854212.41 38.10
411 19.6814 85.031 183.26 23.3( 466 22.4567 75.539140.68 26.99
412 19.7530 72.802 265.03 27.34 467 22.4671 78.020414.15 48.57
413 19.8509 73.504 154.14 29.56 468 22.4693 73.443167.38 32.73
414 20.0537 79.494 1067.26 60.04 469 22.5733 77.890249.50 43.04
415 20.0833 77.894 981.87 58.03 470 22.6497 81.808140.90 26.20
416 20.1162 74.870 118.10 24.21 471 22.6619 73.572151.50 25.89
417 20.1537 72.466 593.76 37.97 472 22.7056 82.415189.26 26.19
418 20.1725 72.266 114.99 23.4( 473 22.7749 85.945139.43 19.25
419 20.2255 84.621 154.90 24.81 474 22.7829 72.258128.99 15.83
420 20.2827 74.663 240.31 26.07 475 22.8389 72.921186.69 26.66
421 20.3007 73.457 269.24 31.8( 476 22.9795 79.330223.87 27.92
422 20.3707 76.200 512.27 37.28 477 23.1069 82.677170.36 25.17
423 20.4062 87.398 4011.89 201.4 478 23.1182 84.43 155.01 26.49
424 20.4401 82.012 144.28 29.44 479 23.2004 72.710297.31 29.85
425 20.4469 82.929 154.11 27.03 480 23.2576 86.511195.51 19.42
426 20.4925 85.530 116.10 21.28 481 23.2700 73.125206.70 30.30
427 20.5849 78.012 199.04 32.84 482 23.4143 74.314125.41 24.58
428 20.7185 75.094 186.79 27.08 483 23.4184 79.283313.38 29.85
429 20.7543 76.411 285.96 35.79 484 23.4367 80.228138.56 25.72
430 20.9736 77.810 215.08 41.10 485 23.4399 82.542236.68 42.88
431 20.9925 73.488 200.60 32.78 486 23.5165 72.221201.41 21.64
432 20.9938 79.652 1095.11 62.54 487 23.5177 81.347144.29 24.63
433 21.0627 76.567 652.86 49.15 488 23.5675 79.986175.88 30.46
434 21.1396 72.981 193.85 35.87 489 23.5777 76.501207.26 31.20
435 21.1549 80.356 170.54 27.44 490 23.6359 73.968530.80 37.92
436 21.1631 74.584 159.01 30.51 491 23.6989 77.486588.64 48.08
437 21.1741 73.581 176.47 32.97 492 23.7186 78.686515.06 40.25
438 21.1903 72.578 191.13 30.34 493 23.7229 72.837334.68 34.18
439 21.2037 74.151 156.83 31.76 494 23.7339 82.450077.17 60.42
440 21.2182 73.062 213.64 39.29 495 23.7405 77.131228.20 34.23
441 21.2314 82.073 308.84 29.86 496 23.7442 73.060360.40 35.50
442 21.2991 75.170 164.04 29.29 497 23.8185 75.300170.07 28.78
443 21.3298 76.976 160.52 30.34 498 23.8735 75.121163.05 30.87
444 21.4847 84.887 266.71 23.72 499 23.8739 83.561200.18 25.43
445 21.5031 83.935 476.34 33.97 500 23.8917 77.782511.97 45.27
446 21.5243 84.496 175.05 29.59 501 23.9135 74.432201.10 30.30
447 21.5529 82.669 322.40 29.86 502 23.9225 72.807220.70 30.76
448 21.6129 79.755 249.35 28.81 503 23.9235 79.931405.26 35.61
449 21.7101 72.613 195.31 29.77 504 23.9324 81.874475.86 49.82
450 21.7221 73.183 233.02 37.28 505 23.9416 78.701107.75 64.64
451 21.7280 72.969 205.76 35.33 506 23.9525 73.6684077.71 60.49
452 21.7789 74.566 153.28 28.043 507 23.9637 80.934470.93 35.82
453 21.8219 72.356 181.52 29.04 508 23.9787 79.447371.32 38.73
454 21.8256 75.667 143.14 27.64 509 23.9853 74.900186.11 28.78
455 21.9181 72.852 225.60 30.5]
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