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1.1 - AIM OF THE PRESENT STUDY 

The main idea behind the present study is to investigate some effects of the 

electromagnetic fields (EMF) humans are exposed to on a daily basis, by an in vitro 

approach. Two different areas were investigated: one to assess possible detrimental effects 

of the daily use of GSM mobile phones, the other to identify possible positive effects of high 

frequency (HF) EMFs on human health, to be employed as a medical therapy in cancer 

treatments. 

The first part of this study has been conducted at the Interdepartment Centre for 

Environmental Science Research (CIRSA), of the University of Bologna, campus of Ravenna, 

after joining the Environmental Physiology and Biochemistry (EPB) group of Prof Elena 

Fabbri. The second part of the research has been conducted at the Institute of Technology 

Sligo (IT Sligo), in Sligo, Ireland, after joining the Mitochondrial Biology and Radiation 

Research group (MiBRRG) of Dr James Murphy. 

The RF research works were conducted primarily at a cellular level, in vitro. The 

research required also a range of subject material including computer modelling, physical 

tissue-specific simulation and experiments using biological samples. 

For the GSM study, the expression of a stress-response protein and the activity of an 

enzyme involved in important cellular processes (such as neurotransmission) were 

evaluated in several cell lines after exposure to different high frequency (1.8 GHz) GSM 

signals. The present study also evaluated the bio-effects of several frequencies in the MHz 

range (144 and 434 MHz) and how cellular responses differed between tumour and non-

tumour human cell lines. The same approach was adopted for the two areas under analysis: 

an initial phase of simulation of the exposure system employed through a mathematical 

model and a second phase of dosimetry through measurement on biological parameters 

after exposure of the biological targets. 
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1.2 - ELECTROMAGNETIC FIELDS  

 

1.2.1 - STRUCTURE AND DESCRIPTION 

The EMF is a physical field produced by electrically charged objects. It is one of the 

four fundamental forces of nature, describes the electromagnetic interaction and extends 

indefinitely throughout space.  

The field propagates by electromagnetic radiation and can be viewed as the 

combination of an electric field and a magnetic field, though separate electric and magnetic 

fields exist. Electric fields exist whenever a positive or negative electrical stationary charge is 

present and exert forces on other charges within the field. The strength of the electric field 

is measured in volts per metre (V/m). Electric fields are strongest close to a charge or 

charged conductor, and their strength rapidly diminishes with distance from it.  

Magnetic fields arise from the motion of electric charges (currents). In contrast to 

electric fields, a magnetic field is only produced once a device is switched on and current 

flows. The strength of the magnetic field is measured in amperes per meter (A/m), though in 

electromagnetic field research it can be defined by a related quantity, the flux density 

(measured in Tesla, T). Like electric fields, magnetic fields are strongest close to their origin 

and rapidly decrease at greater distances from the source. Also, higher electric currents 

produce stronger magnetic fields. 

If only the electric field (E) is non-zero, and is constant in time, the field is said to be 

an electrostatic field. Similarly, if only the magnetic field (B) is non-zero and is constant in 

time, the field is said to be a magnetostatic field. However, if either the electric or magnetic 

field has a time-dependence, then both fields must be considered together as a coupled 

electromagnetic field using Maxwell's equations. 

Electromagnetic waves were first postulated by James Clerk Maxwell and 

subsequently confirmed by Heinrich Hertz. Maxwell derived a wave form of the electric and 

magnetic equations, revealing the wave-like nature of electric and magnetic fields, and their 

symmetry.  
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Frequencies range from 2.4 · 10
23

 Hz (1 GeV gamma-rays) down to tiny fractions of 

Hertz (mHz) for magnetic pulsations, microhertz and nanohertz for astronomical scale 

waves.  Photon energy is directly proportional to the wave frequency, while wavelength is 

inversely proportional to the wave frequency. 

This relation is illustrated by the following equation: 

ν = c / λ 

where c = 299,792,458 m/s (speed of light in vacuum).  

Electromagnetic radiation (sometimes abbreviated EMR) is a ubiquitous 

phenomenon that takes the form of self-propagating waves in a vacuum or in matter. It 

consists of electric and magnetic field components which oscillate in phase perpendicular to 

each other and perpendicular to the direction of energy propagation. Electromagnetic 

radiation is classified into several types according to the frequency of its wave; these types 

include (in order of increasing frequency and decreasing wavelength): radiowaves, 

microwaves, terahertz radiation, infrared radiation, visible light, ultraviolet radiation, X-rays 

and gamma-rays. A small and somewhat variable window of frequencies is sensed by the 

eyes of various organisms; this is the visible spectrum, or light. 

EM radiation exhibits both wave properties and particle properties at the same time. 

 

1.2.2. - ELECTROMAGNETIC SPECTRUM 

The electromagnetic spectrum is the range of all possible electromagnetic radiation 

frequencies (Fig. 1.2). The electromagnetic spectrum extends from below frequencies used 

for modern radio (at the long-wavelength end) through gamma radiation (at the short-

wavelength end), covering wavelengths from thousands of kilometres down to a fraction 

the size of an atom. It is thought that the short wavelength limit is in the vicinity of the 

Planck length while the long wavelength limit is the size of the universe itself, although in 

principle the spectrum is infinite and continuous. 

Generally, EM radiation is classified into several types according to the frequency of 

its wave; these types include (in order of increasing frequency and decreasing wavelength): 

radio waves, microwaves, terahertz radiation, infrared radiation, visible light, ultraviolet 

radiation, X-rays and gamma rays. The behaviour of EM radiation depends on its 

wavelength. When EM radiation interacts with single atoms and molecules, its behaviour 

also depends on the amount of energy per quantum (photon) it carries.  
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Fig. 1.2 – The electromagnetic spectrum. (A) illustrates the EM radiation classification based on wavelength 

(top) and frequency (bottom); (B) represent the EM radiation distinctive types (ELF, RF, MW, IR, UV, X-ray) and 

(C) summarizes the EM potential health effects for different radiation types.       

 

ELF stands for Extremely Low Frequency and refers to the range 30 - 300 Hz. These 

frequencies were used by the US Navy and the Soviet Navy to communicate with 

submerged submarines. The frequency at which alternating current is transmitted from a 

power plant to the end user is 50 Hz in most part of world.  

Radio frequency (RF) is a frequency or rate of oscillation within the range of about 30 

kHz to 300 GHz. In particular, this band can be divided into: low frequency (LF), referring to 

the range of 30 kHz to 300 kHz, used in Europe, parts of Northern Africa and Asia for AM 

broadcasting; medium frequency (MF), referring to the range of 300 kHz to 3 MHz, used as 

the medium wave broadcasting band; high frequency (HF), referring to the range of 3 MHz 

to 30 GHz. Radiowaves generally are utilized by antennas of appropriate size, with 

wavelengths ranging from hundreds of metres to about one millimetre, which are used for 

transmission of data, via modulation. Television, mobile phones, wireless networking and 

amateur radio all use radiowaves. Radiowaves can be made to carry information by varying 

a combination of the amplitude, frequency and phase of the wave within a frequency band 

and the use of the radio spectrum is regulated by many governments through frequency 

allocation. When EM radiation impinges upon a conductor, it couples to the conductor, 

travels along it, and induces an electric current on the surface of that conductor by exciting 

the electrons of the conducting material. This effect (the skin effect) is used in antennas.  

Microwaves (MW) are electromagnetic waves with frequency between 2 and 300 

GHz. They are employed in wireless communication (e.g. the Bluetooth technology is based 

(A) 

 

 

(B) 

 

(C) 
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on 2.4 GHz MW band), remote sensing (radar), spectroscopy and appliance. MW radiation 

can cause certain molecules to absorb energy and can determine a dielectric heating in 

water, fats and sugar contained in the food. This property is the one exploited around 2.4 

GHz in microwave ovens. 

Infrared (IR) radiation refers to a frequency range between 1 and 430 THz. Infrared 

imaging is extensively used for military and civilian purposes for night vision, thermal 

analysis, remote temperature sensing, weather forecasting, etc.  

The visible spectrum is the portion of EM spectrum that can be detected by human 

eye and is in the range between 400 to 790 THz. 

Ultraviolet (UV) is the EM radiation found in sunlight, ranging from 750 to 1500 THz 

in frequency. 

Above 10
16

 Hz (X-rays and gamma-rays) the energy carried by the EM waves (which 

depends on the wave frequency, rather than on the field strength) becomes strong enough 

to break molecular bonds and is then called ionizing radiation. That means that the EM 

wave has enough quantum energy to eject an electron from an atom or molecule and 

therefore produce a positive ion (Fig. 1.3).  

 

Fig. 1.3 – A scheme of the ionization reaction. An incident photon ejects an electron from an atom, ionizing it. 

Photoelectric effect (left) involves the interaction of the photon with the highly bound inner electrons, while 

Compton scattering effect (right) involves the interaction with outer electron that are bound more loosely.  

 

This is a crucial distinction, since ionizing radiations can produce a number of 

physiological effects, such as those associated with risk of mutation or cancer, which non-

ionizing radiations cannot directly produce at any intensity.    
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1.2.3 - ELECTROMAGNETIC FIELDS AND ENVIRONMENT 

Electromagnetic radiation has been around since the birth of the universe; light is its 

most familiar form. Electric and magnetic fields are part of the spectrum of electromagnetic 

radiation which extends from static electric and magnetic fields, through radiofrequency 

and infrared radiation, to X-rays. Though such a natural electromagnetic background has 

always been present on earth, the anthropic activities increased the number of sources of 

electromagnetic fields, so that the electromagnetic natural level is hundreds of times higher 

since the latter 20
th

 Century. Mobile phones and wireless network make human lives easier, 

but the arising question is whether the waves from human-made EMFs are somehow 

damaging our health. 

The general public is concerned about exposure to EMFs at home, at school and in 

public places, but a clear distinction must be made between low frequency (LF) and high 

frequency (HF) electromagnetic field, in terms of use, applications and effects. 

The best known effects, based on more than 30 years of research, are those due to 

extremely low (ELF) EMFs, i.e. at supply frequency (50 Hz in UK, and 60 Hz in USA, with 

similar effects), arisen most markedly from high voltage power lines, substations and house 

wiring. EMFs from household appliances typically become insignificant beyond half a metre 

and exposure to them is generally short and can be controlled by the user. A main concern 

is about long- term exposure to externally imposed fields, particularly from power lines, and 

their potential effects in terms of increase in cancer or childhood leukaemia occurrence. 

Nonetheless, the UK National Radiological Protection Board Agency (NRPB-AG) concluded in 

1994 that: "there is no persuasive biological evidence that ELF EMFs can influence any of the 

accepted stages in carcinogenesis", but stressed the need for urgent research. The NRPB 

stressed the inability of ELF fields to damage DNA directly, which is accepted, and 

considered cancer promotion (accelerating an existing cancer) but not indirect initiation of 

cancer.  

Another main concern is about exposure to EMFs at other frequencies, i.e. 

radiofrequency. Research suggests relevant effects in cell signalling, cell regulation, immune 

suppression, melatonin synthesis and calcium uptake. NRPB-AG recognizes some positive 

findings but insufficient verification to be persuaded (http://www.europarl.europa.eu/). 

Moreover, few epidemiological studies associate the RF EMF exposure to an increase in 

cancer or childhood leukaemia occurrence. But these reports have not been conclusive in 
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indicating detrimental effects on human health (Rothman, 2000; Schuz et al., 2006). 

Published studies have also suggested associations of RF EMFs with depression, suicide and 

Alzheimer's disease. Minor ill effects, such as headaches and sleeplessness, are much more 

commonly reported at the anecdotal level. Continual buzzing in the ears, interfering with 

sleep and normal life, has also been reported. The studies conducted on these effects noted 

that all of these symptoms can also be easily attributed to stress and that they cannot be 

separated from nocebo effects (Röösli, 2008).  

Nonetheless, it is now years since the number of mobile phones in Europe exceeded 

the number of people and phone network coverage is almost everywhere. Wi-Fi networks, 

phone masts, power lines, GPS receivers are considered some of the main causes of the 

growing amount of electromagnetic waves. Human beings are now almost constantly 

exposed to a “cocktail” of electromagnetic fields and the health risks are still to be fully 

characterized, despite the increasing number of research on the potential effects of this 

daily exposure.   

The World Health Organization (WHO) stated that given the novelty of mobile 

telephony the public health consequences won’t be known until 2015, deadline for the 

submission of the data provided by Interphone project, a cooperative research among 13 

countries, aimed at investigating the risk of cancer for the mobile phone users over 10 years 

of study.  

At present there are no EU-wide laws governing the safety of mobile telephony, but 

a recommendation (http://www.europarl.europa.eu/). One of the EU Parliament report 

calls for action provides the precautionary principle, based on the International Commission 

on Non-Ionizing Radiation Protection (ICNIRP) and already used in other forms of public 

policy. It calls for the following steps: an EU limit of 3 volts per metre (already adopted by at 

least nine countries); antennas and phone masts set at a specific distance from schools and 

hospitals; maps of exposure to high-voltage power lines, radio frequencies and microwaves 

publicly available online. 

Since it is well known that both ELF and HF EMFs are biologically active, even though 

the mechanism of action has not been completely explained (Hendee and Boteler, 1994; 

Maisch and Rapley, 1998), the current policy adopted by many EU countries is based on 

public information and precautionary principle, the latter enshrined in policy to limit harm 

when scientific knowledge is not conclusive (http://www.europarl.europa.eu/). On the 
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other hand, assessing the sanitary risks due to the electromagnetic field is extremely 

complicated and so far a high number of different theories have been published, dealing 

with this issue from different approaches. A multidisciplinary approach is to be preferred 

since it can take into consideration different aspects involved, such as biological, medical, 

epidemiological, physical and technological competence, as established in the last few years 

by the WHO and the ICNIRP. 

 

1.2.4 - POSSIBLE BIOLOGICAL EFFECTS OF ELECTROMAGNETIC FIELDS 

While it’s clear that high-energy electromagnetic fields, such as X-rays, may 

introduce biological effects through ionizing damage, what is less certain is the extent to 

which low-energy non-ionizing EMFs may influence biological systems.  

A main distinction between biological and health effects must be made. Biological 

effects are measurable responses to an external stimulus that are not necessarily harmful, 

because of the body mechanisms of reaction. Nonetheless biological effects that lead to 

irreversible changes or stress the organism for long periods of time may constitute a health 

hazard. An adverse health effect causes detectable impairment of the health of the exposed 

individual or of his or her offspring; a biological effect, on the other hand, may or may not 

result in an adverse health effect. 

It is not disputed that electromagnetic fields above certain levels can trigger biological 

effects.  

The human population conducts their daily lives in an ever increasing sea of 

electromagnetic waves, particularly in cities and public buildings. Man-made sources of 

electromagnetic fields that form a major part of industrialized life - electricity, microwaves 

and radiofrequency fields – are unable to break chemical bonds, but can penetrate a body 

according to their frequency and the properties of the medium passed through (Table 1.1). 

For the soft materials of a human body, roughly an aqueous medium, the wave penetration 

is nearly a tenth of its wavelength.  
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Table 1.1 – Wavelength and penetration depth of different kind of electromagnetic waves. 

 

 

The amount of energy a body can absorb depends on the wavelength: 

electromagnetic waves that cannot penetrate deeply into a body can release a smaller 

amount of energy than those waves that can go deeper. This feature leads to the main 

distinction between low frequency electromagnetic waves (ν<300 Hz) and high frequency 

electromagnetic waves (ν>300 Hz). 

The electric charges in a body are excited by the incoming electromagnetic field, thus 

the interactions with the human bodies are depending on the electromagnetic wave 

frequency. Low frequency waves have wavelengths higher than 1000 km; therefore a body 

perceive the electromagnetic field as if it was constant. Nonetheless they create electric 

currents inside the body, due to the oscillating magnetic field. Household appliance with a 

100 μT magnetic field, which oscillate at a frequency of 50 Hz, can induce a current of 5 · 10
-

6
 A/m

2
 inside human body. However high-voltage lines are characterized by 10 times smaller 

magnetic fields (10 μT), which induces lower electric currents: at a distance of 20-30 cm the 

induced current is in the range of 10
-7

 A/m
2
. The limit above which acute effects can be 

detected is 2 · 10
-3

 A/m
2
. 

Tiny electrical currents exist in the human body due to the chemical reactions that 

occur as part of the normal bodily functions, even in the absence of external electric fields. 

For example, nerves relay signals by transmitting electric impulses, many biochemical 

reactions from digestion to brain activities go along with the rearrangement of charged 

particles, and the heart is electrically active. 

Low-frequency magnetic fields induce circulating currents within the human body 

and the strength of these currents depends on the intensity of the outside magnetic field. If 

Frequency Wavelength Penetration

50 Hz 6 · 10
6 
m 6 · 10

5 
m

1 KHz 3 · 10
6 
m 3 · 10

4 
m

1 MHz 300 m 30 m

140 MHz 2.14 m 0.214 m

434 MHz 0.69 m 0.069 m

915 MHz 0.33 m 0.033 m

1 GHz 0.3 m 0.03 m

1.81 GHz 0.17 m 0.017 m
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sufficiently large, these currents could cause stimulation of nerves and muscles or affect 

other biological processes. 

High frequency electromagnetic fields (~2 GHz) can penetrate very shortly inside the 

bodies. Even for the waves emitted by mobile phones base stations the penetration inside 

the body is less than 10 cm, which is a very short distance compared to human body scale, 

and at the same time their oscillating frequency is so fast that the energy is transferred very 

quickly. Therefore such a short penetration doesn’t allow the induction of electric currents 

inside the body, but the thermal effects due to the energy transfer can be in this case 

significant. A 600 W power, typical of a GSM base station antenna, can lead to a 5.4 · 10
-6

 °C 

increase in body temperature when the distance between the antenna and the body is 30 

cm.  

GSM 900 handsets have 2 W peak and 0.25 W average of heating power. GSM 1800 

handsets have half this power level. With a mobile phone with a maximum power of 1 W, 

the energy produced is 200 W/(m
2
·sec), equal to one fourth of the energy produced by solar 

radiation. This energy could potentially lead to an over-heating of the parts that are in 

contact with the mobile phone (mainly ear, head and hand). A 0.1°C increase in the 

temperature of heads exposed for 15 minutes inside an adiabatic cage has been recorded. 

But in normal conditions, the physiological mechanisms for heat dispersion lower the 

temperature, by dispelling the heat through the blood stream. Thermal effects on humans 

are noticeably reduced and therefore considered negligible. 

For many years the thermal effects have been the only acknowledged effects, but 

some research are recently showing also non-thermal effects, due to the interaction 

between the waves and the body’s molecular structures. Nonetheless the consequences of 

non-thermal effects are still to be studied in depth.  

Modelling the energy absorption by matter could be an interesting and extremely 

useful approach. The electric conductibility and the dielectric property of the crossed matter 

are two necessary parameters to gain a reliable measure of the specific absorption rate 

(SAR), considered a fundamental dosimetric quantity in this kind of studies. It is defined as 

the power absorbed per mass of tissue (W/kg) and it can be calculated from the electric 

field within the tissue as: 
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where σ is the sample electrical conductivity, |E| is the magnitude of the induced electric 

field and ρ is the sample density.  

For humans it is almost impossible to calculate the exact SAR value, since the 

electrical conductivity in human body is not defined and the induced electric field is 

extremely hard to measure.  Therefore it is usually averaged either over the whole body, or 

over a small sample volume (typically 1 g or 10 g of tissue). The value cited is then the 

maximum level measured in the body part studied over the stated volume or mass.  

SAR is used to measure the rate at which RF energy is absorbed by a biological target 

when exposed to EMFs between 100 kHz and 10 GHz. It is commonly used to measure 

power absorbed from mobile phones and during magnetic resonance imaging (MRI) scans. 

The value will depend heavily on the geometry of the part of the body that is exposed to the 

RF energy and on the exact location and geometry of the RF source. Thus tests must be 

made with each specific source, such as a mobile phone model, and at the intended position 

of use. For example, when measuring the SAR due to a mobile phone the phone is placed at 

the head in a talk position. The SAR value measured is then the value measured at the 

location that has the highest absorption rate in the entire head, which for a mobile phone 

often is as close to the phone as possible.  

Various governments have defined safety limits for exposure to RF energy produced 

by mobile devices that mainly exposes the head or a limb for the RF energy. In the United 

States the Federal Communication Commission (FCC) requires that phones sold have a SAR 

level at or below 1.6 watts per kilogram (W/kg) taken over a volume of 1 gram of tissue. In 

the European Union SAR limits have been set at 2 W/kg averaged over 10 g of tissue, as 

specified by the European Committee for Electrotechnical Standardization (CENELEC), 

following the International Electrotechnical Commission (IEC) standards (IEC 62209-1).  

 

 

1.3 - APPLICATIONS OF NON-IONIZING ELECTROMAGNETIC FIELDS 

Typical industrial application of non-ionizing electromagnetic field can be: 

- Maritime transmission, video terminals (3 – 30 kHz) 

- Maritime transmission, welding, fusion, temper, sterilization, AM radio transmission, 

telecommunication, radio navigation (100 kHz – 3 MHz) 
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- Heating, desiccation, gluing, welding, polymerization, dielectric substances 

sterilization, medical application, civic and international radio transmission, radio 

astronomy (3 – 30 MHz) 

- FM radio transmission, TV-VHF emission, air traffic radar, mobile and portable 

transmitter, mobile telephony (30 – 300 MHz) 

- Road traffic radar, meteorological radar, mobile telephony, telemetry, medical 

application, microwave ovens, alimentary industry process (300 MHz – 3 GHz) 

- Altimeter, sea traffic radar, satellite communication, police radar (3 – 30 GHz)  

- Radio astronomy, radio meteorology, microwave spectroscopy (30 – 300 GHz) 

 

1.3.1 - GSM TRANSMISSION 

The Global System for Mobile communications (GSM) is the most popular standard 

for mobile phones in the world. Its promoter, the GSM Association, estimates that 80% of 

the global mobile market uses this standard. GSM is used by over 3 billion people across 

more than 212 countries and territories. Its ubiquity makes international roaming very 

common between mobile phone operators, enabling subscribers to use their phones in 

many parts of the world. GSM differs from its predecessors in that both signalling and 

speech channels are digital, and thus is considered a second generation (2G) mobile phone 

system. This has also meant that data communication was easy to build into the system. 

The ubiquity of the GSM standard has been an advantage to both consumers (who 

benefit from the ability to roam and switch carriers without switching phones) and also to 

network operators (who can choose equipment from any of the many vendors 

implementing GSM). GSM also pioneered a low-cost (to the network carrier) alternative to 

voice calls, the short message service (SMS, also called "text messaging"), which is now 

supported on other mobile standards as well. Another advantage is that the standard 

includes one worldwide emergency telephone number, 112. This makes it easier for 

international travellers to connect to emergency services without knowing the local 

emergency number. 

Newer versions of the standard were backward-compatible with the original GSM 

phones. For example, Release '97 of the standard added packet data capabilities, by means 
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of General Packet Radio Service (GPRS). Release '99 introduced higher speed data 

transmission using Enhanced Data Rates for GSM Evolution (EDGE). 

GSM is a cellular network, which means that mobile phones connect to it by 

searching for cells in the immediate vicinity. There are five different cell sizes in a GSM 

network—macro, micro, pico, femto and umbrella cells. The coverage area of each cell 

varies according to the implementation environment. Macro cells can be regarded as cells 

where the base station antenna is installed on a mast or a building above average roof top 

level. Micro cells are cells whose antenna height is under average roof top level; they are 

typically used in urban areas. Picocells are small cells whose coverage diameter is a few 

dozen metres; they are mainly used indoors. Femtocells are cells designed for use in 

residential or small business environments and connect to the service provider’s network 

via a broadband internet connection. Umbrella cells are used to cover shadowed regions of 

smaller cells and fill in gaps in coverage between those cells. 

Cell horizontal radius varies depending on antenna height, antenna gain and 

propagation conditions from a couple of hundred metres to several tens of kilometres. The 

longest distance the GSM specification supports in practical use is 35 kilometres. There are 

also several implementations of the concept of an extended cell, where the cell radius could 

be double or even more, depending on the antenna system, the type of terrain and the 

timing advance. 

The structure of a GSM network (Fig. 1.4) is large and complicated in order to 

provide all of the services required. It is divided into a number of sections and these are 

each covered in separate articles: 

- Base station subsystem (the base stations and their controllers) 

- Network and switching subsystem (the part of the network most similar to a fixed 

network)  

- GPRS core network (the optional part which allows packet based on internet connections)  

All of the elements in the system combine to produce many GSM services such as voice calls 

and SMS. 

One of the key features of GSM is the Subscriber Identity Module, commonly known 

as a SIM card. The SIM is a detachable smart card containing the user's subscription 

information and phone book. This allows the users to retain their information after 

switching handsets. Alternatively, the user can also change operators while retaining the 
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GSM uses a combination of frequency division multiple access (FDMA) and time 

division multiple access (TDMA). This means that within each band there are a hundred or 

so available carrier frequencies on 200k Hz spacing (the FDMA bit), and each carrier is 

broken up into time slots so as to support 8 separate conversations (the TDMA bit). 

Correspondingly, the handset transmission is pulsed with a duty cycle of 1:8; and the 

average power is one eighth of the peak power. Once a call is in progress, the phones are 

designed to reduce the radiofrequency (RF) output power to the minimum required for 

reliable communication - under optimum conditions, the power can be set as low as 20 mW 

(one hundredth of full power). Battery consumption and radiation output of the handset is 

further reduced by using 'discontinuous transmission' (DTX); the phone transmits much less 

data during pauses in the conversation. 

The basic handset transmission consists of carrier bursts of 0.577 ms duration, 

repeating every 4.615 ms, giving a repetition rate of 216.7 Hz. This means that for one 

eighth of a so-called frame is being used for transmitting the signal by a mobile. One 

timeframe has duration of 4.616 ms and each time frame is divided into eight 577 µs slots. 

The mobile emission can occur only during one of this 577 µs slot. The energy transferred to 

the biological target is therefore all gathered in one slot, in which it will be 8 times higher 

than the average. The modulation used in GSM is Gaussian minimum-shift keying (GMSK), a 

kind of continuous-phase frequency shift keying. In GMSK, the signal to be modulated onto 

the carrier is first smoothed with a Gaussian low-pass filter prior to being fed to a frequency 

modulator, which greatly reduces the interference to neighbouring channels (adjacent 

channel interference). Owing to the coding and control protocols, every 26
th

 pulse is 

omitted during a conversation, leading to a component in the output modulation at 8.33 Hz.  

The general consensus of the scientific community and the relevant radiation - 

protection bodies is that there is no significant evidence of a health risk from mobile 

phones. Nevertheless, some people still claim to suffer headaches and other symptoms 

which they blame on their phone. Long term effects, of course, can only be observed after a 

long time. The official line is basically that they are safe, but some caution wouldn't go 

amiss. The emitted RF energy will be much reduced by using the phone in a good signal area 

(e.g. line of sight to the base-station), whereas use in a poor signal area like inside a lift or a 

tunnel will result in the phone using a much higher power.  
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People should consider the following points: with a 2 W transmitter power the RF 

field strength, within a couple of centimetres of the aerial, is quite high (around 400 V/m). 

For comparison, most electronic equipment is usually only guaranteed to operate normally 

in fields up to 3 V/m. Use of a phone within a few metres of electronic equipment can cause 

interference, and possible malfunction.  

The pulsed structure of the output has, rightly or wrongly, also been a source of 

concern for human well-being, mainly because the component at 8 Hz is close to brainwave 

frequencies.  

Besides the magnetic component of the RF field, a mobile phone would be expected 

to emit a weak, low frequency magnetic field. This will be generated by the power wiring 

inside the phone as the 2 W transmitter (around 1 A from the 2 V battery) is switched on 

and off. Although the strength of this field is much less than the Earth's constant magnetic 

field, recent studies have indicated that even very weak switched magnetic fields are 

capable of affecting neurons in the brain, and of aborting epileptic fits.  

What is for sure is that RF energy to which the public are exposed from base stations 

is typically less than one thousandth of the strength of that from holding a handset to the 

ear. Technically higher power television transmitters have been operated on similar 

frequencies (to GSM 900) for many years (albeit with different modulation structure), and 

yet have not caused such an outcry. 

 

1.3.2 - MEDICAL DEVICES 

Studies on the biological effects of high frequency electromagnetic fields have 

resulted in significant developments in medical application for electromagnetic fields, after 

the development of high-strength superconducting magnets. Antennas and electromagnetic 

devices are an integral part of medical applications ranging from imaging to hyperthermia 

treatment and communications for tissue-implanted devices. 

The medical use of high frequency EMFs is well established and is currently 

employed by physiotherapists to accelerate recovery from strains (Van Nguyena and Marks, 

2002) and is also used in oncology for breast tumour ablation through hyperthermia (Wu et 

al., 2006: Van Wieringen et al., 2009) and as an adjunction in radiotherapy (Franckena et al., 

2009). 
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The use of heat in cancer treatment dates back to the ancients with the application 

of red-hot irons by Ramajama (2000 B.C.), Hippocrates (400 B.C.) and Galen (200 A.D.). In 

more recent times, Westermark (1898) placed hot water circulating cisterns into advanced 

carcinomas of the uterus and found palliative shedding of some tumours. Coley (1927) 

introduced “toxin” therapy for cancer, but stated that responses were associated with 

temperatures of 39-40° for several days duration, suggesting that the febrile reaction might 

have been the tumoricidal agent. Simultaneously Keating-Hart and Doyen (1910) introduced 

electro-coagulation of tumours, which is still in use today. Warren (1933) was one of the 

first to apply infrared and high frequency current heating of tumours and found objective 

remissions of some cancers. With the subsequent development and popularity of X-

irradiation therapy, hyperthermia research was all but abandoned until modern times when 

the selective thermo-sensitivity of tumour cells was more fully appreciated (Storm, 1981). 

Numerous recent studies have shown the usefulness of controlled local 

hyperthermia as an adjunct in tumour therapy. Application of microwave or ultrahigh 

frequency (UHF) energy can be used to produce the required heating.  

An increased interest in applications of electromagnetic techniques in medical 

diagnosis and therapy has been observed since 70’s. In therapy, there are indications that 

local and/or whole body hyperthermia provides successful modality in treatment of some 

malignant tumours. Microwave energy is one of the effective ways of inducing rapid 

hyperthermia, but difficulties are experienced in heating deep laying tissues and heating a 

relatively large volume of tissue.  

In general, the desired characteristics of a microwave radiator include: an effective 

deposition of the energy in a defined tissue volume (e.g. in the muscle without overheating 

the skin), good impedance matching, minimum leakage of microwave energy into the 

outside of the treated area and lightweight, rugged and easy to handle design (Bahl et al., 

1980).  

At temperatures between 41-45°C, cancer cells are more sensitive to heat than their 

normal cell counterparts. In vitro and in vivo tumour models have shown irreversible 

damage and complete regression of various tumours at 42-45˚C, while normal cells were 

killed at least one degree higher temperature of more than double the duration of heating. 

That’s because less-well oxygenated cells seem to be most vulnerable to thermal injury 

(Storm, 1981). Hyperthermia causes alteration in both DNA and RNA synthesis, as well as 
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depression of multiple cellular enzymatic systems required for cell metabolism and division. 

Its major model of action may be to increase cell and lysosome membrane permeability, 

causing selective internal destruction of the cancer cell.  

The organs and organ systems affected by microwave/radio frequency (MW/RF) 

exposure are reported to be susceptible, in terms of functional disturbance and/or 

structural alterations. Some reactions to MW/RF exposure may lead to measurable 

biological effects which remain within the range of normal (physiological) compensation 

which can be used for therapeutic purposes. Some reactions on the other hand, may lead to 

effects which may be potential or actual health hazards. 

Most of the biological data are explained by thermal energy conversion, almost 

exclusively as enthalpy energy (heating) phenomena. This conclusion, however, does not 

provide a predictive model of the biological consequences of non-uniform absorption of 

energy in animals and humans that can result in unique biological effects. Furthermore, 

induced temperature gradients in deep body organs may act as a functional stimulus to alter 

normal function both in the heated organ and in other organs of the system. It should also 

be pointed out that temperature rises from diverse aetiologies may induce chromosomal 

alterations, mutagenesis, virus activation, and inactivation, as well as behavioural and 

immunological reactions. The non-uniform pattern of microwave absorption, with differing 

rates of temperature rise at absorption sites, results in a pattern of heating which cannot be 

replicated with radiant, convected, or conducted heat (Michaelson, 1980).  

An improvement to microwave application has been gained about 10 years ago 

through the development of a needle-like medical device, which ablate dysfunctional tissue 

by RF application. This is called radio frequency ablation (RFA) and is a medical procedure 

where tumour or other dysfunctional tissue is ablated using microwave energy to treat a 

medical disorder. Once the diagnosis of tumour is confirmed, a needle-like RFA probe is 

placed inside the tumour. The radiofrequency waves passing through the probe increase the 

temperature within tumour tissue that results in destruction of the tumour. Generally RFA is 

used to treat patients with small tumours that started within the organ (primary tumours) 

or that spread to the organ (metastasis). RFA has shown promise as a technique for treating 

solid tumours in the ideal size of 5-7 cm (Gao et al., 2008) which cannot be removed 

surgically (Bauditz et al., 2008).  
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Another device proposed for treating cancer is the Kanzius RF Machine, a radiowave 

generator that warms nanoparticles attached to or absorbed within cancer cells. The 

warming kills the cancer cells with little or no damage to nearby cells. Unique physical 

characteristics (a protein, a receptor, etc.) of specific cancer cell lines are identified, a 

“targeting molecule” is chemically attached to a gold nanoparticle or carbon nanotube, and 

the combination is injected into the bloodstream of the patient. The targeting molecule 

eventually delivers the nanoparticle to the cancer cell (Cardinal et al., 2008). 

 

1.3.3 - RADIOWAVE CANCER THERAPY 

Few therapeutical approaches to date have been reported to demonstrate divergent 

properties in tumour and normal tissue as may be observed from radiowave exposure 

(Lazebnik et al., 2007). Lazebnik et al. (2007) have shown breast tumour tissue and normal 

tissue to have different properties when exposed to radiowaves in the 100 MHz – 20 GHz 

range, with cancerous tissue showing an approximative 10 fold higher dielectric constant 

and 50-100 fold greater effective conductivity than normal tissue in the 100-500 MHz range. 

Several different applicators are now commercially available for treating various tumour 

locations, such as the BSD2000 (BSD Medical Hyperthermia Systems, USA) and a RF-phased 

array heat applicators. Deep-seated tumours that are located more than 3 cm under the 

skin surface can be treated by deep regional hyperthermia provided by focused EM energy 

radiated at about 100-140 MHz delivering up to 50 W per dipole (Li et al., 2008). 

External heating devices appropriate for deep hyperthermia in the intact breast 

include ultrasound phased arrays (Hynynen et al., 2001) and radio-frequency (RF) 

electromagnetic phased arrays (Gromoll et al., 2000). Ultrasound is a local modality for 

heating small targets in the breast (up to about 2 cm diameter (Malinen et al., 2004)), 

whereas heat generated by RF electromagnetic devices is delivered regionally across a much 

larger area. RF phased arrays have been developed previously for deep hyperthermia in the 

pelvis (Wust et al., 1991) and in the extremities. These arrays apply RF frequencies in the 

60–140 MHz range for increased penetration while delivering heat to deep targets. A 

microwave phased array system has also been constructed for thermal therapy in the breast 

(Fenn et al., 1999).  

To exploit the greater penetration depths afforded by RF applicators, a four channel 

RF phased array applicator has been developed for hyperthermia cancer treatments in the 
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intact breast. This phased array operates at 140 MHz, which increases the penetration 

depth substantially over that achieved by microwaves. This RF phased array has been 

characterized with measurements of the electric field, and these measurements are 

consistent with the fields predicted by finite-element simulations. Additional finite element 

and bio-heat transfer modelling results suggest that this array is capable of delivering 

therapeutic heat in an idealized model of the breast. These measurement and simulation 

results show that this RF phased array system can focus the electric field within a water tank 

and in simulated tumour targets in the breast (Wu et al., 2006). 

Most clinicians view RF as merely a vehicle by which direct and focused heating may 

be achieved. A more recent developed technique that involves non-thermal EMF effects is 

electroporation and is employed in the treatment of radiotherapy and chemotherapy 

resistant tumours and usually combined to other cancer therapies (Hofman et al., 1999). 

Radiowave therapy is not a microwave treatment, even though it is based on non-ionising, 

radiofrequency radiation, while radiotherapy uses X-rays or y-rays (ionizing radiation). A 

new approach to cancer cure is based on the use of both of them altogether: patients are 

exposed to radiofrequency electromagnetic waves, acting as a sensitizing agent prior to low-

dose, external-beam radiotherapy.  

In particular, the metabolism of cancer cells seems to be affected at the specific 

frequency of 434 MHz, which is supposed to have a non-thermal effect on the physiology of 

cancer cells (Holt, 1977). 

The amount of RF energy that is absorbed by human body tissue and the rate at 

which the energy decreases with the depth of penetration depends on both the type of 

tissue that the energy passes through and on the frequency of the incident radiation. At 

radio frequencies below 4 MHz the body is essentially transparent to the energy. As the 

frequency is increased, more energy is absorbed by the human body. Radiowaves at the 

specific frequency of 434 MHz have a non-thermal effect on the physiology of cancer cells, 

namely increased cell division or some changes in the electrochemistry of cells evidenced by 

resonance effects (Holt and Nelson, 1985; Holt, 1988; Trotter at al., 1996; Holt 1997; Kirson 

et al., 2004).  

Differences have been observed in the power spectrum of the radiowave waveform 

emitted by cancer patients' bodies during radiowave treatment (Fig. 1.5), compared to the 

spectrum emanating from people without cancer (Joines et al., 1980). The power spectrum, 
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or spectral density, describes the power contribution to a signal at various frequencies. This 

can be measured by a spectrum analyzer.  

The changes in radiowave reflection pattern and absorbed power caused by a cancer 

ceases within one to two minutes of death. This effect is thought to be due to the 

interaction of 434 MHz and charged radicals present in cancer cells (Holt, 1977). This 

postulation was supported with the observation that when a tumour decreased in size 

during the course of a treatment the power spectrum would gradually return to the 

"normal" unimodal shape. This difference can be attributed to an electrical resonance effect 

in cancer cells when they are stimulated by RF energy, specifically at 434 MHz. This 

resonance effect could be attributed to some change in the electrical conductivity of 

malignant cells, although this was not elucidated. 

 

 

Fig. 1.5 – Changes in the power spectrum of the radiowave waveform emitted by patients’ bodies during 

radiowave treatments. Top: patient without cancer, middle and bottom: patients with cancer. From Holt, 1977. 

 

The proportion of cancer cells killed by using H-wave polarised 434 MHz 

electromagnetic radiation applied fifteen minutes before low doses (0.5 to 0.8 Grays) of X-

radiation (140, 220, 330 KV, 4 MeV and Co
60

 sources) is between three and over one 

hundred times better than X-radiation alone. This increased sensitivity to X-radiation varies 

with the cancer’s site, with the physical features of host and cancer, with the cancer growth 

rate, with the 434 MHz dose delivered and absorbed, with the normothermic X-radiation 

sensitivity and other as yet unknown factors (Holt and Nelson, 1985; Trotter et al., 1996; 

Van der Zee et al., 2000). 
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Few cancer therapeutic approaches to date have been reported to demonstrate such 

divergent properties in tumour and normal tissue as may be observed when tissues are 

exposed to high-frequency radiowaves (Lazebnik et al, 2006). The observation of such 

contrasting properties provides great impetus to develop and exploit the full therapeutic 

potential of radiowave exposure and more specifically to investigate this relatively novel 

approach to cancer therapy.  

The precise sub-cellular effects of exposure to high energy RF have yet to be 

elucidated limiting our ability to exploit its therapeutic potential to the full. This part of the 

study is a preliminary research from initial in vitro exposures to confirm if tumour prostate 

cells are more RF sensitive than non-tumour prostate cells. The long term rationale is 

addressed, in a methodical manner, how to maximize the targeting of only tumour cells, 

without damaging non-tumour cells, and will examine the efficacy of RF as a stand-alone 

approach to cancer therapy.  

 

 

1.4 - EXPERIMENTAL EXPOSURE SYSTEMS 

 

1.4.1 - 1.8 GHz GSM EXPOSURE SYSTEM  

Following the specifications outlined by Schönborn et al. (2000), this setup consists 

of two 128.5 × 65 × 424 mm
3
 brass single-mode waveguide resonators operating at a carrier 

frequency of 1800 MHz, and placed inside a commercial incubator (fig. 1.6).  

 

 

Fig. 1.6 – The 1.8 GHz GSM exposure system. 
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The waveguides (cross section: 129.6 mm, 64.8 mm) and coupler were optimized to 

achieve a resonance with minimal field disturbance inside the waveguide cavity. This was 

achieved by adjusting the length for a resonator mode at 1800 MHz.  

A flat loop coupler (Fig. 1.7) on one end of the waveguide and an end-short plate on 

the other end were gold plated to ensure good RF contacts.  

 

Fig. 1.7 – The short-end plate with bent semi-rigid cable. 

 

This resonant waveguide enables the exposure of cells at a carrier frequency, which 

approximates exposure from mobile communication systems like DCS (uplink: 1710–1785 

MHz; downlink: 1805–1880 MHz), PCS (uplink: 1850–1910 MHz; downlink: 1930–1990 

MHz), and universal mobile telecommunication system (UMTS, uplink: 1920–1980 MHz; 

downlink: 2110–2170 MHz).  

The exact resonance frequency is determined prior to exposure by a frequency 

sweep for maximum field strength at the monopole field sensor. Time cycles of 0.546 ns 

allow a frequency of 1.8 GHz magnitude. After the signal is generated, an oscillating electric 

field is produced along the antenna and an oscillating magnetic field circulates around the 

antenna (Fig. 1.8). Only the waves which hit the walls of the waveguide at the right angle 

can survive, because the E-field must be zero at the walls. 

 

 

Fig 1.8 – A scheme of how the electromagnetic field is generated inside the waveguides of the exposure system. 
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For the RF signal source the following requirement were specified: the carrier 

frequency is 1800 MHz and the modulation is GSM like. At these conditions a 1.8 GHz 

electromagnetic field will induce a 2 W/kg of SAR on the cell monolayer. This value is the 

safety limit for local exposure to telecommunication established by the International 

Commission on Non-Ionizing Radiation Protection (ICNIRP) and it’s calculated over 10 g of 

biological matter for the extremities. 

Each resonator is equipped with a plastic holder hosting six 35 mm Petri dishes 

(effective inner diameter 33 mm) arranged in two stacks (Fig. 1.9).  

 

Fig. 1.9 – Side view of geometry and functional parts of the exposure system. The configuration for the cell 

monolayer is shown (all dimensions in millimetres).  

 

The waveguide behaves as a resonant cavity, in which the interferences among 

waves create a stable field configuration. There are fixed points (nodes) in which the electric 

field is maximum and magnetic field is null (Fig. 1.10). This electromagnetic field can 

therefore be considered static. 

 

Fig. 1.10 – The configuration of the electric field generated by the antenna.  
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The waveguide cavities were optimized for cell monolayer exposure (Schuderer et 

al., 2004). The dishes are placed in the H-field maxima of the standing wave inside the 

waveguide (Fig. 1.11) and therefore their position inside the exposure system is fixed and 

unchangeable.  

 

Fig. 1.11 – The theoretical distribution of the E-field (colours) and the H-field (arrows) inside the waveguide and 

the geometrical collocation of the petri dishes. 

 

The function of the wave propagating inside the waveguide is: 

E = E0 cos (ωt – kr) 

where k is the wave number k = (na · π/a ; nb · π/b ; nl · π/b) and r is the position vector in 

relation to the antenna. The possible frequencies of this electromagnetic field are: 
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since the electric field is parallel to b direction, nb is 0. 

 

Fig 1.12 – The resonant frequencies possibly achieved according to the geometrical features of the waveguide 

employed. 
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All the resonant frequencies can be then calculated: among them there is the one 

used for GSM mobile phone transmissions (Fig. 1.12).  

An electromagnetic field probe is placed inside each waveguide, in order to find the 

desired frequency able to create the right resonance. 

When the exposure system is started up, the antenna emits a series of signals, very 

close to the theoretic frequency of 1.824 GHz, which are measured by the electromagnetic 

field probe, in order to detect the desired one. This frequency is influenced by the presence 

of conductor materials, which can reduce the resonant frequency to 1.818 GHz.  

The carrier frequency, modulation, periodically repeated on- and off-time of 

exposure and the SAR level are controlled by a computer. In particular, the waveform and 

the exposure/sham condition are assigned to the two waveguides by the computer 

controlled signal unit. All exposure conditions and monitor data are encrypted in a file, 

which is decoded only after data analysis in order to ensure blind conditions for the 

experiment. 

The described concept is used for GSM modulation in the following way (Fig.1.13). 

The GSM burst, defined according to ETSI-GSM recommendation, is stored at the function 

generator and is applied to the AM modulation input of the RF generator. The frame 

structures of the basic crest factor and DTX crest factor modes are stored on the radio frame 

generator. Switches between both frame structures are software controlled and carried out 

by the data logger. Software regulation of the output power of the RF generator according 

to statistical functions is used to simulate the environmental events of a GSM phone 

conversation like channel fading, handovers, etc.  

 

Fig 1.13 – The scheme of the experimental setup. 
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A flexible signal unit is present to enable complex modulation (Fig. 1.14) such as:  

1) continuous wave;  

2) pulse or sinusoidal modulation at any frequency and repetition rate: a 217 Hz amplitude 

modulation is usually applied to mimic the TMDA which GSM signal is based on. The pulse 

modulation is furthermore equal to a multiple amplitude modulation (23.4% of 217 Hz; 

21.6% of 434 Hz and 18.9% of 651 Hz). This creates a wave summation that produces square 

waves.   

3) GSM signals simulating:  

i) the basic GSM mode (basic) active during talking into the phone: a further 8.34 Hz 

pulse modulation is added (217 Hz/26). As in a mobile emission, one out of every 26 frame 

is left signal-free for technical reasons. 

ii) the DTX mode active while listening: the wave is modulated at 217 Hz, but the 

signal is emitted only for short periods. As in a mobile reception, the few emitted signal are 

in order to keep the phone in touch with the base station.   

iii) conversation covering temporal changes between basic and DTX: this condition 

alternates 50 seconds of Basic mode with 97 seconds of DTX mode, in order to simulate a 

real conversation on the phone. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.14 – A scheme of the GSM signal modulation. 
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To guarantee sufficient air circulation, the waveguides are equipped with Papst 612 

DC ventilators (St. Georgen, Germany), which take in air through two slots near the end of 

the waveguide. The driving currents of the ventilators are continuously monitored in order 

to control their performance. The air temperatures in the waveguides are monitored with 

probes fixed outside the waveguides, in the air flow produced by the fans.  

Temperature is a very important parameter for in vitro investigation of cells, because 

of the possible effects that result in a temperature difference between exposed and sham 

exposed. The forced airflow exchange system allows excellent temperature control with no 

differences between exposed and unexposed waveguides. 

Nonetheless the energy carried by the electromagnetic wave can increase the 

medium temperature following the equation: 

w

mediumincubatormediummedium

c

SARTT

dt

dT
+

−
−=

τ
 

where τ is convection time (180 s) and cw is water specific heat. 

If the cell medium is exposed to the electromagnetic fields, the temperature will 

increase due to the absorption in the medium. A temperature change in the cell medium is 

determined by heat convection with a time constant τ and the heat source introduced by 

the electromagnetic field. The absorption in the cell medium across this step gradient is 

much faster, than the heat transfer to the surrounding environment. It is therefore 

appropriate to use a temperature Tmedium and a medium averaged specific absorption rate 

SARmedium
 
to describe the temperature changes.  

 

1.4.2 - 144-434 MHz RADIOWAVE THERAPY EXPOSURE SYSTEM  

Monolayer cultured cells were exposed to RF at 144 MHz and 434 MHz at different 

input power levels, by means of a TEM cell, a device which generates transverse 

electromagnetic mode propagating electromagnetic fields. It is a state of art testing cell, 

according to the Standard IEC 61000-4-20, developed by WaveControl (Spain) to test 

specific products or subsystems for electromagnetic emissions and/or immunity to comply 

with the European electromagnetic compatibility (EMC) directive and other National and 

International regulations. 

This exposure system is made of the following components: transceiver, amplifier, 

meter, TEM cell, and grounding sink (fig. 1.15). 
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Fig. 1.15 - The scheme of the 144-434 MHz experimental setup. 

 

The transceiver employed is the FT-7800E (Yaesu, UK), a high quality Dual Band FM 

transceiver providing 50 W of power output on the 140 MHz band and 40 W of power 

output on the 430 MHz band. The frequency range for the transmission is 144-146 MHz and 

430-440 MHz. The high power output of the transceiver is produced by its amplifier, with a 

direct flow heat sink and thermostatically-controlled cooling fan maintaining a safe 

temperature for the transceiver’s circuitry. This is designed for use with antennas presenting 

an impedance of near 50 Ohms at all operating frequencies.  

The amplifier (70 cm, Discovery Linear Amp, UK) is a desk top linear RF amplifier with 

a nominal output of 1000 W, covering the range 430-440 MHz and forced air cooled to give 

the operator the ability to work at full output power for as long as required. The amplified 

has been empowered to obtain a higher emission power: the improvement has been 

effected by optimizing the position of some components inside the RF box, in order to 

produce 500 W out for 40 W in and 600 W out for 60 W in (Table 1.3). It is therefore 

achieving its specified 10 dB gain. 

The power delivered to the TEM cell was measured using a Thruline Model 43a 

Power Meter (Bird, USA) in order to characterize every exposure regime tested in this study.   

 

 

 



Chapter 1                                                                                                                                       INTRODUCTION   

36 

 

Table 1.3 – The power levels of the exposure regimes employed. 

 

 

The WaveCell (Fig. 1.16) is the device, provided by WaveControl, which generates 

transverse electromagnetic (TEM) mode propagating electromagnetic fields, from 30 MHz 

up to 2700 MHz for radiated immunity and radiated emission, independently from the 

radiator/antenna. Its external dimensions are 180 x 80 x 83 cm (length x width x height) and 

the inner usable test volume is 35 x 35 x 25 cm (length x width x height). 

 

 

Fig. 1.16 – The TEM cell employed in this study: external view (top) and internal view (bottom). 

TRANSCEIVER METER 

POWER FREQUENCY POWER

High 144 MHz 55 W

Low 434 MHz 70 W

Midi2 434 MHz 100 W

Midi1 434 MHz 190 W

High 434 MHz 380 W
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The transceiver is connected to the amplifier, which is connected to the TEM cell by 

an N-power input connector (standard IEC type). The TEM cell is eventually terminated by a 

connection to a Termoline coaxial resistor heat sink (Bird, USA). 

Inside the TEM cell a metallic septum generates the electromagnetic field and 

receives the emissions radiated by the equipment under test, thanks to its features as a 

conductor. A wave guide allows optical fibre cables to pass through it, at the same time 

preventing the passage of electromagnetic waves in the cell’s working frequencies.  

The useful test volume is in the centre of the cell under the septum 5 cm above the 

cell bottom (Fig. 1.17). Therefore a conductive material (polystyrene) support is placed in 

that specific position to locate and raise the equipment under test, also to avoid any 

unwanted contact of the equipment to ground. 

 

Fig. 1.17 – The useful test volume inside the TEM cell. 

 

Petri dishes, flasks, 6-well and 96-well plates can be placed on this support and cells are 

exposed to the same electromagnetic field conditions (Fig. 1.18).  

 

Fig. 1.18 – The exposure setup inside the TEM cell. 
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As for the wave propagation inside the TEM cell, any electromagnetic field can be 

described as a superposition of well-known wave types called field modes. The following 

vector sums represent this.  

 

where E represents the total electric field, and H represents the total magnetic field. There 

is no component of the x- and y-fields in the longitudinal direction, that is, the direction of 

wave propagation. There are only transverse components of the x- and y-fields. The TEM 

wave does not have to have a longitudinal component.  

|ETEM| and |HTEM| is given by the field wave impedance:  

 

for propagation in air. The propagation velocity of the TEM mode is given by the material 

constant likewise:  

 

and this is the speed of light.  

The WaveCell is designed according to the new IEC 61000-4-20 EMC standard – 

"Testing and measurement techniques - Emission and immunity testing in transverse 

electromagnetic TEM waveguides". It has the status of a basic EMC publication in 

accordance with IEC guide 107, and it relates to emission and immunity test methods for 

electrical and electronic equipment using various types of transverse electromagnetic (TEM) 

waveguides. The calibration procedure for field immunity tests according to IEC 61000 is 

schematized in Figure 1.19.  

The IEC 61000-4-20 defines the field uniformity properties inside the test volume 

and describes a procedure called “total radiated power method”. This procedure is used to 

correlate the measured values to equivalent open area test site (OATS) values. This method 

is based on a three voltage measurement made in a TEM Cell from which the total radiated 

power of the EUT may be calculated. The total radiated power is then used to simulate the 

maximum EUT field over a ground plane based on a model of parallel dipoles (source and 

receive dipole) transmitting the same total power.  
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Fig. 1.19 – A field calibration inside the TEM cell according to IEC 61000. 

 

The TEM verifications are very important because allow the simulation of the far 

field propagation characteristic.  

For field monitoring in radiated immunity measurements and field homogeneity 

measurements, an RF-transparent EF Cube (WaveControl, Spain) broadband 

electromagnetic field probe is used. EF Cube is a broadband electromagnetic field probe 

that allows field measurement with minimum disturbance of the electromagnetic 

environment due to its small size and fibre optic connection.  The EF Cube probe is isotropic, 

comprising 3 orthogonal sensors, so that it will give an accurate value for the 

electromagnetic field regardless of polarization and its direction. The probe measures and 

gives the value of the field on 3 axes and makes a vectorial sum to obtain the total field. It is 

powered by a rechargeable battery and is connected to a PC using a fibre optic connection 

and a small fibre-USB converter. The frequency range is 30 - 3000 MHz and the field 

measurement range is 1 - 150 V/m with a sensitivity of 1 V/m.  

The probe can be used with or without frequency correction: in the first case it’s 

possible to indicate the frequency at which the measurements are taken, so the software 

eliminates the uncertainty introduced by the probe frequency response. In the second case 

the EFCube works as a broadband probe with no frequency correction, with the uncertainty 

indicated in the specifications. 

The temperature inside the TEM cell is kept constant by means of a thermal device 

(Fig. 1.20): the TEM cell is placed inside an insulating chamber, built on purpose, where an 
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Air-Therm ATX air-circulator (World Precision Instrument, USA) provides a precise 

temperature controlled air heating.  

 

Fig. 1.20 – The chamber built around the TEM cell, and the thermal devices adopted to maintain the 

temperature constant at 37˚C. 

 

The temperature is monitored by I652 fibre optic RF-neutral temperature probes 

(Luxtron Fluoroptic, USA), which are placed inside the TEM cell and located in culture 

medium (to measure the cells temperature) and in close vicinity, though non adjacent, to 

the culture (to monitor the air temperature). These sensors are electrically quiet and 

shielded for very high impedance recording. 

 

 

1.5 - BIOLOGICAL TARGETS 

The exposure systems previously described were employed to expose some 

biological targets (cultured cells) to different radio frequency electromagnetic fields, in 

order to evaluate cellular responses post exposure.  

To investigate the potential effect of high frequency (1.8 GHz) GSM EMFs, two 

biological targets were chosen: human trophoblast and rat PC-12 cell lines.  

To evaluate the bio-effects of HF (144-434 MHz) radiowave therapy EMFs, human 

non-tumour derived prostate cells (PNT1A) and tumour derived prostate cells were 

employed, as well as human trophoblasts. 
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1.5.1 - HUMAN TROPHOBLAST CELL LINE 

Trophoblasts are formed by undifferentiated cells (cytotrophoblasts) that proliferate 

and differentiate either to syncytiotrophoblasts or to extravillous trophoblasts (EVTs) 

(Chakraborty et al., 2002). 

EVT cells migrate towards the endometrium and occasionally the myometrium. Here 

EVTs play an important role in the remodelling of the uterine vasculature to guarantee 

adequate exchanges between mother and foetus (Graham et al., 1993; Chakraborty et al., 

2002). The proliferation, migration and invasiveness of EVTs are finely regulated by several 

stimuli, including hormones, prostaglandins, cytokines and hypoxia, and alteration of such 

integrated processes may also lead to early pregnancy failure. 

Trophoblast cells preserve all markers of parental EVT, and thus represent a good 

model for the in vitro study of molecular mechanisms at the basis of placentation.  

Several aspects of malignant and trophoblastic invasion are similar, if not identical; 

these features together with their high sensitivity to external stimuli make trophoblasts an 

attractive model for investigating possible detrimental effects of high-frequency EMFs on 

cell physiology, particularly on reproductive tissues. 

No studies have addressed the possible effects of high frequency EMFs on 

trophoblast cells, and in general conflicting evidence is available regarding the interaction 

between high frequency EMFs and reproductive tissues. It has been reported that high-

intensity microwave exposure increased embryo lethality at the early stages of mouse 

gestation (Nawrot et al., 1985) and induced micronucleus formation in the erythrocytes of 

offspring in rats (Ferreira et al., 2006). A large increase in HSP70 protein levels was reported 

in vitro in human amnion cells (Kwee et al., 2001). However, there is no epidemiological 

evidence indicating that occupational or daily life exposures to microwaves harm the 

reproductive process (Robert, 1999). Nakamura et al. (2003) did not observe microwave 

effects on rat utero-placental circulation or placental endocrine and immune functions. 

Similarly, Finnie et al. (2009) did not see any stress response using HSPs as an 

immunohistochemical marker during whole of gestation exposure of fetal mouse brains to 

mobile phone radiofrequency fields.   
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1.5.2 - RAT PC-12 CELL LINE 

Cell lines that are capable of continuous replication and that display differentiated 

properties have long been recognized as useful model systems for several studies. 

Chromaffin cells and neurons are related cell types for which such models are highly 

desirable. Since mature neurons are non-dividing, a maximally useful neuronal model 

should be modulable between a state in which it can replicate and a state in which it is non-

dividing as well as neuronally differentiated. In addition, neurons not only display many 

specialized and characteristic properties, such as electrical excitability and neurite 

outgrowth, but they also exist as a number of distinct phenotypic classes. One system that 

fulfils the above requisites in many respects is the PC-12 line of pheocromocytoma cells. 

This line promises to be highly useful for studying both chromaffin cells and neurons 

(Greene and Tischler, 1982).  

Among the most striking properties of the PC-12 line is its capacity to respond to 

nerve growth factors (NGF), proteins that profoundly influence the growth and 

development of sympathetic and certain sensory neurons. The overall effect of NGF on PC-

12 cells is to convert them from the population of replicating chromaffin-like cells to a 

population of non-replicating sympathetic-neuron-like cells (Greene and Tischler, 1982). 

In the absence of NGF and in the presence of serum, they maintain their proliferation 

properties (D’Ambrosi et al., 2004).  In growth medium, the PC-12 cells have a round or 

polygonal shape and tend to grow in small clumps. The apparent doubling time of the PC-12 

cells is long – about 92 hr (Greene and Tischler, 1976). PC-12 cells propagated in vivo or in 

culture without NGF are readily classifiable as pheocromocytomas by current morphological 

and chemical criteria. PC-12 cells are comparable to other pheocromocytomas in that they 

synthesize, store, and secrete large quantities of cathecolamines. Other reported 

biochemical markers in PC-12 cells that are of unknown prevalence in human 

pheocromocytomas are choline acetyltransferase, acetylcholinesterase, and gamma-

aminobutyric acid. None of these markers has been reported in normal chromaffine cells. In 

culture medium containing horse serum but not NGF, PC-12 cells synthesize, store, and 

release acetylcholine (Greene, 1978). 

In summary, the PC-12 cell line appears to be a useful model system for the study of 

numerous endpoints in neurobiology and neurochemistry. These may include the 

mechanisms of action of NGF and its role in development and differentiation of neural stem 
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cells; initiation and regulation of neurite outgrowth; and metabolism, storage, uptake and 

release of catecholamines. PC-12 cells may also be useful for studies related to treatment of 

certain classes of tumours (Greene and Tischler, 1976). PC-12 cells also prove useful in the 

study of various aspects of acetylcholine metabolism as well as the regulation and 

specification of neurotransmitter properties in developing neurones (Greene and Rein, 

1977a; 1997b). 

Although the PC-12 cellular model can only partially mimic the whole body 

complexity of an intact organism, it allows a more direct investigation of the several 

overlapping pathways propagating a biological process (D’Ambrosi et al., 2004). 

Nonetheless, to fully interpretate the effects of the EM radiation, every biological level 

should be investigated. Potential damages occurred at molecular levels might be more 

sharply registered by selecting highly purified materials (i.e., enzymes, hormones, or 

receptors) as biological targets. (Barteri et al., 2005). Cell models allow experimental control 

under defined culture conditions and a deep understanding of cellular mechanisms of 

reaction to external EMF (D’Ambrosi et al., 2004). And eventually, in vivo studies can 

highlight the ability of the organism to compensate for induced changes by homeostatic 

mechanism (Galvin et al., 1981).  

 

1.5.3 - HUMAN PROSTATE NON-TUMOUR (PNT1A) AND TUMOUR (PC-3) CELL LINES 

Prostate cancer is the most common form of male cancer in the Western world 

(Dijkman and Debruyne, 1996). It is thought that most elderly men have foci of prostate 

cancer but most of these tumours are latent and only a few patients will develop life-

threatening disease. Individual patients can have multiple tumour foci, of which only one or 

a few will actually progress to a metastatic stage (Lang et al., 2000). 

Cell lines derived from tumours and tissues have been historically instrumental for 

understanding of biology at the molecular level and are used in experimental research. 

There are general environmental differences between cells growing in vitro and in 

heterogeneous tissue in vivo. The general differences in gene expression include an up-

regulation of genes involved in proliferation and metabolism. Although cell lines differ from 

normal and tumour tissues, the low availability of tissue samples make cell lines the best 

model for future molecular cell biology research (Pawlowski et al, 2009). 
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PNT1As are human post pubertal prostate normal cells, immortalised with SV40. 

They were established by immortalisation of normal adult prostatic epithelial cells by 

transfection with a plasmid containing SV40 genome with a defective replication origin. The 

primary culture was obtained from the prostate of a 35 year old male at post mortem. The 

cells contain the SV40 genome and express large T protein. They present the phenotype of 

differentiated luminal prostatic cells with the expression of cytokeratin 8 and 18 (markers 

for luminal glandular epithelia) and vimentin. Cytokeratin14, a marker of epithelial basal 

cells, is not expressed. PNT1A cells are non-tumourigenic in nude mice. 

PC-3s are human Caucasian prostate adenocarcinoma. They were established from a 

grade 4 prostatic adenocarcinoma from a 62 year old male Caucasian. PC-3 cell lines were 

originally derived from advanced androgen independent bone metastasis|metastasized 

prostate cancer. The cells grow in agar and produce tumours in nude mice. They exhibit low 

acid phosphatase and testosterone-5-alpha reductase activity and express prostate specific 

antigen. PC-3 and DU145 human prostate cancer cell lines are the "classical" cell lines of 

prostatic cancer. PC-3 cells have high metastatic potential compared to DU145 cells which 

have a moderate metastatic potential. 

In 1924 the German physiologist and medical doctor Otto Heinrich Warburg 

advanced the hypothesis that tumour cells have a fundamentally different metabolism to 

normal cells, in that they rely to a large extent on the less-energy productive process of 

anaerobic respiration (fermentation) even when there is sufficient oxygen present for the 

cells to use rather than utilizing the more efficient process of aerobic respiration (Warburg, 

1956). In other words, cancer cells tend to behave as partial anaerobes while normal cells 

function as obligate aerobes. 

The theories of Dr Warburg have in recent times gained more attention in view of 

findings linking the impairment of mitochondria with a breakdown in normal cell apoptotic 

processes and tumour growth (Bonnet et al., 2007). The implication of mitochondrial 

dysfunction in tumour growth is shown in a review by Ristow (2006) which observes that the 

hallmarks of cancer growth, increased glycolysis and lactate production in tumours, have 

raised attention recently due to novel observations suggesting a wide spectrum of oxidative 

phosphorylation deficits and decreased availability of ATP associated with malignancies and 

tumour cell expansion. The most recent findings suggest that forcing cancer cells into 
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mitochondrial metabolism efficiently suppresses cancer growth, and that impaired 

mitochondrial respiration may even have a role in metastatic processes.   

 

 

1.6 - BIOLOGICAL ANALYSES 

To assess the possible detrimental effects of the daily use of GSM mobile phones, 

two main biological parameters have been investigated, both regarding the interaction 

between RF EMF and the cellular proteins: the expression of a stress-related protein (heat 

shock protein 70) and the activity of one of the main cellular enzymes 

(acetylcholinesterase). 

The second part of the present study was aimed at evaluating RF EMF exposure at 

144 MHz and 434 MHz using 5 W and 50 W input powers (SAR ranging from 0.5 to 1.6 W/kg) 

and their effect on principal cellular processes as proliferation, DNA content, and protein 

content, as well a potential DNA damage, in several human cell lines. 

 

1.6.1 - HEAT SHOCK PROTEINS 

Since the first studies on the heat shock response (Ritossa 1962), much work has 

been done to understand the role of heat shock proteins (HSPs), whose synthesis is 

dramatically enhanced by high temperatures. Crucial information is now available about the 

proteins themselves, the coding genes, and the control of the response to heat (Scharf et al 

1998; Feder and Hofmann 1999). A number of HSP inducers other than heat have also been 

recognized, including hypoxia, heavy metals, oxygen radicals, radiation, osmotic changes, 

etc, and different HSPs have been identified and grouped according to their molecular 

weight (De Maio 1999). HSPs appear to be ubiquitous in animals and plants and are critical 

for heat, oxidative, and high-light stress resistance. It is now clear that not all HSPs are 

stress-inducible, and constitutive isoforms, referred to as molecular chaperones, appear to 

be essential for protein folding or trafficking and regulated proteolysis in unstressed cells. 

The expression of the HSP-coding genes is under the control of specific transcription factors, 

and there is evidence that such regulation differs among organisms, depending greatly upon 

their life history and adaptation capacity. 

HSPs are an evolutionarily highly conserved class of polypeptides expressed in 

almost all organisms in response to endogenous and exogenous stressors (Scharf et al 



Chapter 1                                                                                                                                       INTRODUCTION   

46 

 

1998). HSPs are classified into several families based on their size: HSP105/HSP110, HSP90, 

HSP70, HSP60, HSP40 and HSP28. Of these families, HSP70 is the most conserved amongst 

species and is involved in the cellular stress response. In general, however, they are believed 

to provide protection to the cell by interacting with hydrophobic domains of polypeptides 

unfolded by stress stimuli and to promote protein renaturation or definitive elimination (De 

Maio 1999). Exposure of cells to a mild thermal stress protects them from further exposure 

to stronger, otherwise lethal, insults other than heat. These findings have prompted new 

attempts at manipulation of the HSP response in medicine, as well as in biology.  

In the current study, the expression of the HSP70 protein was evaluated in cells of 

the trophoblast cell line after exposure to GSM 1817 MHz sinusoidal waves. 

 

1.6.2 - ACETYLCHOLINESTERASE  

In vivo, acetylcholinesterase (AChE) is an extrinsic membrane-bound enzyme 

responsible for rapid hydrolysis of the neurotransmitter acetylcholine (ACh), liberating 

choline and acetate within 1 msec of its release at the cholinergic synapses.  

ChE activity has been studied in vertebrates (e.g. Kousba et al., 2003; Sanchez-

Hernandez and Moreno-Sanchez, 2002; Yi et al., 2006) and invertebrates (e.g. Diamantino, 

2003; Caselli et al., 2006; Gambi et al., 2007), although less characterized in the latter 

organisms.  

A neurotransmitter role for acetylcholine has been known since the discoveries of 

Dale (1914). The occurrence of ACh-like activity in human placental extracts was then 

demonstrated by bioassay methods. It is now established that human term placenta 

contains about 112 nmol ACh/g wet tissue, which is about 7 fold higher than that of the 

brain tissue (Sastry, 1997). The action of ACh as a chemical transmitter is terminated due to 

the hydrolysis by AChE. There are several ways in which the function of ACh in the placenta 

may be terminated: (1) hydrolysis of ACh by placental cholinesterases, (2) release of ACh 

into maternal and foetal circulations, diffusion and hydrolysis by maternal and foetal 

circulations, and (3) reuptake of released ACh by the placental trophoblasts. The 

degradation products of ACh, choline and acetate, may be reutilized in the ACh synthetic 

pathway of the placenta. The results from Hahn et al., (1993) suggested also that placental 

AChE can no longer be considered as derived from maternal blood, but it’s primarily located 

within human placental tissue. 
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In utero exposure to poisons and drugs is frequently associated with spontaneous 

absorption and placental malfunction. The major proteins interacting with these compounds 

are acetylcholinesterase and butyrylcholinesterase (BChE), which attenuate the effects of 

such xenobiotics by their hydrolysis or sequestration (Sternfeld et al., 1997). The major 

mechanism for eliminating pharmacologically active substances is enzymatic 

biotransformation in the serum and organs, such as the liver. Cocaine, for instance, is 

extensively metabolized by BChE to ecgonine methyl ester, and this biotransformation 

pathway accounts for the major enzymatically mediated elimination of cocaine in human 

beings. If a pregnant woman is compromised in her ability to eliminate cocaine, the foetus 

may have an increased risk for cocaine-related adverse outcomes. The placenta may act as a 

metabolic interface between mother and child and may protect the foetus from maternal 

cocaine use, thanks to its ability to metabolize cocaine by AChE and BChE (Simone et al., 

1994).    

Finally, it was demonstrated by Souza et al. (2005) that AChE plays a major role also 

against pre- and perinatal exposure to pesticides, which is deleterious on foetal and natal 

development.  

AChE is a glycoprotein that exists in hydrophobic and hydrophilic forms. The 

hydrophilic species work within the cell to break down excess concentrations of intracellular 

acetylcholine. The hydrophobic (lipid-linked) varieties are primary agents of ACh 

inactivation, working at the synaptic cleft or the neuromuscular junction to break ACh and 

to ensure rapid inactivation of ACh. Although the individual chemical qualities vary widely 

between the various forms of AChE, the mechanism of catalysis for all the species remains 

similar (Vukova et al., 2005).   

PC-12 cells have been shown to synthesize three different molecular forms of AChE, 

and secrete AChE by both a constitutive and a highly regulated pathway. This secretion 

involves specific sorting of the different molecular forms of AChE (Schweitzer, 1993). In PC-

12s only one AChE molecular form is secreted constitutively, and this secretion is carried out 

independently of extracellular Ca
2+

. In contrast, cellular membrane depolarization causes an 

increase in the rate of secretion of the other two forms of AChE; this increase in secretion 

absolutely requires extracellular Ca
2+

 (Schweitzer, 1993).  

AChE activity can be modulated by the membrane hydrophobic environment of the 

enzyme and depends on membrane fluidity and surface charge. AChE activity is a good tool 
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for measuring the structural transformation of the membrane under the action of various 

factors, such as modulated microwave (MW) fields (Kujawa et al., 2003). 

It has been postulated that microwave irradiation might cause protein denaturation; 

indeed, there are reports suggesting that non-thermal exposure to microwaves affects 

protein structural rearrangements. Some authors are of the opinion that the targets of MW 

effects are cell proteins (Vukova et al., 2005).  

Enzymatic activity was also shown as a sensitive indicator of changes caused by 

irradiation. (Krokosz and Szweda-Lewandowska, 2005). Modulated MW exposure has been 

reported to influence enzyme complexes. As it seems, the field interactions at the 

microscopic level are related to the dielectric properties of bio-macromolecules and enzyme 

complexes, cell membranes, or ion channels. Thus, there are effects of MW irradiation on 

membrane-related enzymes and neurotransmitters (Vukova et al., 2005). 

This neurochemical endpoint was investigated in the present study to determine 

whether the enzyme activity might be affected by exposure to modulated RF fields. The 

activity of AChE was chosen as a biological marker because of its presence in the cell 

membrane and its physiologically important role in many different biological processes 

(Dutta et al., 1992). 

 

1.6.3 - CELLULAR PROCESSES  

CELL PROLIFERATION 

Cell endpoints refer to the outcomes from the in vitro studies. These are 

measurements of the proportion of cells that survive or are killed by the treatment as well 

as the proportion that stop growing or slow down dividing. Hence, the studies shall measure 

these endpoints: cell death (the rate at which cells die either due to apoptosis or necrosis), 

cell survival and cell proliferation (the number of cells that are dividing in a culture). 

An xCELLigence real-time cell analyzer (Roche, UK) system was applied in the current 

study to provide real-time proliferation testing through a sensitive monitoring of cellular 

impedance. This technique utilizes a series of microwells, whose bottoms are 80% covered 

with microelectrodes to provide an advance in sensitivity in cell sensing compared to 

previous techniques. The real time cell analyzer measures cell viability by monitoring cell 

proliferation and morphology using a dimensionless unit called the cell index (CI) which is 

based on the impedance changes caused by cells interacting with the microelectrodes. The 
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results obtained using xCELLigence have been shown to be comparable to more traditional 

cytotoxicity assays such as the MTT, neutral red uptake (NRU), lactose dehydrogenase, and 

acid phosphatase tests (Boyd et al., 2008).  

In this study the data generated on the xCELLigence were correlated with those from 

the survival and the colorimetric (i.e. PicoGreen and Bradford) assays.  

Cell survival was determined also by cell counting using a Z2 Coulter Counter 

(Beckman Coulter, California USA), which provide the number of cells in the cell suspension 

through a very accurate electrical sensing zone method. Any possible effect of RF EMF on 

cell proliferation can be therefore confirmed by a cell count test, by means of simply 

counting the survived cells 1 and 7 days after the exposure. 

 

CELLULAR DNA CONTENT 

The possibility of effects of exposure to RF radiation on genetic material (DNA) is 

very important. Damage to the DNA of somatic cells can lead to the development of cancer 

or cell death. Changes in the DNA of germ cells can lead to mutations that can be 

transmitted to subsequent generations (Vijalayaxmi and Obe, 2004). RF-radiation exposures 

have been reported to result in alterations in DNA fragment patterns in brain and testes 

cells of mice (Sarkar et al., 1994), single- and double-strand breaks in the DNA of brain cells 

in rats (Lai and Singh, 1995; Lai and Singh, 1997), and dicentric chromosomes, acentric 

fragments and micronuclei in human blood lymphocytes (Garaj-Vrhovac et al., 1992; Tice et 

al., 2002).  

Among 53 reports on genotoxicity investigation after RF radiation, published during 

1990–2003, 58% of the conclusions did not identify increased cytogenetic damage after RF-

radiation exposure, 23% of those studies indicated a genotoxic potential of RF-radiation 

exposure, while in the 19% the observations were inconclusive (Vijalayaxmi and Obe, 2004). 

The absence of an increase in genotoxicity in mammalian somatic cells exposed to RF 

radiation, reported in the great majority of investigations, agrees with the large volume of 

published epidemiological and experimental findings that do not support the concept that in 

vivo and in vitro exposure to RF radiation is carcinogenic (Heynick et al., 2003). 

Despite the majority of the studies did not show any affect at non thermal level, the 

potential effect of RF on DNA not only stimulated scientific interest but also received 

considerable public attention and raised public concern to a higher level. (Vijalayaxmi and 
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Obe, 2004). Therefore DNA analysis is still considered one of the main cellular endpoints to 

be investigated in RF studies. 

Also, in the last decade, few reports demonstrated that the quantification of free-

circulating DNA in plasma/serum samples might be a promising biomarker in a number of 

pathologies (Chorostowska-Wynimko and Szpechcinski, 2007). The occurrence of free DNA 

circulating in the blood of patients with cancer is one of the most intensively studied issues, 

due to a permanently high morbidity and mortality of the disease worldwide (Szpechcinski 

et al., 2008). A diagnostic cancer test based on a quantitative test of DNA has been recently 

recommended because of its potential application as a non-invasive, rapid, sensitive and 

cost-effective tool for molecular diagnosis, monitoring response to therapy, and prognosis 

of clinical outcome in cancer (Szpechcinski et al., 2008). 

Thus, DNA quantification using PicoGreen fluorescent dye (Molecular Probes, USA) 

that selectively binds double-stranded DNA, has been chosen in the present study as an 

advantageous technique in terms of cost and time effectiveness and procedure simplicity. 

Among other commercially available fluorochromes, PicoGreen assay demonstrates 

exceptionally high detection limit up to 25 pg/ml and perfect linearity up to 1000 ng/ml, 

making the test appropriate for human DNA analysis (Szpechcinski et al., 2008). Also, some 

DNA content determined by PicoGreen proved to be several fold higher than the plasma 

DNA amount measured by real time PCR. Such difference may be accounted for by the fact 

that the first method can detect nearly all DNA fragments, whereas the latter measures only 

amplifiable DNA (Szpechcinski et al., 2008). The amount of total DNA inside the cells was 

compared to the total protein content, in order to find any possible correlation between 

these two parameters, which would help to understand the mechanism of action of RF EMF 

on cell lines. 

 

CELLULAR PROTEIN CONTENT 

Many authors are of the opinion that RF exposure causes a great effect on proteins: 

denaturation (De Pomerai et al., 2000), over-expression (Kwee et al., 2001; Leszczynski et 

al., 2002; Sanchez et al., 2006), increase in synthesis (Dimberg, 1995; Kwee et al., 2001) 

structural alterations (Galvin et al., 1981; Lixia et al., 2006), enzyme activity changes (Barteri 

et al., 2005; De Pedro et al., 2005), etc. Measuring the total cellular protein content can 
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provide a measurement of changes in cellular physiology, and can easily underline the 

different response in tumour and non-tumour cells.  

Total protein quantification can be performed by Bradford assay, a method based on 

the binding of dye to the proteins which results in a dye–protein complex with increased 

molar absorbance. This method is considered easy to perform, practical and more sensitive 

than other methods (Okutucu et al., 2007). 

The comparison among these endpoints aims to establish if different RF exposure 

regimes exert different effects on tumour or non-tumour prostate cells. Any possible 

detrimental effect on PC-3s which is not exerted on PNT1As could be applied for more in-

depth studies, aimed to find any potential application of RF in the MHz range in future 

cancer therapy design.  

 

Both these endpoints (cellular DNA content and cellular protein content) provide for 

an initial interpretation of cellular events. It is recognized that for more in depth analysis 

other endpoints have to be investigated, nonetheless they can provide a rough idea of how 

radiowave treatments can influence differently tumour and non-tumour cells. 

 

1.6.4 - NUCLEAR DNA DAMAGE 

The molecular DNA damage was assessed in tumour and non-tumour cell lines after 

1.8 GHz, 144 MHz and 434 MHz exposure regimes by evaluating the gene expression of two 

proteins involved in single and double strand break repair: PARP1 and Cernunnos-XLF. 

DNA double strand breaks are considered as the most harmful DNA lesions and are 

repaired by either homologous recombination or non-homologous end joining (NHEJ). The 

major NHEJ pathway relies on a set of core proteins (Fig. 1.21).  
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Fig. 1.21 – A scheme of the NHEJ pathway. 

The two DNA ends of the double strand break (DSB) are recognized and bound by 

the ring-shaped heterodimer Ku70/Ku80 that recruits the DNA-dependent protein kinase 

catalytic subunit (DNA-PKcs). The assembled DNA-PK holoenzyme then exhibits 

serinethreonine protein kinase and DNA endbridging activities. The kinase activity regulates 

DNA end access to processing enzymes like the DNA-PKcs-associated Artemis nuclease. 

Finally, the XRCC4/DNA ligase IV complex is responsible for the ligation step. Another core 

NHEJ factor is Cernunnos-XLF, a factor with a predicted structural similarity to XRCC4 that 

has been identified as an XRCC4-interacting protein. Cernunnos-XLF is the homologue of the 

yeast Nej1p protein in Saccharomyces cerevisiae and belongs to a larger family of 

functionally conserved proteins that are required for NHEJ (Ahnesorg et al., 2006; Buck et 

al., 2006; Callebaut et al., 2006; Drouet et al., 2006; Wu et al., 2007). 

Poly(ADP-ribose) polymerase-1 (PARP1) is a nuclear enzyme activated by binding to 

DNA breaks, which causes PARP1 auto-modification. PARP1 activation is required for 

regulating various cellular processes, including DNA repair and cell death induction 

(Rancourt and Satoh, 2009). 

PARP1 is one of the best known proteins with DNA-damage scanning activity. This nuclear 

enzyme, also known as the ‘Cinderella of the genome’, is an unfailing housekeeper that 

signals DNA rupture and participates in base-excision repair.  
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Fig 1.22 – The structure of the base-excision repair enzyme uracil-DNA glycosylase.  

 

When only one of the two strands of a double helix has a defect, the other strand 

can be used as a template to guide the correction of the damaged strand. In order to repair 

damage to one of the two paired molecules of DNA, there exist a number of excision repair 

mechanisms that remove the damaged nucleotide and replace it with an undamaged 

nucleotide complementary to that found in the undamaged DNA strand:  

1. Base excision repair (BER), which repairs damage to a single nucleotide caused by 

oxidation, alkylation, hydrolysis, or de-amination. The base is removed with glycosylase and 

ultimately replaced by repair synthesis with DNA ligase (Fig. 1.22).  

2. Nucleotide excision repair (NER), which repairs damage affecting longer strands of 2–30 

bases. This process recognizes bulky, helix-distorting changes such as thymine dimers as 

well as single-strand breaks (repaired with endonuclease enzymes).  

3. Mismatch repair (MMR), which corrects errors of DNA replication and recombination that 

result in mispaired (but normal, that is non- damaged) nucleotides following DNA 

replication. 

Upon binding to DNA strand breaks, PARP1 metabolizes NAD
+
 into branched 

polymers of ADP-ribose that are transferred to a set of nuclear proteins including DNA 

polymerase I and II, Ca
2+

-Mg
2+

-endonuclease, histones, several chromatin-binding proteins 

and PARP1 itself. Poly ADP-ribosylation has been proposed to function in genome repair by 

modifying architectural proteins proximal to DNA breaks, thus facilitating the opening of the 

condensed structure of chromatin required for the recruitment of the repairing complex. 

PARP1 is also one of the best known caspase substrates and its cleavage is 

universally adopted as an apoptotic hallmark and is an important modulator of the death 
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program triggered by p53, suggesting additional mechanisms through which the enzyme 

operates in cell death (Chiarugi, 2002).   
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2.1 - CELL CULTURES 

 

2.1.1 - HUMAN TROPHOBLASTS 

Trophoblast cells (HTR-8/SVneo) (Fig. 2.1) were kindly provided by Prof Carla Biondi 

of Department of Biology and Evolution, Section of General Physiology, University of 

Ferrara. They were grown in RPMI 1640 medium supplemented with 10% foetal bovine 

serum (FBS), 2mM l-glutamine, and 2% penicillin/streptomycin, all from Gibco (Italy). Cells 

were maintained at 37˚C in a normal atmosphere containing 5% CO2. For the experiments, 

cells were seeded at a density of 1 × 10
6
 cells in 35 mm-diameter Petri dishes.  

  

Fig 2.1 – Human trophoblast cells (40x magnification). 

 

2.1.2 - RAT PC-12s 

PC12 cells (Fig. 2.2) were kindly provided by Prof Laura Calzà of BioPharmaNet-

DIMORFIPA, University of Bologna, Bologna, Italy. They were grown in a medium consisting 

of: 84% DMEM (Dulbecco's Modified Eagle Medium (1x), liquid High Glucose), 10% heat-

inactivated horse serum, 5% heat-inactivated foetal calf serum, 1% Penicillin-Streptomycin 

(10000 units/ml penicillin and 10 mg/ml streptomycin in 0.9% sodium chloride, Sigma). 

DMEM medium, horse and foetal calf sera were from GIBCO (Italy). 

  

Fig 2.2 – Rat PC-12 cells: undifferentiated (left) and differentiated (right). 



Chapter 2                                                                                                                  MATERIALS AND METHODS   

57 

 

Prior to an experiment, the cells were removed from the dishes with the aid of 

Trypsin-EDTA (0.25% Trypsin with EDTA 4Na) 1x (Invitrogen) and counted with a 

haemocytometer (Greene and Tischler, 1976). Approximately 2.5 x 10
5
 cells in 2 ml of 

culture medium were plated 2-3 days before each experiment into tissue culture dishes.  

After 24–48 h cell seeding, medium was removed from Petri dishes and semi-confluent cell 

monolayer was incubated in serum-free medium and then exposed to the treatments. 

 

2.1.3 - HUMAN PROSTATE CELLS (PNT1As AND PC-3s)  

Human PNT1A and PC-3 cell lines (Fig. 2.4) were purchased from ECACC (UK). Cells 

were cultured in RPMI 1640 medium added with 10% foetal bovine serum in an incubator at 

37°C with 5% CO2. Cells used for experiments were at the exponential growth phase. Prior 

to RF exposure, cells were spanned down, resuspended and seeded.  

 

Fig 2.3 – Human non-tumour prostate cells (PNT1As, left) and tumour prostate cells (PC-3s, right). 

 

For the experiments 2 x 10
4
 PNT1A cells/well and 1 x 10

4
 PC-3 cells/well were seeded 

on the 96-well plates, 7 ml of PC-3 and PNT1A cell suspension at 5 and 10 x 10
5
 cell/ml 

respectively were placed inside T25-flasks, 1 x 10
5
 PNT1A cells/well and 5 x 10

4
 PC-3 

cell/well were seeded on the 6-well plates. The cells were seeded 24 hours prior to the 

exposure, being allowed to settle down and attach to the bottom to form a monolayer 

before exposure.  

Cell culture plastic-wares were purchased from Sarstedt (Germany), reagents for cell 

culture from Sigma-Aldrich (UK). 
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2.2 - EXPERIMENTAL EXPOSURE SYSTEMS 

 

2.2.1 - 1.8 GHz GSM EXPOSURE SYSTEM 

The 1.8 GHz exposure system has been developed and built by the Foundation for 

Research and Information Technologies in Society (IT’IS Foundation, Switzerland). Its main 

features are described in the introduction. 

Briefly, the apparatus CIRSA is equipped with is composed of two separate metal 

waveguides behaving as perfect electric conductors, enabling blind exposures. Before every 

exposure, the PC connected to the apparatus randomly chooses which waveguide will be 

irradiated. The other one, the sham waveguide, remains switched off and is the control 

chamber. There is an antenna inside each waveguide where the circulating electric current 

produces an electric field and therefore a linked magnetic field. The intensity of the electric 

current determines the carrier frequency of the electromagnetic wave. The waveguide 

behaves like a resonant cavity, in which the interferences among the waves produce a 

stable field configuration. Therefore the field can be defined as static. 

All experiments were performed at a carrier frequency of 1.8 GHz with intermittent 

exposure (5 min field on, 10 min field off). This kind of intermittency was chosen because it 

can be considered more in line with the real use of mobile phones than a constant 

exposure. Cells were subjected to continuous wave (CW, carrier frequency only) and to the 

following GSM signals:  

• GSM-217 Hz (speaking only): signals were amplitude modulated by rectangular pulses with 

a repetition frequency of 217 Hz and a duty cycle of 1:8, following the Time Division 

Multiple Access (TDMA) GSM scheme (Pedersen, 1997). Every 26
th

 frame is idle, adding an 8 

Hz modulation component to the signal. 

• GSM-Talk (34% of speaking and 66% of hearing): GSM-Talk generates temporal changes 

between GSM-217 Hz and GSM-DTX and simulates a conversation with average periods of 

speaking and of hearing. The DTX mode (discontinuous transmission) is active during 

periods of non-speaking into the phone. The transmission is reduced to 12 active frames per 

104 frames. The frame structure of the DTX signal results in 2, 8, and 217 Hz modulation 

components. Experiments for each modulation scheme were carried out with four different 

exposure periods (1, 4, 16, and 24 h). For each condition, at least three independent 
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experiments were performed. Within each experiment, six Petri dishes were sham-exposed 

and six were HF-EMF-exposed as stated previously.  

A temperature of 37 C was kept during the exposure in the two waveguides, thanks 

to two ventilators, and was continuously monitored with Pt100 probes. Direct temperature 

measurements were also performed using a temperature probe inserted in the medium 

(T1V3, SPEAG). 

 

2.2.2 - 144-434 MHz RADIOWAVE THERAPY EXPOSURE SYSTEM  

Human prostate cells (PNT1As and PC-3s) were exposed under strictly controlled 

conditions. The cell cultures were exposed by means of a RF exposure system made of a FT-

7800E Transceiver (Yaesu, UK), a WaveCell transverse electromagnetic (TEM) cell 

(WaveControl, Spain), a custom adapted Discovery Linear Amplifier (Linear Amp, UK) and a 

dummy load. The cell cultures were exposed in the TEM cell to a 144 and 434 MHz field at 5 

and 50 W, resulting in a SAR value ranging from 0.5 (for the 144 MHz 5 W exposure regime) 

to 2.6 W/kg (for the 434 MHz 50 W exposure regime) in the cell culture layer.  

During the exposures the E-field was monitored by an EF cube broadband 

electromagnetic field probe (WaveControl, Spain), that enables field measurement with 

minimum disturbance of the electromagnetic environment due to its small size and fibre 

optic connection. Electric field measurements ranged from 5 to 155 V/m, according to the 

different exposure conditions.  

The exposure time of 60 min was chosen, following the results of the first set of 

experiments, assessing 10, 30, 60 minutes of exposure. For double exposures, cells were 

exposed to RF 4 hours after the end of the first exposure. 

The temperature was set at 37˚C for the start of each exposure using an Airtherm 

ATX air circulation system (World Precision Instrument, UK). Two highly accurate I652 

temperature probes (Luxtron Fluoroptic Thermometer, USA) were fixed inside the TEM cell: 

one inserted into a flask, to monitor the medium temperature, the other placed on the 

bottom of the TEM cell, to monitor the air temperature.  

 

2.2.3 - NUMERICAL DOSIMETRY 

A complete numerical dosimetry was calculated for each exposure systems. The 

electromagnetic field distribution in the TEM cell and the SAR distribution inside the Petri 
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dishes were calculated by the use of the finite difference time domain (FDTD) method, by 

means of the Comsol Multiphysic (version 3.2) finite element system. 

Exposure setups modelling was made in co-operation with Bologna Physics 

Department, thanks to Dr Pietro Mesirca and with the Antenna & High Frequency Research 

Centre, thanks to Dr Padraig McEvoy and Dr Giuseppe Ruvio. 

The software is based on multiphysics modules, allowing a model and a solution to 

each problem through a different physical approach (acoustics, diffusion, electromagnetic, 

fluid mechanics, heat transfer, structural mechanics and so on). A sequential analysis was 

performed and the problem was firstly solved investigating the electromagnetic waves 

harmonic propagation. These results were then used as independent variables in a second 

analysis aimed at assessing the heat transfer by conduction.  

Therefore, two kinds of measurement were carried out: electric field distribution and 

temperature increase inside the culture medium, on the layer were cell grow. These 

measurements allowed a reliable evaluation of the SAR and the temperature changes for 

each exposure regime applied. 

 

 

2.3 - BIOLOGICAL ANALYSES 

After 24–48 hours cell seeding, medium was removed from culture dishes or flasks 

and semi-confluent cell monolayer was incubated in serum-free medium and then exposed 

to the treatments. Samples for cell count were taken 1 and 7 days after each exposure, 

samples for PicoGreen and Bradford assays were taken 4 hours and 24 hours after, while the 

cell index was real time recorded by the RT-CES system (xCELLigence, Roche) from 24 hours 

before to 24 hours after each exposure.   

To avoid the variability inherent to the assay used, all tests were performed for three 

independent experiments. Means values and standard deviation were calculated, and 

statistical significance of the differences between exposed samples and controls was 

evaluated by t-test and ANOVA. When it was not possible to perform the t-test, because of 

the small number of replicates, Mann-Whitney Rank Sum Test has been run. All pairwise 

multiple comparison has been performed by Tukey test.   
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2.3.1 - HSP70 PROTEIN EXPRESSION 

After the experimental treatment, cells were washed with ice-cold Phosphate-

Buffered Saline solution (PBS), detached by scraping, and transferred to 1.5 ml conical 

tubes. After a 10 min centrifugation at 800 xg at 4˚C, the pellet was resuspended in ice-cold 

10 mM Na-phosphate buffer, pH 7.4, containing 1% Nonidet-P40, 0.5% Na deoxycholate, 

0.1% SDS, 1 g/ml pepstatin A, E-64, bestatin, leupeptin and aprotinin, and 25 g/ml PMSF. 

After 30 min on ice, samples were centrifuged at 9000 xg at 4˚C for 20 min. The supernatant 

was diluted 1.5 times with Laemmli buffer, boiled for 5 min, and kept at -20˚C until analysis. 

Sample protein content was assessed according to Lowry et al. (1951) using bovine serum 

albumin as standard.  

Protean III apparatus (28 mA, 2 h at 4˚C), and the resolved proteins were transferred 

onto a nitrocellulose membrane (300 mA, 1 h at 4˚C). Blots were then probed with rat anti-

human HSC70 (1:2000), mouse anti-human HSP70 (1:2000) or mouse anti-human β-tubulin 

(1:200) monoclonal antibodies for 1 h, and, after washing, rabbit anti-rat IgG polyclonal 

antibody (1:6000) and rabbit anti-mouse IgG polyclonal antibody (1:6000) conjugated with 

horseradish peroxidase for 1 h. Immunoblots were developed using enhanced 

chemiluminescence (ECL) reagent and were analyzed with the ImageMaster system 

(Amersham-Pharmacia, Italy); quantification of band intensities was performed using 

TotalLab software version 1.0. Tubulin expression was used to assess equal loading of 

samples. Given the inherent variation between film development, data were normalized to 

reference samples that were included in each experiment. 

 

2.3.2 - ACETYLCHOLINESTERASE ACTIVITY AND KINETICS 

For the estimation of intracellular AChE, the medium was removed and the cells 

were washed with PBS 1x (Gibco, Italy) and lysed using ice-cold phosphate buffer containing 

1% Nonidet P-40 (Sigma, Italy). The homogenate was centrifuged for 10 min at 3000 xg at 

4°C and the resulting supernatant was used for the intracellular enzyme determination 

(Curtin et al., 2006). The remaining pellet was resuspended with H2O, in order to obtain 

membrane AChE.  
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The general scheme of enzymatic reaction can be summarized as follows: 

 

where: Enz is the enzyme, AcCh is the substrate (acetylcholine), and Ch and AcOH are the 

products (choline and acetic acid, respectively). The reaction rate of the acetylcholine 

hydrolysis is: 

 

and the steady-state rate constants are derived from the equations: 

 

The enzyme reaction rate was determined using acetylthiocholine as substrate. The 

concentration of the reaction product (thiocholine) was measured according to the modified 

Ellman’s method, based on the following reactions: 

 

The concentration of the yellow anion of 5-thio-2-nitrobenzoic anion (ε=13600 M
-1

 cm
-1

 at 

λ=412 nm) allows assessment of hydrolase’s activity. Kinetics measurements were carried 

out to verify the catalytic properties of the enzyme after different exposure times using the 

native sample as a standard. 

Extracts were analyzed for total AChE activity by the method of Ellman et al. (1961), 

using acetylthiocholine (ASCh) as substrate, in a reaction mixture containing 0.05 mg 

enzyme, 50 μl of 0.33 mM dithionitrobenzene (DTNB), and 10 mM tris-HCl sodium 

phosphate buffer (pH 7.2) in a final volume of 1200 μl. 50 μl of 0.5 ASC was added to let the 

reaction start. The substrate was used at 12 to 16 concentrations ranging from 0.001 mM to 

20 mM in order to evaluate the AChE kinetics parameters under the different conditions 

tested. 

The absorbance change at 405 nm was monitored with a Multi Sample DU800 

Beckman spectrophotometer. Reading was repeated for 5 to 25 min at 1 min intervals to 

verify that the reaction occurred linearly. The blank reaction was measured without 

substrate, to evaluate the reaction of thiols with DTNB. All trials were performed in 
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triplicates and data are expressed as nmol·min
-1

·mg of protein
-1

 (Rieger et al, 1980; 

Schweitzer, 1993; Heo et al, 2002). 

Kinetics preliminary experiments indicated that data follow the same trend as 

Michaelis-Menten kinetics. For this reason the Michaelis–Menten equation was used to 

estimate kinetics parameters Km and Vmax. All the data fitted well to this plot, following the 

model:  

t=Vmax-X/(Km+x)  

with a correlation coefficient R
2
>0.95 for all the tests performed. 

The Michaelis constant (Km) and the equilibrium constant were calculated using the 

Michaelis-Menten equations, followed by Lineweaver-Burk transformation. Parameters of 

the equation, Vmax and Km were expressed with their standard errors. 

 

2.3.3 - CELL PROLIFERATION RATE 

The xCELLigence is a real-time cell electronic sensing system (RT-CES) from Roche 

(UK), composed of three parts: an electronic sensor analyzer, a device station, and a 96-well 

e-plate, consistent with dimensions of standard flat-bottom 96-well culture plate. The well 

bottom has incorporated circle-on-line sensor electrode arrays (circle diameter 90 mm, line 

with 30 mm, and line-to-line spacing 110 mm). The gold microelectrodes cover about 80% of 

the area of the bottom. The device station, which is connected with e-plates, is placed in the 

incubator and connected to the electronic sensor analyzer through electrical cables. Cell 

index (CI) is the parameter used to represent cell status based on the electrical impedance 

measurements, which is calculated by frequency-dependent impedance according to the 

formula: 

 
���…�

���		 ��
�

����
�
 

where Rb(fi) and Rcell(fi) are the frequency-dependent electrode resistances without or with 

cells present, respectively, at different frequencies (n is the number of frequency points at 

which the impedance is measured, i.e., n ¼ 3 for 10, 25, and 50 kHz). Each frequency is 

applied for ~ 100 ms to each well. CI is a relative value to indicate how many or how cells 

attach to the electrodes. Under the control of the RT-CES software, experiment data are 

measured automatically by the sensor analyzer. 
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Cell calibration on the xCELLigence was performed to determine the optimal cell 

seeding number for each cell line. Cells were seeded, as described above, in a 96-well e-

plate. Following RF exposure of cells seeded in an e-plate, cell proliferation rate was 

analyzed continuously in real time for 24 hours using this instrument. The CI was recorded 

four times per hour for the duration of the experiment. The relative rate of cell proliferation 

was then determined for each data set at 4 hour intervals using the xCELLigence software 

and data are presented as a fraction of the rate in sham exposed samples at the relevant 4 

hourly interval. 

 

2.3.4 - CELL SURVIVAL ASSAY 

Cell proliferation was also determined by cell counting using a Z2 Coulter Counter 

(Beckman Coulter, USA). Cells were counted 1 and 7 days after the end of the exposure, and 

compared to their respective controls. For each analysis, three replicate dishes were used, 

and at least three independent experiments were performed. 0.5 ml of cell suspension was 

added to a coulter vial, containing 19.5 ml of Isoton solution.  

Cell number in the cell suspension was then calculated by means of the following formula: 

Density (cell/ml) = (number of cells x 2) x 20 / 0.5 

Cell numbers are presented as a percentage of sham-exposed cell populations. Data are 

presented as the mean +/- standard deviation of 3 or more separate experiments. 

 

2.3.5 - RELATIVE QUANTIFICATION OF CELLULAR DNA 

Following seeding and exposure of cells, as described above, total DNA per well was 

determined 24 hours post exposure or sham exposure using PicoGreen dsDNA kit 

(Molecular Probes, USA), according to the manufacturer’s instructions, in a Fluostar Optima 

Microplate Reader (BMG, USA) employing an emission wavelength of 520 nm and excitation 

of 480 nm. Briefly, PicoGreen dye was diluted 1:200 with 1x Tris/EDTA (TE) buffer. Each 

reaction contained 50 μl of a dye solution and a sample of DNA / DNA standard made up to 

50 μl in TE buffer in a 96 well plate (Sarstedt, Germany) (Szpechcinski et al., 2008). Data was 

then normalized against changes in cell number and are expressed as a fraction of sham-

exposed cell populations. Data are presented as the mean +/- standard deviation of 3 or 

more separate experiments. 
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2.3.6 - QUANTIFICATION OF TOTAL PROTEIN  

Following seeding and exposure of cells, as described above, total protein per well 

was determined 24 hours post exposure / sham exposure using a Bradford Assay kit (Sigma, 

UK) with some minor modifications of the procedure described by Bradford (1976). Briefly, 

190 µl of Bradford assay solution and 10 µl of either sample, H2O (blank) or Bovine Serum 

Albumin standard was maintained in a 96 well plate (Sarstedt, Germany) for 5 minutes. The 

absorbance was then read at 595 nm in a Fluostar Optima Microplate Reader (BMG, USA). 

Data was then normalized against changes in cell number and are presented as a fraction of 

sham-exposed cell populations. Data are presented as the mean +/- standard deviation of 3 

or more separate experiments. 

 

2.3.7 - NUCLEAR DNA DAMAGE MARKER ANALYSIS 

Total RNA was extracted from control and treated cells using the RNeasy Mini kit 

(Qiagen, UK) according to the manufacturer’s protocol. RNA concentration and quality were 

verified by UV spectroscopy and electrophoresis using a 1.2% agarose gel under denaturing 

conditions. First-strand cDNA for each sample was synthesized from 1 g of total RNA using 

the Transcriptor First Strand cDNA Synthesis Kit (Roche, UK). A combination of anchored-

oligo (dT) primers and random hexomer primers has been used, in order to increase the 

sensitivity of the retro-transcription (RT) reaction. Reactions were performed in a total 

volume of 20 μl, according to the manufacturer’s protocol. The thermal program consisted 

of 10 min at 25˚C, 30 min at 55˚C and 5 min at 85˚C. As a normalization control for each RT-

PCR experiment, housekeeping primers, specific for the 18S rRNA, were used in PCR 

reactions with each gene target. Primer pairs used for each gene product are described in 

Table 2.1.  

RT-PCR reactions were performed in a total volume of 30 μl containing 6 μl milliQ 

water, 10 μl REDTaq Ready Mix (Sigma, UK), 2 μl Forward and Reverse primers (1 mM final 

concentration each) and 2 μl template cDNA (from 1 μg total RNA).  

The thermal program was performed on the C1000 Thermal Cycler (BioRad, UK) and 

consisted of an initial denaturation (94˚C, 3 min), followed by 30 cycles (for PARP1 and XLF 

primers) and 35 cycles (for 18S primers) of denaturation (94˚C, 40 s), annealing (62˚C, 2 

min), extension (72˚C, 30 s), and a final extension step (72˚C, 1 min).  
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To ensure that quantification was performed at the midpoint of the linear phase of 

amplification, for each gene, preliminary RT-PCRs were carried out using both different 

annealing temperature of each cDNA sample and different PCR cycle numbers. Equal 

aliquots of each PCR sample were separated on a 1.2% wide-range agarose gel using TAE 

buffer (1x) and stained with 0.1 μl/ml gel red (Sigma, UK). A D3812 molecular marker 

(Sigma, UK) has also been used.   

Agarose gel band intensities were analyzed and quantified with the Versadoc 5000 

Imaging Systems (Bio-Rad, UK). 

 

Table 2.1 – The primers sequences. 

XLF

LEFT PRIMER aagaaccagtcacataaagttctgc

RIGHT PRIMER tatttttagtagagacagggtttcacc

PARP1

LEFT PRIMER agtacattgtctatgatattgctcagg

RIGHT PRIMER gagaagttagagaaaacctttaacacg

18s

LEFT PRIMER cttagagggacaagtcgcg

RIGHT PRIMER ggacatctaagggcatcaca  

 

Traditionally PCR is performed in a tube and the products are analyzed by gel 

electrophoresis. Real time PCR (Q-PCR) permits the analysis of the products while the 

reaction is actually in progress. This is achieved by using fluorescent dyes which react with 

the amplified product. 

DNA fragments, containing the genes that code for PARP1 and Cernunnos-XLF 

proteins were amplified in the LightCycler Carousel-based System (Roche Applied Science, 

UK) following the manufacturer’s instruction. The PCR amplification was performed in a 20 

μl volume, using the LightCycler FastStart DNA Master plus SYBR Green I kit (Roche), 5 μl 

cDNA and 5 mM mixed primers solution.  The initial denaturing step at 95˚C for 10 minutes 

was followed by 35 cycles of 95˚C for 10 sec, 65˚C for 5 sec and 72˚C for 12 sec. The melting 

curve analysis was performed at 65˚C according to the protocol supplied.   
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3.1 - SIMULATION 

 

3.1.1 - MATHEMATICAL MODEL OF THE 1.8 GHz GSM EXPOSURE SYSTEM  

Dosimetric investigations for the characterization of the RF setup used in this project 

included the analysis of the performed finite difference time domain (FDTD) simulation and 

their validation with direct measurements. The FDTD method can simulate complex models 

by binding stability criteria to a time integration scheme. The waveguide resonator, 

including medium with meniscus, petri dishes and dish holder were simulated and 

evaluated.  

 

Geometry 

The very first step was to design the geometry of the model, by using a graphic 

interface (CAD tools) to respect the real proportions of the apparatus. The waveguide was 

drawn, the antenna was added at one of the shortcut ends, the petri dishes, containing the 

culture medium, were then located in the H-field maxima (Fig. 3.1).     

  

Fig 3.1 – The geometry of the model: the waveguide and the antenna only (left) and with the medium layer 

inside the petri dishes (right) in the fixed positions of the experimental system. 

 

The plastic of the petri dishes and of their holder can be considered completely 

transparent to electromagnetic fields, and therefore they are not drawn in the model. The 3 

ml medium volume (5 mm height medium + measured meniscus volume) has been chosen 

to guarantee a high inductive coupling.  
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EM Subdomain Settings  

Specific parameter settings were assigned to the geometry components, in order to 

give the model its peculiar characteristics. The physics quantities that identify the real 

apparatus were defined and the parameters were set at the boundary, domain and 

subdomain conditions. Other values were calculated: to get the electric field that leads to a 

SAR of 2 W/kg in the cells exposed, a circulating surface current of 9 · 10
6
 A/m is required. 

 

EM Module Parameters 

The relative static permittivity (εr) of a material under given conditions is a measure 

of the extent to which it concentrates electrostatic lines of flux. It is the ratio of the amount 

of stored electrical energy when a potential is applied, relative to the permittivity of a 

vacuum. The relative static permittivity is the same as the relative permittivity evaluated for 

a frequency of zero. 

It is defined as 

0ε

ε
ε =
r

 

where ε is the static permittivity of the material, and ε0 is the electric constant 

(ε0=8.8541878176 · 10
-12

 F/m). The higher the relative permittivity, the more insulating a 

material will be, therefore it will be strongly opposed to the current. 

Electrical conductivity (σ) or specific conductance is a measure of a material's ability 

to conduct an electric current. When an electrical potential difference is applied to a 

conductor, the movable charges flow and give rise to an electric current. The conductivity σ 

is defined as the ratio of the current density to the electric field strength:  

E

J
=σ  

and is the reciprocal (inverse) of electrical resistivity, ρ. 

Relative permeability (μr) is the ratio of the permeability of a specific medium to the 

permeability of free space given by the magnetic constant (μ0 = 4π · 10
-7

 H/m): 
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where ε0 is the electric constant and c is the speed of light: 

In electromagnetism, permeability is the degree of magnetization of a material that 

responds linearly to an applied magnetic field. A good magnetic core material must have 

high permeability. Materials with a variable μ value are considered ferromagnetic and 

present a magnetization much larger than other materials. Ferromagnetic materials can 

present spontaneous magnetization, and this gives rise to the hysteresis loops.  Materials 

with a constant μ are considered non-ferromagnetic and can be divided into diamagnetic 

and paramagnetic. Diamagnetism is the property of an object which causes it to create a 

magnetic field in opposition to an externally applied magnetic field, thus causing a repulsive 

effect. Specifically, an external magnetic field alters the orbital velocity of electrons around 

their nuclei, thus changing the magnetic dipole moment in the direction opposing the 

external field. Diamagnets are materials with a magnetic permeability less than μ0 (a relative 

permeability less than 1). Consequently, diamagnetism is a form of magnetism that is only 

exhibited by a substance in the presence of an externally applied magnetic field. It is 

generally a quite weak effect in most materials, although superconductors exhibit a strong 

effect. Paramagnetism is a form of magnetism which occurs only in the presence of an 

externally applied magnetic field. Paramagnetic materials are attracted to magnetic fields 

and have a relative magnetic permeability greater than one (or, equivalently, a positive 

magnetic susceptibility). The magnetic moment induced by the applied field is linear in the 

field strength and rather weak. It typically requires a sensitive analytical balance to detect 

the effect. Unlike ferromagnets, paramagnets do not retain any magnetization in the 

absence of an externally applied magnetic field, because thermal motion causes the spins to 

become randomly oriented without it. Thus the total magnetization will drop to zero when 

the applied field is removed. Even in the presence of the field there is only a small induced 

magnetization because only a small fraction of the spins will be oriented by the field. This 

fraction is proportional to the field strength and this explains the linear dependency. The 

attraction experienced by ferromagnets is non-linear and much stronger. The dielectric 

parameters of the waveguide, antenna and medium are listed below. 
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Table 3.1 – The electromagnetic parameters used in the model. 

 

 

As an initial condition, the electric field is considered null in every direction. The 

boundary conditions are that the waveguide can be considered a Perfect Electric Conductor 

(PEC), the surface electric current circulating on the copper antenna is 9.6 · 10
6
 A/m and the 

culture medium has a continuity feature.  

 

Mesh 

COMSOL Multiphysics is a program based on finite element analysis, so it returns a 

discrete answer, not a continuous one. The spatial distribution of this discrete answer is 

called mesh, which can also be seen as the subdivision of a complex geometry into simple 

shape units. Triangular or square units are used to divide a bi-dimensional structure, so that 

the mesh is characterized by sides and vertex. Tetrahedrons, hexahedrons and prisms are 

the mesh subunit for tridimensional structures and in this case the mesh is characterized by 

faces, sides and vertex. 

The mesh is an approximation of the original geometry, and the number of mesh 

elements will affect the degree of freedom of the model and the accuracy of the results. 

Choosing different meshes allows different solutions: the finer the mesh, the more precise the 

results, but the slower the calculations.  

For this model a fine mesh with 22141 elements has been used, which implies 30718 

degrees of freedom to solve the problem.  

     

Solver 

This finite element analysis is based on systems of equations that can be solved by 

Gauss’ law or Kramer’s rule. Two approaches can be used: a direct solver that can solve 

these equations by progressive eliminations of unknowns, or an iteration process, that uses 

WAVEGUIDE ANTENNA MEDIUM

library material gold copper RPMI

relative permittivity εr 1.00054 1 75.8

electrical conductivity σ (S/m) 0 5.998e7 2.3

relative permeability µr 1 1

boundary conditions PEC surface current continuity

Js (A/m) 9.6 · 10
6
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preconditioning matrix, mainly diagonal matrix, to gain matrix products. The best solution 

will be chosen among these matrix products, depending on the residuals analysis. 

For the mathematical model of the 1.8 GHz exposure system a stationary linear 

harmonic propagation analysis was employed. A SPOOLES direct solver, based on a 

symmetric matrix, was chosen.     

 

Electromagnetic Analysis 

After inserting the parameters into the model, the first test was the electromagnetic 

field analysis.  

 

Fig 3.2 – The magnetic lines of force distribution as calculated by the model. 

 

The magnetic lines of force distribution was visualized inside the waveguide (Fig. 3.2) 

and it appears exactly as expected. This is confirmed by the petri dishes: they have a fixed 

position that is supposed to be coincident to the H-field maxima. And this is precisely what 

can be seen in the model graphical distribution: the petri dishes are located in the zones 

where the most magnetic lines of force distribution converge, in other words in the zones of 

highest magnetic field intensity.  

The same was done for the normalized electric field distribution inside the 

waveguide volume (Fig. 3.3). It appears exactly as expected and once again the petri dishes 

are located in the zones where the electric field is the lowest. These first results show that 

the model fits the requirement of the experimental setups. 
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Fig 3.3 – The normal electric field distribution inside the waveguide as calculated by the model. 

 

Then the electric field distribution inside the culture medium was evaluated (Fig. 

3.4), particularly on the bottom of each petri dish, where the cells are in adhesion. 

 

Fig 3.4 – The electric field distribution at the bottom of each petri dish as calculated by the model. 

 

The Electric field values were calculated by the model across each dish. Then the E-

field averages and the SAR values were calculated (Table 3.2).  
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Table 3.2 – The electric field and SAR values inside each petri dish as calculated by the model. 

Electric Field (V/m)               

  Petri1 Petri2 Petri3 Petri4 Petri5 Petri6 Average 

Average 
30.03 28.05 28.85 30.64 29.56 29.76 

29.49 ± 

2.53 

Std Err 2.34 2.36 2.45 2.67 2.69 2.68   

Un-homogeneity (%) 11.67 20.98 16.37 14.9 17.89 17.34 16.52 

Un-homogeneity (%) among petri             3.09 

 

It’s important to underline that the un-homogeneity of the E-field distribution inside 

each petri is less than 20%, which is the limit for this kind of exposure system. The un-

homogeneity among the dishes is about 3.09%, which is a good value. This datum is very 

important because it verifies that the exposure conditions inside each petri dish are exactly 

the same.  

Finally, the SAR due to this electric field was estimated: on the irradiated cells SAR is 

2.00 W/kg on average, which is the expected value for the RF exposure regimes supplied by 

this exposure system.    

 

Thermal Module 

The following step was the analysis of the interactions between the electromagnetic 

fields and the cells: in particular the temperature changes due to the heat transferred by the 

electromagnetic energy were assessed. 

A physical parameter connecting the electromagnetic module to the thermal module 

was to be found. A dependent variable provided by the electromagnetic module analysis 

was used as an independent variable inside the thermal module, in order to perform a 

thermal analysis predictive of the actual RF heat transfer. The chosen variable is the 

Resistance Heating (Qext = Qav_emwh), which represents the heat produced by the 

electromagnetic field. 

 

Thermal Parameters 

Thermal properties of the cell culture medium were provided as new parameters to 

the model (Table 3.3).  

Thermal conductivity (k) is the property of a material that indicates its ability to 

conduct heat. It appears primarily in Fourier's Law for heat conduction. In other words, it is 
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defined as the quantity of heat, ΔQ, transmitted during time Δt through a thickness x, in a 

direction normal to a surface of area A, due to a temperature difference ΔT, under steady 

state conditions and when the heat transfer is dependent only on the temperature gradient. 

Alternatively, it can be thought of as a flux of heat (energy per unit area per unit time) 

divided by a temperature gradient (temperature difference per unit length) 

The density of a material (ρ) is defined as its mass per unit volume  

V

m
=ρ  

that is measured kilograms per cubic metre (kg/m³). 

Heat capacity (CP) is the capacity of a body to store heat. It is typically measured in 

units of J/°C or J/˚K (which are equivalent). If the body consists of a heterogeneous material 

with sufficiently known physical properties, the heat capacity can be calculated as the 

product of the mass m of the body (or some other measure of the amount of material, such 

as number of moles of molecules which are present) and the specific heat capacity c, (an 

intensive property) for the material.  

The heat transfer coefficient (h), in thermodynamics and in mechanical and chemical 

engineering, is used in calculating the heat transfer, typically by convection or phase change 

between a fluid and a solid. There are numerous methods for calculating the heat transfer 

coefficient in different heat transfer modes, different fluids, flow regimes, and under 

different thermo-hydraulic conditions. Often it can be estimated by dividing the thermal 

conductivity of the convection fluid by a length scale. The heat transfer coefficient is often 

calculated from the Nusselt number (a dimensionless number). The heat transfer coefficient 

has SI units in watts per metre squared-Kelvin (W/(m
2
˚K)).

 

12
1

)(150
0008.0

)(12.0 −
−

⋅°=
⋅°

== mKW
m

mKW

l

k
h  

 

The waveguide structure and the antenna can be considered negligible for the 

thermal analysis therefore no parameter value was established for them.    

The initial temperature was set at 37˚C (310˚K), according to the constant 

temperature provided by the incubator.  
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Table 3.3 – The thermal parameters used in the model. 

 

 

Thermal Analysis 

The solver eventually provided the data of the temperature changes inside the cell 

culture medium layer (Fig. 3.5 and 3.6), showing remarkably that the difference among the 

six petri dishes is very small.  

 

Fig 3.5 – The temperature increase due to the applied electromagnetic field inside the medium layer, as 

calculated by the model. 

 

The thermal analysis was performed at the bottom of each petri dish. Then the 

temperature increase averages were calculated (Table 3.4).  

 

CULTURE MEDIUM

thermal conductivity k (isotropic) (W/(m·°K)) 0.6

density ρ (kg/m
3
) 1000

heat capacity CP (J/(kg·°K)) 4.2

heat source Q Qav_emw2

initial temperature T (t0) (°K) 310

heat transfer coefficient h (W/(°K·m
2
)) 171.4 W/(°K·m

2
)

external temperature Tinf (°K) 310
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Fig 3.6 – The temperature increase due to the applied electromagnetic field at the bottom of each petri dish, as 

calculated by the model. 

 

Table 3.4 – The temperature values inside each petri dishes as calculated by the model. 

Temperature (˚K)               

  Petri1 Petri2 Petri3 Petri4 Petri5 Petri6 Average 

Average 
310.0093 310.0084 310.0089 310.0087 310.0082 310.0082 

310.0086 

± 0.0011 

Std Err 0.0011 0.0011 0.0012 0.0011 0.0011 0.0010   

Un-homog (%) 0.0012 0.0021 0.0017 0.0014 0.0016 0.0012 0.0015 

 

These results show that the temperature change due to the presence of 

electromagnetic fields is very small: since the temperature rise is 0.0086 °K on average, it 

can be considered absolutely negligible.   

The un-homogeneity inside each petri is extremely low and temperature is uniformly 

distributed without localized “hot spots”. This result is very important because inside each 

petri dish every single cell should be exposed at the same conditions as the others.  

Also, the un-homogeneity among different dishes is very small, so it can be inferred 

that each petri is exposed at the same condition as the others. Therefore that the cells 

exposed to this RF exposure system should not suffer any thermal effect and that any effect 

potentially measurable is probably due to the presence of an external electromagnetic field 

rather than to a hyperthermia effect. 
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3.1.2 - MATHEMATICAL MODEL OF THE 144-434 MHz RADIOWAVE THERAPY EXPOSURE 

SYSTEM 

A similar approach was adopted for the RF exposure system MiBRRG group is equipped 

with. A mathematical model of the TEM cell was also realized.  

 

Geometry 

The very first step was to design the geometry of the TEM cell, by using a graphic 

interface (Fig. 3.7). 

In order to simplify the model only the volume of the TEM cell below the septum and 

the volume where the culture medium layer is placed (5 mm height) were drawn.   

The plastic of the flasks, the petri dishes and the 96-well plates used for exposing the cells, 

as well as the polystyrene support can be considered completely transparent to 

electromagnetic fields, and therefore they were not drawn in the model.   

 

 

Fig 3.7 – The geometry of the model (TEM cell and medium layer in their real dimension). 

 

EM Subdomain Settings  

Specific parameter settings were assigned to the geometry components, in order to 

give the model its peculiar characteristics. The physics quantities that identify the real 

apparatus were defined and the parameters were set at the boundary, domain and 
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subdomain conditions. Other values were calculated to get the frequency and input power 

required. 

 

EM Module Parameters 

The dielectric parameters of the medium are the same used for the 1.8 GHz 

exposure system (see table 3.1). 

 

Mesh and Solver 

The selected mesh was a fine one, which generated 9040 elements in the model, so 

that the solver will work on a problem with 12542 degree of freedom. The solver was once 

again stationary linear and based on a SPOOLES method, and it made a harmonic 

propagation analysis based on a symmetric matrix.  

 

Electromagnetic Analysis 

The electromagnetic analysis was performed inside the volume of the culture 

medium (Fig. 3.8).  

 

Fig 3.8 – The electric field distribution at the bottom of the medium layer as calculated by the model. 
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The normalized electric field distribution was calculated on the bottom of that 

volume, in other words where the cells are supposed to be placed during the exposures. The 

same approach was adopted for every exposure regime applied in this study (Table 3.5). 

 
Table 3.5 – The results provided by the model compared to the actual measurements for every exposure 

regime. 

 

 

It’s important to underline that the E-field un-homogeneity across this section is less 

than 10%, because this means that all the cells inside each petri dish are exposed to the 

same conditions. 

The theoretical parameters, calculated by the mathematical model of the RF 

exposure unit were validated by the measured values of E-field, recorded directly by the EF 

cube device. The E-field was actually measured in 36 points all across the bottom of the 

polystyrene support inside the TEM cell (Fig. 3.9). Two different kinds of exposure regimes 

has been tested: one of those used for the biological experiments (434 MHz 50 W) and one 

with the highest input power achievable (434 MHz 380 W), in order to check the reliability 

of the method adopted under more critical exposure conditions. 

 

  

Fig 3.9 – The electric field values, as measured across the polystyrene support, for the 434 MHz 50 W (left) and 

434 MHz 380 W (right) exposure regimes. 

 

FREQUENCY 144 MHz 144 MHz 434 MHz

INPUT POWER 5 W 50 W 50 W

MODELLED ELECTRIC FIELD 24.9 V/m 97.96 V/m 121.9 V/m

STANDARD ERROR 0.32 6.16 9.4

UN-HOMOGENEITY 7.13 % 7.98 % 7.31 %

HIGH PEAK SAR 0.49 W/kg 1.51 W/kg 2.6 W/kg

MEASURED ELECTRIC FIELD 29.98 V/m 102.13 V/m 129.2 V/m

131-135

151 142 135 158 164 166 136-140

141-145

146-150

159 151 152 159 167 170 151-155

156-160

161-165

160 155 154 164 171 172 166-170

171-175

176-180

160 154 156 163 171 175

162 156 155 162 173 176

167 150 150 158 165 172

230-235

241 230 235 237 238 240 236-240

241-245

246-250

241 241 238 238 238 240

243 237 238 238 239 242

244 241 239 238 239 241

245 239 239 247 239 241

246 241 239 239 239 240
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The spatial distribution obtained for the measured E-field is in good agreement with 

the numerical one provided by the model. For an exposure regime of 434 MHz 50 W the 

max E-field measured was 157.8 V/m, the min 123.1 V/m, (129.2 ± 9.4 V/m on average, SAR 

2.6 W/kg) leading to an un-homogeneity of 7.31%, which is in agreement to the expected E-

field of 121.9 V/m. For an exposure regime at 144 MHz 5 W the measurement of E-field was 

29.98 ± 0.32 V/m on average (SAR 0.49 W/kg), that agrees with the expected E-field of 24.9 

V/m. For an exposure regime of 144 MHz 50 W the measurement of E-field was 102.13 ± 

6.16 V/m on average (SAR 1.51 W/kg), that agrees with the expected E-field of 97.96 V/m.  

 

Thermal Parameters 

The thermal properties of the cell culture medium are the same used for the 1.8 GHz 

apparatus (see table 3.3). No parameter has been set for the TEM cell, the polystyrene 

support, and the plastic ware. The initial temperature was set at 37˚C (310˚K), according to 

the constant temperature provided by the air circulating system applied to the TEM cell.  

 

Thermal Analysis 

The solver eventually provided the data of the temperature changes at the bottom 

of the culture medium layer (Table 3.6). 

 

Table 3.6 – The temperature increase at the bottom of the medium layer, as calculated by the model.  

FREQUENCY 144 MHz 144 MHz 434 MHz 434 MHz 

INPUT POWER  5 W 50 W 50 W 380 W 

ΔT 0.05 ˚C 0.08 ˚C 0.1 ˚C 11.8 ˚C 

 

These results show that the temperature change due to the presence of 

electromagnetic fields is very small for most of the tested exposure regimes. In fact the 

temperature rise is ≤ 0.1°K for all the low-mid input power exposure and it can be 

considered absolutely negligible.   

The only exposure regime where both the measured and the foreseen temperature increase 

is significant is the 434 MHz 380 W.  Therefore the cells exposed to the RF exposure regimes 

used in this study should not suffer any thermal effect and any effect potentially measurable 

is probably due to the presence of an external electromagnetic field rather than to a 

hyperthermia effect. 
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3.2 - BIOLOGICAL ANALYSES 

 

3.2.1 - HSP70 PROTEIN EXPRESSION IN HUMAN TROPHOBLASTS 

The first biological target was the human trophoblast cell line. They are cells 

developed during the first three months of pregnancy, highly proliferative and particularly 

sensitive to stress factors: an alteration of these cells could seriously compromise the 

pregnancy. Therefore they are considered a valid biological model to assess the 

environmental stress factors on placenta. 

One of the aims of this study, and of bioelectric research in general, is to find a 

parameter that quantifies the amount of interactions between electromagnetic waves and 

living organism. For this reason the effects that RF exposure produces on few cellular 

proteins were investigated.  

The expression of the heat shock protein 70 (HSP70) was assessed in human 

trophoblasts. Heat shock proteins were chosen because of their huge involvement in cell 

cytoprotection and because of their good answer to stress factors.   

Human trophoblasts were exposed at 1.8 GHz, 217 Hz amplitude modulation, 2 W/kg 

SAR. Exposure times were 1, 4, 16 and 24 hours and during exposure the apparatus was 

switched off for 10 minutes every 5 minutes, as described previously. Three hours after the 

end of the exposure the samples were collected and the HSP protein expression was performed by 

Western Blotting. 

 

 

Fig 3.10 – The expression of HSP70 in trophoblasts after RF (1.8 GHz, 217 Hz AM) exposure.  
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Data presented (Fig. 3.10) came from triplicate exposures and each sample was 

analysed in triplicate. Exposure data were normalized against the sham data.   

It’s evident that this kind of RF exposure didn’t affect the HSP expression, since the 

difference between sham and exposed samples was negligible (p<0.05).  Also, the time of 

exposure didn’t affect the HSP expression. 

A positive control test was also performed. Cells exposed and sham-exposed were 

over-heated at 40 and 43˚C for 60 minutes and then collected straight after and 3 hours 

post exposure (Fig. 3.11).  Samples have been analysed 3 hours after the RF EMF exposure 

according to preliminary experiments (data not shown) where cells have been collected at 

different times (0, 1, 2, 3, 4, 5, 6 hours) post-exposure and the most effective post-exposure 

time for HSP70 expression has been 3 hours.   

A slight increase in the HSP expression can be seen for every sample, when 

compared to the controls kept in the incubator at 37˚C (referred to as 100%). Though no 

significant difference can be seen when the RF exposed and the sham exposed samples are 

compared.   

 

 

Fig 3.11 – The expression of HSP70 in trophoblasts after heat stress (40˚C - 43˚C) and RF (1.8 GHz, 217 Hz AM) 

exposure.  
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3.2.2 - ACETYLCHOLINESTERASE ACTIVITY AND KINETICS IN HUMAN TROPHOBLASTS 

Acetylcholinesterase (AChE) belongs to Cholinesterases, the enzymes in the nervous 

tissue that remove coline from synaptic clefts. AChE hydrolizes acetylcholine into choline 

and acetic acid.  

Acetylcholine and acetylcholinesterase are found also inside the placenta cells, 

where acetylcholinesterase behaves as a metabolic barrier against xenobiotics, such as 

pesticides, poison and drugs. It hydrolyzes these xenobiotics and protects the foetus. 

Barteri et al. (2005) reported that after being exposed to the EMF emitted by a 

commercial cellular phone (SAR value 0.51 W/kg), the highly purified AChE showed an 

enormous change in its activity and kinetic parameters (Vmax and Km are both increased by 

high frequency after 20 minutes exposure) (Table 3.7).  

 

Table 3.7 – The kinetic parameters of AChE after exposure to high frequency EMF (From: Barteri et al., 2005).  

 

 

This paper first demonstrates that GSM “dual band” cellular phone emissions affect 

the structural and biochemical characteristic of an important central nervous system 

enzyme. These results cannot be used to conclude that the cellular phone emission can lead 

to hazardous effects for human health, but they may be a significant model to verify these 

effects on other biological system (Barteri et al., 2005). For this reason, in this study the 

activity of this kind of enzyme inside a cell system, after 1.8 GHz exposures was evaluated. 

 

Basal AChE Activity and Kinetics in Human Trophoblasts 

The first step was to determine the characterization of the AChE in the human 

trophoblast cells.  Two isoforms of cholinesterases are known in vertebrates, AChE, showing 

higher affinity for acetylcholine, and BChE, showing higher affinity for butyrylcholine. To 

determine which is present inside the trophoblasts, the enzymatic activity was measured in 
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the presence of two different substrates: acetylthiocholine iodide (ASCh) and 

butyrylthiocholine (BSCh). Three different concentrations for each substrate were assessed 

(0.05, 0.5 and 5 mM). The enzyme activity, expressed as nmol min
-1

 mg protein
-1

, was 

calculated at 10 and 20 min of incubation (Fig. 3.12).  

 

 

Fig 3.12 – The characterization of AChE in trophoblasts: activity in the presence of different substrates.  

 

In the presence of BSCh, the enzyme activity didn’t vary after increasing the 

substrate concentration, meaning that probably this is not the specific substrate for the 

enzyme under analysis. On the contrary, the ASCh induced a significant dose-dependent 

response in the AChE activity, therefore this latter can be considered a specific substrate 

and was chosen as the substrate for all the further analyses.  

To establish the experimental protocol for the following assays, the time course of 

the ChE activity in 0.1 mg/ml protein preparations from human trophoblasts was examined 

in the presence of the two substrates, ASCh and BSCh, at 0.5 and 5 mM final concentration 

(Fig. 3.13). The experiments were carried out for 30 min at 30°C and optical densities 

measured at 30 sec intervals. A plateau was reached within 25 min for ASCh, while BSCh 

hydrolysis increased linearly up to the end of incubation. In routine experiments the AChE 

activity was assessed every minute and followed for 25 min, in the presence of 5 mM ASCh.  

0

1

2

3

4

5

6

0.05 mM 0.5 mM 5 mM

V
 (
n
m

o
l 
m

g
-1

m
in

-1
)

[substrate]

Trophoblasts AChE activity in the presence of 
different substrates

ASCh

BSCh



Chapter 3                                                                                                                                                    RESULTS 

86 

 

 

Fig 3.13 – The characterization of AChE in trophoblasts: time course in the presence of different substrates.  

 

The basal enzymatic activity was then evaluated (Fig. 3.14). In each experiment a 

blank without substrate neither sample was measured to evaluate the reaction of thiols 

with DTNB at 405 nm. The enzymatic hydrolysis of acetylthiocholine was 4.83 ± 0.29 nmol 

min
-1 

mg
-1

 protein. 

 

 

Fig 3.14 – The characterization of AChE in trophoblasts: kinetic in the presence of ASCh.  

 

Kinetic experiments were carried out in the presence of ASCh. The effect of 

substrate concentration on trophoblasts AChE activity was assayed using twelve substrate 
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doses in the range 0.046 – 20 mM. AChE activity followed the Michaelis – Menten kinetic, 

and apparent Km values and Vmax values were calculated. 

The Vmax and Km values were 5.14 ± 0.21 nmol min
-1 

mg
-1

 protein and 0.63 ± 0.10 

mM, respectively. The regression analysis performed on these data provided a R
2
 value of 

0.984 (p<0.001), indicating that the experimental data fit the theoretical Michaelis-Menten 

plot. 

 

AChE Activity and Kinetics in RF-Exposed Human Trophoblasts 

Human trophoblast cells were exposed at 1.8 GHz, 217 Hz amplitude modulation, 2 

W/kg SAR. Exposure times were 1, 4, 16 and 24 hours and during exposure the apparatus 

was switched off for 10 minutes every 5 minutes, as previously described. Since the relentless 

perishability of enzymes, the samples were collected straight after the end of the exposure, put on 

ice and then treated for the AChE activity and kinetic assay, following the method proposed by 

Ellman (1961).  

Data presented are coming from triplicate exposures and triplicate protein analysis. 

Exposure data were normalized against the sham data (Fig. 3.15).   

 

 

Fig 3.15 – The activity of AChE in trophoblasts after RF (1.8 GHz, 217 Hz AM) exposure.  

Comparing the exposed to the sham-exposed samples it can be seen that the applied 

electromagnetic field induce a significant increase in the AChE enzymatic activity after every 

time of exposure. A duration-dependent relationship can also be seen: the longer the time 

of exposure, the higher the enzymatic activity (p<0.05).     
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Samples exposed to 1.8 GHz, GSM like EMFs were assessed also in terms of AChE 

kinetic in the presence of ASCh. The effect of substrate concentration on 0.1 mg/ml enzyme 

activity was assayed using twelve substrate doses in the range 0.046 – 20 mM. AChE activity 

followed the Michaelis – Menten kinetic, and apparent Km values and Vmax values were 

calculated (Table 3.8). 

 

Table 3.8 – The kinetic parameters of AChE in trophoblasts after RF (1.8 GHz, 217 Hz AM) exposure. 

 

 

Vmax values showed a significant rise in the exposed samples compared to the sham 

exposed Vmax values, which remains similar to the control value. Furthermore, the Vmax 

values increase at increasing time of exposure, as seen above. Km values were not 

significantly modified after each kind of exposure. 

 

3.2.3 - ACETYLCHOLINESTERASE ACTIVITY AND KINETICS IN PC-12s 

 

Basal AChE Activity and Kinetics in PC-12s 

Treatment with a specific inhibitor of acetylcholinesterase (BW284C51) and with a 

nonspecific cholinesterase inhibitor (Iso-OMPA) indicated that greater than 95% of the 

enzymatic activity in PC-12s was due to true acetylcholinesterase (Rieger et al., 1980). The 

chosen substrate for this new biological target was acetylthiocholine iodide (ASCh) 

accordingly. Several tests were performed to optimize the experimental procedure and 

identify the best substrate concentration, protein amount and time of incubation. The ideal 

AChE reaction rate for PC-12 cells can be gained by using 0.05 mg protein/ml, 0.5 mM ASCh 

and 0.33 mM DTNB and by following the reaction at 30°C for 5 min at 1 min reading 

intervals. The blank reaction was measured without substrate, to evaluate the reaction of 

Vmax Km 

(nmol mg protein
-1

 min
-1

) (mM)

Control 5.14 ± 0.21 0.63 ± 0.10

1h Sham 5.66 ± 0.46 0.71 ± 0.23

Exposed 7.27 ± 0.68 0.78 ± 0.29

4h Sham 5.95 ± 0.48 0.72 ± 0.23

Exposed 6.86 ± 0.68 0.56 ± 0.23

16h Sham 5.58 ± 0.72 0.69 ± 0.24

Exposed 6.97 ± 0.60 0.57 ± 0.19

24h Sham 5.40 ± 0.77 0.68 ± 0.28

Exposed 8.16 ± 0.52 0.69 ± 0.19

Exposure
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thiols with DTNB at 405 nm. All trials were performed in triplicates and data are expressed 

as nmol·min
-1

·mg of protein
-1

 (Rieger et al, 1980; Schweitzer, 1993; Heo et al, 2002) 

following the method proposed by Ellman (1961).  

The basal enzymatic activity was evaluated: the enzymatic hydrolysis of 

acetylthiocholine in control cultures was 8.91 ± 0.23 nmol min
-1 

mg
-1

 protein, according to 

the value previously gained by Greene and Rukenstein (1981) that was 8.2 nmol min
-1 

mg
-1

 

protein. 

In order to understand the mechanism that leads to an increase in the AChE activity 

after 1.8 GHz RF exposure, the enzymatic kinetic was studied. Kinetic experiments were 

carried out in the presence of ASCh. The effect of substrate concentration on trophoblasts 

AChE activity was assayed using sixteen substrate doses in the range 0.0001 – 10 mM. AChE 

activity followed the Michaelis – Menten kinetic, and apparent Km values and Vmax values 

were calculated 

Both the cytoplasmic and the membrane-bound acetylcholinesterase kinetic were 

tested at this stage, in order to identify any possible difference in the two molecules (Fig. 

3.16).  

 

 

Fig 3.16 – The characterization of AChE in PC-12s: kinetic in the presence of ASCh assessed in the cystoplasmic 

(left) and membrane (right) fractions.  

 

Cytoplasmic and membrane basal kinetic parameters showed very similar value: the 

Vmax and Km values of the cytoplasmic enzyme reaction were 10.74 nmol min
-1 

mg
-1

 

protein and 0.001 mM, respectively, while the Vmax and Km values of the membrane 

enzyme reaction were 10.78 nmol min
-1 

mg
-1

 protein and 0.002 mM, respectively. The 
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regression analysis performed on these data provide a R
2
 value of 0.998 (p<0.001), 

indicating that the experimental data fit the theoretical Michaelis-Menten plot. Because of 

this similarity the following exposed samples were tested only for the total enzyme fraction 

activity.  

 

AChE Activity and Kinetics in RF-exposed PC-12s 

Afterwards, cells were exposed to the conditions described above: carrier frequency 

of 1.8 GHz with intermittent exposure (5 min field on, 10 min field off) at the CW, GSM-217 

Hz amplitude-modulation, and GSM-Talk (34% of speaking and 66% of hearing) conditions, 

with 2 W/kg of SAR. 

 

 

 

 

Fig 3.17 – The AChE activity (percentage referred to controls) in PC-12s after RF (1.8 GHz: CW, 217 Hz AM, Talk) 

exposures. 

 

It’s important to underline that between sham and external controls no significant 
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control. It can be observed that exposed cells show a significant increase in AChE activity for 

every time of exposure, if compared to sham samples for every exposure conditions (Fig. 

3.17).  

A duration-dependent response can also be detected, since longer times of exposure 

determined higher increases in terms of enzyme activity. The highest effects can be seen 

after 24 hours of continuous wavelength exposure: a 63.73% increase in the enzymatic 

activity was recorded. Twenty-four hours was the most effective time of exposure, 

therefore it was decided to assay the kinetic parameters of AChE hydrolysis in PC-12 cells 

after 24 hours of different RF exposure regimes at 1.8 GHz. Samples exposed to the 

electromagnetic fields described above were assessed in terms of AChE kinetic parameters 

in the presence of ASCh (Fig. 3.18).  

 

 

 

 

Fig 3.18 – The kinetic curves of AChE in PC-12s after 24 hours RF (1.8 GHz: CW, 217 Hz AM, Talk) exposure. 
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It can be observed that exposed cells show a significant increase in AChE kinetic 

curve, if compared to sham samples for every exposure conditions, confirming the results 

obtained when testing the enzyme activity.  

 

Table 3.9 – The kinetic parameters of AChE in PC-12s after 24 hours RF (1.8 GHz: CW, 217 Hz AM, Talk) 
exposure. 

 

 

In table 3.9 it can be seen that the reaction velocity increased in exposed cells, when 

compared to the non-exposed samples. The regression analysis performed on these data 

provide a R
2
 value of 0.985 (p<0.001), indicating that the experimental data fit the 

theoretical Michaelis-Menten plot. Vmax values showed a significant rise in the exposed 

samples, compared to the sham exposed Vmax values, which remains similar to the control 

value: a 12.47% increase in the enzymatic activity was recorded after 217 Hz AM exposures, 

a 40.04% increase after CW exposure and a 40.56% increase after Talk exposures.  Km values 

were not significantly modified after each kind of exposure. 

 

3.2.4 - CELL PROLIFERATION RATE IN PC-3s AND PNT1As 

Relative cell proliferation rate was determined in PC-3 and PNT1A cells in real time 

for 24 hours post exposure or sham exposure using an xCELLigence Cell Analyser (Roche, 

UK). All exposures were of 60 minutes duration and the cell index (CI) was recorded four 

times per hour for the duration of the experiment. According to data from preliminary real-

time cell electronic sensing (RT-CES) experiments, the highest effects of RF exposure on cell 

viability can be found on samples exposed to every kind of exposure regimes for 60 minutes 

(data not shown). 

RT-CES system showed that at both 144 MHz and 434 MHz there was a significant 

decrease in cell proliferation in the exposed tumour cells (Fig. 3.19).  

Vmax Km 

(nmol mg protein
-1

 min
-1

) (mM)

Control 10.74 ± 0.52 0.010 ± 0.004

217 Hz Sham 10.00 ± 0.35 0.007 ± 0.002

Exposed 12.47 ± 0.42 0.007 ± 0.001

CW Sham 10.00 ± 0.29 0.009 ± 0.002

Exposed 14.04 ± 0.24 0.009 ± 0.001

Talk Sham 10.00 ± 0.40 0.010 ± 0.002

Exposed 14.56 ± 0.38 0.008 ± 0.001

Exposure
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Under the same physiological conditions, the more cells attach to the electrodes, the 

higher impedance value leading to a larger CI value. When the same number of cells attach 

to the electrodes, different cell status will lead to different values of CI. An increase in cell 

adhesion or cell spread leading to a larger cell substrate contact area lead to an increase in 

CI. On the other hand, cell death, detachment, or rounding up will lead to a decrease in CI. 

Therefore, CI is a measure of both the total contract area of cells on the electrodes and the 

strength of cell adhesion to the electrodes. The changes in the CI value reflected the 

changes in cell adhesion (Ge et al., 2009). 

For each cell line data are expressed as relative cell proliferation rates, where data is 

expressed as a percentage of pre-exposed proliferation rates for each cell type at 4 hour 

intervals. This additional data processing step is included as it permits normalization of the 

data to internal controls and allows more relevant cross comparison between changes in 

rate of PC-3s and PNT1As growth. 

After each exposure regime PNT1A cell proliferation continued increasing, while PC-

3s showed a decrease in their growth rate, which is even bigger after double exposures. For 

double exposures also PNT1As showed a decrease in their cell growth rate, even though the 

relative cell proliferation rate remained higher than 1, denoting that they keep growing but 

slower. Four hours after single exposure a significant decrease in cell growth rate can be 

seen in PC-3s for every exposure regime, which is consistent with the results gained with the 

DNA content assay. 24 hours after the end of the 144 MHz exposures the cell growth rate in 

PC-3s was 0.59 for 5 W and 0.89 for 50 W of input power. Twenty-four hours after the end 

of the 434 MHz 50 W exposures the cell growth rate in PC-3s was 0.59.  

When cells were exposed twice the most effective exposure regime for PC-3s was 

the 434 MHz 50 W, which lead to a cell growth rate of 0.10 compared to the controls. As for 

144 MHz exposures, the most effective input power was 50 W, which influenced the cell 

growth rate to decrease to 0.23, while 5 W leaded to a cell growth rate of 0.41 compared to 

their respective controls. 
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Fig 3.19 – Relative cell proliferation rate in PC-3 and PNT1A cells in real time for 24 hours post exposure or 

sham exposure by xCELLigence cell analyser. (B-G) illustrate changes in proliferation rate at 4 hour intervals pre 

and post exposure normalised against sham proliferation rates. Cells were exposed once to 144 MHz 5 W (B), 

144 MHz 50 W (D) or 434 MHz 50 W (F) and twice to 144 MHz 5 W (C), 144 MHz 50 W (E) or 434 MHz 50 W (G). 

(H) is a summary of changes in proliferation rate 24 hours post exposure compared to control. 
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3.2.5 - CELL SURVIVAL ASSAY IN TROPHOBLASTS, PC-3s AND PNT1As 

 Trophoblast, PNT1A and PC-3 cells were counted using a Z2 Cell and Particle 

Counter (Beckman Coulter, USA) 24 hours and 7 days post single and double exposure to 

144 MHz 5 W, 144 MHz or 434 MHz 50 W or sham exposure. Cell numbers are expressed as 

a fraction of sham-exposed cell populations. Data are expressed as the mean +/- standard 

deviation of 3 or more separate experiments (Fig. 3.20).  

Cell Count Assay is expressed as a fraction of control. Total cell number was counted 

in cell populations +/- RF exposure after 1 and 7 days. There was a significant change in the 

PC-3s cell number of RF-exposed groups, compared to the sham-exposed, either 1 or 7 days 

after the exposure.   

The cell number was significantly decreased in exposed PC-3s 7 days after the exposure (up 

to 50% less), while it was not significantly different in exposed trophoblasts for all kind of 

exposure regimes tested. PNT1As are significantly affected by 144 MHz 50 W exposure 

regime: 7 days after single or double exposures a decrease in their cell number can be seen. 

Different exposure regimes affect PC-3s differently: the lower 144 MHz frequency is 

less effective than 434 MHz at 5 W. But when a 50 W power input is applied, the decrease in 

PC-3s cell number is highly comparable between samples exposed to 144 MHz and samples 

exposed to 434 MHz. Furthermore, the cell number in PC-3s exposed twice is significantly 

lower than in PC-3s exposed once. 
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Fig 3.20 – Cell count assay in PNT1As, PC-3s and trophoblasts 1 and 7 days post exposure. Cells were exposed 

once or twice to 144 MHz 5 W, 144 MHz 50 W and 434 MHz 50 W.  
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3.2.6 - RELATIVE QUANTIFICATION OF CELLULAR DNA IN TROPHOBLASTS, PC-3s AND 

PNT1As 

 Total DNA was determined in trophoblast, PC-3 and PNT1A cells 24 hours post 

single and double exposure to 144 MHz 5 W, 144 MHz 50 W and 434 MHz 50 W. All 

exposures were of 60 minute duration and protein was determined using the PicoGreen 

dsDNA kit. Data obtained from PicoGreen assay 24 h after the exposures were normalized 

against the results gained with the cell count assay, in order to the have the actual DNA 

amount in each cell. Then results were expressed as a fraction of control. All experiments 

were performed in triplicate and results are expressed as the mean +/- standard deviation 

of the mean (Fig. 3.21).  

 There were no significant changes observed in cellular DNA content in either PC-3 

or PNT1A cells post 144 MHz 5 W or post 144 MHz 50 W, except for a small, but significant 

increase post 2x exposure to 144 MHz 50 W in PC-3s. Notably a modest but significant 

reduction in DNA was observed in both PNT1As (15%) and PC-3s (16%) cells post single 

exposure to 434 MHz 50 W but not post double exposure. No effect was detected in 

trophoblasts after every kind of exposure regime applied. 

 

 

Fig 3.21 – Normalized total DNA in PNT1As, PC-3s and trophoblasts 24 hours post single and double exposure 

to 144 MHz 5 W, 144 MHz and 434 MHz 50 W.  
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3.2.7 - QUANTIFICATION OF TOTAL PROTEIN IN TROPHOBLASTS, PC-3s AND PNT1As 

 Total protein was determined in trophoblast, PC-3 and PNT1A cells 24 hours post 

single and double exposure to 144 MHz 5 W, 144 MHz 50 W and 434 MHz 50 W. All 

exposures were of 60 minute duration and protein was determined using the Bradford 

Assay (1976). Bradford data 24 h after the exposure have been normalized against the 

results gained with the cell count assay, in order to the have the actual protein amount in 

each cell. Then results were expressed as the mean +/- standard deviation of the mean (fig. 

3.22). 

 No change in PNT1As cellular protein post exposure was observable except for a 

small, but significant increase post 2x exposure to 144 MHz 50 W (1.1 fold that of control). 

No significant increase can be measured in trophoblasts protein content. However, 

significant increase in PC-3s cellular protein was observed post all exposures employed in 

the study (ranging from 1.5 to 2.0 fold that of control). Increases in PC-3s cellular protein did 

not vary with frequency or input power but did increase with repeat exposure post both 144 

MHz 5 W and post 434 MHz 50 W. 

 

 

 

 

Fig 3.22 – Normalized protein content in PNT1As, PC-3s and trophoblasts 24 hours post single and double 

exposure to 144 MHz 5 W, 144 MHz and 434 MHz 50 W.  
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3.2.8 - NUCLEAR DNA DAMAGE MARKER ANALYSIS IN TROPHOBLASTS, PC-3s AND PNT1As 

 Specificity of RT-PCR products was documented with high resolution gel 

electrophoresis and resulted in a single product with the desired length PARP1 = 248 bp, XLF 

= 218 bp, 18s = … 

In addition, a LightCycler melting curve analysis was performed which resulted in single 

product specific melting temperatures as follows: (PARP1 = 87˚C, XLF = 88˚C, 18s = 83˚C). No 

primer-dimers were generated during the applied 35 real-time PCR amplification cycles. 

 Real-time PCR efficiencies were calculated from the given slopes in LightCycler 

software. The corresponding real-time PCR efficiency (E) of one cycle in the exponential 

phase was calculated according to the equation E = 10
[-1/slope]

. Investigated transcripts 

showed high real-time PCR efficiency rates: for PARP1 = 2.0, XLF = 2.3, 18s = 2.0 in the 

investigated range from 0.1 to 10 ng cDNA input (n = 3) with high linearity (correlation 

coefficient R
2
 > 0.98). 

 To confirm accuracy and reproducibility of real-time PCR the intra-assay precision 

was determined in three repeats within one LightCycler Run.   

 The relative quantification of a target gene (PARP1 and XLF) in comparison to a 

reference gene (18s) was performed, according to Pfaffl, 2001. The relative expression ratio 

(R) of a target gene is calculated based on E and CP deviation of an unknown sample versus 

a control, and expressed in comparison to a reference gene. 

 The expression of PARP1 and XLF mRNA was examined by real-time PCR in 

trophoblasts, PNT1As and PC-3 cells exposed to the high-frequency EMF. Cells were exposed 

to 144 MHz 5 W, 144 MHz, 50 W and 434 MHz 50 W for one hour (Fig. 3.23 and 3.25), and 

to 1.8 GHz 2 W CW mode (1 hour exposure in continuous and 1 hour exposure 5 minutes 

on, 10 minutes off) (Fig. 3.24 and 3.26). Using specific primers, nuclear DNA damage was 

analyzed, by assessing the gene expression of two proteins involved in DNA double strand 

break repair: XLF and PARP1. Cernunnos-XLF is a core factor which plays a key role in Non 

Homologous End Joining Repair (NHEJ) since it’s involved in most NHEJ reactions activating 

or enhancing the basic NHEJ ligation reactions. PARP1 signals DNA rupture and participates 

in base-excision repair, promoting the activity of DNA transcription factors.   
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Fig 3.23 – Gene expression of XLF by real-time PCR in PNT1As, PC-3s and trophoblasts after single or double 

exposure to 144 MHz 5 W, 144 MHz, 50 W and 434 MHz 50 W.  

 

  

Fig 3.24 – Gene expression of XLF by real-time PCR in PNT1As, PC-3s and trophoblasts after exposure to 1.8 GHz 

2 W CW mode: 1 hour exposure in continuous (left) and 1 hour exposure 5 minutes on, 10 minutes off (right). 

 

 As illustrated no significant differences were observed between controls (sham-

exposed cells) and exposed samples for every kind of exposure regime applied in the non-

tumour cell lines (PNT1As and trophoblasts). A slightly significant increase in the expression 

of XLF can be detected in PC-3 cells 24 hours after being once exposed to 144 MHz 50 W 

(Fig. 3.24) and intermittent 1.8 GHz exposure regimes (Fig. 3.25). 
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Fig 3.25 – Gene expression of PARP1 by real-time PCR in PNT1As, PC-3s and trophoblasts after single or double 

exposure to 144 MHz 5 W, 144 MHz, 50 W and 434 MHz 50 W.  

 

  

Fig 3.26 – Gene expression of PARP1 by real-time PCR in PNT1As, PC-3s and trophoblasts after exposure to 1.8 

GHz 2 W CW mode: 1 hour exposure in continuous (left) and 1 hour exposure 5 minutes on, 10 minutes off 

(right). 

 

 The most effective exposure regime was the 144 MHz 5 W (Fig. 3.26), which 

leaded to a significant expression of the PARP1 gene in the exposed PNT1A cells, both 4 and 

24 hours post-exposure, and to an increase in the exposed PC-3 cells 4 hours post-exposure.  

A slightly significant increase can also be seen in PC-3 cells 24 hours after being exposed to 

intermittent 1.8 GHz CW (5 min on, 10 min off) EMF (Fig. 3.27).  
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 No significant differences were observed between controls (sham-exposed cells) 

and exposed samples for all the other exposure regimes applied both in the non-tumour cell 

lines (PNT1As and trophoblasts) and in the tumour cell lines (PC-3s).  

 

 

  



 

103 

 

 

 

 

Chapter 4 

DISCUSSION



Chapter 4                                                                                                                                             DISCUSSION 

104 

 

4.1 - AIM OF THE STUDY 

Much research has originally focused on low frequency electromagnetic fields, while 

on high frequency electromagnetic fields studies are more recent. One of the main reasons 

is that the instruments required for the physical simulation are very complex to set up. 

Furthermore the studies carried out so far involved several different biological targets and 

different exposure conditions and results are not easily comparable.  

No decisive answer can therefore be given to the questions about short-term or 

long-term effects of high frequency electromagnetic fields on biological targets. To begin to 

address this, the present study is mainly based on some of the effects that high frequency 

electromagnetic fields exert on biological systems. 

The aim of this study was to investigate the effects of some EMFs humans might 

experience in their daily lives. Two different areas were investigated: possible detrimental 

effects of the daily use of GSM mobile phones and possible beneficial effects of high 

frequency electromagnetic fields on human health to be employed in medical applications 

as a therapy in cancer cure. 

Further research is certainly warranted given for instance the growing public concern 

over GSM mobile phones and antennas. And similarly, the limits of the current conventional 

cancer treatments could be overcome by a more complete understanding of the 

mechanisms that high electromagnetic fields trigger in living systems.  

The same approach was adopted to investigate the two stages of this research: an 

initial phase of modelling the apparatus employed and a second phase of evaluating the 

EMF effects on living cultured cells by means of assessing specific biological endpoints. 

Different exposure parameters were assessed, to identify any SAR level-dependence or 

time-dependence patterns.  

 

 

4.2 - SIMULATION: MATHEMATICAL MODEL OF THE EXPOSURE SYSTEMS 

The possible disturbance generated by high frequency EMFs on cell physiology 

remains controversial, even though epidemiological studies report no detrimental effects on 

human health (Rothman, 2000; Schuz et al., 2006). In addition, the question remains as to 

whether high frequency EMFs have no significant effects or cells are able to compensate or 
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counteract the potential consequences. Also, the same cells can be affected differently by 

different signals while the same signal may affect different cells differently. 

The main idea behind a software modelling is to have a good knowledge of the 

instrument used for exposing the biological targets, in order to know how the 

electromagnetic parameters affect the biological matter during the exposure. Mathematical 

modelling (computer simulation) using finite-element modelling (FEM) shall be used to 

investigate different antenna designs and sample/antenna geometries and the effect on the 

RF dose received by the sample and the absorption of RF by the living cells. In this study the 

predictions from the mathematical models were also tested against experimental data. 

The parameters of the human body tissue on which the model is based had to be 

identified. These parameters which affect the energy absorbed by the patient's body 

included: 

• relative dielectric constant (permittivity) (εr)  

• dielectric loss factor (δ)  

• impedance (Z0)  

• mass density of tissue (ρ)  

• electrical conductivity (σ)  

• thermal conductivity (k)  

• specific heat (˚C). 

The parameters are frequency-dependent and tissue-dependent, so different values 

should be used for different tissue, such as fat, fibro-connective tissue, muscle, bone, but 

also for normal and tumour tissue. For these reasons well-defined exposure conditions for 

biological experiments are an obvious and indispensable prerequisite for interpretation and 

repeatability of results. The difficulties involved in obtaining such conditions have been 

severely underestimated by most groups conducting radio frequency (RF) experiments, 

consequently, design and characterization of exposure setups have become top priority 

within most research programs addressing the health effects of RF exposures (WHO 

(Repacholi, 1998); WTR (Carlo, 1998)). Indeed, the design and realization of exposure setups 

is a considerable engineering and scientific challenge requiring profound knowledge of 

numerical simulation methods and especially their application, near-field measurement 

techniques, open and closed transmission systems, anatomy, dosimetry, material science 

and more. 



Chapter 4                                                                                                                                             DISCUSSION 

106 

 

The models realised in this study helped to establish the exposure conditions and 

how they can accordingly affect the biological targets. After establishing the details of the 

setup, the electrodynamic performance of the setup have been assessed through a detailed 

numerical representation, including the metallic and plastic materials, as well as biological 

sample. The results of the numerical dosimetry included a detailed description of induced E-

fields, SAR distribution and temperature changes.  

Based on the preliminary results, some changes in the details of the model have 

been necessary, involving a return to the adaptation and optimization stage: the features of 

the antenna and the mesh were refined and optimized several times, before reaching the 

optimal description of the actual features of the exposure system. Several such cycles have 

been repeated until the final design of the setup was fixed. 

The models realized in this study suited very well with the features of the exposure 

systems applied (Kuster and Schönborn, 2000), and they can therefore be considered valid.  

The simulation results (the spatial distribution of the electric field, the SAR and the 

temperature change in the medium layer) were calculated by the use of the finite difference 

time domain (FDTD) analysis. They were verified extensively using E-field and temperature 

probes. The results showed the following:  

- The required uniformity of E-field inside each exposed petri dish, as well as the 

required uniformity among the 6 dishes, is fully achieved by the model of the 1.8 

GHz exposure system. A similar result was gained with the model of the TEM cell, 

where the uniformity of E-field across the exposure area is absolutely consistent 

with the apparatus features. 

- The absolute uncertainty on the SAR due to the non-uniformity of the E-field 

distributions is much less than 10% for both the exposure systems, even though a 

non-uniformity of the E-field up to 29% is still considered acceptable to have a 

variation of the SAR delivered to the cells lower than 20%.  The exposure is strongly 

dependent upon the medium volume for cell monolayer and is characterized by high 

vertical SAR gradients. Since the field impedance for monolayer exposure is five 

times lower than for suspension, the evaluation of the parameters only at the 

bottom of the medium layer could be considered a reliable approximation. Also, 

because of the cells are not in the meniscus area, an evaluation of SAR in the 
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medium excluding the meniscus is appropriate and leads to much lower non-

uniformity of SAR than for cell suspensions (10% versus 117%).  

- The temperature of the monolayer cells is in both cases uniformly distributed 

without localized temperature ‘‘hot spots’’ (Schuderer et al., 2004) and, for the 1.8 

GHz instrument, the temperature difference between sham and exposed cells is 

much lower than 0.1˚C. This result is very important because it verifies that the 

temperature conditions between the sham and the exposed cells are the same and it 

confirms that any effects measured in the biological samples can be ascribed to the 

EMF and not to a form of hyperthermia. 

- Finally, the increase in temperature due to the high frequency EMF is well below 

0.1˚C per unit SAR in each apparatus.  

 The E-field, SAR and ΔT values calculated by the model were in perfect agreement 

with the expected or measured values for all the exposure regimes under analysis, therefore 

these models can be employed whenever different exposure conditions are required in 

order to foresee any changes in the electromagnetic parameters distribution.  

This approach is fundamental to understand how the different factors are 

responsible for the conflicting results obtained so far in terms of biological response to EMF. 

It has been seen that the cellular and molecular modifications induced by exposure to high 

frequency EMFs depend on the duration of exposure, tissue penetration, and heat 

generation, which are in turn related to the intensity and frequency of the EMF. In addition, 

cellular responses could also depend on type of field (static or oscillatory), waveform 

(sinusoidal, square, etc.), modulation scheme, and biological status and type of cells 

exposed. To have a complete knowledge of how cells react to an external applied EMF a 

fixed and well known exposure system is required.  

 Moreover, the current understanding remains that RF and MW health effects are 

the result of hyperthermia as the only characterized biological mechanism for explaining 

health effects (Adair and Black, 2003; Tuschl et al., 2006), contrary to the fact that a number 

of recent studies suggested significant RF-induced effects on a number of cellular activities 

in experimental systems under isothermal conditions (Pacini et al., 2002; Lee et al., 2005; 

Nikolova et al., 2005; Del Vecchio et al., 2009).  

 However, if radiofrequency and microwave effects were only due to increased 

temperatures, then it should be possible to detect changes in cellular activities depending 
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only on temperature changes in the experimental system. Consequently, there should be no 

difference between the cellular activities of field exposed and non-exposed cells. On the 

contrary, Velizarov et al., 1999 reported that exposure of transformed human epithelial 

amnion cells to a modulated RF field at 960 MHz at different power levels and exposure 

times, resulted in significant changes in cell proliferation while no significant changes 

depending only on temperature changes were seen.  

 If the applied HF EMFs don’t cause any increase of the temperature inside the 

medium layer, any biological effect seen in the cells can therefore be attributed to the field 

itself and not to any hyperthermic effect. This result is even more valuable for the 144 and 

434 MHz exposure system, since its potential application in cancer treatments. RF fields are 

currently employed by physiotherapists to accelerate recovery from strains and are also in 

use by the oncology community for breast tumour ablation, through hyperthermia (Wu et 

al., 2006; Van Wieringen et al., 2009) and as an adjunct therapy to radiotherapy, by heat-

sensitizing tumours prior to radiotherapy (Franckena et al., 2009). However the current 

exploitation of RF for therapeutic gain may be described as rudimentary at best and will not 

change without improving our current understanding of the precise understanding of the 

bio-effects of RF exposure at a cellular and sub-cellular level. Most clinicians view RF as 

merely a vehicle by which direct and focused heating may be achieved. 

Current cancer treatments involving RF employ EMF heating of cancers through 1 of 

2 methods: (1) thermal ablation where direct cell destruction is achieved through 

coagulation of malignant tissue and (2) hyperthermia treatment where the temperature of 

the tumour tissue is raised to 40-44°C. A new approach to cancer treatments is a therapy 

that uses radiofrequency radiation as a pre-sensitizing agent, combined to low-dose, 

external-beam radiotherapy (X-rays or y-rays). In particular, the metabolism of cancer cells 

seems to be affected at the specific frequency of 434 MHz, which is supposed to have a non-

thermal effect on the physiology of cancer cells (Holt, 1977). 

 The realization of a mathematical model that confirms the absence of any thermal 

effect during exposure is of basic importance to undertake this new approach to cancer 

cure, based on the application of the radiofrequency EMFs themselves and not on their 

hyperthermic effects.  
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4.3 - BIOLOGICAL ANALYSES AFTER 1.8 GHz GSM EXPOSURE 

After the models have been realized, some biological endpoints were investigated, in 

order to find a biological parameter that might help to understand the mechanism of 

interaction between the HF EMF and the living matter. There is indeed a lot of controversy 

on the effects of exposure to high-frequency electromagnetic fields (ranging from 30 kHz to 

300 GHz), since both detrimental and non-detrimental effects on human health were 

reported and recently reviewed. In this context, the identification of cellular targets for high 

frequency EMFs remains a major challenge.  

To assess the possible detrimental effects of the daily use of GSM mobile phones 

two main biological endpoints were investigated, both regarding the interaction between 

EMF and the cellular proteins.  

Some results indicate that external electromagnetic fields enhance cellular 

proliferation and protein synthesis. That’s because the membrane of cells seems to be very 

sensitive to external EMF: it has been proposed that magnetic fields might interfere with cell 

membrane functions, such as ion flux and that the radiation might interact with the 

signalling pathways involved in cellular functions (Dimberg, 1995).  

An increase in protein amount was seen after HF EMF exposure by Kwee et al. (2001) 

and it has been explained by the hypothesis of alterations in the conformation of cellular 

proteins and synthesis of stress-response proteins caused by the applied fields. For this 

reasons the expression of a stress-related protein (heat shock protein 70, HSP70) was firstly 

investigated, and then the activity of one of the main cellular enzyme (Acetylcholinesterase, 

AChE) was assessed after 1.8 GHz exposures. Two biological targets were chosen: 

trophoblast and PC-12 cell lines.  

Trophoblasts are highly proliferative placental cells, which play an important role to 

guarantee adequate exchanges between mother and foetus. They represent a good model 

for the in vitro study of molecular mechanisms at the basis of placentation. Their high 

responsiveness to external stimuli also makes them an attractive model for investigating 

putative effects of HF EMF exposure on reproductive tissues.  

PC-12 cells have been shown to synthesize three identifiable molecular forms of 

AChE (Schweitzer, 1993) and therefore they appear to be a useful model system for the 

study of numerous problems in neurobiology and neurochemistry, such as in the study of 

various aspects of acetylcholine metabolism (Greene and Rein, 1977a; 1977b). This cell line 
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could be modulable between a state in which it can replicate and a state in which it is non-

dividing as well as neuronally differentiated, thanks to its capacity to respond to nerve 

growth factors (NGF), proteins which profoundly influence the growth and development of 

sympathetic and sensory neurons. Since PC12 has cholinacetyltransferase (ChAT) and 

acetylcholinesterase (AChE), further investigations can be conducted to understand the 

mechanism involved in AChE increased activity after RF exposure. 

 

4.3.1 - HSP70 PROTEIN EXPRESSION  

Several studies have indicated that high-frequency EMFs may modify the stress 

status of the cell and thus affect cellular homeostatic mechanisms (Tokalov and Gutzeit, 

2004). The heat-shock proteins are regarded as important cellular stress markers and have 

been proposed as suitable candidates to infer the biological effects of high-frequency EMFs 

(Cotgreave, 2005; 2006 WHO research agenda for RF fields). 

HSP over-expression was suggested as an early sign of cell response to stress and as 

a possible biomarker of EMF exposure, and the World Health Organization set the 

confirmation of such effects as a high-priority research need (2006 WHO research agenda 

for RF fields). High-frequency EMFs are reported to cause changes in the expression and/or 

phosphorylation status of HSPs in human cells (Kwee et al., 2001; Leszczynski et al., 2002). 

However, other studies have not confirmed these findings (Cotgreave, 2005), and further 

investigations of the heat shock response to high-frequency EMFs were encouraged to 

clarify these conflicting results.  

The hypothesis that an over-expression of HSPs could be a marker for cell exposure 

to EMFs was supported by a relatively large body of literature showing changes in 

expression or phosphorylation state after exposure to high frequency EMFs (Leszczynski et 

al., 2002; De Pomerai et al., 2000; Miyakoshi et al., 2006), although De Pomerai et al. (2000) 

suggested in a subsequent paper that their observations could have arisen as a result of 

confounding thermal effects (Dawe et al., 2006). The possibility that high frequency EMF 

radiation might interact with biological structures and cause protein damage by 

mechanisms that do not directly involve heat was taken into account (De Pomerai et al., 

2000). One key factor in this effect might be the resonant frequencies of the weak bonds 

that maintain proteins in their biologically active three-dimensional configuration, whose 

disruption leads to protein denaturation and hence to HSP gene activation. 
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On the other hand, despite the scarce experimental evidence, substantial public 

concern exists regarding the putative adverse effects of EMFs on the reproductive 

outcomes, mainly due to the ubiquity of EMFs and the consequent extent of the population 

potentially exposed. It was reported that high intensity microwave exposure increased 

embryo lethality in the early stages of mouse gestation (Nawrot et al., 1985) and induced 

micronucleus formation in the erythrocytes of offspring in rats (Ferreira et al., 2006). A large 

increase in HSP70 protein levels was reported in vitro in human amnion cells (Kwee et al., 

2001). However, Nakamura et al. (2003) did not observe microwave effects on rat utero 

placental circulation or placental endocrine and immune functions; moreover, there is no 

convincing epidemiological evidence indicating that occupational or daily-life exposures to 

microwaves harm the reproductive process (Robert, 1999). 

Because trophoblast cells play a crucial role in maintaining placental physiology, the 

study of the putative effects of high-frequency EMFs on trophoblast functions could provide 

new insights into the molecular basis of the interaction between EMFs and human 

reproductive tissues. The objective of this study was to investigate the possible effects 

induced in human trophoblast-derived cells by a 1.8 GHz signal, amplitude modulated with 

repetition frequency of 217 Hz and an applied SAR of 2 W/kg; this signal represents the 

safety limit for mobile phone emissions according to the ICNIRP (1998). 

Under control conditions (37˚C), both the constitutive (HSC70) and the inducible 

(HSP70) protein forms were detected in the cells under analysis. HSC70 acts as a molecular 

chaperone and is thought to assist in the maintenance of cellular homeostasis and viability 

(Frydman, 2001). In contrast, the inducible HSP70 form represents an early-activated 

molecular mechanism for cytoprotection after exposure of cells to a wide range of 

physicochemical insults (Scharf et al., 1998). Only the expression of the inducible form was 

enhanced by thermal stress, with a maximum response seen after 1 h of exposure at 43˚C 

and 3 h of post-stress recovery at 37˚C. Expression of HSC70 and HSP70 was not modified by 

exposures to the EMF applied. Also, expression of HSC70 and HSP70 was not modified after 

different exposure periods (1 h, 4 h, 16 h and 24 h). 

This finding is consistent with a relatively large body of literature showing that high 

frequency EMFs did not affect HSP70 protein expression in human cells (McNamee et al., 

2002; Capri et al., 2004; Dawe et al., 2006; Lantow et al., 2006; Sanchez et al., 2007).  

Sanchez et al. (2008) also showed no change in HSP70 expression in rat skin cells after single 
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or repeated exposure to GSM 900 or GSM 1800. Moreover, it has been reported that the 

exposure to high frequency EMFs using different signals didn’t modify the expression of the 

HSC70 and HSP70 proteins in human trophoblasts (Valbonesi et al., 2008; Franzellitti et al., 

2008).  

However, other studies found a differential expression of HSP70 in cells exposed to 

high frequency EMFs. For example, increased protein levels were observed in human 

amnion cells exposed to the GSM 217 Hz signal (Kwee et al., 2001). Significant HSP70 over-

expression was also found in human reconstructed epidermis (3D model) after exposure to 

900 MHz GSM EMFs (Sanchez et al., 2006). The different exposure systems and the different 

cell models used, along with possible uncontrolled experimental variables, may account for 

these different results.  

 

4.3.2 - ACETYLCHOLINESTERASE ACTIVITY AND KINETICS 

The second biological effect tested was the enzymatic activity of AChE. It was 

assessed firstly in trophoblasts and then in PC-12 cells. This second cell line is considered a 

more specific target for the analysis of this endpoint and it was chosen in order to improve 

the knowledge of how EMFs exert their action on the kinetic of this enzyme. 

The results gained for the trophoblasts and the PC-12s were nonetheless similar: the 

activity of the enzyme acetylcholinesterase increases after the exposure to 1.8 GHz EM field, 

following a time-response pattern.    

This increase can be due to the feature of acetylcholinesterase, which, since it’s 

involved in neurotransmission, has some features peculiar to an electric dipole. Thanks to 

these features, an external electric field can stimulate its electrical dipole behaviour and 

induce its activation.    

It seems that external EM fields can induce a cellular proliferation and an increase in protein 

synthesis, as well (Dimberg, 1995; Kwee et al., 2001). 

Alternatively, this variation might be due to an alteration in the catalytic site of the 

acetylcholinesterase molecule. For instance, it has been suggested that alterations in 

enzyme activity may be due to microwave induced changes in the shape of the catalytic site 

of the protein (Galvin et al., 1981; Lixia et al., 2006).  

Analysing the kinetic parameters, in both cell lines the maximum velocity of reaction 

(Vmax) increases after every kind of exposure regime applied. A similar result was seen 
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previously on the purified AChE molecule by Barteri et al. (2005), who explained that by is 

the presence on the AChE molecule of a large negative potential near the active site 

dominion (gorge), due to the presence of negatively charged residues located at the 

entrance, midway down and near the gorge base. This charged group distribution leads to 

an electrostatic field, that changes quickly and hugely when a cellular phone sends or 

receives a signal for a standard call. The strong AChE first moment, created by the charge 

distribution of the protein, is sensitive to fluctuation of the RF emission from the cellular 

phone (Barteri et al., 2005). Similarly, Fraser and Frey (1968) suggested that the 

neurotransmitter, acetylcholine, behaves as an electric dipole capable of producing, by its 

orientation at the endplate, an electric field strong enough to conduct positive ions beyond 

the post-synaptic barrier. This may initiate stimulation or produce depolarization. The 

application of an external electromagnetic field might be capable of stimulating this bipolar 

behaviour of the neurotransmitter and may explain the observed activations of the diverse 

enzymatic compounds (De Pedro et al., 2005). 

At the same time the Michaelis constant (km) remains unaltered: it doesn’t vary 

between exposed and non-exposed, and neither among different treatments. That means 

that apparently the electromagnetic fields increase the AChE enzyme activity but don’t 

affect its affinity for the substrate. Therefore AChE active site is supposed not to be 

structurally affected by an external electromagnetic field. The most probable explanation is 

that the field induces an increased synthesis of this protein, leading to an increased number 

of enzyme molecules.  

The only 1.8 GHz electromagnetic field tested on human trophoblasts was the GSM 

217 Hz AM signal and the results showed that longer exposures caused higher increases in 

the AChE activity. Using the PC-12 cells all the exposure regimes were investigated, in order 

to understand if different wave mode can affect the enzyme activity differently. Previous 

results showed that modulation schemes, and in particular the time distribution and 

magnitude of high SAR pulses, may play a role in evoking the biological response. For 

instance the transcription of the HSP70C gene product in human trophoblasts was 

significantly modified by amplitude modulated GSM signals and was unaffected by the un-

modulated 1.8 GHz frequency, suggesting that the carrier frequency itself did not influence 

that kind of response (Franzellitti et al., 2008).  
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In the present study, instead, the highest effect can be seen after 24 hours of 

exposure in CW mode. It can be probably due to the interaction of this field with the 

particular enzyme under analysis.  

Sanchez et al. (2006) found decreased levels of HSC70 protein expression in human 

fibroblasts exposed to 900 MHz GSM fields depending on the time of exposure and culture 

conditions and hypothesized the activation of adaptive cell behaviour in response to RF 

radiation. Several theories were also proposed to explain the influence of frequency 

modulation on radiofrequency-induced biological effects (Berg, 1999; Challis, 2005), but no 

consistent experimental evidence regarding the possible mechanisms is currently available. 

Different studies based on the application of different exposure systems and EMF fields 

show different response in terms of activation or inhibition of AChE. 

A decrease in the AChE enzymatic activity was found in different cell lines by Morelli 

et al. (2005) after exposure at 50 Hz pulsed field and by Vukova et al. (2005) after a 2.45 GHz 

EMF. Similarly, Kunjilwar and Behari (1993) showed a significant decrease in activity of AChE 

in developing rat brain exposed to amplitude modulated RF radiation at a 147 MHz carrier 

wave. Stegemann et al. (1993) studied the effect of a static magnetic field (SMF) of 1.4 T of 

strength in mice bone marrow cells and found an inhibitory effect on AChE. 

Other authors found controversial effects of external EMF on AChE activity: Vukova 

et al. (2005) showed a statistically significant decrease in AChE activity on the day of 

exposure at continuous 2.45 GHz irradiation, followed by a slight increase in enzyme activity 

24 hours after.  

Other author didn’t find any significant effect on the activity of this enzyme: Millar et 

al. (1984) evaluated the effect of exposure of acetylcholinesterase, prepared from the 

electroplax of the ray fish, to 2450 MHz microwave radiation and showed no significant 

change in AChE activity. Similarly, Baranski and Edelwejn (1975) exposed rabbits to pulsed 

microwaves and they detected no effects on AChE activity after long-term exposure.   

On the other hand, an increase of AChE activity due to an external EMF was reported 

by other authors. Abramov and Merkulova (1980) stated that a single 6 hours' application of 

a pulsed electromagnetic field (80 kA/m) results in an increased cholinesterase activity in all 

cardiac structures. Galvin et al. (1981) showed that in vitro exposure of rabbit blood to 2.45 

GHz EMF resulted in an increase in AChE activity.  Lai et al. (1987, 1989, 1994) investigated 

the effects of microwave exposure on cholinergic systems in rat brain showing that, when 
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different microwave power densities were used, it was possible to establish a dose–

response relationship for each brain region. They found that, in the rat brain, microwaves 

activate endogenous opioid neurotransmitters, with morphine-like properties, which are 

involved in many important physiological and behavioural functions revealing long-term 

effects such as pain perception and motivation. Daily exposures for 20 min caused an 

increase in cholinergic activity and a decrease in the concentration of receptors in the 

frontal cortex and hippocampus. Dimberg (1995) investigated the long-term effects of 

prenatal exposure to a magnetic field and the consequences on the growth and 

development of mouse brain and found that MF treatment led to a decrease in DNA and 

protein contents and an increase in the activity of AChE in the cortex. Enhanced AChE 

activity in chicken brain tissue occurred after the exposure to 50, 147 and 450 MHz radio 

frequency electromagnetic irradiation (Dutta et al., 1992). After infrared radiation the 

newborn rat's brain cells exposed by Zubkova et al. (2007) showed an increase in AChE 

activity 1, 3 fold higher than the controls.  

Such changes of enzyme activity may reflect complex membrane or enzyme 

transformations that reflect a direct or indirect light effect on the enzyme or the cell 

membrane (fluidity, potential) (Kujawa et al., 2003). The field action is mediated by the 

membrane organization and structure which is crucial in determining the conditions of the 

enzyme inactivation.  

However, the effect of the field on the membrane is not sufficient alone to explain 

the change in enzymatic activity. Acetylcholinesterase is known to be anchored to the 

membrane through a glycosylphosphatidylinositol. The lipid moiety linked to the enzyme is 

embedded into the lipid bilayer and allows the protein to move along the membrane 

surface to search for the substrate molecules. Changing the conditions of the lipid matrix 

where the enzyme is inserted through its anchor may have profound influence on the 

protein flexibility, a requisite for its functional activity. The external field could modify the 

membrane organization and structure by acting directly on the strong anisotropy of 

diamagnetic susceptibility of membrane phospholipids (Morelli et al., 2005).  

Many studies confirm the effects of external EMF on the cell’s ion flux, particularly 

focusing on the effects on the release of Ca
2+

 ions. Although the excitability of cholinergic 

neurons is controlled mainly by AChE activity, and although the secretory release of ACh is 

Ca
2+

 dependent, it’s still not known if there is a casual biochemical connection between 
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field-induced changes in calcium-membrane association and changes in AChE activity or 

whether some more fundamental membrane change plays an active role in both events. 

Dutta et al. (1992) indicates that exposure to modulated radio frequency at different SARs 

differentially affects AChE activity of neuroblastoma NG108-15 cells in culture. This change 

in enzyme activity can affect the excitability of cells in response to ACh stimulation.  

The animal experimental studies indicated that exposure to EMF of the microwave 

frequency activates the endogenous opioid system in the brain, while the studies of the 

brain neurotransmitter activity have not produced univocal results, some of them showed 

decline, others increase in acetylcholinesterase activity. In vitro studies reveal that EMF 

even below maximum permissible levels may induce changes in the blood-brain 

permeability barrier and disorders in active transport of Na
+
, K

+
 ions and release of Ca

2+
 ions 

by cellular membranes (Bortkiewicz, 2001). 

The results gained so far may appear quite controversial, but even though the 

studies carried out involved different biological targets and different EMFs applied, they all 

lead to the conclusion that the cellular proteins are undoubtedly affected by external 

electromagnetic fields.  

 

 

4.4 - BIOLOGICAL ANALYSES AFTER 144-434 MHz RADIOWAVE THERAPY EXPOSURE 

The biochemical action of radiowaves at a cellular level has been investigated to 

identify its cancer therapeutic potential and to understand the biophysical effect of RF 

exposure on the human body in relation to antennae design and dosimetry. The 

requirements for this research were: absorbed E-field (SAR assessment), heating side effects 

(via modelling), biochemical effects on tumour cells in-vitro and effects of delivery of 

different radiofrequency EMFs. 

The main aim was to evaluate the bio-effects of several frequencies in the MHz 

range, observing the differences in terms of cellular responses in tumour and non-tumour 

derived cells. The response of human non-tumour prostate cells (PNT1As) and human 

tumour prostate cells (PC-3s) was evaluated and compared after they were exposed in vitro 

to 144 MHz and 434 MHz EMF in a purpose built WaveCell Transverse Electromagnetic 

(TEM) Cell (WaveControl, Spain).  
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The proposed study has the potential to radically alter common perceptions of 

cancer therapy. There is a huge volume of anecdotal evidence from private patients in 

Australia and Ireland who received a basic form of this radiowave therapy approach. They 

reported no side-effects with most also reporting a substantial improvement in their 

condition.  

Once it has been elucidated that no hyperthermic but electromagnetic effect of RF 

exposure is the key effector of preferential RF damage of tumour cells, electromagnetic bio-

effects on exposed cells were investigated, in order to evaluate any difference between 

tumour and non-tumour cells in terms of cellular responses. 

The study employed cell proliferation and cell count to evaluate the biological effect 

of RF with the inclusion of cellular protein and DNA as additional indicators of cellular stress. 

The comparison among the results gained aims to establish if different RF exposure regimes 

exert different effects on tumour (PC-3) or non-tumour (PNT1A) prostate cells. Any possible 

detrimental effect on PC-3s which is not exerted on PNT1As could be applied for more in-

depth studies, aimed to find any potential application of RF in the MHz range (144 and 434 

MHz at different input power level) in future cancer therapy design.   

Another cell line was employed in this study: the human trophoblasts. This is 

considered an ideal target to evaluate the effects of stress factors, therefore it was used as a 

further control, to confirm that the EMFs applied have no detrimental effects on normal 

tissues.  

These preliminary results from initial in vitro prostate cell exposure studies confirm 

tumour cells to be more sensitive to RF exposure.  Based on the results of related studies it 

appears likely that non-thermal RF field exposure induces alterations in the proliferation of 

tumour cells and in their expression of proteins. Different RF exposure regimes lead to 

different effect on cells, though a linear relationship between dose and effect cannot be 

detected. Data from these preliminary studies show a selective sensitivity to RF of tumour 

cells rather than non-tumour, indicating that RF indeed has biological effects or, in other 

words, that living cells can be treated by RF. 

The precise sub-cellular effects of exposure to high frequency, high energy 

radiowaves have yet to be elucidated limiting our ability to exploit its therapeutic potential 

to the full. This study and more specifically follow on studies will address this gap in the 

current understanding of how radiowaves might greatly advance cancer therapy. Further 



Chapter 4                                                                                                                                             DISCUSSION 

118 

 

investigations should be addressed, in a methodical manner, how to maximize the targeting 

of only tumour cells, without damaging non-tumour cells.  

This study must be improved to determine if radiowaves can be employed as a cure 

for cancer on its own, or in combination with other therapy based on some new 

chemotherapy drugs or hypoxic environment in the cells. The rationale for future 

therapeutic approach to different tumour types will be based on a specific wavelength 

selection, determined according to the penetration of radiowaves into tissue, which is 

inversely related to the wavelength. 

 

4.4.1 - CELL PROLIFERATION RATE AND SURVIVAL  

Cell populations were assessed for cell death, and cellular proliferation were 

monitored in real time post exposure using an xCELLigence real-time cell analyser (Roche, 

UK). Previous results obtained using this instrument have been shown to be comparable and 

indeed superior to more traditional cytotoxicity assays such as those employing 3-(4,5-

Dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT), neutral red uptake (NRU), 

lactate dehydrogenase, and acid phosphatase tests (Xing et al., 2006; Zhu et al., 2006; Boyd 

et al., 2008). 

Under the experimental conditions used in this study, it was observed that RF fields 

of 434 MHz and 144 MHz cause significant changes in cell proliferation rates and most 

notably was the observation that the capacity of PNT1A cells to grow and proliferate after 

exposure was largely unaffected, while the capacity of PC-3s to grow is disrupted by 

exposure to RF. Trophoblast cell proliferation rate and survival were not affected by the 

applied RF EMFs. 

For double exposures non-tumour PNT1As showed a slight decrease in their cell 

growth rate, but since their relative cell proliferation rate was still higher than 1, it can be 

assumed that they kept growing, even though slower than under normal condition. 

Moreover, comparing the cell proliferation rate in tumour and non-tumour cell lines, 

it can be seen that PC-3 cells are apparently more RF sensitive than PNT1A cells. This 

observation is of great significance for further therapeutic applications and it is discussed in 

more detail below. 
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What is clear initially is that the RF exposure regimes employed in this study were 

not lethal to the exposed cells, however a reduced cell numbers were observed in RF-

exposed populations confirming the real-time cell proliferation data reported.  

Alteration in proliferation is one of the most sensitive parameter that can be used to 

elucidate the cellular stress response. There are relatively few reports about the effects of 

high frequency electromagnetic fields on proliferation and the results are conflicting. A 

number of contradictory studies have been reported on the non-thermal bio-effects of RF 

fields on cell proliferation, including the observation of a decrease in proliferation in a 

human astrocytoma cell line (French et al. 1997) and the observation of no significant 

modification in growth curve and cell doubling times in primary glial cells and glioma cell 

lines (Stagg et al. 1997). Also Higashikubo et al. (2001) observed no changes in cell cycle 

parameters in glioblastoma cells exposed to RF of short and long duration. Cleary et al 

(1996) showed a significant growth modulation in a T-lymphocyte cell line exposed to an RF 

field (2.45 GHz, SAR>25 W/kg) after addition of interleukin, where as Vijayalaxmi et al (2001) 

did not observe any modification of the mitotic index of human lymphocytes when exposed 

to either a continuous wave RF field at 2.45 GHz (12.5 W/kg SAR) or a modulated RF field at 

847.74 MHz (SAR≈5 W/kg). Furthermore, Capri et al (2004a; 2004b) reported no change in 

either proliferation, apoptosis or the mitochondrial membrane potential of human 

lymphocytes exposed to 900 MHz CW and GSM modulated RF though a decrease in DNA 

synthesis was observed after exposure that was not ascribable to hyperthermia. Moreover, 

Kwee and Raskmark (1998) found a decrease in growth of human epithelial amniotic cells 

following exposure to 960 MHz at SARs of 0.021, 0.21 and 2.1 W/kg and a general linear 

correlation between exposure time and growth changes was observed for the highest and 

lowest power intensity.  

These findings suggest that different responses to RF fields are likely related to the 

varied cell types and different exposure regimes (such as electric field, frequency, input 

power, etc).  

The changes observed in this study in cell proliferation rate and total cell numbers 

are unlikely to have been a direct result of RF-induced heat generation (as a maximal 

heating of 0.1˚C was observable over 60 minutes) and are therefore attributable to 

electromagnetic effects. It has been reported recently that the critical temperature required 

to induce bio-effects via hyperthermia is 43˚C (Overgaard et al., 2009). The changes in cell 
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proliferation due to exposure to RF fields cannot be a result of heat generation, if any, from 

these fields. It can be assumed that within this range and under isothermal conditions, 

temperature changes are not the cause of the biological effects due to field exposure.  

It is likely that the cells response to the RF stress by slowing down their division 

activities, resulting in a decreased cell proliferation rate in tumour cells. The delayed cell 

division may provide opportunities for repairing on one hand and apoptosis on the other 

(Lee et al., 2005). This different response in tumour and non-tumour derived cells can be 

considered of primary importance and warrant further investigation to explore the potential 

of RF as a stand-alone approach to cancer therapy. 

 

4.4.2 - RELATIVE QUANTIFICATION OF CELLULAR DNA  

DNA quantification per cell is a fast, convenient and efficient measure of the nuclear 

DNA dynamics of the cell. Reduced DNA content has been previously associated with 

apoptosis (Guijarro et al., 1998) as well as a reduced Mitotic Index (Grove et al., 1969). 

There were no significant changes observed in cellular DNA content post RF 

exposure except in PC-3 and PNT1A cells post single exposure to 144 MHz 50 W. What was 

notable also was that cells exposed to a repeat exposure of 144 MHz 50 W did not show any 

change in DNA content when compared to controls.  

In this study cell proliferation decreases 4 hours after RF exposure and a slight effect 

on DNA content can be seen 4 hours after the end of the exposure, but it disappears 24 

hours after. Some authors interpret this phenomenon as a stress effect, which can 

disappear after the cellular system had adapted to RF radiation. Tuschl et al. (2006) 

investigated immune parameters after exposure of human cells to GSM modulated 

radiofrequency radiation (2.45 GHz) and saw that proliferation in human immune cells was 

stimulated immediately after exposure, but decreased 24 hours after radiation.  

 

4.4.3 - QUANTIFICATION OF TOTAL PROTEIN 

Protein quantification, by the Bradford Assay (Bradford, 1976), is considered easy to 

perform, practical and more sensitive than other methods (Okutucu et al., 2007) and is 

another fast and convenient measure of cellular stress that has been found previously 

associated with reduced cell proliferation rate (Reif et al., 2003), reduced cellular 

metabolism (Morris and Mathews, 1989) and ionising radiation exposure (Kim et al., 1999). 
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When protein content data are normalised against cell count data, no pronounced 

changes are evident, while even low doses of 144 MHz and 434 MHz effect selective 

increases in cellular protein levels in tumour cells only, suggesting that the cell size could 

have been affected as well. Even low doses of 144 MHz (5 W) effects a selective increase in 

cellular protein of PC-3 cells only, a trend largely repeated in cells exposed to 144 MHz 50 W 

and 434 MHz 50 W. A number of hypotheses have been proposed to describe how RF fields 

may interact with cells and/or animals to induce adverse biological effects. One such 

hypothesis suggests that RF fields may cause alterations in the conformation of cellular 

proteins and the eventual synthesis of stress-response proteins (Galvin et al., 1981; Lixia et 

al., 2006). Several studies have supported this hypothesis through detection of increased 

protein expression following exposure of cells to low intensity RF fields (Dimberg Y, 1995; 

Kwee et al., 2001). 

It has been postulated that HF EMF might cause protein denaturation; indeed, there 

are reports suggesting that non-thermal exposure affects protein structural rearrangements 

with authors being of the opinion that the target of MW effects is cell proteins (Dutta et al., 

1992; Vukova et al., 2005).  Indeed such a postulation could explain the observation, in the 

present study, of the increase in protein in some RF exposed PC-3 cells to almost twice the 

protein in un-exposed PC-3 cells, with these cells possibly having to increase the rate of 

protein translation to counteract an increase in protein denaturation rate. No significant 

effects were detected in trophoblasts, in terms of total proteins. 

Based on the results of related studies it appears likely that non-thermal RF field 

exposure induced alterations in the proliferation of tumour cells and in their expression of 

proteins. Different RF exposure regimes lead to different effect on cells, though a linear 

relationship between dose and effect cannot be detected.  

The results gained from this analysis confirm that one of the main targets of high 

frequency electromagnetic fields are the cellular proteins and that the fields applied in 

radiowave therapy (frequency range 144-434 MHz) exert a greater effect on tumour cells 

than on non-tumour. This selective sensitivity to RF of tumour cells rather than non-tumour, 

even at low power, suggests that a cancer therapeutic approach could be developed and 

further research in this area is certainly warranted. 

The endpoints used to assess the effect of radiowave therapy EMFs on cellular 

processes (cell proliferation and survival, and cellular DNA and protein content) are to be 
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considered a preliminary step towards a better knowledge of how radiowave treatments 

can influence differently tumour and non-tumour cells. They provide only for an initial 

interpretation of cellular events to determine whether RF EMFs can affect tumour cells 

more than non-tumour cells. Nonetheless it is recognized that for more in depth analysis 

other endpoints have to be investigated. 

  

4.4.4 - NUCLEAR DNA DAMAGE MARKER ANALYSIS 

Conventional and Real Time PCR was employed to evaluate the potential for 

radiowave exposure to induce nuclear DNA damage in tumour cells. This endpoint was 

analyzed by assessing the gene expression of two proteins involved in DNA double strand 

break repair: XLF and PARP1. Cernunnos-XLF is a core factor which plays a key role in non 

homologous end joining repair (NHEJ) since it’s involved in most NHEJ reactions activating or 

enhancing the basic NHEJ ligation reactions. PARP1 (poly ADP ribose polymerase) is an 

unfailing housekeeper, that signals DNA rupture and participates in base-excision repair, 

promoting the activity of DNA transcription factors.   

The gene expression of these proteins was evaluated in the three cell lines 

(Trophoblasts, PC-3s and PNT1As) after the exposure to 144 MHz, 434 MHz and 1.8 GHz 

EMF. The aim of this part of the study was to assess any possible effect of the applied EMF 

in terms of DNA damage, comparing the response in tumour and non-tumour cell lines, in 

order to confirm that the DNA in the non-tumour cell lines is not damaged by the RF-

treatments.  

Amongst many biological targets, the DNA molecule has received the greatest 

attention with respect to potential HF-EMF damage, because of its relevance for cell 

function, proliferation, viability, mutation and cancer. Again, no convincing evidence 

supports that exposure to HF-EMF at levels that did not cause significant temperature 

increases, can damage the DNA molecule or induce carcinogenesis (Brusick et al., 1998; 

Heynick et al, 2003; Vijayalaxmi and Obe, 2004;). However, some laboratory investigations 

on non-thermal effects of HF-EMF provided positive findings (Sarkar et al., 1994; Lai and 

Singh, 1995; Lai and Singh, 1997;  Maes et al., 1997; Tice et al., 2002). Some studies report 

the induction of DNA damage in cells after high-frequency EMF exposure (Diem et al., 2005 

and Nikolova et al., 2005), but these results have not been confirmed (Scarfì et al., 2006 and 
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Speit et al., 2007). Controversial results are also accumulating as to the potential genotoxic 

effects of high-frequency EMFs.  

In general, the prevailing opinion (Vijayalaxmi and Obe, 2004) does not support the 

hypothesis that high-frequency EMFs induce genotoxic effects. Similarly, Valbonesi et al. 

(2008) reports no alteration in the levels of primary DNA damages, evaluated by the alkaline 

comet assay, in the human trophoblast cells following a 1 h exposure to 217 Hz amplitude-

modulated GSM signals (1.8 GHz carrier frequency, SAR=2 W/Kg), largely used in mobile 

telephony. 

As for the expression of XLF gene, no significant effect was seen in PNT1As and 

trophoblasts, proving that no double strand break occurred in non-tumour cells after the 

exposure regimes applied. The only exposure regime that slightly affects the non-tumour 

prostate cells is 144 MHz, 50 W, probably because of the features of the signal applied and 

how far radiowaves can penetrate through the biological sample until they are completely 

absorbed or reduced in intensity. Several studies reported differential responses of cells 

exposed to different fields applied (Lai and Singh, 1995; D’Ambrosio et al., 2002). 

In terms of single strand damage (PARP1 gene expression), no cell line seems to be 

affected by the 144 or 434 MHz fields applied with an input power of 50 W. With the 144 

MHz 5 W exposure regime, both PNT1As and PC-3s are affected by the EMF applied, 

showing an increase in the gene expression after exposure. The PARP1 gene expression in 

PC-3s has an increase only 4 hours after the exposure and recovers 24 hours after. PNT1As, 

instead, are heavily affected both 4 and 24 hours post-exposure and after both single and 

double exposure, showing that this kind of exposure regime apparently affects non-tumour 

cells more than tumour cells. The exposure regimes that seems to exert no effects in terms 

of single and double DNA strand break damage is the one at 434 MHz 50 W. 

According to these findings, so far the 434 MHz 50 W exposure regime seems to be 

at the same time the most effective on tumour prostate cells and the least effective on non-

tumour prostate cells. This result can be considered a starting point for further 

investigations, aimed at confirming those findings and at establishing whether and how the 

application of this RF EMF can be used as a stand-alone therapy for cancer cure. 

The effects on DNA damage were examined after continuous and intermittent 

exposure (5 min field on and 10 min field off) to 1.8 GHz CW signal, showing an increase of 

XLF and PARP1 gene expression in PC-3 cells after intermittent exposure. Once again, the 
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literature about the intermittency effectiveness is controversial and the reason for such 

contradictory findings remains unclear: a report stating that intermittent exposure was 

effective in eliciting the genotoxic effect was published by Diem et al. (2005), but other 

authors critically commented the biological significance of those results (Vijayalaxmi et al., 

2005). An independent replication of the same experiment was performed by Speit et al., 

2007, under the same exposure conditions (1.8 GHz, SAR 2 W/kg), testing a field without 

modulation and intermittent exposures (5 min on and 10 min off) for different exposure 

times (1, 4 and 24 hours). In conclusion, they weren’t able to confirm the genotoxic effects 

reported by Diem et al, 2005, even though they can’t exclude a genotoxic effect of RF EMF 

in general. 

 

 

4.5 - FURTHER DISCUSSION 

The experimental design of this study aimed to better understand the mechanisms 

involved in the interaction between high frequency electromagnetic fields and biological 

systems at a cellular level. Understanding the consequences for a cell after RF exposure is 

the first step in determining the effects on the organs, on the whole organism and on public 

health.  

Several in vitro studies have established that low frequency EMF exposure induce 

biological changes ranging from increased enzymatic rates to increased gene transcription 

(Hong, 1995; Lai and Singh, 2004; Merola et al., 2006). In contrast, the effects of high 

frequency EMF are less well studied and what has been investigated to date regarding cell 

proliferation and apoptosis is frequently contradictory (French et al., 1997; Stagg et al., 

1997; Kwee and Raskmark, 1999; Higashikubo et al., 2001; Port et al., 2003; Marinelli et al., 

2004).  

While several studies indicated that high-frequency EMFs affect cell cycle regulation 

(Velizarov et al., 1999; Tokalov and Gutzeit, 2004; Buttiglione et al., 2007;), protein amount 

(Dimberg, 1995; Kwee et al., 2001), gene and protein expression (Kwee et al., 2001; 

Leszczynski et al, 2002; Lee et al., 2005; Lixia et al., 2006; Sanchez et al., 2006), and genome 

stability (Sarkar et al., 1994; Lai and Singh, 1995; Lai and Singh, 1997;  Maes et al., 1997; 

D’Ambrosio et al., 2002; Tice et al., 2002), other investigations did not detect any significant 

effects on cellular systems (Stagg et al., 1997; Higashikubo et al., 2001; Capri et al., 2004; 
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Vijayalaxmi and Obe, 2004; Cotgreave, 2005; Dawe et al., 2006; Lantow et al., 2006; Qutob 

et al., 2006; Scarfì et al., 2006; Sanchez et al., 2007). 

The number of reports on radiofrequency and microwaves induced effects on various 

cellular processes is increasing rapidly and a greater understanding of the potential bio-

effects of RF is warranted given the huge increase in our daily exposure to RF through 

mobile telephones, wireless broadband, power cables, radio and television. However, 

satisfactory descriptions of the biophysical and biological mechanism by which these fields 

exert their effects have yet to be offered (Repacholi, 1998; Leszczynski et al., 2002; Merola 

et al., 2006).  

It appears that different factors are responsible for the conflicting results obtained 

so far. Indeed, the cellular and molecular modifications induced by exposure to high-

frequency EMFs depend on the duration of exposure, tissue penetration, and heat 

generation, which are in turn related to the intensity and frequency of the EMF. In addition, 

cellular responses could also depend on type of field (static or oscillatory), waveform 

(sinusoidal, square, etc.), modulation scheme, and biological status and type of cells 

exposed. 

There is indeed a lot of controversy, since both detrimental and non-detrimental 

effects on human health were reported and recently reviewed (Obe and Vijayalaxmi, 2004, 

Meltz, 2003, Otto and von Mühlendahl, 2007, Verschaeve et al., 1998, Verschaeve, 2009 and 

Khurana et al., 2009). The majority of these studies, however, concluded that there are no 

persuasive scientific data suggesting a health risk due to HF EMF exposure (WHO, 

Electromagnetic fields and public health, 2006).  

In conclusion, these results demonstrate that exposure to HF (1.8 GHz) GSM EMFs 

can induce alterations in some principal activities of the cell, such as the regulation of 

protein synthesis. In the light of the results gained with this study, no decisive conclusion 

can be drawn about the hazards of GSM mobile phone use to human health. More detailed 

studies are evidently required. Nonetheless some cellular effects can be seen after exposure 

to GSM-like EMFs: the activation of the acetylcholinesterase enzyme is a clear sign that 

some sort of interactions between the electromagnetic fields and the biological matter do 

exist, even at 2 W/kg of SAR as safety limit for telecommunication, established by ICNIRP 

(International Commission on Non-Ionizing Radiation Protection). 
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Similarly, the exposure to 144 MHz and 434 MHz HF EMFs can induce alterations in 

some principal activities of the tumour cells, such as rate of proliferation and regulation of 

protein synthesis. Different RF exposure regimes lead to different amplitude of effects on 

cells, though a linear relationship between dose and effect was not observable. Perhaps the 

most critical observation of the present study was the greater sensitivity of tumour cells to 

RF exposure compared to non-tumour cells.  

Such observations warrant further investigation to explore the potential of RF as a 

stand-alone approach to cancer therapy and have been expanded to include the 

investigation of several other cell-type models. When the energy of these radiowaves is 

applied in a controlled way and cancerous and normal tissue are exposed, the cancer cells 

behave much differently than the normal cells, such that, with the proper development of 

the technique, tumours in the body could be targeted and destroyed by radiowaves that 

harmlessly pass through normal tissue on their way to the tumour site.It is now widely 

accepted that to significantly advance the current success rates of cancer treatment, new 

avenues of therapeutic approach must be identified as the maximal benefit of current 

therapeutic approaches will soon be realized. One such alternate therapeutic approach is 

the one analysed in this study. 

The radiowave therapies are based on several biochemical and biophysical hypotheses: 

- Exposure of cancer cells to RF waves decreases the rate at which the cancer cells 

divide.  

- Exposure of cancer cells to RF waves has some non-hyperthermic biochemical and 

biophysical effect on the cells when compared to non-tumour cells other than the 

hypothesised increase in mitotic rate. Possible effects include changes in cell 

membrane potential, mitosis of mitochondria, changes in DNA sensitivity and cell 

polarity.  

- RF waves "sensitize" cancer cells so that they are more likely to be killed by 

subsequent radiotherapy. The cause of this sensitization is unknown other than the 

suggestion made by Holt (1977) that it involves electrical resonance and 

fluorescence effects.  

- RF waves increase the rate at which normal stem cells of the immune system divide. 
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Few therapeutic approaches to date have been reported to demonstrate divergent 

properties in tumour and normal tissue as may be observed from radiowave exposure. Dr 

Hagness and her group at the University of Wisconsin-Madison have shown breast tumour 

tissue and normal tissue to have very different properties when exposed to radiowaves in 

the 100 MHz to 20 GHz range, with cancerous tissue showing an approximate 10 fold higher 

dielectric constant and 50-100 fold greater effective conductivity than normal tissue 

(Lazebnik et al., 2006). The observation of such contrasting properties provides great 

impetus to develop and exploit the full therapeutic potential of radiowave exposure and 

more specifically to focus on advancing different cancer therapy.  

As mentioned previously, the human population conduct their daily lives in an ever 

increasing sea of electromagnetic waves and a better understanding of how they may 

influence human health is now well overdue. The present study employed in vitro analyses 

to further elucidate EMF effects at a cellular level. This included simulating EMF typical of 

environmental exposure through mobile phone use and also of wavelengths in the range 

typically employed at present in the medical community for a variety of reasons.  

Some cellular effects can be seen after exposure to GSM EMFs indicating an interaction 

between the electromagnetic field and the biological matter, even at the safety SAR limit of 

2 W/kg. 

Several pioneering oncologists around the world employ EMF in the MHz range as an 

adjunct therapy, however much of the data in this study suggests that, given further 

development, radiowaves in the 140-434 MHz range have potential as a stand-alone 

approach to cancer therapy. 
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