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Introduction

Outline. “Shape from X” is a common expression in computer vision and pattern

recognition that means extracting knowledge, about the shape of an object in the scene,

from some of the features of its image(s), be it shading, texture, disparity, motion, etc.

In this thesis we focus on a class of methods for shape understanding whose main pe-

culiarity consists in linking the concept itself of shape toperceptual instances relative to

the observer [6]. Mathematically, these are formalized as particular functions defined on

the shape, whence the neologism we have chosen:shape from functions.

Shape analysis and understanding are very hot research topics for the disciplines of

computer vision, computer graphics and pattern recognition, finding their motivations

in diverse application areas, such as geometric modeling, visual perception, medical

imaging, and structural molecular biology.

The last decade has been characterized by an explosion in thenumber of methods

proposed for solving problems related to shape recognition, classification and matching,

because of an incremental growth of digital models. The mostpopular recognition tech-

niques can be mainly divided into two classes: model-based and aspect-based techniques

[61]. Model-based techniques are object-centered and are focused on therepresentation

of a shape looking for effective and perceptually importantshape features based on either

shape boundary information or boundary plus interior content. Aspect-based techniques

are viewer-centered and are focused on thedescriptionof a shape on the basis of its

shape features perceived by the viewer.

Recently, the research interest in Computer Graphics has gradually moved from

methods torepresentshapes towards methods todescribeshapes. Indeed, the repre-
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sentation of an object is detailed and accurate, but it does not explicitly contain any

high-level information on the shape of the object. Conversely, the description is concise

but conveys an elaborate and composite view of the object identity.

A variety of methods have been proposed in the literature to deal with the problem of

shape description and reasoning. To this scope mathematicshas been confirmed to pro-

vide a suitable setting for formalizing and solving severalproblems related to shape de-

scription, analysis and understanding. In particular, thepotential of approaches based on

differential topology have been recently recognized by researchers in computer graphics,

who gave birth to a new branch of computational mathematics:computational topology

[5]. It denotes research activities involving both mathematics and computer science, in

order to study the computational aspects of problems with a topological flavour, and to

formalize and solve topological problems in computer applications, without neglecting

the feasibility or the computational complexity of the problem. The key idea is that many

classical concepts in mathematics can be re-interpreted ina computational context, thus

furnishing powerful tools also in a discrete setting.

In this context, the classical Morse Theory [51] plays an important role, offering a

series of techniques and measures with an extremely high abstraction power. This fact

has lead, today, to an increasing interest towards a class ofmethods finding their roots

in it. The common idea underlying these methods, indeed, is to perform a topological

exploration of the shape according to some quantitative geometric properties provided

by a real-valued function defined on the shape and chosen to extract shape features.

Note that the termgeometrical-topologicalused in the title of this manuscript is

meant to underline that both levels of information content are relevant for the applica-

tions of a shape description: geometrical properties are crucial for characterizing specific

instances of features, while topological attributes are necessary to abstract and classify

shapes according to invariant aspects of their geometry.

The added value of these approaches, that from now on we will call shape-from-

functions methods, is in the possibility of adopting different functions as shape descrip-

tors according to the properties and invariants that one wishes to analyze. In this sense,

Morse Theory allows one to construct a general framework forshape characterization,

parameterized with respect to the mapping function used, and possibly the space asso-
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ciated with the shape. The mapping function plays the role ofa lens through which we

look at the properties of the shape, and different functionsprovide different insights.

Another attractive feature of shape-from-functions methods is that they concisely cap-

ture shape information in a manner that can be robust to deformation while being able

to cope with changes in object viewpoint at a multiresolution level. All these facts make

understandable the increasing research interest in enhancing the tools provided by these

approaches for solving problems of shape description and comparison.

We devoted a large part of the Ph. D. study developing this class of methods in

different directions, taking into account both their intrinsic advantages and their weak

points.

As for advantages of shape-from-functions methods, certainly one of the most im-

portant is their high modularity, provided by the possibility to describe different shape

features by choosing different functions. Accordingly, the observation that a shape of an

object can be more thoroughly characterized by means ofR
n-valued functions, whose

n components investigate at the same time different shape features, has lead us to ex-

plore the multidimensional setting. The framework we have chosen is that of Persistent

Homology Theory, that belongs to the approaches grounding in Morse Theory with the

study of the variations of topological features of the lower-level sets of the function on

the shape. In this treatment, we will describe the theoretical results that lead to construct

concise and complete shape descriptors also in a multidimensional case, and to define a

stable distance which favours their comparison.

As far as weak points are concerned, shape-from-functions methods belong to a

class of techniques that have been defined asglobal object methodsin [57], i.e. methods

working on the shape in its whole. An important drawback of all these methods is

that in general they do not result to be robust against noise and occlusion, so failing

in supporting more elaborate shape comparisons, such as partial matching or sub-part

correspondence. With regard to these observations, and considering that a common

requirement for shape descriptors is the robustness against partial occlusions, caused

by foreground objects overlapping the object under investigations, we have decided to

investigate the behavior of size functions in the presence of occlusions. Size functions

are geometrical-topological descriptors provided by SizeTheory in order to analyze
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the variations of connected components of the lower-level sets of a mapping function

ranging on the shape. In this exposition, we will show the robustness of these descriptors

under occlusions from both a theoretical and an experimental point of view.

The thesis is intended to describe all the above results, starting from a detailed math-

ematical background in a manner to render the exposition as clear and self-contained as

possible. In particular, it is organized as follows.

Chapter 1 provides a brief overview on the approaches to the problem of shape un-

derstanding offered by shape-from-functions methods, sketching each of them in its

main aspects and application environments. Particular attention is devoted to provid-

ing the reader with a necessary mathematical background on Size Theory and Persistent

Homology Theory, in order to facilitate his access to individual topics.

Chapter 2 deals with our approach to the problem of multidimensional Persistent

Homology Theory. In particular, we will show that the comparison between multidi-

mensional rank invariants can be reduced to the 1-dimensional case by partitioning their

domain into half-planes. The basic idea is to demonstrate that a multidimensional per-

sistent homology module to these half-planes turns out to bea 1-dimensional persistent

homology module. This important result allows one to use allthe instruments available

in the 1-dimensional setting in the multidimensional one.

In Chapter 3 we study the behavior of size functions in the presence of occlusion,

and their ability to preserve not only global, but also localinformation. The main result

is that an occluded object and a fully visible object share a set of common features in

the corresponding size functions. This property can be exploited to support recognition

in the presence of occlusions, as shown by the experiments wepresent here.

We conclude by discussing the main results achieved and our research activity planned

for the future developments of shape-from-functions methods.

For the convenience of the reader, Appendices A and B containa brief summary on

Čech Homology Theory, a useful tool in Chapter 3.

From the results obtained in Chapters 2 and 3 we have realizedtwo papers [9, 22] that,

at the present time are available as preprint.
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Chapter 1

Shape from functions

This chapter is intended to provide the reader with a necessary mathematical back-

ground on shape-from-functions methods, to facilitate hisaccess to the individual topics.

It is organized as follows. In Section 1.1 we briefly sketch all these techniques, un-

derlining only their characterizing aspects. The rest of the chapter is devoted to a detailed

exposition of methods developed in this thesis: Size Theoryand Persistent Homology

Theory. Section 1.2 summarizes the history of the concept ofpersistence, that can be

seen as the link between these two approaches. Section 1.3 isdevoted to an overview on

Size Theory, with a particular attention to the theoreticalresults concerning size func-

tions. Section 1.4 contains a detailed exposition on Persistent Homology Theory and

related concepts.

The most important definitions and results concerning thesetheories are exposed, con-

nected and organized together, and some examples are inserted to facilitate the compre-

hension of the fundamental concepts.

1.1 Shape-from-functions methods

Shape-from-functions methods are geometrical-topological approaches to the prob-

lems of shape description and comparison, increasingly studied in computer vision, com-

puter graphics and pattern recognition.

The common approach of all these methods to the problem of shape analysis is pro-
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2 1. Shape from functions

vided by the classical Morse Theory. Indeed, the intuition behind Morse Theory is that

of combining the topological exploration of a spaceS with quantitative measurements

of its geometrical properties provided by a mapping function f defined onS. So, for

these methods, a shape is mathematically identified with a pair (S, f ) and its description

is translated into an analysis of the behavior off on S. Analyzing the behavior of such

a function on the space associated with the shape means studying either the properties,

the configuration, or the evolution of its critical points. In fact, critical points are asso-

ciated with the features of interest that one wishes to extract, and the configuration, or

evolution, of these critical points captures a global description of the shape.

The different approaches can be divided into three main groups:

• methods studying the configuration of critical points on thespace boundary (Morse

andMorse-Smale complexes);

• methods studying the evolution of level sets off (contour treesandReeb graphs);

• methods studying the evolution of lower-level sets off (Size Theory, persistent

homologyandMorse shape descriptor).

Intuitively, Morse and Morse-Smale complexes provide a view of shape properties

from the perspective of the gradient of the mapping function. Their aim is to describe

the shape by decomposing it into cells of uniform behavior ofthe gradient flow. This

decomposition can be interpreted as having been obtained bya network on the surface

that joins the critical points of the mapping functionf through lines of steepest ascent,

or descent, of the gradient.

Contour trees describe the shape of a scalar fieldf by analyzing the evolution of

its level sets, asf spans the range of its possible values: components of level sets may

appear, disappear, join, split, touch the boundary, or change genus. The contour tree

stores this evolution and provides a compact description ofthe properties and structure

of the scalar field. The generalization of a contour tree is given by Reeb graphs [3], even

if their definition and theoretical study date back to 1946, thanks to the research work

of a French mathematician, George Reeb. A Reeb graph is the quotient space defined

by the equivalence relation that identifies the points belonging to the same connected

component of each level set off . Today it represents a suitable tool in computer graphics
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to solve problems related to shape matching, morphing and coding. Reeb graphs can be

considered the first example of a fully modular framework forstudying the shape of

a manifold: here the shape exists by itself and the function used to study it can be

arbitrarily chosen.

Beside the possibility of adopting different functions fordescribing shapes, at a

higher level of abstraction, the modularity of the approaches based on Morse Theory

can be extended to the choice of the space used to represent the shape, or phenomenon,

under study. Size Theory and Persistent Homology Theory fall into this last group,

with the study of topological attributes of lower-level sets of the mapping function. The

Morse shape descriptor differs from the other two as it makesuse of the theory of relative

homology groups to define a shape description [1].

For technical details on shape-from-functions methods we refer the reader to the

survey [6].

1.2 Topological persistence

Topological Persistence startedante litteramat the beginning of the 1990s under

the name of Size Theory, with the idea of defining a suitable mathematical setting for

the problem of shape comparison, supported by the adoption of suitable mathematical

tools: the natural pseudo-distance (Subsection 1.3.1) andthe size function (Subsection

1.3.2). This was actually the origin of rather large experimental research, beginning with

[62, 60, 64]. Size functions were generalized by the same School in two directions: Size

Homotopy Groups [38] and Size Functor [8] (see Subsection 1.3.6 for more details).

Approximately ten years later, Persistent Homology Theorywas independently intro-

duced, re-proposing some ideas from a homological point of view (see [27] for a survey

on this topic).

The high modularity of such approaches is given by the possibility to choose arbi-

trarily both the mapping functions and the underlying space. This possibility supplies

them with an important advantage with respect to other methods of pattern recognition:

they capture qualitative aspects of shape in a quantitativeway, turning out to be particu-

larly suited to the analysis of “natural” shapes (blood cells [32], signatures [25], gestures
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[48, 59], melanocytic lesions [54], proteins [2], . . . ).

Comparing these two methodologies, the reader will be able to observe the affini-

ties characterizing them. Retrospectively, indeed, a sizefunction (Definition 1.3) can be

identifiable with the 0-th rank invariant (Definition 1.14),the value of a size function

in a point of∆+ with the rank of a 0-th persistent homology module (or 0-th persistent

Betti number) (Definition 1.10), the first persistent homology module with the Abelian-

ization of the first size homotopy group [38], and the size functor [8] with a functorial

formalization of the direct sum of persistent homology modules. On the other hand, Per-

sistent Homology Theory is not properly an extension of SizeTheory to all homology

degrees. In fact, some restrictive conditions are imposed by the former. For example,

Size Theory requires only the continuity of the measuring functions, while Persistent

Homology Theory also requires their tameness, that is the presence of a finite number

of homological critical values (Definitions 1.8 and 1.9). Moreover, size functions are

computed in terms of connected components instead of arcwise connected components

as singular homology does.

Different terms have been used to denote the same mathematical constructs, which

often overwhelm the understanding of the underlying commonframework. Therefore,

to avoid confusion, we will expose the relevant material on both the approaches, setting

a coherent notation and terminology.

1.3 Size Theory

Size Theory has been developed since the beginning of the 1990s (with the papers

[33], [34] and [64]) in order to provide a geometrical-topological approach to the com-

parison of shapes.

The basic notion behind size theory is the abstraction of thesimilarity between

shapes in terms of a pseudo-distance between the topological spaces representing the

shapes. Accordingly, the degree of similarity (or dissimilarity) between shapes is ex-

pressed in terms of variations in the measure of the properties described by the mea-

suring functions when we move from one shape to another. In this setting, shapes are

considered similar if there exists a homeomorphism preserving the properties conveyed
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by the functions.

The formalization of this approach leads us to the introduction of thenatural pseudo-

distance, defined as the infimum of the variation of the values of the chosen functions,

when we move from one space to the other through homeomorphisms, if possible.

Therefore, two objects have the same shape if they share the same shape properties,

expressed by the functions’ values, that is, their natural pseudo-distance vanishes.

In order to effectively estimate the natural pseudo-distance and compare shapes,size

functionsare introduced. They are shape descriptors that analyze thevariation of the

number of connected components of lower-level sets with respect to the real function

describing the shape properties we are interested in.

This theoretical approach is quite general and flexible, and, recently, has been ex-

tended to multivariate functions. Indeed, the observationthat a shape of an object can

be more thoroughly characterized by means of measuring functions, each investigating

specific shape features, has lead to the extension of Size Theory to a multidimensional

setting [4, 14]. Therefore, in the following subsections, the overview on this theory

will be exposed in terms of multivariate functions. The fundamental results holding in

the 1-dimensional case will be pointed out, when not available in the multidimensional

setting.

1.3.1 Natural pseudo-distance

The main idea in Size theory is to compare shapes via the comparison of shape prop-

erties, that are described byR
n-valued functions defined on topological spaces associ-

ated with the objects to be studied. This leads us to define a shape as a pair(X,~ϕ), called

a size pair, whereX is a non-empty, compact, locally connected, Hausdorff topological

space and~ϕ = (ϕ1, . . . ,ϕn) : X → R
n is a continuous function, called an (n-dimensional)

measuring function. Moreover, let us denote bySizethe collection of all the size pairs.

When two objects must be compared, the first step is to find the “right” set of corre-

sponding properties, that is, of size pairs(X,~ϕ),(Y,~ψ). The chosen topological spaces

do not necessarily coincide with the objects we are referring to. For example, we can

consider as a topological space the boundary of the object, or its projection onto a line, or

its skeleton, and so on. The choice depends on the kind of comparison we are interested
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in. As for measuring functions, their choice is driven by theset of properties that one

wishes to capture. Particular classes of functions have been singled out as better suited

than others to deal with specific problems, such as obtaininginvariance under groups

of transformations [21, 37, 58], or working with particularclasses of objects [13, 62].

Nevertheless, the choice of the most appropriate functionsfor a particular application is

not fixed a priori, but can be changed up to the problem at hand.

The next step in the comparison process is to consider the natural pseudo-distance

d, whose formal definition is the following.

Definition 1.1. Let(X,~ϕ),(Y, ~ψ) be two size pairs. We shall callnatural pseudo-distance

the pseudo-distance d: Size×Size→ R∪{+∞} defined as

d((X,~ϕ),(Y,~ψ)) =







inf
f∈H(X,Y)

max
P∈X

‖~ϕ(P)−~ψ( f (P))‖∞ if H (X,Y) 6= /0

+∞ otherwise,

where H(X,Y) denotes the set of all homeomorphisms from X to Y.

It should be noted that the existence of homeomorphisms is not required for the two

compared objects but for the associated topological spaces. Moreover, observe that the

term pseudo-distance means thatd can vanish even if(X,~ϕ) and(Y, ~ψ) do not coincide;

in that case,X andY are only sharing the same shape properties with respect to the

chosen functions~ϕ and~ψ, respectively.

Since the set of homeomorphisms between two topological spaces is rarely tractable,

simpler mathematical tools are required to estimate the natural pseudo-distance. To this

end, the main mathematical tool introduced in Size Theory isgiven by size functions,

which provide a lower bound for the natural pseudo-distance.

1.3.2 Size functions

Size functions are shape descriptors that analyze the variation of the number of con-

nected components of the lower-level sets of the studied space with respect to the chosen

measuring function.

Formally, letRn be endowed with the usual max-norm,||(u1, . . . ,un)||∞ = max
1≤i≤n

|ui |.
Moreover, define the following relations�, ≺ in R

n: for ~u = (u1, . . . ,un) and~v =
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(v1, . . . ,vn), we shall say~u �~v (resp.~u ≺~v) if and only if ui ≤ vi (resp. ui < vi) for

i = 1, . . . ,n.

Given a size pair(X,~ϕ), for everyn-tuple~u = (u1, . . . ,un) ∈ R
n, let us denote by

X〈~ϕ �~u〉 the lower-level set{P∈ X,~ϕ(P) �~u}.

Definition 1.2. Let (X,~ϕ) be a size pair. For every~u∈ R
n, we shall say that two points

P,Q ∈ X are 〈~ϕ � ~u〉-connectedif and only if a connected subset of X〈~ϕ � ~u〉 exists,

containing both P and Q.

The relation of〈~ϕ � ~u〉-connectedness is an equivalence relation. If two points

P,Q∈ X are〈~ϕ �~u〉-connected we shall writeP∼〈~ϕ�~u〉 Q.

In what follows, when no confusion arises about the measuring function we are refer-

ring to, we will denote the lower-level setX〈~ϕ �~u〉 simply byX~u, and the connectedness

relation betweenP,Q∈ X, P∼〈~ϕ�~u〉 Q, simply byP∼~u Q.

Eventually, let∆+ be the open set{(~u,~v) ∈ R
n×R

n :~u≺~v}, while ∆ = ∂∆+.

Definition 1.3. The size functionassociated with the size pair(X,~ϕ) is the function

ℓ(X,ϕ) : ∆+ → N such that, for every(~u,~v) ∈ ∆+, ℓ(X,ϕ)(~u,~v) is equal to the number of

equivalence classes into which the set X〈~ϕ �~u〉 is divided by the relation of〈~ϕ �~v〉-
connectedness.

In other words,ℓ(X,~ϕ)(~u,~v) is equal to the number of connected components in

X〈~ϕ � ~v〉 containing at least one point ofX〈~ϕ � ~u〉. The finiteness of this number

is a consequence of the compactness and local connectednessof X, and the continuity

of ~ϕ.

In the following subsections on Size Theory, we will show themain results involv-

ing 1-dimensional size functions (that, for conciseness, will be often called simply size

functions).

1.3.3 An example of 1-dimensional size function

First of all, we want to give a simple example of a 1-dimensional size function to

facilitate comprehension of the reader. In this example, displayed in Figure 1.1, we

consider the size pair(X,ϕ), whereX is the curve ofR2, represented by a solid line in
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Figure 1.1:(b) The size function of the size pair(X,ϕ), whereX is the curve represented by a solid line

in (a), andϕ : X → R is the function “Euclidean distance from the pointH”.

Figure 1.1 (a), andϕ : X → R is the function “Euclidean distance from the pointH”.

The size function associated with(X,ϕ) is shown in Figure 1.1 (b). Here, the domain

of the size function,∆+ = {(u,v) ∈ R
2,u < v}, is divided by solid lines, representing

the discontinuity points of the size function. These discontinuity points divide∆+ into

regions where the size function is constant. The value displayed in each region is the

value taken by the size function in that region.

For instance, fora≤ u < b, the setXu has two connected components contained in

different connected components ofXv, whenu < v < b. Therefore,ℓ(X,ϕ)(u,v) = 2 for

a≤ u < b andu < v < b. Whena≤ u < b andv≥ b, all the connected components of

Xu are contained in the same connected component ofXv. Therefore,ℓ(X,ϕ)(u,v) = 1 for

a≤ u< b andv≥ b. Whenb≤ u < c andu< v< c, the three connected components of

Xu persist inXv, soℓ(X,ϕ)(u,v) = 3 for such values; while forb≤ u < c andv≥ c, all of

the three connected components ofXu belong to the same connected component ofXv,

implying that in this caseℓ(X,ϕ)(u,v) = 1.

As for the values taken on the discontinuity lines, they are easily obtained by observ-

ing that size functions are right-continuous, both in the variableu and in the variablev.

We point out that in less recent papers about size functions one encounters a slightly

different definition of size function. In fact, the originaldefinition of size function was

based on the relation of arcwise-connectedness. The definition used here, based on con-

nectedness, was introduced in [20]. This change of definition is theoretically motivated,
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since it implies the right-continuity of size functions, not only in the variableu but also

in the variablev. As a consequence, many results can be stated more neatly.

1.3.4 Algebraic representation of 1-dimensional size functions

In [35] a new kind of representation of size functions was introduced, based on the

fact that they can always be seen as linear combinations of characteristic functions of

triangles (possibly unbounded triangles with vertices at infinity), with a side lying on the

diagonal ofR2, and the other sides parallel to the coordinate axes. For example, in Figure

1.1 (b), the depicted size function is the sum of the characteristicfunctions of the two

triangles with right angles at vertices(a,b) and(b,c), respectively, plus the characteristic

function of the infinite triangle defined by the vertical lineu = a. This observation

suggested the important property for which the size functions are always representable as

collections of vertices and lines (called proper cornerpoints and cornerpoints at infinity,

respectively). The main reference here is [36].

Roughly speaking, a proper cornerpoint forℓ(X,ϕ) is a point of(u,v) ∈ ∆+ encoding

the levelu at which a new connected component is born and the levelv at which it gets

merged to another connected component. Formally, a proper cornerpoint can be defined

as follows.

Definition 1.4. For every point p= (u,v) ∈ ∆+ and for every positive real numberε
with u+ ε < v− ε, let us define the numberµε

(X,ϕ)(p) as

ℓ(X,ϕ)(u+ ε,v− ε)− ℓ(X,ϕ)(u− ε,v− ε)− ℓ(X,ϕ)(u+ ε,v+ ε)+ ℓ(X,ϕ)(u− ε,v+ ε).

The finite numberµ(X,ϕ)(p) = lim
ε→0+

µε
(X,ϕ)(p) will be calledmultiplicity of p for ℓ(X,ϕ).

Moreover, we shall callproper cornerpointfor ℓ(X,ϕ) any point p∈ ∆+ such that the

numberµ(p) is strictly positive.

A cornerpoint at infinity, instead, encodes the levelu at which a new connected

component ofX is born, and such that no levelv, v > u, exist at which this connected

component gets merged to another one. In particular, it as been proved [36, Prop. 9] that

the number of cornerpoints at infinity corresponds to the number of connected compo-

nents ofX, and their abscissas to the level at which they are born. Formally a cornerpoint

at infinity can be defined as follows.
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Figure 1.2: Cornerpoints of a size function: in this example, p, q andm are the only proper cornerpoints,

and have multiplicity equal to 2 (p) and 1 (m,q). The points is not a cornerpoint, since its multiplicity

vanishes. The liner is the only cornerpoint at infinity and it has multiplicity equal to 1.

Definition 1.5. For every vertical line r, with equation u= k, and for every positive real

numberε with k+ ε < 1/ε, let us identify r with the pair(k,∞), and define the number

µε
(X,ϕ)(r) as

ℓ(X,ϕ)(k+ ε,1/ε)− ℓ(X,ϕ)(k− ε,1/ε).

When the finite numberµ(X,ϕ)(r) = lim
ε→0+

µε
(X,ϕ)(r), calledmultiplicity of r for ℓ(X,ϕ), is

strictly positive, we shall call the line r acornerpoint at infinityfor the size function.

As an example of cornerpoints in size functions, in Figure 1.2 we see that the proper

cornerpoints of the depicted size function are the pointsp, q andm (with multiplicity 2,

1 and 1, respectively). The liner is the only cornerpoint at infinity (with multiplicity 1):

this means that the underlying topological space is connected.

The importance of cornerpoints is revealed by the next result, showing that corner-

points, with their multiplicities, uniquely determine size functions.

Let us denote by∆∗ the open half-plane∆+, extended by the points at infinity of the

kind (k,∞), i.e.

∆∗ := ∆+∪{(k,∞) : k∈ R}.

Theorem 1.3.1.For every(u,v) ∈ ∆+ we have

ℓ(X,ϕ)(u,v) = ∑
(u,v)∈∆∗
u≤u,v>v

µ(X,ϕ)

(

(u,v)
)

. (1.1)
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The equality (1.1) can be checked in the example of Figure 1.2. The points where

the size function takes value 0 are exactly those for which there is no cornerpoint (either

proper or at infinity) lying to the left and above them. Let us take a point in the region of

the domain where the size function takes the value 3. According to the above theorem,

the value of the size function at that point must be equal toµ(r)+ µ(p) = 3.

The result stated in Theorem 1.3.1 implies that it is possible to represent any size

function by a formal series of points and lines of the real plane, i.e. by means of its

proper cornerpoints and cornerpoints at infinity, counted with their multiplicities.

1.3.5 Distances between 1-dimensional size functions

The possibility to express size functions as formal series of points provides a simple

and concise representation of this shape descriptor, and enables one to compare size

functions using distances between sets of points [24], suchas the Hausdorff metric or

the matching distance (see e.g. [16, 19, 20, 35, 44]).

The definition of Hausdorff distance between two size functions is the following.

Definition 1.6. Let (X,ϕ) and(Y,ψ) be two size pairs, with X and Y having the same

number of connected components. Let A1 (resp. A2) be the set of all cornerpoints for

ℓ(X,ϕ) (resp.ℓ(Y,ψ)), augmented by adding a countable infinity of points of the diagonal

∆ = {(u,v) ∈ R
2,u = v}. TheHausdorff distancebetween the size functionsℓ(X,ϕ) and

ℓ(Y,ψ) is defined as

dH(ℓ(X,ϕ), ℓ(Y,ψ)) = max{max
p∈A1

min
q∈A2

‖p−q‖∞,max
q∈A2

min
p∈A1

‖q− p‖∞}.

In other words, the Hausdorff distance is the maximum between the distance ofA1

from A2 and that ofA2 from A1. The distance ofAi from A j is computed as the largest

among all the minimum distances of each point ofAi from all the points ofA j .

Hausdorff distance is stable with respect to perturbationsof the measuring functions

and, in experimental frameworks, its computational complexity is low. Nevertheless,

it does not seem to be a suitable metric for the computation ofthe distance between

size functions, because it does not take into account the multiplicities of cornerpoints.

Accordingly, in [20] the matching distance between size functions was introduced. It

can be defined in the following way.
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Definition 1.7. Let (X,ϕ) and(Y,ψ) be two size pairs, with X and Y having the same

number of connected components. Let C1 (resp. C2) be the multiset of all cornerpoints

for ℓ(X,ϕ) (resp.ℓ(Y,ψ)) counted with their multiplicities, augmented by adding a count-

able infinity of points of the diagonal∆ = {(u,v) ∈ R
2,u = v}. Thematching distance

betweenℓ(X,ϕ) andℓ(Y,ψ) is given by

dmatch(ℓ(X,ϕ), ℓ(Y,ψ)) = min
σ

max
p∈C1

δ (p,σ(p)),

whereσ varies among all the bijections between C1 and C2 and

δ ((u,v),(u′,v′)) = min

{

max{|u−u′|, |v−v′|},max

{

v−u
2

,
v′−u′

2

}}

.

The adopted convention about∞ is that∞− v = v−∞ = ∞ for v 6= ∞, ∞−∞ = 0,
∞
2 = ∞, |∞| = ∞, min{∞,c} = c, max{∞,c} = ∞.

Roughly speaking, the matching distancedmatch between two size functions is the

minimum, over all the matchings between the cornerpoints ofthe two size functions, of

the maximum of theL∞-distances between two matched cornerpoints. Since two size

functions can have a different number of proper cornerpoints, these can be also matched

to points of the diagonal. An example of computation of matching distance is illustrated

in Figure 1.3. A size function, representable as the formal series of three proper cor-

nerpoints,a,b,c, and one cornerpoint at infinity,r (Figure 1.3,(a)), is compared with

a size function having two proper cornerpoints,a′,c′, and one cornerpoint at infinity,r ′

(Figure 1.3,(b)). The cost of the optimal matching between cornerpoints of the two size

functions (that is of the matching that minimizes the dissimilarity measure between the

two point sets) equals the cost of moving the cornerpointb onto the diagonal.

The stability of this representation has been studied in [18, 19]. In particular, it has

been proved that the matching distance is continuous with respect to the measuring func-

tions (in the sense ofL∞-topology), guaranteeing a property of perturbation robustness.

Theorem 1.3.2.Let (X,ϕ) be a size pair. For every real numberε ≥ 0 and for every

measuring functionψ : X → R, such thatmax
P∈X

|ϕ(P)−ψ(P)| ≤ ε, we have

dmatch(ℓ(X,ϕ), ℓ(X,ψ)) ≤ ε.



1.3 Size Theory 13

(a) (b) (c)

Figure 1.3: Two size functions can be described by cornerpoints (proper and at infinity) and compared by

the matching distance.

Moreover, in [19] it has been shown that the matching distance between size func-

tions produces a sharp lower bound for the natural pseudo-distance between size pairs.

Theorem 1.3.3.Let ε ≥ 0 be a real number and let(X,ϕ) and(Y,ψ) be two size pairs

with X and Y homeomorphic. Then

dmatch
(

ℓ(X,ϕ), ℓ(Y,ψ)

)

≤ d((X,ϕ),(Y,ψ)),

where d is the natural pseudo-distance between(X,ϕ) and(Y,ψ).

In addition, in [19] it has been proved that the matching distance gives the best lower

bound for the natural pseudo-distance, in the sense that anyother distance between size

functions, such as that given in [23], would yield a worse bound. These results guarantee

a link between the comparison of size functions and the comparison of shapes [20].

1.3.6 Algebraic topology in Size Theory

Size functions are not the sole tool introduced in Size Theory. Indeed, algebraic

topology has been used to obtain generalizations of size functions that give a more com-

plete description of a size pair(X,ϕ), since they take into account not only the number

of connected components, but also the presence of other features such as holes, tunnels

and voids. The first development in this sense can be found in [38], wheresize homotopy

groupsare introduced (already in a multidimensional setting), inspired by the classical
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mathematical notion of homotopy group. They have been shownto provide a lower

bound for the natural pseudo-distance, much in the same way as size functions do.

The study of size functions in the algebraic topological setting was also developed

in [8], by observing that, if(X,ϕ) is a size pair withX a closed smooth manifold and

ϕ : X → R a Morse function, the value ofℓ(X,ϕ) at a point(u,v) ∈ ∆+, computed in

terms of arcwise connected components (instead of connected components), equals the

rank of the image ofιu,v
0 : H0(Xu) → H0(Xv), where ιu,v

0 is the homomorphism be-

tween 0th singular homology groups over a fieldK induced by the inclusion ofXu in

Xv. This observation has led to the definition ofsize functor, which studies the maps

ιu,v
k : Hk(Xu) → Hk(Xv), for everyk ∈ Z. In other words, it studies the process of birth

and death of homology classes as lower-level sets change. The size functor can be de-

scribed by oriented trees, calledHk – trees(see [8, 10]).

Another topological interpretation of size functions, again computed in terms of ar-

cwise connected components, is that given by Allili et al. in[1]: given a size pair(X,ϕ)

with X a closed smooth manifold andϕ : X → R a Morse function, the value ofℓ(X,ϕ)

at a point(u,v) ∈ ∆+ is equal to the difference between the rank ofH0(Xv) and that of

H0(Xv,Xu). These two topological interpretations of size functions will be recuperated

in Chapter 3 for proving analogous results involving the newdefinition of size functions

in terms of connected components (see Section 3.1).

1.4 Persistent Homology Theory

The theory of persistent homology was introduced about nineyears ago [28, 29],

providing an algebraic method for measuring topological features of shapes and of func-

tions. The authors follows a similar approach to Size Theoryintroducing the paradigm

of persistence, which grows a space incrementally and analyzes the topological changes

that occur during this growth. In particular, they produce atool, calledpersistent ho-

mology, for controlling the placement of topological events (suchas the merging of

connected components or the filling of holes) within the history of this growth. The

aim is to furnish a scale to assess the relevance of topological attributes. Indeed, the

main assumption of persistence is that longevity is equivalent to significance. In other
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words, a significant topological attribute must have a long lifetime in a growing com-

plex. In this way, one is able to distinguish the essential features from the fine details. In

experimental frameworks, this theoretical procedure can be translated into the follow-

ing: topological events having a long lifetime in the growing complex are considered

structural shape features; those whose lifetime is short are identified with noise.

The two fundamental ingredients in persistent homology theory are the filtration of

a space and the pairing of homological critical values. Roughly speaking, the filtration

is a sequence of nested subspaces; pairing homological critical values means linking the

critical level that mark the appearance of a topological event (birth) with the critical level

that mark its disappearance (death). These concepts will beillustrated in Subsection

1.4.2.

As for the assumptions on the pair(X,ϕ) defining the shape of an object, in literature

one can find different kinds of request involving both the spaceX and the functionϕ :

X →R [27]. In this treatment we requireX to be a triangulable space andϕ a continuous

tame function (Definition 1.9), in agreement with [16]. We recall that a topological space

is triangulableif there exist a finite simplicial complex with homeomorphicunderlying

space.

1.4.1 1-dimensional persistent homology modules

First of all, we restate two definitions from [16] (accordingwith our notations), that

introduce two important concepts in this theoretical setting. The first one is the concept

of homological critical value, representing a level at which new topological attributes

are born or existing topological attributes die. The secondone introduces the concept of

tameness.

Definition 1.8. Let X be a triangulable topological space,ϕ : X → R a continuous

real function on X and k∈ Z. A homologicalk-critical valueof ϕ is a real number w

such that, for every sufficiently smallε > 0, the mapιw−ε,w+ε
k : Hk(Xw−ε) → Hk(Xw+ε)

induced by the inclusion of X〈ϕ ≤ w− ε〉 in X〈ϕ ≤ w+ ε〉 is not an isomorphism.

This is called ak-essential critical valuein the previously quoted paper [8, Def. 2.6]

(see Subsection 1.3.6).
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In the following the values that are notk-critical for anyk∈Z will be calledk-regular

values.

Definition 1.9. Let X be a triangulable topological space. A continuous function ϕ :

X → R is tameif it has a finite number of homological k-critical values forevery k∈ Z,

and the homology modules Hk(X〈ϕ ≤w〉) are finite-dimensional for all k∈Z and w∈R.

In other words, a function is tame if the homology modules of each lower-level set

have finite ranks and there exist only finitely many valuesw at which the homology

modules change.

Examples of tame functions are Morse functions on closed smooth manifolds and

piecewise linear functions on triangulable topological spaces.

From now on, a pair(X,ϕ) with X a triangulable space andϕ a tame function, will

be called atame pair.

Definition 1.10. Let(X,ϕ) be a tame pair and let u,v∈R with u< v. The kth persistent

homology moduleHu,v
k (X,ϕ) is the image of the homomorphismιu,v

k : Hk(X〈ϕ ≤ u〉)→
Hk(X〈ϕ ≤ v〉) induced by the inclusion mapping of X〈ϕ ≤ u〉 into X〈ϕ ≤ v〉, that is

Hu,v
k (X,ϕ) = im ιu,v

k .

For everyk∈ Z, the rank of the image ofιu,v
k is called thek-persistent Betti number

and is denoted byβ u,v
k (X,ϕ). It counts the number ofk-dimensional homology classes

that are born at or beforeu and are still alive atv.

In the following, when no confusion arises in terms of the measuring functionϕ
we are considering, for conciseness we will denoteHu,v

k (X,ϕ) simply byHu,v
k (X), and

β u,v
k (X,ϕ) by β u,v

k (X).

1.4.2 Barcodes, persistence diagrams and bottleneck distance

Now, we are ready to introduce thefiltration of X defined by the lower-level sets of

ϕ.

By Definition 1.9, the choice of a topological spaceX endowed with a tame real

function ϕ implies, for everyk ∈ Z, the existence of a finite number of homological

k-critical values, sayw1, . . . ,wm. Then, choosingm+1 k-regular valuess0, . . . ,sm such
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thatsi−1 < wi < si for 1≤ i ≤ m, a filtration ofX can be defined as a finite sequence of

nested subspaces{Xsi}i=0,...,m, that isXs0 ⊂ Xs1 ⊂ . . . ⊂ Xsm. Set alsos−1 = w0 = −∞
andwm+1 = sm+1 = +∞. We say that a homology classα is born atXsi if it does not

come from a class inXsi−1. Moreover, ifα is born atXsi , we say it dies enteringXsj if

the image of the map induced byXsi−1 ⊂ Xsj−1 does not contain the image ofα but the

image of the map induced byXsi−1 ⊂ Xsj does.

Following the above-described procedure, the homologicalcritical values can be

paired by the following rule. Through the filtration ofX a homological critical value

wi , corresponding to the birth of a non trivial homological cycle, is paired with the

homological critical value (if there exists)w j > wi corresponding to the death of the

same cycle, that is when the cycle becomes a boundary. The persistence of the cycle is

computed in terms of the difference between the paired homological critical values, and

its lifetime can be graphically described by an open interval [wi ,w j). The cycles that do

not die during the filtration are calledessential classesof (X,ϕ) and are represented by

open intervals of type[w,∞). Therefore, the persistent homology of a filtered topological

space can be portrayed as a collection of open intervals, called persistence intervalsor

barcode[11, 39] (see Figure 1.4, bottom).

More recently, a new kind of description of barcode has been introduced [16]. The

pairs(wi ,w j), with wi < w j , are represented as points with multiplicities in the extended

plane, and this set of points is called apersistence diagram.

Definition 1.11. Thepersistence diagram Dgmk(X,ϕ) ⊆ ∆∗ associated with the pair

(X,ϕ) is a multiset of points(wi ,w j) counted with multiplicity

µwi ,w j

k (X,ϕ) = β si ,sj−1
k (X,ϕ)−β si−1,sj−1

k (X,ϕ)−β si,sj

k (X,ϕ)+β si−1,sj

k (X,ϕ)

for 0 ≤ i < j ≤ m+ 1, k ∈ Z, together with all points on the diagonal, counted with

infinite multiplicity.

By convention,Hu,v
k (X,ϕ) = {0} wheneveru or v is infinite. Therefore, in Definition

1.11,β s−1,si
k (X,ϕ) = β si ,sm+1

k = 0 for everyi ∈ {−1, . . . ,m+1} andk∈ Z.

Let us denoteµwi ,w j

k (X,ϕ) simply byµwi ,w j

k andβ si ,sj

k (X,ϕ) by β si ,sj

k , and write the

multiplicity of a point(wi ,w j) as the following difference between two differences

µwi ,w j
k = (β si ,sj−1

k −β si ,sj
k )− (β si−1,sj−1

k −β si−1,sj
k ).
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Recalling thatβ si ,sj−1
k represents the number of homology classes inXsj−1 born beforesi,

it holds that the first difference,β si ,sj−1
k −β si ,sj

k , counts the classes inXsj−1 born beforesi,

that die beforesj ; while the second difference,β si−1,sj−1
k −β si−1,sj

k , counts the classes in

Xsj−1 born beforesi−1, that die beforesj . Thus,µwi ,w j

k counts the classes born between

si−1 andsi , that die betweensj−1 andsj .

The total multiplicity of the persistence diagram minus thediagonal is

♯(Dgmk(X,ϕ)−∆) = ∑
i< j
k∈Z

µwi ,w j

k .

Persistence diagrams can be compared by stable distances, such as the Hausdorff dis-

tance and thebottleneck distance.The last one is defined in the following manner.

Definition 1.12. Thebottleneck distancebetweenDgmk(X,ϕ) andDgmk(X,ψ) is given

by

dB(Dgmk(X,ϕ),Dgmk(X,ψ)) = inf
σ

sup
p∈Dgmk(X,ϕ)

‖p−σ(p)‖∞,

whereσ ranges over all the bijections betweenDgmk(X,ϕ) andDgmk(X,ψ).

In [16] it has been proved that, using the bottleneck distance, persistence diagrams

are robust against small perturbations of real functions.

Theorem 1.4.1.Let X be a triangulable space endowed with continuous tame functions

ϕ,ψ : X → R. Then, for every k∈ Z, the persistence diagrams satisfy

dB(Dgmk(X,ϕ),Dgmk(X,ψ)) ≤ ‖ϕ −ψ‖∞,

where‖ϕ −ψ‖∞ = max
P∈X

|ϕ(P)−ψ(P)|.

Note that persistence diagrams essentially play the same role as cornerpoints in size

functions (see Chapter 3, Subsection 3.1.1 and [14] for moredetails). Therefore, looking

at these points as vertices of triangular regions (with a finite or infinite area), a general-

ization of a size function to all homology degrees is obtained. This kind of representation

is the graph of a function, calledrank invariant, and defined asρX,ϕ
k : ∆+ → N such that

ρX,ϕ
k (u,v) = rank(Hu,v

k (X,ϕ)) (see the following section for its general definition). An

example is given in Figure 1.4 (center).



1.4 Persistent Homology Theory 19

Figure 1.4: Top: a surface studied with respect to the heightfunction f in the horizontal direction. Center

and bottom: the associated rank invariants and persistenceintervals representing the 0th (light blue), 1st

(middle blue) and 2nd (dark blue) persistent Betti numbers,respectively.
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1.4.3 Multifiltrations and persistence modules

The most general setting for Topological Persistence has been recently proposed by

G. Carlsson and A. Zomorodian in [12], where an extension of the theory to a mul-

tidimensional setting is exposed. The main concept introduced by the authors is that

of multifiltration of a space, that would be the suitable tool to model richer structures

parameterizable along multiple geometric dimensions.

Let~u,~v∈ N
n. We write~u�~v if u j ≤ v j for j = 1, . . . ,n. The formal definition of a

multifiltration is the following.

Definition 1.13. A topological space X ismultifiltered if we are given a family(multi-

filtration) of subspaces{X(~v) ⊆ X}~v∈Nn with inclusions X(~u) ⊆ X(~w) whenever~u� ~w, so

that the diagrams

X(~u) //

��

X(~v1)

��

X(~v2) // X(~w)

(1.2)

commute for~u�~v1,~v2 � ~w.

The generality of the above definition is given by the fact that neither conditions on

the topological spaceX are imposed nor requirements on the construction of its sub-

spacesX(~v) are made.

Given a multifiltered spaceX, the homology of each subspaceX(~v) over a fieldK is

a vector space. Moreover, there exist inclusion maps relating the subspaces, inducing

maps at homology level.

Figure 1.1(a) displays an example of a bifiltration. The input is a finite triangle

K along with a functionF : R
2 → K that gives a subcomplexK(~v) for any value~v ∈

R
2. To convert this input to a multifiltered complex, it is sufficient to take into account

only the finite set of critical coordinatesC = {~vi ∈ R
2}i at which new simplices enter

the complex. So, we can reduce ourself to consider a finite number of critical values,

such that diagrams (1.2) commute in the discrete set ofN
2. Figure 1.1(b) shows a

commutative diagram isomorphic to the zeroth homology vector spaces of the bifiltered

triangle.
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K
2 // K // K // K

K
2 //

OO

K
3 //

OO

K //

OO

K

OO

K //

OO

K //

OO

K //

OO

K

OO

(a) (b)

Table 1.1:(a) A bifiltration of a triangle.(b) The commutative diagram of zeroth homology vector spaces

associated with the subspaces of the bifiltered complex, andtheir maps induced by the inclusion maps

relating the subspaces.

The homology of a multifiltration in each degree can be described by a discrete

invariant calledrank invariant.

Definition 1.14. Let X = {X(~v)}~v∈Nn be a multifiltration. We defineρX,k : {(~u,~v) ∈
N

n×N
n,~u�~v}→ N over a fieldK to be

ρX,k(~u,~v) = rank(Hk(X
(~u)) → Hk(X

(~v))).

Retrospectively, mathematical tools provided by Size Theory and Persistent Homol-

ogy Theory can be considered particular examples of those presented in this section. In

particular, the concept of multifiltration of a space in an-dimensional setting (or that of

filtration in a 1-dimensional one) used by these theories is always defined by a mapping

function ranging on the space.

Indeed, to be more precise, in [12] it has also been introduced the concept ofkth persis-

tence module. The homology of a multifiltration in each degree is a particular persistence

module. The multidimensional persistent homology is the homology of a particular

multifltration: the multifiltration defined by the lower-level sets of a multidimensional

measuring function varying on the space.
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Chapter 2

Stability for rank invariants of

multidimensional persistent homology

The interest in extending shape-from-functions techniques to a multidimensional set-

ting, in the sense of extracting knowledge from high-dimensional data by means of func-

tions with values inRn, is increasing. One of the main reasons for such a generalization

is that certain shape features (such as color) are characterized by a multidimensional na-

ture whose description can be achieved necessarily by a multivalued function. Moreover,

another advantage of working withRn-valued functions is that shapes can be simultane-

ously investigated byn different real-valued functions.

Topological persistence approaches are moving towards this direction with the aim

to enhance the ability of their descriptors in recognizing ashape by enhancing the ability

of measuring functions in capturing a greater quantity of shape information. However, in

spite of the potentiality of then-dimensional setting, some objective obstacles, concern-

ing, above all, the lack of an efficient computational approach, make it difficult to purse

such a research line. Indeed, a direct approach to the multidimensional case forces to

work in subsets ofR2n, implying higher computational costs in evaluating and compar-

ing shape descriptors, because of the absence of a representation by means of multisets

of points, analogous to persistence diagrams.

As for Persistence Homology Theory, these obstacles in treating the multidimen-

sional setting appear in the approach proposed by Carrlson and Zomorodian in [12].

23
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Indeed, the authors concluded that paper claiming that multidimensional persistence has

an essentially different character from its 1-dimensionalversion, since their approach

does not seem to lead to a complete, stable descriptor in the multidimensional case. The

rank invariant, introduced to describe a multifiltration ofa space (see Subsection 1.4.3),

represents a practical tool for robust estimation of the Betti numbers in a multifiltration,

but it results to be a complete discrete invariant only in the1-dimensional setting [12,

Thm. 5].

Recently, Size Theory has been developed in then-dimensional framework [4, 14]

in a manner to pave a way out of all the above-mentioned difficulties, and providing a

concise, complete and stable (though not discrete) shape descriptor also in the multidi-

mensional context, that inherits the good properties of 1-dimensional size functions. The

strategy proposed is the reduction of multidimensional size functions to 1-dimensional

ones by a suitable change of variables. In particular, a suitable planes’ foliation of

∆+ = {(~u,~v) ∈ R
2n,~u ≺~v} is defined to make ann-dimensional size function, associ-

ated with a topological space endowed with ann-dimensional measuring function, equal

to a 1-dimensional size function, associated with the same topological space endowed

with a 1-dimensional measuring function, in correspondence of each half-plane [4]. The

importance of this result resides in the fact that, on each leaf of the foliation, it is possible

to translate and use all the results conveyed in the last years for 1-dimensional size func-

tions. In particular, on each half-plane, multidimensional size functions can be expressed

as formal series of cornerpoints, making their comparison possible through the matching

distance. So,even if, unfortunately, cornerpoints do not form, in general, discrete sets in

the multidimensional case, this approach makes it possibleto find them “slice by slice”

with the familiar discrete technique of dimension one. A practical use is for sampling of

the sets of leaves, so getting bounds for a stable distance between size functions. Exper-

imental results shown in [4] have validated this approach and demonstrated the higher

discriminatory power achieved usingn-dimensional measuring functions, by blending

the information conveyed by theirn components.

Our purpose, in this chapter, is to show analogous positive results for Multidimen-

sional Persistent Homology, by extending the approach of Size Theory to all homol-

ogy degrees. In particular a reduction theorem, asserting the coincidence between a



2.1 A suitable foliation of ∆+ 25

n-dimensionalkth persistent homology module and a 1-dimensional one on each leaf of

the foliation of∆+, represents the main tool for the construction of a stable multidimen-

sional bottleneck distance betweenn-dimensionalkth rank invariants.

The chapter is structured as follows. Section 2.1 provides the necessary tools for

our goal, concerning the foliation of∆+. In Section 2.2 we give a new definition of

multidimensionalkth persistent homology modules (Definition 2.3), in terms ofmax-

tame size pairs (Definition 2.2). Moreover, our reduction theorem (Theorem 2.2.1) is

stated and proved. Section 2.3 is devoted to define and show properties of the multi-

dimensional bottleneck distance. In a 1-dimensional setting, it is redefined in terms of

rank invariants (Definition 2.5), instead of persistence diagrams (Definition 1.12), lead-

ing us to its extension to a multidimensional context (Definition 2.6). In Section 2.4 we

describe two examples demonstrating the higher discriminatory power of multidimen-

sional persistence than 1-dimesional and expose further observations on the cooperation

of measuring functions. A brief discussion on the results achieved and open problems

concludes the chapter.

2.1 A suitable foliation of ∆+

In this section we show how it is possible to define a foliationof ∆+ ⊂ R
n×R

n

suitable to reduce computation of persistent homology fromthe multidimensional to the

1-dimensional case. Its construction depends on so-called“admissible” vector pairs.

Definition 2.1. For every unit vector~l =(l1, . . . , ln) in R
n such that lj > 0 for j = 1, . . . ,n,

and for every vector~b = (b1, . . . ,bn) in R
n such that

n
∑
j=1

b j = 0, we shall say that the

pair (~l ,~b) is admissible. We shall denote the set of all admissible pairs inR
n×R

n by

Admn. Given an admissible pair(~l ,~b), we define the half-planeπ
(~l ,~b)

in R
n×R

n by the

following parametric equations:

{

~u = s~l +~b

~v = t~l +~b

for s, t ∈ R, with s< t.
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For every(~u,~v)∈ ∆+, there exists exactly one admissible pair(~l ,~b) such that(~u,~v)∈
π

(~l ,~b)
[4, Prop.1].

The following proposition is substantially contained in the proof of [4, Thm. 3]

and represents the fundamental ingredient for proving our reduction theorem (Theorem

2.2.1). Indeed, Proposition 2.1.1 asserts that, fixed an admissible pair, a multidimen-

sional measuring function can be replaced by a 1-dimensional one, in such a way that

their lower-level sets coincide on the corresponding leaf of the foliation.

Proposition 2.1.1. Let (X,~ϕ) be a size pair. Let(~l ,~b) be an admissible pair, and let

F
~ϕ
(~l ,~b)

: X → R be defined by setting

F
~ϕ
(~l ,~b)

(P) = max
j=1,...,n

{

ϕ j(P)−b j

l j

}

,

for every P∈ X. Then, for every(~u,~v) = (s~l +~b, t~l +~b) ∈ π(~l ,~b), the following equalities

hold:

X〈~ϕ �~u〉 = X〈F~ϕ
(~l ,~b)

≤ s〉, X〈~ϕ �~v〉 = X〈F~ϕ
(~l ,~b)

≤ t〉.

Proof. For every~u = (u1, . . . ,un) ∈ R
n, with u j = sl j +b j , j = 1, . . . ,n, it holds that

X〈~ϕ �~u〉 = {P∈ X : ϕ j(P) ≤ u j , j = 1, . . . ,n}
= {P∈ X : ϕ j(P) ≤ sl j +b j , j = 1, . . . ,n}

= {P∈ X :
ϕ j(P)−b j

l j
≤ s, j = 1, . . . ,n}

= X〈F~ϕ
(~l ,~b)

≤ s〉.

Analogously, for every~v = (v1, . . . ,vn) ∈ R
n, with v j = tl j + b j , j = 1, . . . ,n, it can

be proved thatX〈~ϕ �~v〉 = X〈F~ϕ
(~l ,~b)

≤ t〉.

Note that the above result holds for an arbitrarily size pair(X,~ϕ).

For our purpose, we need the following further condition:ϕ1, . . . ,ϕn : X → R shall

be tame functions (Definition 1.9). In agreement with this hypothesis, throughout all the

chapter, a size pair(X,~ϕ) such that all the components of~ϕ are tame will be called a

tame size pair.
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2.2 Homological 1-dimensional reduction

The results shown in the previous section do not constitute the sole instruments lead-

ing to the definition of a stable distance between multidimensional rank invariants. So,

in this section, we investigate further fundamental tools for our goal.

A necessary requirement for our reduction theorem, is that,given~ϕ : X → R
n, both

ϕ j : X → R for j = 1, . . . ,n, andF
~ϕ
(~l ,~b)

: X → R are tame functions, and the following

remark states that this condition is not always fullfilled.

Remark 1. The maximum of two tame functions is not necessarily a tame function.

(a) (b)

(c)

Figure 2.1: In(a) the lower-level setR2〈 f1 ≤ 0〉 (yellow area - one connected component). In(b) lower-

level setR2〈 f2 ≤ 0〉 (blue area - one connected component). In(c) lower-level setR2〈 f ≤ 0〉 (dark zone

- infinitely many connected components).

As an example, letf1, f2 : R
2 → R be two tame functions defined as

f1(u,v) =

{

v−u2sin(1
u) u 6= 0

v u= 0
, f2(u,v) =

{

−v−u2sin(1
u) u 6= 0

−v u= 0

and consider the function

f = max( f1, f2).
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Figure 2.1 shows the sets wheref1 ((a), yellow area),f2 ((b), blue area) andf ((c),

dark areas), respectively, take a value smaller or equal to 0. It is easily seen that, even

if f1 and f2 are tame functions, withR2〈 f1 ≤ 0〉 andR
2〈 f2 ≤ 0〉 connected lower-level

sets,f does not result to be tame, sinceH0(R
2〈 f ≤ 0〉) is not a finitely generated module.

Given this fault related to tame functions, a preliminary solution we propose is to

introduce the following concept.

Definition 2.2. Let (X,~ϕ) be a tame size pair. We shall say that(X,~ϕ) is a max-

tame size pairif, for every admissible pair(~l ,~b), the function F
~ϕ
(~l ,~b)

: X → R such that

F
~ϕ
(~l ,~b)

(P) = max
j=1,...,n

{

ϕ j (P)−b j
l j

}

for every P∈ X, is tame.

Let us redefine multidimensional persistent homology modules in view of the above

definition.

Definition 2.3. Let (X,~ϕ) be a max-tame size pair. For(~u,~v) ∈ ∆+, let ι~u,~v
k : Hk(X〈~ϕ �

~u〉) → Hk(X〈~ϕ �~v〉) be the map induced by inclusion of the lower-level set of~u in that

of~v, for a fixed integer k. We callmultidimensionalkth-persistent homology moduleof

(X,~ϕ) the image of such a homomorphism, and write H~u,~v
k (X,~ϕ) = im ι~u,~v

k .

Now we can state and prove the theorem which, in analogy with the main result of

[4], enables us to reduce the computation of multidimensional persistent homology mod-

ules to the 1-dimensional case. This is important, not so much for finding the homology

modules themselves point by point, but much more for finding points of change of the

modules. However, before its formulation, the introduction of some notations would be

necessary.

GivenF
~ϕ
(~l ,~b)

(P) = max
j=1,...,n

{

ϕ j(P)−b j
l j

}

for a fixed(~l ,~b)∈Admn, letκs,t
k : Hk(X〈F~ϕ

(~l ,~b)
≤

s〉) → Hk(X〈F~ϕ
(~l ,~b)

≤ t〉) for s, t ∈ R, s< t andk ∈ Z, be the map induced by inclusion

of the lower-level set ofs in that of t, and denote byHs,t
k (X,F

~ϕ
(~l ,~b)

) = im κs,t
k the kth

persistent homology module of(X,F
~ϕ
(~l ,~b)

).

Theorem 2.2.1.Let (X,~ϕ) be a max-tame size pair. Let(~l ,~b) be an admissible pair.

Then, for every(~u,~v) = (s~l +~b, t~l +~b) ∈ π
(~l ,~b)

, the equality

H~u,~v
k (X,~ϕ) = Hs,t

k (X,F
~ϕ
(~l ,~b)

)
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holds for every k∈ Z and s, t ∈ R with s< t.

Proof. By Lemma 2.1.1, we have the equalitiesX〈~ϕ � ~u〉 = X〈F~ϕ
(~l ,~b)

≤ s〉 andX〈~ϕ �

~v〉= X〈F~ϕ
(~l ,~b)

≤ t〉 for every(~u,~v)= (s~l +~b, t~l +~b)∈ π(~l ,~b). They obviously imply that, for

everyk∈ Z, Hk(X〈~ϕ �~u〉) = Hk(X〈F~ϕ
(~l ,~b)

≤ s〉) andHk(X〈~ϕ �~v〉) = Hk(X〈F~ϕ
(~l ,~b)

≤ t〉),

respectively. Thus, sinceι~u,~v
k : Hk(X〈~ϕ �~u〉) → Hk(X〈~ϕ �~v〉) andκs,t

p : Hk(X〈F~ϕ
(~l ,~b)

≤

s〉) → Hk(X〈F~ϕ
(~l ,~b)

≤ t〉) are homomorphisms induced by inclusion, having the same

domain and codomain, it necessarily follows that imι~u,~v
k = im κs,t

p , and the claim is

proved.

2.3 Multidimensional bottleneck distance

This section deals with the construction of the bottleneck distance between mul-

tidimensional rank invariants, by mimicking the theoretical approach of Size Theory

with regard to the generalization of the matching distance shown in [4]. In particu-

lar, after a reformulation of the 1-dimensional bottleneckdistancedB in terms of rank

invariants (Definition 2.5), instead of persistence diagrams (Definition 1.12), we will

prove that, using this distance, on each leaf of the foliation rank invariants result sta-

ble under small perturbations of 1-dimensional measuring functions (with respect to the

max-norm) (Proposition 2.3.2), and under small perturbations of the leaves (Proposition

2.3.3), respectively. Moreover, we will extenddB to a multidimensional distanceDB

(Definition 2.6), and prove that the latter is still a lower bound for the natural pseudo-

distance (Theorem 2.3.4). Eventually, in Proposition 2.3.5, we prove the higher discrim-

inatory power of the multidimensional bottleneck distancethan the 1-dimensional one,

showing that the former gives a better lower bound for the natural pseudo-distance than

the latter.

First of all, according to the general Definition 1.14, let usdefine ann-dimensional

kth rank invariant describing the homology of a multifiltration that is defined by the

variation of ann-dimensional measuring function, with tame components.

Definition 2.4. Let(X,~ϕ) be a tame size pair. For every(~u,~v)∈ ∆+ and k∈Z, we define
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ρ(X,~ϕ)
k : ∆+ → N over a fieldK to be

ρ(X,~ϕ)
k (~u,~v) = rankH~u,~v

k (X,~ϕ).

Let us observe that, in the 1-dimensional setting, the existing relation between per-

sistence diagrams and rank invariants is analogous to the relation between cornerpoints

and size functions. Therefore, rank invariants associatedwith 1-dimensional persistent

modules can be compared through the bottleneck distance (Definition 1.12).

Definition 2.5. Let (X,ϕ), (Y,ψ) be two tame size pairs, and let k∈ Z such that

βk(X) = βk(Y). Moreover, letρ(X,ϕ)
k and ρ(Y,ψ)

k be the respective 1-dimensional kth

rank invariants. Let C1 (resp. C2) be the multiset of all pairs of homological critical val-

ues counted with their multiplicities, together with all points on the diagonal∆ counted

with infinite multiplicity. Thebottleneck distancebetweenρ(X,ϕ)
k andρ(Y,ψ)

k is given by

dB

(

ρ(X,ϕ)
k ,ρ(Y,ψ)

k

)

= inf
σ

sup
p∈C1

‖p−σ(p)‖∞

whereσ ranges over all the bijections between C1 and C2.

The above definition is more general than the one involving persistence diagrams

(Definition 1.12). Indeed, in this new version, the bottleneck distance betweenkth rank

invariants can be computed also when the involved size pairshave different spaces.

Naturally, the two definitions coincide when the spaces coincide. This fact extends the

validity of Theorem 1.4.1 on the bottleneck stability.

In the sequel, let us consider two max-tame size pairs(X,~ϕ), (Y, ~ψ), associated with

ρ(X,~ϕ)
k , ρ(Y,~ψ)

k respectively, fork∈Z. Furthermore, let an admissible pair(~l ,~b) be fixed,

and letF~ϕ
(~l ,~b)

: X → R, F
~ψ
(~l ,~b)

: Y → R be defined as before.

An easy corollary of our Theorem 2.2.1 is the following, which is the higher degree

version of [4, Cor. 1]. It states that, for fixedk ∈ Z, two multidimensionalkth rank

invariants coincide if and only if the corresponding 1-dimensionalkth rank invariants

associated with each admissible pair(~l ,~b) coincide; so, the set of 1-dimensional rank

invariantsρ
(X,F

~ϕ
(~l,~b)

)

k , as(~l ,~b) varies inAdmn, completely characterizesρ(X,~ϕ)
k .

Corollary 2.3.1. For each k∈ Z the identityρ(X,~ϕ)
k ≡ ρ(Y,~ψ)

k holds if and only if, for

every admissible pair(~l ,~b), dB

(

ρ
(X,F

~ϕ
(~l,~b)

)

k ,ρ
(Y,F

~ψ
(~l ,~b)

)

k

)

= 0.
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The persistence diagrams are known to be stable under possibly small perturbations

of 1-dimensional measuring functions (Theorem 1.4.1). In the multidimensional setting,

the stability of rank invariants under perturbations of 1-dimensional measuring functions

on each leaf of the foliation is stated by the following proposition.

Proposition 2.3.2.Let (X,~ϕ), (X,~ψ) be two max-tame size pairs with‖~ϕ −~ψ‖∞ ≤ ε.

Then, for every admissible pair(~l ,~b) and for each k∈ Z, it holds that

dB

(

ρ
(X,F~ϕ

(~l,~b)
)

k ,ρ
(X,F~ψ

(~l,~b)
)

k

)

≤ ε
min

j=1,...,n
l j

.

Proof. First of all, let us recall that

‖~ϕ −~ψ‖∞ = max
P∈X

‖~ϕ(P)−~ψ(P)‖∞ = max
P∈X

max
j=1,...,n

|ϕ j(P)−ψ j(P)|.

Moreover, since(X,~ϕ) (X,~ψ) have the same support, we can apply Theorem 1.4.1, for

which it holds that

dB

(

ρ
(X,F

~ϕ
(~l,~b)

)

k ,ρ
(X,F

~ψ
(~l,~b)

)

k

)

≤ max
P∈X

|F~ϕ
(~l ,~b)

(P)−F
~ψ
(~l ,~b)

(P)|.

Fix now P ∈ X and denote bŷj the index for which max
j

ϕ j(P)−b j
l j

is attained. By the

definition ofF~ϕ
(~l ,~b)

andF
~ψ
(~l ,~b)

, it holds that

F
~ϕ
(~l ,~b)

(P)−F
~ψ
(~l ,~b)

(P) = max
j

ϕ j(P)−b j

l j
−max

j

ψ j(P)−b j

l j

=
ϕ ĵ(P)−b ĵ

l ĵ
−max

j

ψ j(P)−b j

l j

≤
ϕ ĵ(P)−b ĵ

l ĵ
−

ψ ĵ(P)−b ĵ

l ĵ

=
ϕ ĵ(P)−ψ ĵ(P)

l ĵ
≤ ‖~ϕ(P)−~ψ(P)‖∞

min
j=1,...,n

l j
.

In an analogous way, we obtain thatF
~ψ
(~l ,~b)

(P)−F
~ϕ
(~l ,~b)

(P) ≤ ‖~ϕ(P)−~ψ(P)‖∞
min

j=1,...,n
l j

. Therefore, if
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max
P∈X

‖~ϕ(P)−~ψ(P)‖∞ ≤ ε, then

max
P∈X

∣

∣

∣
F

~ϕ
(~l ,~b)

(P)−F
~ψ
(~l ,~b)

(P)
∣

∣

∣
≤ max

P∈X

‖~ϕ(P)−~ψ(P)‖∞
min

j=1,...,n
l j

≤ ε
min

j=1,...,n
l j

.

Proposition 2.3.3 ensures the robustness of the rank invariant under small changes

of the leaves in the foliation. Roughly speaking, it assertsthat small changes in the

admissible pair(~l ,~b) with respect to the max-norm induce small changes of the rank

invariantρ
(X,F

~ϕ
(~l,~b)

)

k with respect to the bottleneck distance.

Proposition 2.3.3. If (X,~ϕ) is a max-tame size pair and(~l ,~b), (~l ′,~b′) are admissible

pairs with‖~l −~l ′‖∞ ≤ ε, ‖~b−~b′‖∞ ≤ ε andε < min
j=1,...,n

{l j}, it holds that

dB

(

ρ
(X,F

~ϕ
(~l,~b)

)

k ,ρ
(X,F

~ϕ
(~l ′,~b′))

k

)

≤ ε ·
max
P∈X

‖~ϕ(P)‖∞ +‖~l‖∞ +‖~b‖∞

min
j=1,...,n

{l j(l j − ε)} .

Proof. From the bottleneck stability stated in Theorem 1.4.1, we have

dB

(

ρ
(X,F

~ϕ
(~l,~b)

)

k ,ρ
(X,F

~ϕ
(~l ′,~b′))

k

)

≤ max
P∈X

|F~ϕ
(~l ,~b)

(P)−F
~ϕ
(~l ′,~b′)

(P)|.

Fix now P ∈ X, and denote bŷj the index for which max
j

ϕ j (P)−b j
l j

is attained. By the
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definition ofF~ϕ
(~l ,~b)

andF
~ϕ
(~l ′,~b′)

, it follows that

F
~ϕ
(~l ,~b)

(P)−F
~ϕ
(~l ′,~b′)

(P) = max
j

ϕ j(P)−b j

l j
−max

j

ϕ j(P)−b′j
l ′j

=
ϕ ĵ(P)−b ĵ

l ĵ
−max

j

ϕ j(P)−b′j
l ′j

≤
ϕ ĵ(P)−b ĵ

l ĵ
−

ϕ ĵ(P)−b′
ĵ

l ′ι̂

=
(l ′

ĵ
− l ĵ)ϕ ĵ(P)− l ′

ĵ
b ĵ + l ĵb

′
ĵ

l ĵ l
′
ĵ

=
(l ′

ĵ
− l ĵ)ϕ ĵ(P)+ l ĵ(b

′
ĵ
−b ĵ)+b ĵ(l ĵ − l ′

ĵ
)

l ĵ l
′
ĵ

≤
|l ′

ĵ
− l ĵ ||ϕ ĵ(P)|+ |l ĵ ||b′ĵ −b ĵ |+ |b ĵ ||l ĵ − l ′

ĵ
|

l ĵ l
′
ĵ

≤ ε(‖~ϕ(P)‖∞ +‖~l‖∞ +‖~b‖∞)

l ĵ(l ĵ − ε)

≤ ε(‖~ϕ(P)‖∞ +‖~l‖∞ +‖~b‖∞)

min
j=1,...,n

{l j(l j − ε)} .

In the same manner we can see thatF
~ϕ
(~l ′,~b′)

(P)−F
~ϕ
(~l ,~b)

(P)≤ ε(‖~ϕ(P)‖∞+‖~l‖∞+‖~b‖∞)
min

j=1,...,n
{l j (l j−ε)} . There-

fore,

max
P∈X

∣

∣

∣
F

~ϕ
(~l ,~b)

(P)−F
~ϕ
(~l ′,~b′)

(P)
∣

∣

∣
≤ ε ·

max
P∈X

‖~ϕ(P)‖∞ +‖~l‖∞ +‖~b‖∞

min
j=1,...,n

{l j(l j − ε)}

and the claim is proved.

Definition 2.6. Let (X,~ϕ), (Y, ~ψ) be two max-tame size pairs, withβk(X) = βk(Y) for

a fixed k∈ Z. Then the kth multidimensional bottleneck distancebetweenρ(X,~ϕ)
k and

ρ(Y,~ψ)
k is defined by

DB

(

ρ(X,~ϕ)
k ,ρ(Y,~ψ)

k

)

= sup
(~l ,~b)∈Admn

min
j=1,...,n

l j · dB

(

ρ
(X,F

~ϕ
(~l,~b)

)

k ,ρ
(Y,F

~ψ
(~l ,~b)

)

k

)

.
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Note thatDB is by construction a global distance, i.e. not depending on(~l ,~b), but

since the coefficientsl j are always< 1, there might be distancesdB, for particular admis-

sible pairs, which take greater values. On the other hand, the definition above implies

that each 1-dimensional bottleneck distance obtained in correspondence of an admissi-

ble pair yields a lower bound for the multidimensional bottleneck distance; so, it suffices

a fine sampling by admissible pairs to produce approximations of arbitrary precision of

DB.

The next two results show that, for every homology degreek ∈ Z, the multidimen-

sional bottleneck distanceDB

(

ρ(X,~ϕ)
k ,ρ(Y,~ψ)

k

)

provides a lower bound for the multi-

dimensional natural pseudo-distanced((X,~ϕ),(Y,~ψ)) (Theorem 2.3.4), and that this

lower-bound is better than the one provided by the 1-dimensional bottleneck distance

dB

(

ρ(X,ϕi)
k ,ρ(X,ψi)

k

)

for i = 1, . . . ,n (Proposition 2.3.5), respectively.

Theorem 2.3.4.Let(X,~ϕ), (Y, ~ψ) be two max-tame size pairs, with X,Y homeomorphic

topological spaces. Let d((X,~ϕ),(Y,~ψ)) be the natural pseudo-distance between(X,~ϕ)

and(Y, ~ψ). Then

DB

(

ρ(X,~ϕ)
k ,ρ(Y,~ψ)

k

)

≤ d((X,~ϕ),(Y,~ψ))

for every k∈ Z.

Proof. Let us recall that, by Definition 1.1, the conditionX, Y homeomorphic implies

thatd((X,~ϕ),(Y,~ψ)) = inf
f

max
P∈X

‖~ϕ(P)−~ψ( f (P))‖∞, where f varies among all the ho-

momorphisms inH(X,Y). Moreover, the conditionX, Y homeomorphic also implies

that βk(X) = βk(Y), for everyk ∈ Z. So, for any suchf ∈ H(X,Y) and anyk ∈ Z, it

holds thatρ
(Y,F

~ψ
(~l ,~b)

)

k ≡ ρ
(X,F

~ψ
(~l,~b)

◦ f )

k . By applying Proposition 2.3.2, with~ψ replaced by

~ψ ◦ f andε by max
P∈X

‖~ϕ(P)−~ψ( f (P))‖∞, and observing thatF~ψ
(~l ,~b)

◦ f ≡ F
~ψ◦ f

(~l ,~b)
, it follows

that

min
j=1,...,n

l j · dB

(

ρ
(X,F

~ϕ
(~l,~b)

)

k ,ρ
(Y,F

~ψ◦ f

(~l ,~b)
)

k

)

≤ max
P∈X

‖~ϕ(P)−~ψ( f (P))‖∞

for every admissible pairs(~l ,~b) andk∈ Z. Furthermore, since it is true for each homeo-

morphismf betweenX andY, the claim immediately follows.

By the same argument of the analogous Proposition 4 in [4], itis easy to prove

the following inequality between the multidimensional bottleneck distance and the 1-
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dimensional one obtained by considering the components of the measuring functions.

That this inequality can be strict, is shown in an example described in Section 2.4.

Proposition 2.3.5. Let (X,~ϕ),(Y,~ψ) be two max-tame size pairs such thatβk(X) =

βk(Y) for a fixed integer k. Then, for every i= 1, . . . ,n, it holds that

dB

(

ρ(X,ϕi)
k ,ρ(Y,ψi)

k

)

≤ DB

(

ρ(X,~ϕ)
k ,ρ(Y,~ψ)

k

)

.

Proof. Let µ = max
P∈X

‖~ϕ(P)‖∞ and ν = max
Q∈Y

‖~ψ(Q)‖∞. For i = 1, . . . ,n, consider the

admissible pair(~l i ,~bi), where~l i = (l i
1, . . . , l

i
n) and~bi = (bi

1, . . . ,b
i
n) are defined in the

following way

l i
j = 1√

n, for j = 1, . . . ,n,

bi
j =

{

−2(n−1)
n max{µ,ν}, if i = j;

2
n max{µ,ν}, if i 6= j.

From Theorem 2.2.1, for every(~u,~v) = (s~l i +~bi , t~l i +~bi)∈ π
(~l i ,~bi)

and for everyk∈Z,

it holds thatH~u,~v
k (X,~ϕ) = Hs,t

k (X,F
~ϕ
(~l i,~bi)

), H~u,~v
k (Y, ~ψ) = Hs,t

k (Y,F
~ψ
(~l i ,~bi)

), with F
~ϕ
(~l i ,~bi)

(P) =

max
j=1,...,n

{

ϕ j (P)−bi
j

l ij

}

=
√

n(ϕi(P)−bi
i) for everyP∈ X, and

F
~ψ
(~l i ,~bi)

(Q) = max
j=1,...,n

{

ψ j (Q)−bi
j

l ij

}

=
√

n(ψi(Q)−bi
i) for everyQ∈Y. Then

dB

(

ρ
(X,F

~ϕ
(~l i ,~bi )

)

k ,ρ
(Y,F

~ψ
(~l i ,~bi )

)

k

)

= dB

(

ρ(X,
√

n(ϕi−bi
i))

k ,ρ(Y,
√

n(ψi−bi
i))

k

)

=
√

n·dB

(

ρ(X,ϕi−bi
i)

k ,ρ(Y,ψi−bi
i)

k

)

=
√

n·dB

(

ρ(X,ϕi)
k ,ρ(Y,ψi)

k

)

and hence, using the above definition ofl i
j , j = 1, . . . ,n, it holds that

min
j=1,...,n

l i
j ·dB

(

ρ
(X,F

~ϕ
(~l i ,~bi )

)

k ,ρ
(Y,F

~ψ
(~l i ,~bi )

)

k

)

=
1√
n
·dB

(

ρ
(X,F

~ϕ
(~l i ,~bi )

)

k ,ρ
(Y,F

~ψ
(~l i ,~bi )

)

k

)

= dB

(

ρ(X,ϕi)
k ,ρ(Y,ψi)

k

)

Finally, the claim immediately follows from the definition of DB

(

ρ(X,~ϕ)
k ,ρ(Y,~ψ)

k

)

.
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2.4 Examples and remarks

This section provides two simple examples of shape comparison. Their aim is to

demonstrate that the discriminatory power derivable from one comparison betweenn-

dimensional persistent homology modules, i.e. computed with respect to ann-dimensional

measuring function is higher than the one achievable inn comparisons between the col-

lection of the 1-dimensional persistent homology modules computed with respect to

each component.

The first example concerns the comparison of two different size pairs having the

same support.

Let X be the ellipse embedded inR3 defined by the equations







u2+v2 = 1

v = w
or parameterized as



















u = cosθ

v = sinθ

w = sinθ .

Let ~ϕ = (ϕ1,ϕ2),~ψ = (ψ1,ψ2) : X → R
2 be defined as follows:ϕ1 = u, ψ1 = v, ϕ2 =

ψ2 = w. Then, it is easily seen that the persistent homology modules of(X,ϕ1), (X,ψ1),

(X,ϕ2) = (X,ψ2) are identical, while the persistent homology (in degree zero, so the

size function) of(X,~ϕ) differs from the one of(X,~ψ). Indeed, while the lower-level

sets of~ψ are always either empty or connected, the lower-level sets~ϕ � (u,w), with

0 < u < 1,
√

1−u2 ≤ w < 1 consist of two connected components.

The second example we propose is the comparison of two shapesdefined by two

different topological spaces endowed with the sameR
2-valued measuring function. The

dissimilarity of these shapes is computed in terms of the bottleneck distance between

the respective rank invariants.

In R
3 consider the setΩ = [−1,1]× [−1,1]× [−1,1] and the sphereS of equation

u2 + v2 + w2 = 1. Let also~χ = (χ1,χ2) : R
3 → R

2 be a continuous function, defined

as~χ(u,v,w) = (|u|, |v|). In this setting, consider the size pairs(C,~ϕ) and(S,~ψ), where

C = ∂Ω and~ϕ and~ψ are respectively the restrictions of~χ to C andS.

In order to compare the persistent homology modules ofC andS defined by~χ , we

are interested in studying the half-planes’ foliation of∆+ ⊂ R
4, where~l = (cosθ ,sinθ)
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with θ ∈ (0, π
2), and~b = (a,−a) with a∈ R. Any such half-plane is parameterized as























u1 = scosθ +a

u2 = ssinθ −a

v1 = t cosθ +a

v2 = t sinθ −a

with s, t ∈ R,s< t.

For example, focusing on the plane defined by choosingθ = π
4 anda = 0, i.e.~l =

(
√

2
2 ,

√
2

2 ) and~b = (0,0), we obtain that

F
~ϕ
(~l ,~b)

=
√

2max{ϕ1,ϕ2} =
√

2max{|u|, |v|},

F
~ψ
(~l ,~b)

=
√

2max{ψ1,ψ2} =
√

2max{|u|, |v|}.

Figure 2.2: Lower-level setsF~ϕ
(~l ,~b)

≤ 1 andF~ψ
(~l ,~b)

≤ 1.

Moreover, for everyk∈Z, denoting byHs,t
k (C) andHs,t

k (S) thekth persistent homol-

ogy modules of the pairs(C,F
~ϕ
(~l ,~b)

) and(S,F
~ψ
(~l ,~b)

), respectively, and byρ
(C,F

~ϕ
(~l ,~b)

)

k ,ρ
(S,F

~ψ
(~l,~b)

)

k

the respectivekth rank invariants, and observing thatβk(C) = βk(S), for everyk∈ Z, by

Definition 2.5, the bottleneck distancedB

(

ρ
(C,F

~ϕ
(~l ,~b)

)

k ,ρ
(S,F

~ψ
(~l,~b)

)

k

)

is finite for everyk∈ Z.

In particular, we have
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Hs,t
0 (C) =















0, s, t < 0

K
2, 0≤ s< t <

√
2

K, otherwise

0 1

2

s

t

t=
√

2

Hs,t
0 (S) =















0, s, t < 0

K
2, 0≤ s< t < 1

K, otherwise

0 1

2

s

t

t=1



















































⇒
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ρ(C,~ϕ)
0 ,ρ(S,~ψ)

0

)

≥
√

2
2 dB
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ρ
(C,F

~ϕ
(~l ,~b)

)

0 ,ρ
(S,F

~ψ
(~l,~b)

)

0

)

=
√

2
2 (

√
2−1)

Hs,t
1 (C) = 0, for alls, t ∈ R

0

s

t

Hs,t
1 (S) =

{

K
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√
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0, otherwise
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(√
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2 (C) =

{

K,
√

2≤ s< t

0, otherwise

0
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{
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0, otherwise
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2
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√

2
2 dB

(

ρ
(C,F

~ϕ
(~l,~b)

)

2 ,ρ
(S,F

~ψ
(~l ,~b)

)

2
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= 0
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In other words, the multidimensional persistent homology,with respect to~ϕ and

~ψ , is able to discriminate the cube and the sphere, while the 1-dimensional persistent

homology, with respect toϕ1,ϕ2 andψ1,ψ2, cannot do that. In fact, for both surfaces

the lower-level sets of the single components (i.e. 1-dimensional measuring functions)

are homeomorphic for all values: they are topologically either circles, or annuli, or

spheres.

This last example suggests also some other considerations on the cooperation of

measuring functions.

A first remark regards the possibility to considerJacobi sets[26] onC andS. Loosely

speaking, the Jacobi set of two Morse functions defined on a common manifold is a set

of critical points of the restrictions of one function to thelevel sets of the other function.

In our case, neither the components of~χ : R
3 → R

2 (that we recall to ba the function

whose restrictions onC andS are~ϕ and~ψ , respectively) are Morse functions, norC

is a manifold; nevertheless, considerations in this direction can be done. Indeed, note

that, although the persistent homology on single components of ~χ cannot distinguish

the two spaces, the persistent homology onχ1, for example, if restricted to lower-level

sets ofχ2 can, as shown in what follows. Consider again the sphereS and~ψ =~χ|S . The

value 1/
√

2 (corresponding to the homological critical value 1 ofF
~ψ
(~l ,~b)

) is not critical for

the mapsψ1,ψ2 on S itself, but it is indeed critical forψ2 restricted toS〈ψ1 ≤ 1/
√

2〉.
We believe that , for everyk ∈ Z, homologicalk-critical values of the 1-dimensional

reduction of multidimensional measuring functions are always clues of such phenomena

(the casek = 0 has already been treated in [14]).

A further speculation on the use of cooperating measuring functions — from a com-

pletely different viewpoint than the one developed in the previous sections — is the

following. A problem in 1-dimensional persistent homologyis the computation of ho-

mologicalk-critical values fork > 0. A possibility is the use of several, independent

measuring functions for loweringk, i.e. the degree at which the passage through the

critical value causes a homology change. Loweringk is important, since homological

0-critical values are easily detected by graph-theoretical techniques [17]. The following

example shows that a suitable choice of a second, auxiliary measuring function may

actually take homological 1-critical values to 0-criticalones.
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Figure 2.3: An example of cooperating measuring functions.

In R
3, letT be a torus of revolution around thex axis, with the innermost parallel cir-

cle of radius 2, the outermost of radius 3 (see Figure 2.3). OnT define( f ,− f ) = (z,−z).

Suppose we are interested in the persistent homology of the size pair(T, f ). Thenz= 2

is a homological 1-critical value forf , i.e. it is a level at which 1-degree homology

changes. The same level is a homological 0-critical value for its restriction toT〈− f ≤0〉,
so it can be recovered by the standard graph-theoretical techniques used in degree 0, that

is for size functions. The two functions need not be so strictly related: for example,− f

could be replaced by the Euclidean distance from(0,0,3) with the same effect. We

conjecture that — at least whenever torsion is not involved —one can recursively take

the homologicalk-critical values of a measuring function to homological(k−1)-critical

ones, down to (easily computable) homological 0-critical values by means of other (aux-

iliary) measuring functions, as in this example.

2.5 Discussion

The need to extend persistent homology to the multidimensional case is a rather

widespread belief, confirmed by simple examples (Section 2.4). The present research

shows the possibility of reducing the computation of persistent homology, with respect

to multidimensional measuring functions, to the 1-dimensional case, following the line

of thought of an analogous extension devised for size functions in [4]. This reduction
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also yields a stable distance for the rank invariants of sizepairs.

In the next future, we plan to characterize the multidimensional max-tame measuring

functions in such a way that the reduction to the 1-dimensional case makes the specific

features of persistent homology modules hold steady. It also would be our concern to

give a rigorous definition ofmultidimensional homological k-critical valuesof a max-

tame function and to relate them to the homologicalk-critical values of the maximum

of its components. Moreover, experimental results would bedesirable to analyze the

potential of our theoretical approach.

Eventually, in relation to our conjecture about homological k-critical values (see

Section 2.4), we plan to build an algorithm to recursively reduce homologicalk-critical

values of a measuring function to homological 0-critical ones.
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Chapter 3

The robustness of size functions against

partial occlusions

Shape matching and retrieval are key aspects in the design ofsearch engines based on

visual, rather than keyword, information. Generally speaking, shape matching methods

rely on the computation of a shape description, also called asignature, that effectively

captures some essential features of the object. The abilityto perform not only global

matching, but also partial matching, is regarded as one of the most meaningful proper-

ties in order to evaluate the performance of a shape matchingmethod (cf., e.g., [63]).

Basically, the interest in robustness against partial occlusions is motivated by the prob-

lem of recognizing an object partially hidden by some other foreground object in the

same image. However, there are also other situations in which partial matching is use-

ful, such as when dealing with the problem of identifying similarities between different

configurations of articulated objects, or when dealing withunreliable object segmenta-

tion from images. For these reasons, the ability to recognize shapes, even when they

are partially occluded by another pattern, has been investigated in the computer vision

literature by various authors, with reference to a variety of shape recognition methods.

In particular, as far as point based representations of shape are concerned, works on

the topic include the partial Hausdorff distance [44] by Huttenlocher et al. to compare

portions of point sets, and Wolfson and Rigoutsos’ use of geometric hashing [66] applied

to point features. For shapes encoded as polylines, the Tanase and Veltkamp’s approach

43
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[56] is that of computing the dissimilarity between multiple polylines and a polygon

using the turning function, while Latecki et al. [50] propose a method based on removing

certain parts of a polyline and see whether the objects become more similar without

them. As for the region-based shape descriptors, Höynck and Ohm show that using

central moments instead of the angular radial transform to extract features improves

robustness to occlusions [43]. Regarding the shape-from-functions methods, Biasotti et

al. [7] automatically identify similar sub-parts exploiting a graph-matching technique

applied to Reeb graphs.

As explained in Chapter 1, size functions belong to a class ofmethods for shape

description, characterized by the study of the topologicalchanges in the lower-level sets

of a real valued function defined on the shape to derive its signature (cf., e.g., [6, 46]).

Here we want to investigate the behavior of size functions inthe presence of partial

occlusions. Previous works have already assessed the robustness of size functions with

respect to continuous deformations of the shape [20], the conciseness of the descriptor

[36], the invariance of the descriptor to transformation groups [21, 58], that are further

properties recognized as important for shape matching methods. Size functions, like

all shape-from-functions methods, work on a shape as a whole. In general, it is argued

that global object methods are not robust against occlusions, whereas methods based on

computing local features may be more suited to this task. Ouraim is to show that size

functions are able to preserve local information, so that they can manage uncertainty due

to the presence of occluded shapes.

We model the presence of occlusions in a shape as follows. Thevisible object is a

locally connected compact Hausdorff spaceX. The object of interestA is occluded by

an objectB, so thatX = A∪B. In particular,A andB have the topology induced from

X and are assumed to be locally connected. The shapes ofX, A, andB are analyzed

through the size functionsℓ(X,ϕ), ℓ(A,ϕ|A), andℓ(B,ϕ|B), respectively, whereϕ : X → R is

the continuous function chosen to extract the shape features.

The starting point of this research is the fact that the size functionℓ(X,ϕ), evaluated at

a point(u,v) of R
2, with u < v, is equal to the rank of the image of the homomorphism

induced by inclusion between thěCech homology groupšH0(Xu) and Ȟ0(Xv), where

Xu = {p∈ X : ϕ(p) ≤ u} andXv = {p∈ X : ϕ(p) ≤ v}.
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Our main result establishes a necessary and sufficient condition so that the equality

ℓ(X,ϕ)(u,v) = ℓ(A,ϕ|A)(u,v)+ ℓ(B,ϕ|B)(u,v)− ℓ(A∩B,ϕ|A∩B)(u,v) (3.1)

holds. This is proved using the Mayer-Vietoris sequence ofČech homology groups.

From this result we can deduce that the size function ofX contains features of the size

functions ofA andB. In particular, when size functions are represented as a formal series

of points in the plane through theircornerpoints(Definitions 1.4 and 1.5), relation (3.1)

allows us to prove that the set of cornerpoints ofℓ(X,ϕ) contains a subset of cornerpoints

of ℓ(A,ϕ|A). These are a kind of “fingerprint” of the presence ofA in X. In other words,

size functions are able to detect a partial matching betweentwo shapes by showing a

common subset of cornerpoints.

The chapter is organized as follows. In Section 3.1 some general results concern-

ing the link between size functions andČech homology are proved, with a particular

emphasis on the relation existing between discontinuitiesof size functions and homo-

logical critical values. The reader not familiar witȟCech homology can find a brief

survey of the subject in Appendices A and B. However, we useČech homology only

for technical reasons, so that, after establishing that allthe ordinary homological axioms

(Eilenberg-Steenrod) hold in our setting, also forČech homology groups, we can use

them as ordinary (singular) homology groups. Therefore, the reader acquainted with

ordinary homology can easily go through the next sections. In Section 3.2 we prove

our main result concerning the relationship (3.1) between the size function ofA, B and

A∪B. The relation we obtain holds, subject to a homological condition derived from

the Mayer-Vietoris sequence ofČech homology. In the same section we also inves-

tigate this homological condition in terms of size functions. Moreover, we introduce

the Mayer-Vietoris sequence of persistentČech homology groups. Section 3.3 is de-

voted to the consequent relationship between cornerpointsfor ℓ(A,ϕ|A), ℓ(B,ϕ|B) andℓ(X,ϕ)

in terms of their coordinates and multiplicities. Before concluding the chapter with a

brief discussion of our results, we show some experimental applications in Section 3.4,

demonstrating the potential of our approach.
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3.1 The link between size functions anďCech homology

In this section we prove that values of size functions can be computed in terms of

rank ofČech homology groups. We then analyze the links between homological critical

values and size functions.

As recalled in Subsection 1.3.6, the idea of relating size functions to homology

groups is not a new one. Already in [8], introducing the concept of size functor, this

link was recognized, when the spaceX is a smooth manifold andϕ is a Morse func-

tion. Roughly speaking, the size functor associated with the pair(X,ϕ) takes a pair of

real numbers(u,v) ∈ ∆+ to the image of the homomorphism fromHk(Xu) to Hk(Xv),

induced by the inclusion ofXu into Xv. Here homology means singular homology. This

also shows a link between size functions and 0th persistent homology groups [29]. Later,

the relation between size functions and singular homology groups of closed manifolds

endowed with Morse functions emerged again in [1], studyingtheMorse shape descrip-

tor.

The reason for further exploring the homological interpretation of size function in the

present chapter is technical. As explained in Section 1.3, our definition of size function

is based on the relation of connectedness (cf. Definition 1.3). This implies that singular

homology, whose 0th group detects the number of arcwise-connected components, is no

longer suited to dealing with size functions. Adding further assumptions onX, so that

connectedness and arcwise-connectedness coincide onX, such as askingX to be locally

arcwise-connected, is not sufficient to solve the problem. Indeed, we emphasize the fact

that in the definition ofℓ(X,ϕ) we count the components not of the spaceX itself, but

those of the lower-level sets ofX with respect to the continuous functionϕ, and it is not

guaranteed that locally arcwise-connectedness is inherited by lower-level sets.

The tool we need for counting connected components instead of arcwise-connected

components išCech homology (a brief review of this subject can be found in Appendix

A). Indeed, in [65] the following result is proved, under theassumption thatX is a

compact Hausdorff space.

Theorem 3.1.1([65], Thm. V 11.3a). The number of connected components of a space

X is exactly the rank of the0th Čech homology group.
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One of the main problems in the use ofČech homology is that, in general, the long

sequence of the pair may fail to be exact. However, the exactness of this sequence

holds, provided that some assumptions are satisfied: the space must be compact and the

groupG must be either a compact Abelian topological group or a vector space over a

field (see Appendix B). In view of establishing a connection between size functions and

Čech homology, it is important to recall that when(X,ϕ) is a size pair,X is assumed to

be compact and Hausdorff andϕ is continuous. Therefore, the lower-level setsXu are

themselves Hausdorff and compact spaces. In order that theČech homology sequence

of the pair be available, we will takeG to be a vector space over a field. Therefore,

from now on, we will take thěCech homology sequence of the pair for granted and we

will denote theČech homology groups ofX overG simply by Ȟk(X), maintaining the

notationHk(X) for ordinary homology. From [30] we know thatȞk(X) is a vector space

over the same field.

We shall first furnish a link between size functions and relative Čech homology

groups. We need the following preliminary results.

Definition 3.1 ([65], Def. I 12.2). If X is a space, and x,y∈ X, then a finite collection

of sets X1, X2, . . ., Xn will be said to form asimple chainof sets from x to y if (1) Xi

contains x if and only if i= 1; (2) Xi contains y if and only if i= n; (3) Xi ∩X j 6= /0,

i < j, if and only if j = i +1.

Proposition 3.1.2([65], Cor. I 12.5). A space X is connected if and only if, for arbitrary

x,y∈ X and coveringU of X by open sets,U contains a simple chain from x to y.

Following the proof used in [65] for proving Theorem 3.1.1, we can interpret also

relative homology groups in terms of the number of connectedcomponents.

Lemma 3.1.3.For every pair of spaces(X,A), with X a compact Hausdorff space and

A a closed subset of X, the number of connected components of Xthat do not meet A is

equal to the rank of̌H0(X,A).

Proof. WhenA is empty, the claim reduces to Theorem 3.1.1. In caseA is non-empty, if

X is connected theňH0(X,A) = 0. Indeed, under these assumptions, letz0 = {z0(U)} be

a Čech cycle inX relative toA, with z0(U) = ∑k
j=1a j ·U j , a j 6= 0. SinceA⊆ X is non-

empty, there is an open set̄U ∈ U such thatŪ ∈ UA. Now we can use Proposition 3.1.2
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to show that, for every 1≤ j ≤ k, there exists a sequenceS j of elements ofU, beginning

with U j and ending withŪ . So, associated withS j , there is a 1-chainc j
1 such that

∂c j
1 = U j −Ū . Hence,∂ ∑k

j=1a j ·c j
1 = ∑k

j=1a j ·U j −∑k
j=1a j ·Ū = z0(U)−∑k

j=1a j ·Ū ,

proving thatz0(U) is homologous to 0 inZ0(X,A). By the arbitrariness ofU, each

coordinate ofz0 is homologous to 0, implying thaťH0(X,A) = 0.

In general, ifX is not connected, then the preceding argument shows that only those

connected components ofX that do not meetA contain a non-triviaľCech cycle relative

to A. So the claim follows from Theorem 3.1.1.

As an immediate consequence of Lemma 3.1.3, we have the following link between

size functions and relativěCech homology groups. It is analogous to the link given

in [1] using singular homology for size functions, defined interms of the arcwise-

connectedness relation. Before exposing it, we need a further assumption on(X,ϕ):

Ȟ0(Xu) shall be finitely generated for everyu ∈ R. The importance of the following

result in our investigation makes this condition necessarythroughout the chapter.

Corollary 3.1.4. For every size pair(X,ϕ), and every(u,v)∈ ∆+, it holds that the value

ℓ(X,ϕ)(u,v) equals the rank of̌H0(Xv) minus the rank of̌H0(Xv,Xu).

Proof. The claim follows from Lemma 3.1.3, observing thatℓ(X,ϕ)(u,v) is equal to the

number of connected components ofXv that meetXu.

We now show that the size function can also be expressed as therank of the image

of the homomorphism betweeňCech homology groups, induced by the inclusion ofXu

into Xv. This link is analogous to the existing one between the size functor and size

functions, defined using the arcwise-connectedness relation [8].

Given a size pair(X,ϕ), and(u,v) ∈ ∆+ ⊂ R
2, we denote byιu,v the inclusion of

Xu into Xv. This mapping induces a homomorphism ofČech homology groupsιu,v
k :

Ȟk(Xu) → Ȟk(Xv) for each integerk≥ 0.

Analogously to what is done in [29], we can define the persistent Čech homology

groups.

Definition 3.2. Given a size pair(X,ϕ) and a point(u,v) ∈ ∆+, the kth persistenťCech

homology groupȞu,v
k (X,ϕ) is the image of the homomorphismιu,v

k induced between the

kthČech homology groups by the inclusion mapping of Xu into Xv: Ȟu,v
k (X,ϕ) = im ιu,v

k .
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From now on, for simplicity of notation, we writěHu,v
k (X) instead ofȞu,v

k (X,ϕ).

Corollary 3.1.5. For every size pair(X,ϕ), and every(u,v)∈ ∆+, it holds that the value

ℓ(X,ϕ)(u,v) equals the rank of the0th persistentČech homology group̌Hu,v
0 (X).

Proof. Let us consider the final terms of the long exact sequence of the pair(Xv,Xu):

. . . → Ȟ0(Xu)
ιu,v
0→ Ȟ0(Xv) → Ȟ0(Xv,Xu) → 0.

From the exactness of this sequence we deduce that

rankȞu,v
0 (X) = rank imιu,v

0 = rankȞ0(Xv)− rankȞ0(Xv,Xu).

Applying Theorem 3.1.1 and Lemma 3.1.3, the rank ofȞu,v
0 (X) is shown to be equal to

the number of connected components ofXv that meetXu, that isℓ(X,ϕ)(u,v).

3.1.1 Some useful results

In this section we show the link between homological critical values (Definition

1.8) and discontinuities of size functions (Section 1.3.4). Let us recall that homological

critical values have been introduced in [16] and intuitively correspond to levels where

the lower-level sets undergo a topological change. Discontinuities of size functions have

been thoroughly studied in [14, 36].

In particular, we prove that if a point(u,v) ∈ ∆+ is a discontinuity point for a size

function, then eitheru or v is a level where the 0-homology of the lower-level set changes

(Proposition 3.1.6). Then we show that also the converse is true when the number of ho-

mological critical values is finite (Proposition 3.1.7). However, in general, there may

exist homological critical values not generating discontinuities for the size function (Re-

mark 2). We conclude the section with a result concerning thesurjectivity of the homo-

morphism induced by inclusion (Proposition 3.1.8).

Analogously to Definition 1.8, we give the following

Definition 3.3. Let (X,ϕ) be a size pair. Ahomologicalk-critical value for (X,ϕ)

is a real number w such that, for every sufficiently smallε > 0, the mapιw−ε,w+ε
k :

Ȟk(Xw−ε) → Ȟk(Xw+ε) induced by inclusion is not an isomorphism.
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The following results show the behavior of a size function according to whether it is

calculated in correspondence with homological 0-criticalvalues or not.

Proposition 3.1.6.If w∈R is not a homological0-critical value for the size pair(X,ϕ),

then the following statements are true:

(i) For every v> w, lim
ε→0+

(

ℓ(X,ϕ)(w+ ε,v)− ℓ(X,ϕ)(w− ε,v)
)

= 0;

(ii) For every u< w, lim
ε→0+

(

ℓ(X,ϕ)(u,w− ε)− ℓ(X,ϕ)(u,w+ ε)
)

= 0.

Proof. We begin by proving(i). Let v> w. For everyε > 0 such thatv > w+ε, we can

consider the commutative diagram:

· · · // Ȟ0(Xw−ε)
ιw−ε ,v
0

//

ιw−ε ,w+ε
0

��

Ȟ0(Xv)
h

//

ιv,v
0

��

Ȟ0(Xv,Xw−ε) //

j
��

0

0
��

· · · // Ȟ0(Xw+ε)
ιw+ε ,v
0

// Ȟ0(Xv)
k

// Ȟ0(Xv,Xw+ε) // 0

(3.2)

where the two horizontal lines are exact homology sequencesof the pairs(Xv,Xw−ε)

and(Xv,Xw+ε), respectively, and the vertical maps are homomorphisms induced by in-

clusions. By the assumption thatw is not a homological 0-critical value, there exists

an arbitrarily smallε > 0 such thatιw−ε,w+ε
0 is an isomorphism. Therefore, by apply-

ing the Five Lemma in diagram (3.2) withε = ε, we deduce that alsoj is an isomor-

phism. Thus, ranǩH0(Xv,Xw−ε) = rankȞ0(Xv,Xw+ε), and consequently, by Corollary

3.1.4,ℓ(X,ϕ)(w+ε,v) = ℓ(X,ϕ)(w−ε,v). Hence, since size functions are non-decreasing

in the first variable, it may be concluded that lim
ε→0+

(

ℓ(X,ϕ)(w+ ε,v)− ℓ(X,ϕ)(w− ε,v)
)

=

0.

Now, let us proceed by proving(ii) . Let u < w. For everyε > 0 such thatu < w−ε,

let us consider the following commutative diagram:

· · · // Ȟ0(Xu)
ιu,w−ε
0

//

ιu,u
0

��

Ȟ0(Xw−ε)
h

//

ιw−ε ,w+ε
0

��

Ȟ0(Xw−ε ,Xu) //

j
��

0

0
��

· · · // Ȟ0(Xu)
ιu,w+ε
0

// Ȟ0(Xw+ε)
k

// Ȟ0(Xw+ε ,Xu) // 0

(3.3)

where the vertical maps are homomorphisms induced by inclusions and the two hori-

zontal lines are exact homology sequences of the pairs(Xw−ε ,Xu) and(Xw+ε ,Xu), re-

spectively. By the assumption thatw is not a homological 0-critical value, there exists
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an arbitrarily smallε > 0, for which ιw−ε,w+ε
0 : Ȟ0(Xw−ε) → Ȟ0(Xw+ε) is an isomor-

phism. Therefore, by applying the Five Lemma in diagram (3.3) with ε = ε, we deduce

that alsoj is an isomorphism. Thus, rankȞ0(Xw−ε ,Xu) = rankȞ0(Xw+ε ,Xu), implying

ℓ(X,ϕ)(u,w−ε) = ℓ(X,ϕ)(u,w+ε). Hence, since size functions are non-increasing in the

second variable, the desired claim follows.

Assuming the existence of at most a finite number of homological critical values, we

state the converse of Proposition 3.3 saying that homological critical values give rise to

discontinuities in size functions.

Proposition 3.1.7.Let (X,ϕ) be a size pair with at most a finite number of homological

0-critical values. Let w∈R be a homological 0-critical value. The following statements

hold:

(i) If ιw−ε,w+ε
0 is not surjective for any sufficiently small positive real numberε, then

there exists v> w such that w is a discontinuity point forℓ(X,ϕ)(·,v);

(ii) If ιw−ε,w+ε
0 is surjective for every sufficiently small positive real number ε, then

there exists u< w such that w is a discontinuity point forℓ(X,ϕ)(u, ·).

Proof. Let us prove(i), always referring to diagram (3.2) in the proof of Proposition

3.1.6. Letv > w. For everyε > 0 such thatv > w+ ε, the mapj of diagram (3.2) is

surjective. Indeed,h, k andιv,v
0 are surjective.

If we prove that there existsv > w for which, for everyε > 0 such thatv > w+ ε, j

is not injective, then, sincej is surjective, it necessarily holds that rankȞ0(Xv,Xw−ε) >

rankȞ0(Xv,Xw+ε), for everyε > 0 such thatv > w+ ε. From this we obtainℓ(X,ϕ)(w−
ε,v) = rankȞ0(Xv)− rankȞ0(Xv,Xw−ε) < rankȞ0(Xv)− rankȞ0(Xv,Xw+ε) = ℓ(X,ϕ)(w+

ε,v), for everyε > 0 such thatv> w+ε. Therefore, lim
ε→0+

(

ℓ(X,ϕ)(w+ε,v)−ℓ(X,ϕ)(w−

ε,v)
)

> 0, that is,w is a discontinuity point forℓ(X,ϕ)(·,v).
Let us see that there existsv > w for which, for everyε > 0 such thatv > w+ε, j is

not injective.

Since we have hypothesized the presence of at most a finite number of homological 0-

critical values for(X,ϕ), there surely existsv> w such that, for every sufficiently small

ε > 0, v > w+ ε and ιw+ε,v
0 : Ȟ0(Xw+ε) → Ȟ0(Xv) is an isomorphism. Hence, from
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the exactness of the second row in diagram (3.2), taking sucha v, Ȟ0(Xv,Xw+ε) results

trivial. Now, if j were injective, from the triviality ofȞ0(Xv,Xw+ε), it would follow that

alsoȞ0(Xv,Xw−ε) is trivial, and consequentlyιw−ε,v
0 surjective. This is a contradiction,

since we are assumingιw−ε,w+ε
0 not surjective, and it implies thatιw−ε,v

0 is not surjective

becauseιw+ε,v
0 andιv,v

0 are isomorphisms.

As for (ii) , we will always refer to diagram (3.3) in the proof of Proposition 3.1.6. In

this case, by combining the hypothesis that, for any sufficiently smallε > 0, ιw−ε,w+ε
0 is

not an isomorphism andιw−ε,w+ε
0 is surjective, it necessarily follows that rankȞ0(Xw−ε) >

rankȞ0(Xw+ε), for every sufficiently smallε > 0. Letu < w. For everyε > 0 such that

u+ ε < w, the mapj of diagram (3.3) is surjective. Indeed,h, k andιw−ε,w+ε
0 are sur-

jective.

Now, if we prove the existence ofu < w, for which, for everyε > 0 such thatu+ε < w,

j is an isomorphism, it necessarily holds that rankȞ0(Xw−ε ,Xu) = rankȞ0(Xw+ε ,Xu), for

everyε > 0 such thatu+ε < w. Thus, it follows thatℓ(X,ϕ)(u,w−ε) = rankȞ0(Xw−ε)−
rankȞ0(Xw−ε ,Xu) > rankȞ0(Xw+ε) − rankȞ0(Xw+ε ,Xu) = ℓ(X,ϕ)(u,w+ ε), for every

ε > 0 such thatu+ ε < w, implying lim
ε→0+

(

ℓ(X,ϕ)(u,w− ε)− ℓ(X,ϕ)(u,w+ ε)
)

> 0, that

is, w is a discontinuity point forℓ(X,ϕ)(u, ·).
Recalling that j is surjective, let us prove that there existsu < w for which j is

injective for everyε > 0 with u+ ε < w.

Since we have assumed the presence of at most a finite number ofhomological 0-critical

values for(X,ϕ), there surely existsu < w such that, for every sufficiently smallε > 0,

u < w− ε and ιu,w−ε
0 : Ȟ0(Xu) → Ȟ0(Xw−ε) is an isomorphism. Hence, for such au,

Ȟ0(Xw−ε ,Xu) is trivial, implying j injective.

Dropping the assumption that the number of homological 0-critical values for(X,ϕ)

is finite, the converse of Proposition 3.1.6 is false, as the following remark states.

Remark 2. From the condition that w is a homological 0-critical value,it does not

follow that w is a discontinuity for the functionℓ(X,ϕ)(·,v), v > w, or for the function

ℓ(X,ϕ)(u, ·), u< w.

In particular, the hypothesisrankȞ0(Xw−ε) 6= rankȞ0(Xw+ε), for every sufficiently small

ε > 0, does not imply the existence of either v> w such that lim
ε→0+

(

ℓ(X,ϕ)(w+ ε,v)−
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ℓ(X,ϕ)(w− ε,v)
)

6= 0 or u < w such that lim
ε→0+

(

ℓ(X,ϕ)(u,w− ε)− ℓ(X,ϕ)(u,w+ ε)
)

6= 0.

Two different examples, shown in Figures 3.1 and 3.2 supportour claim. Let us

1
9/8
5/4

3/2

u

v

0

1

2

2

2
2

Figure 3.1: An example showing the existence of a real numberw that is a homological 0-critical value

for (X,ϕ) but not a discontinuity point forℓ(X,ϕ)(·,v).

describe the first example displayed in Figure 3.1. Let(X,ϕ) be the size pair whereX

is the topological space obtained by adding an infinite number of branches to a vertical

segment, each one sprouting at the height where the previousexpires. These heights are

chosen according to the sequence(1+ 1
2n)n∈N, converging to 1. The measuring function

ϕ is the height function. The size function associated with(X,ϕ) is displayed on the

right side ofX. In this setting,w= 1 is a homological 0-critical value. Indeed, forw= 1,

it holds that ranǩH0(Xw−ε) = 1 while rankȞ0(Xw+ε) = 2, for every sufficiently small

ε > 0. On the other hand, for everyv> w, and for every small enoughε > 0, it holds that

ℓ(X,ϕ)(w+ ε,v) = ℓ(X,ϕ)(w− ε,v) = 1. Therefore, lim
ε→0+

(

ℓ(X,ϕ)(w+ ε,v)− ℓ(X,ϕ)(w−

ε,v)
)

= 0, for everyv> w. Moreover, it is immediately verifiable that, for everyu < w,

lim
ε→0+

(

ℓ(X,ϕ)(u,w−ε)−ℓ(X,ϕ)(u,w+ε)
)

= 0. The second example, shown in Figure 3.2,

is built in a similar way. In the chosen size pair(X,ϕ), ϕ is again the height function,

andX is again obtained by adding an infinite number of branches to avertical segment,

but this time, the sequence of heights of their endpoints is(2− 1
2n )n∈N, converging to

2. In this case,w = 2 is a homological 0-critical value for(X,ϕ). Indeed, for every

sufficiently smallε > 0, rankȞ0(Xw−ε) = 2 while rankȞ0(Xw+ε) = 1. On the other

hand, for everyu < w, and for every small enoughε > 0, it holds thatℓ(X,ϕ)(u,w+ε) =

ℓ(X,ϕ)(u,w−ε) = 1 whenu≥ 1 andℓ(X,ϕ)(u,w+ε) = ℓ(X,ϕ)(u,w−ε) = 0 whenu < 1.
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Figure 3.2: An example showing the existence of a real numberw that is a homological 0-critical value

for (X,ϕ) but not a discontinuity point forℓ(X,ϕ)(u, ·).

Therefore, in both cases, lim
ε→0+

(

ℓ(X,ϕ)(u,w−ε)− ℓ(X,ϕ)(u,w+ε)
)

= 0 for everyu < w.

Moreover, we can immediately verify that lim
ε→0+

(

ℓ(X,ϕ)(w+ε,v)−ℓ(X,ϕ)(w−ε,v)
)

= 0

for everyv > w.

Before concluding this section, we investigate a conditionfor the surjectivity of the

homomorphism between the 0thČech homology groups induced by the inclusion map

of Xu into Xv, ιu,v
0 : Ȟ0(Xu) → Ȟ0(Xv), because it will be needed in Subsection 3.2.3.

Proposition 3.1.8.Let (X,ϕ) be a size pair. For every(u,v) ∈ ∆+, ιu,v
0 is surjective if

and only ifℓ(X,ϕ)(u,v′) = ℓ(X,ϕ)(v,v
′), for every v′ > v.

Proof. For everyv′ > v, let Xu
∼v′

(respectively, Xv
∼v′

) be the space obtained quotienting

Xu (respectively,Xv) by the relation of〈ϕ ≤ v′〉-connectedness. Let us define the map

Fv′ : Xu
∼v′

→ Xv
∼v′

, such thatFv′ takes the class ofP∈ Xu ⊆ Xv in Xu
∼v′

into the class ofP in
Xv
∼v′

. Fv′ is well defined and injective, sinceu < v < v′. The condition thatℓ(X,ϕ)(u,v′) =

ℓ(X,ϕ)(v,v
′) is equivalent to the bijectivity ofFv′.

Let ιu,v
0 : Ȟ0(Xu) → Ȟ0(Xv) be surjective. By Corollary 3.1.4 and Corollary 3.1.5,

this is equivalent to saying that, for everyP ∈ Xv, there isQ ∈ Xu with P ∼v Q. Since

v < v′, it also holds thatP∼v′ Q and this impliesFv′([Q]) = [P], for all v′ > v. So,Fv′ is

bijective andℓ(X,ϕ)(u,v′) = ℓ(X,ϕ)(v,v
′), for everyv′ > v.

Conversely, letFv′ : Xu
∼v′

→ Xv
∼v′

be a surjective map, for allv′ > v. LetP∈ Xv. Let (vn)

be a strictly decreasing sequence of real numbers converging to v. The surjectivity of

Fvn implies that aQn ∈ Xu exists, such thatFvn([Qn]) = [P], for all n∈N. ThusP∼vn Qn,
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for all n ∈ N. SinceX is compact andXu is closed inX, there is a subsequence of

(Qn), still denoted by(Qn), converging inXu. Let Q = lim
n→∞

Qn ∈ Xu. Then, necessarily,

P ∼vn Q, for all n. In fact, let us callCn the connected component ofXvn containing

P. Since(vn) is decreasing, we haveCn ⊇ Cn+1 for everyn ∈ N. Let us assume that

there existsN ∈ N such thatP ≁vN Q. SinceCN is closed andQ /∈ CN, there exists an

open neighborhoodU(Q) of Q, such thatU(Q)∩CN = /0. Thus, surely, there exists at

least one pointQn ∈ U(Q), with n > N andQn 6∈ CN. This is a contradiction, because

Qn ∈Cn ⊆CN, for all n > N.

Therefore,P∼vn Q for all n, and this implies thatP∼v Q, because of Rem. 3 in [20].

Hence,ιu,v
0 : Ȟ0(Xu) → Ȟ0(Xv) is surjective.

Remark 3. The condition thatℓ(X,ϕ)(u,v′) = ℓ(X,ϕ)(v,v
′), for every v′ > v, can be re-

stated saying thatℓ(X,ϕ) has no points of horizontal discontinuity in the region{(x,y) ∈
∆+ : u < x≤ v, y > v}. In other words, the set{(x,y) ∈ ∆+ : u < x≤ v, y > v} does not

contain any cornerpoint (either proper or at infinity) forℓ(X,ϕ).

3.2 The Mayer-Vietoris sequence of persistenťCech ho-

mology groups

In this section, we look for a relation expressing the size function associated with the

size pair(X,ϕ) in terms of size functions associated with size pairs(A,ϕ|A) and(B,ϕ|B),

whereA andB are closed locally connected subsets ofX, such thatX = int(A)∪ int(B),

andA∩B is locally connected. The notationsint(A) andint(B) stand for the interior of

the setsA andB in X, respectively. The previous assumptions onA, B andA∩B, together

with the fact that the functionsϕ|A∩B, ϕ|A, andϕ|B are continuous, as restrictions of the

continuous functionϕ : X → R to spaces endowed with the topology induced fromX,

ensure that(A,ϕ|A), (B,ϕ|B), and(A∩B,ϕ|A∩B) are themselves size pairs. Moreover,

in order to apply Corollary 3.1.4 toX, A, B andA∩B as a tool for our investigation, it

is necessary thaťH0(Xu), Ȟ0(Au), Ȟ0(Bu), Ȟ0(A∩Bu) are finitely generated groups for

everyu∈ R. These hypotheses onX, A, B andA∩B will be maintained throughout the

chapter.
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We find a homological condition guaranteeing a Mayer-Vietoris formula between

size functions evaluated at a point(u,v) ∈ ∆+, that is, ℓ(X,ϕ)(u,v) = ℓ(A,ϕ|A)(u,v) +

ℓ(B,ϕ|B)(u,v)− ℓ(A∩B,ϕ|A∩B)(u,v) (see Corollary 3.2.6). We shall apply this relation in

the next section in order to show that it is possible to match asubset of the cornerpoints

for ℓ(X,ϕ) to cornerpoints for eitherℓ(A,ϕ|A) or ℓ(B,ϕ|B).

Our main tools are the Mayer-Vietoris sequence and the homology sequence of the

pair, applied to the lower-level sets ofX, A, B, andA∩B.

Using the same tools, we show that there exists a Mayer-Vietoris sequence for per-

sistentČech homology groups that is of order 2. This implies that, under proper assump-

tions, there is a short exact sequence involving the 0th persistentČech homology groups

of X, A, B, andA∩B (see Proposition 3.2.7).

We begin by emphasizing some simple properties of the lower-level sets ofX, A, B,

andA∩B.

Lemma 3.2.1.Let u∈ R. Let us endow Xu with the topology induced by X. Then Au

and Bu are closed sets in Xu. Moreover, Xu = int(Au)∪ int(Bu) and Au∩Bu = (A∩B)u.

Proof. Au is closed inXu if there exists a setC ⊆ X, closed in the topology ofX, such

thatC∩Xu = Au. It is sufficient to takeC = A. Analogously forBu.

About the second statement, the proof thatXu ⊇ int(Au)∪ int(Bu) is trivial. Let us

prove thatXu ⊆ int(Au)∪ int(Bu). If x∈ Xu thenx∈ int(A) or x∈ int(B). Let us suppose

thatx ∈ int(A). Then there exists an open neighborhood ofx in X contained inA, say

U(x). Clearly,U(x)∩Xu is an open neighborhood ofx in Xu and is contained inAu.

Hencex ∈ int(Au). The proof is analogous ifx ∈ int(B). The proof thatAu ∩Bu =

(A∩B)u is trivial.

Lemma 3.2.1 ensures that, for(u,v) ∈ ∆+, we can consider diagram (3.4), where the

leftmost vertical line belongs to the Mayer-Vietoris sequence of the triad(Xu,Au,Bu),

the central vertical line belongs to the Mayer-Vietoris sequence of the triad(Xv,Av,Bv),

and the rightmost vertical line belongs to the relative Mayer-Vietoris sequence of the

triad ((Xv,Xu),(Av,Au),(Bv,Bu)). For everyk≥ 0, the horizontal mapsfk,gk, andhk are

induced by the inclusions of(A∩B)u into (A∩B)v, (Au,Bu) into (Av,Bv), andXu into Xv,

respectively. Moreover,f ′k,g
′
k andh′k are induced by the inclusions of((A∩B)v, /0) into
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((A∩B)v,(A∩B)u), ((Av, /0),(Bv, /0)) into ((Av,Au),(Bv,Bu)), and(Xv, /0) into (Xv,Xu),

respectively.

...
...

...

↓ ↓ ↓

· · · → Ȟk+1(Xu)
hk+1→ Ȟk+1(Xv)

h′k+1→ Ȟk+1(Xv,Xu) →·· ·

↓ ∆u ↓ ∆v ↓ ∆v,u

· · · → Ȟk((A∩B)u)
fk→ Ȟk((A∩B)v)

f ′k→ Ȟk((A∩B)v,(A∩B)u) →·· ·

↓ αu ↓ αv ↓ αv,u

· · · → Ȟk(Au)⊕ Ȟk(Bu)
gk→ Ȟk(Av)⊕ Ȟk(Bv)

g′k→ Ȟk(Av,Au)⊕ Ȟk(Bv,Bu)→·· ·

↓ βu ↓ βv ↓ βv,u

· · · → Ȟk(Xu)
hk→ Ȟk(Xv)

h′k→ Ȟk(Xv,Xu) →·· ·

↓ ↓ ↓
...

...
...

(3.4)

Lemma 3.2.2.Each horizontal and vertical line in diagram(3.4) is exact. Moreover,

each square in the same diagram is commutative.

Proof. We recall that we are assuming thatX is compact andϕ continuous, thereforeXu

andXv are compact, as areAu, Av, Bu andBv by Lemma 3.2.1. Therefore, since we are

also assuming that the coefficient groupG is a vector space over a field, it holds that the
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homology sequences of the pairs(Xv,Xu), ((A∩B)v,(A∩B)u), (Av,Au), (Bv,Bu) (hori-

zontal lines) are exact (cf. Theorem B.1 in Appendix B).

Analogously, the Mayer-Vietoris sequences of(Xu,Au,Bu) and(Xv,Av,Bv), and the rel-

ative Mayer-Vietoris sequence of((Xv,Xu),(Av,Au),(Bv,Bu)) (vertical lines) are exact

(cf. Theorems B.2 and B.4 in Appendix B).

About the commutativity of the top squares, it is sufficient to apply Theorem B.3

in Appendix B. The same conclusion can be drawn for the commutativity of the bot-

tom squares, withXv replaced by(Xv, /0), Av by (Av, /0) andBv by (Bv, /0), respectively,

applying Theorem B.5.

The image of the mapsfk, gk, andhk of diagram (3.4) are related to thekth persistent

Čech homology groups. In particular, whenk = 0, they are related to size functions, as

the following lemma formally states.

Lemma 3.2.3. For (u,v) ∈ ∆+, let fk,gk,hk be the maps induced by the inclusions of

(A∩B)u into (A∩B)v, (Au,Bu) into (Av,Bv), and Xu into Xv, respectively. Thenim fk =

Ȟu,v
k (A∩B), im gk = Ȟu,v

k (A)⊕Ȟu,v
k (B), andim hk = Ȟu,v

k (X). In particular,rank im f0 =

ℓ(A∩B,ϕ|A∩B)(u,v), rank img0 = ℓ(A,ϕ|A)(u,v)+ ℓ(B,ϕ|B)(u,v) andrank imh0 = ℓ(X,ϕ)(u,v).

Proof. The proof trivially follows from the definition ofkth persistenťCech homology

group (Definition 3.2) and from Corollary 3.1.5.

The following proposition proves that the commutativity ofsquares in diagram (3.4)

induces a sequence of Mayer-Vietoris of order 2 involving the kth persistenťCech ho-

mology groups ofX, A, B, andA∩B, for every integerk≥ 0.

Proposition 3.2.4.Let us consider the sequence of homomorphisms of persistentČech

homology groups

· · · → Ȟu,v
k+1(X)

∆→ Ȟu,v
k (A∩B)

α→ Ȟu,v
k (A)⊕ Ȟu,v

k (B)
β→ Ȟu,v

k (X)→ ·· · → Ȟu,v
0 (X)→0

where∆ = ∆v|im hk+1
, α = αv|im fk, andβ = βv|im gk

. For every integer k≥ 0, the following

statements hold:

(i) im ∆ ⊆ kerα;
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(ii) im α ⊆ kerβ ;

(iii) im β ⊆ ker∆,

that is, the sequence is of order2.

Proof. First of all, we observe that, by Lemma 3.2.2, im∆ ⊆ im fk, im α ⊆ im gk and

im β ⊆ im hk. Now we prove only claim(i), considering that(ii) and(iii) can be deduced

analogously.

(i) Let c∈ im ∆. Thenc∈ im fk andc∈ im ∆v = kerαv in diagram (3.4). Therefore

c∈ kerα.

3.2.1 The size function of the union of two spaces

In the rest of the section, we focus on the ending part of diagram (3.4), that is on

diagram (3.5), and, in the rest of the chapter, the notationswe use always refer to diagram

(3.5).

We are now ready to deduce the relation amongℓ(X,ϕ), ℓ(A,ϕ|A) andℓ(B,ϕ|B).

Theorem 3.2.5.For every(u,v) ∈ ∆+, it holds that

ℓ(X,ϕ)(u,v) = ℓ(A,ϕ|A)(u,v)+ ℓ(B,ϕ|B)(u,v)− ℓ(A∩B,ϕ|A∩B)(u,v)

+rankkerαv− rankkerαv,u.

Proof. By the exactness of the central vertical line of diagram (3.5) and by the surjec-

tivity of the homomorphismβv, repeatedly using the dimensional relation between the

domain of a homomorphism, its kernel and its image, we obtain

rankȞ0(Xv) = rank imβv

= rankȞ0(Av)⊕ Ȟ0(Bv)− rankkerβv

= rankȞ0(Av)⊕ Ȟ0(Bv)− rankimαv (3.6)

= rankȞ0(Av)+ rankȞ0(Bv)

−rankȞ0((A∩B)v)+ rankkerαv.
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...
...

...

↓ ↓ ↓

· · · → Ȟ1(Xu)
h1→ Ȟ1(Xv)

h′1→ Ȟ1(Xv,Xu) →·· ·

↓ ∆u ↓ ∆v ↓ ∆v,u

· · · → Ȟ0((A∩B)u)
f0→ Ȟ0((A∩B)v)

f ′0→ Ȟ0((A∩B)v,(A∩B)u) → 0

↓ αu ↓ αv ↓ αv,u

· · · → Ȟ0(Au)⊕ Ȟ0(Bu)
g0→ Ȟ0(Av)⊕ Ȟ0(Bv)

g′0→ Ȟ0(Av,Au)⊕ Ȟ0(Bv,Bu)→ 0

↓ βu ↓ βv ↓ βv,u

· · · → Ȟ0(Xu)
h0→ Ȟ0(Xv)

h′0→ Ȟ0(Xv,Xu) → 0

↓ ↓ ↓
0 0 0

(3.5)
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Similarly, by the exactness of the rightmost vertical line of the same diagram and by the

surjectivity ofβv,u, it holds that

rankȞ0(Xv,Xu) = rankȞ0(Av,Au)+ rankȞ0(Bv,Bu) (3.7)

−rankȞ0((A∩B)v,(A∩B)u)+ rankkerαv,u.

Now, subtracting equality (3.7) from equality (3.6), we have

rankȞ0(Xv)− rankȞ0(Xv,Xu) = rankȞ0(Av)− rankȞ0(Av,Au)

+rankȞ0(Bv)− rankȞ0(Bv,Bu)

−rankȞ0((A∩B)v)+ rankȞ0((A∩B)v,(A∩B)u)

+rankkerαv− rankkerαv,u,

which is equivalent, in terms of size functions, to the relation claimed, because of Corol-

lary 3.1.5.

Corollary 3.2.6. For every(u,v) ∈ ∆+, it holds that

ℓ(X,ϕ)(u,v) = ℓ(A,ϕ|A)(u,v)+ ℓ(B,ϕ|B)(u,v)− ℓ(A∩B,ϕ|A∩B)(u,v)

if and only ifrankkerαv = rankkerαv,u.

Proof. Immediate from Theorem 3.2.5.

We now show that combining the assumption thatαv and αv,u are both injective

with Proposition 3.2.4, there is a short exact sequence involving the 0th persistenťCech

homology groups ofX, A, B, andA∩B.

Proposition 3.2.7.For every(u,v) ∈ ∆+, such that the mapsαv andαv,u are injective,

the sequence of maps

0→ Ȟu,v
0 (A∩B)

α→ Ȟu,v
0 (A)⊕ Ȟu,v

0 (B)
β→ Ȟu,v

0 (X) → 0, (3.8)

whereα = αv|im f0 andβ = βv|im g0
, is exact.
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Proof. By Proposition 3.2.4, we only have to show thatβ is surjective,α is injective,

and rankimα = rankkerβ .

We recall thatȞu,v
0 (A∩B) = im f0, Ȟu,v

0 (A)⊕ Ȟu,v
0 (B) = im g0, andȞu,v

0 (X) = im h0

(Lemma 3.2.3).

We begin by showing thatβ is surjective, going through diagram (3.5). Letc ∈
im h0. There existsd ∈ Ȟ0(Xu) such thath0(d) = c. Sinceβu is surjective, there exists

d′ ∈ Ȟ0(Au)⊕ Ȟ0(Bu) such thath0◦βu(d′) = c. By Lemma 3.2.2,βv◦g0(d′) = c. Thus,

takingc′ = g0(d′), we immediately haveβ (c′) = c.

As for the injectivity ofα, the claim is immediate because kerα ⊆ kerαv and we are

assumingαv injective.

Now we have to show that rank imα = rankkerβ . In order to do so, we observe that

for every(u,v) ∈ ∆+ it holds that

ℓ(X,ϕ)(u,v) = rankȞu,v
0 (X)

= rank imβ

= rankHu,v
0 (A)⊕ Ȟu,v

0 (B)− rankkerβ (3.9)

= ℓ(A,ϕ|A)(u,v)+ ℓ(B,ϕ|B)(u,v)− rankkerβ .

On the other hand, by Corollary 3.2.6, when rankkerαv = rankkerαv,u it holds that

ℓ(X,ϕ)(u,v) = ℓ(A,ϕ|A)(u,v)+ ℓ(B,ϕ|B)(u,v)− ℓ(A∩B,ϕ|A∩B)(u,v).

Hence, if rankkerαv = rankkerαv,u, then rankkerβ = ℓ(A∩B,ϕ|A∩B)(u,v). Moreover, since

ℓ(A∩B,ϕ|A∩B)(u,v) = rankȞu,v
0 (A∩B) = rankkerα +rank imα, when rankkerαv = rankkerαv,u

we have rankkerβ = rankkerα +rank imα. Therefore, when rankkerαv = rankkerαv,u =

0, it follows that rankkerβ = rank imα.

The condition rankkerαv = rankkerαv,u = 0 in the previous Proposition 3.2.7 cannot

be weakened, in fact:

Remark 4. The equalityrankkerαv = rankkerαv,u does not imply the injectivity ofα.

Indeed, Figure 3.3 shows an example of a topological spaceX = A∪B on which, tak-

ing the height function as measuring function andu,v ∈ R as displayed, it holds that
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Figure 3.3: The setsA andB used in Remark 4.

rankkerαv = rankkerαv,u 6= 0, but rankkerα > 0, making the sequence (3.8) not exact.

To see that rankkerαv = rankkerαv,u 6= 0, we note that the equalities (3.6) and (3.7)

imply rankkerαv = rankȞ0(Xv)− rankȞ0(Av)− rankȞ0(Bv)+ rankȞ0((A∩B)v) = 2−
2−2+ 3 = 1 and rankkerαv,u = rankȞ0(Xv,Xu)− rankȞ0(Av,Au)− rankȞ0(Bv,Bu)+

rankȞ0((A∩B)v,(A∩B)u) = 0−0−0+1 = 1, respectively. To see that rankkerα = 1,

let us consider the homology sequence of the pair(Xv,Xu)

· · ·→ Ȟ2(Xv,Xu)→ Ȟ1(Xu)
h1→ Ȟ1(Xv)

h′1→ Ȟ1(Xv,Xu)→·· ·

that is the first horizontal line in diagram (3.5). In this instance,Ȟ2(Xv,Xu) = 0, so

it follows that h1 is injective. Moreover, ranǩH1(Xu) = rankȞ1(Xv) = 1 implies the

surjectivity of h1. Recalling from Proposition 3.2.4 that∆ = ∆v|im h1
, we have that

∆ = ∆v. Then, since im∆ ⊆ kerα ⊆ kerαv = im ∆v and rank im∆ = rank im∆v = 1, it

follows that rankkerα = 1.

As shown in the proof of Proposition 3.2.7, for every(u,v) ∈ ∆+, it holds that

ℓ(X,ϕ)(u,v) = ℓ(A,ϕ|A)(u,v)+ ℓ(B,ϕ|B)(u,v)− rankkerβ (see equality (3.9)). So, as an im-

mediate consequence, we observe that

Remark 5. ℓ(X,ϕ)(u,v) ≤ ℓ(A,ϕ|A)(u,v)+ ℓ(B,ϕ|B)(u,v) holds for every(u,v) ∈ ∆+.

3.2.2 Examples

In this section, we give two examples illustrating the previous results.
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In both these examples, we consider a “double open-end wrench” shaped objectA,

partially occluded by another objectB, resulting in different shapesX = A∪B ⊂ R
2.

The size functionsℓ(A,ϕ|A), ℓ(B,ϕ|B), ℓ(A∩B,ϕ|A∩B), ℓ(X,ϕ) are computed takingϕ : X → R,

ϕ(P) = −‖P−H‖, with H a fixed point inR
2.

In the first example, shown in Figure 3.4, it is easy to check that the relation given in

Corollary 3.2.6,ℓ(X,ϕ)(u,v) = ℓ(A,ϕ|A)(u,v)+ ℓ(B,ϕ|B)(u,v)− ℓ(A∩B,ϕ|A∩B)(u,v), holds for

every(u,v) ∈ ∆+.

In the second example, shown in Figure 3.5, a deformation of the occluding object

B in Figure 3.4 makes the relation given in Corollary 3.2.6 noteverywhere valid in∆+.

More precisely, the condition rankkerαv = rankkerαv,u = 1 holds for every(u,v) ∈ ∆+,

with −a ≤ u < −b and−c ≤ v, whereas the condition rankkerαv = rankkerαv,u = 0

holds for every(u,v) ∈ ∆+ with u < −a, for every (u,v) ∈ ∆+ with −a ≤ u < v <

−b, and for every(u,v) ∈ ∆+ with −b ≤ u < v < −c. Therefore, in these regions,

ℓ(X,ϕ)(u,v) = ℓ(A,ϕ|A)(u,v) + ℓ(B,ϕ|B)(u,v)− ℓ(A∩B,ϕ|A∩B)(u,v). In the remaining regions

of ∆+, this relation does not hold. To be more precise,ℓ(X,ϕ)(u,v) < ℓ(A,ϕ|A)(u,v) +

ℓ(B,ϕ|B)(u,v)− ℓ(A∩B,ϕ|A∩B)(u,v) for every(u,v) ∈ ∆+ with −a≤ u < −b and−b≤ v <

−c, because rankkerαv = 0 and rankkerαv,u = 1; while, ℓ(X,ϕ)(u,v) > ℓ(A,ϕ|A)(u,v) +

ℓ(B,ϕ|B)(u,v)− ℓ(A∩B,ϕ|A∩B)(u,v) for every(u,v) ∈ ∆+ with −b≤ u and−c ≤ v because

rankkerαv = 1 and rankkerαv,u = 0. To simplify the visualization of the regions of∆+ in

which the equality holds, the reader can refer to Figure 3.5(b), whereℓ(X,ϕ) is displayed

using white for points(u,v)∈ ∆+ that verifyℓ(X,ϕ)(u,v) = ℓ(A,ϕ|A)(u,v)+ℓ(B,ϕ|B)(u,v)−
ℓ(A∩B,ϕ|A∩B)(u,v) and red for the other ones.

3.2.3 Conditions for the exactness of

0→ Ȟu,v
0 (A∩B) → Ȟu,v

0 (A)⊕ Ȟu,v
0 (B) → Ȟu,v

0 (X) → 0

In this section we look for sufficient conditions in order that αv andαv,u are injective,

so that the sequence

0 → Ȟu,v
0 (A∩B)

α→ Ȟu,v
0 (A)⊕ Ȟu,v

0 (B)
β→ Ȟu,v

0 (X) → 0 (3.10)

is exact (cf. Proposition 3.2.7), and the relationℓ(X,ϕ)(u,v) = ℓ(A,ϕ|A)(u,v)+ℓ(B,ϕ|B)(u,v)−
ℓ(A∩B,ϕ|A∩B)(u,v) of Corollary 3.2.6 is satisfied.
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Figure 3.4: In(a) a “double open-end wrench” shaped objectA is occluded by another objectB. In (b),

(c), (d) and(e) we show the size functions of(A,ϕ|A), (B,ϕ|B), (A∩B,ϕ|A∩B) and(A∪B,ϕ), respectively,

computed takingϕ : X → R, ϕ(P) = −‖P−H‖. In this example the relationℓ(X,ϕ) = ℓ(A,ϕ|A) + ℓ(B,ϕ|B) −
ℓ(A∩B,ϕ|A∩B) of Corollary 3.2.6 holds everywhere in∆+.
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Figure 3.5: In(a) the same “double open-end wrench” shaped objectA as in Figure 3.4 is considered

together with a different occluding objectB. In (c), (d), (e), ( f ) we display the size functions of(A,ϕ|A),

(B,ϕ|B), (A∩B,ϕ|A∩B) and(A∪B,ϕ), respectively, computed takingϕ : X → R, ϕ(P) = −‖P−H‖. In

this case the relationℓ(X,ϕ) = ℓ(A,ϕ|A) + ℓ(B,ϕ|B) − ℓ(A∩B,ϕ|A∩B) of Corollary 3.2.6 does not hold everywhere

in ∆+. In (b) we underline the regions of∆+ where the equality is not valid by coloring them.
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The reason for looking for these conditions lies in the fact that they can be used as

a guidance in choosing the most appropriate measuring function in order to study the

shape of a partially occluded object.

Remark 6. If we require the surjectivity in addition to the injectivity of αv and αvu,

sequence (3.10) is trivial.

Indeed, as stated by the following Proposition 3.2.9, the bijectivity of αv andαvu implies

thatℓ(X,ϕ)(u,v) = rankHu,v
0 (X) vanishes, and hence all the homology groups involved in

sequence (3.10) are trivial.

Lemma 3.2.8.For every(u,v) ∈ ∆+, αv is surjective if and only ifαv,u is surjective.

Proof. It is immediate by the surjectivity of the homomorphismsf ′0 andg′0 and by the

commutativity of the squares in diagram (3.5).

Proposition 3.2.9. For every(u,v) ∈ ∆+ such that at least one amongαu, αv, αv,u is

surjective, we haveℓ(X,ϕ)(u,v) = 0.

Proof. Let us supposeαu surjective. In diagram (3.5), it follows that, by surjectivity

of βu, Ȟ0(Xu) is trivial, and by the exactness of the last horizontal sequence and the

surjectivity ofh′0, it holds that ranǩH0(Xv) = rankȞ0(Xv,Xu) makingℓ(X,ϕ)(u,v) trivial.

Let αv be surjective. In diagram (3.5), it follows that, by surjectivity of βv, Ȟ0(Xv) is

trivial. Moreover, by the previous Lemma 3.2.8,αv is surjective if and only if so isαv,u.

The surjectivity ofαv,u and that ofβv,u imply Ȟ0(Xv,Xu) = 0 and hence the claim.

The first condition ensuring the injectivity ofαv and αv,u that we exhibit (Theo-

rem 3.2.11), relates the exactness of the sequence (3.10) tothe values taken by the size

function ℓ(A∩B,ϕ|A∩B). Roughly speaking, it indicates that the fewer the number ofcor-

nerpoints in the size function ofA∩B, the larger the region of∆+ where the sequence

(3.10) is necessarily exact. We underline that this is only asufficient condition, as the

examples in Section 3.2.2 easily show.

The sketch of proof is the following. We begin by showing thatthe surjectivity off0

in diagram (3.5) is a sufficient condition, ensuring thatαv,u is injective. Then we note

that, for points(u,v) ∈ ∆+ where the size function ofA∩B has no cornerpoints in the
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upper right region{(u′,v′) ∈ ∆+ : u≤ u′ ≤ v,v′ > v}, f0 is necessarily surjective. So we

obtain a condition onℓ(A∩B,ϕ|A∩B)(u,v) such thatαv,u is injective. Finally, showing that

if ℓ(A∩B,ϕ|A∩B)(u,v) ≤ 1, thenαv is injective, we prove the claim of Theorem 3.2.11.

Lemma 3.2.10.Let α = αv|im f0 andβ = βv|im g0
. If f0 is surjective, thenim α = kerβ

andαv,u = 0.

Proof. By Proposition 3.2.4(ii) , im α ⊆ kerβ , so we need to prove that kerβ ⊆ im α.

Let c ∈ kerβ ⊆ kerβv and consider diagram (3.5). Since imαv = kerβv, there exists

d ∈ Ȟ0((A∩B)v) such thatαv(d) = c. By hypothesis,f0 is surjective, soȞ0((A∩B)v) =

im f0. Henced ∈ im f0, implying α(d) = c. Thus,c∈ im α, and hence imα = kerβ .

Let us now show thatαv,u is trivial. By observing again diagram (3.5), we see thatf0

is surjective if and only iff ′0 is trivial. Sincef ′0 is surjective, it holds thatf0 is surjective

if and only if Ȟ0((A∩B)v,(A∩B)u) = 0. Therefore, iff0 is surjective, thenαv,u = 0.

Theorem 3.2.11.Let (u,v) ∈ ∆+. The following statements hold

(i) If ℓ(A∩B,ϕ|A∩B)(u,v′) = ℓ(A∩B,ϕ|A∩B)(v,v
′) for every(v,v′) ∈ ∆+, thenαv,u = 0.

(ii) If ℓ(A∩B,ϕ|A∩B)(v,v
′) ≤ 1 for every(v,v′) ∈ ∆+, thenkerαv = 0.

Proof. Let us prove(i). If ℓ(A∩B,ϕ|A∩B)(u,v′) = ℓ(A∩B,ϕ|A∩B)(v,v
′) for every(v,v′) ∈ ∆+,

applying Proposition 3.1.8 withA∩B in place ofX and f0 in place ofιu,v
0 , it follows that

f0 is surjective. Hence, by Lemma 3.2.10, we haveαv,u trivial.

Let us now prove(ii) . From the assumptionℓ(A∩B,ϕ|A∩B)(v,v
′) ≤ 1, for every(v,v′) ∈

∆+, we deduce that either(A∩B)v is empty or(A∩B)v is non-empty and connected. If

(A∩B)v is empty, thenȞ0((A∩B)v) is trivial and the claim is proved. Let us consider the

case when(A∩B)v is non-empty and connected. Letz0 = {z0(U(A∩B)v
)} ∈ Ȟ0((A∩B)v).

If z0 ∈ kerαv = im ∆v, for eachz0(U(A∩B)v
) ∈ H0(U(A∩B)v

) there is a 1-chainc1(UAv) on

Av and a 1-chainc1(UBv) onBv, such that the homology class of∂c1(UAv) =−∂c1(UBv)

is equal toz0(U(A∩B)v
), up to homomorphisms induced by the inclusion. We now show

that ∂c1(UAv) is a boundary on(A∩B)v. This will prove thatz0(U(A∩B)v
) is trivial,

yielding the injectivity of αv. If c1(UAv) = ∑n
i=1ai · < U0

i ,U1
i >, then ∂c1(UAv) =

∑n
i=1ai ·U1

i −∑n
i=1ai ·U0

i . From∂c1(UAv) =−∂c1(UBv), we deduce that, fori = 1, . . . ,n,
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U0
i andU1

i have non-empty intersection with(A∩B)v. By Proposition 3.1.2, the con-

nectedness of(A∩B)v implies that there is a simple chain on(A∩B)v connectingU0
i

andU1
i , for i = 1, . . . ,n. Therefore∂c1(UAv) is a boundary on(A∩B)v.

We conclude by observing that other sufficient conditions exist, implying that both

αv andαv,u are injective. An example is given by the following result.

Proposition 3.2.12. If rankȞ1(Xv) = 0 and rankȞ0(Xu) = ℓ(X,ϕ)(u,v), thenkerαv =

kerαv,u = 0.

Proof. The condition ranǩH1(Xv) = 0 trivially implies that kerαv = 0. On the other

hand, it implies the injectivity of the homomorphismh in the following exact sequence:

· · ·→ Ȟ1(Xv)
h′1→ Ȟ1(Xv,Xu)

h→ Ȟ0(Xu)
h0→ Ȟ0(Xv)

h′0→ Ȟ0(Xv,Xu) → 0,

which is the first horizontal sequence in diagram (3.5). Therefore, by the assumption

rankȞ0(Xu) = ℓ(X,ϕ)(u,v), it follows that

rankȞ1(Xv,Xu) = rank imh = rankkerh0 = rankȞ0(Xu)− ℓ(X,ϕ)(u,v) = 0,

and, consequently, the triviality of kerαv,u has been proved.

3.3 Partial matching of cornerpoints in size functions of

occluded shapes

As recalled in Subsection 1.3.4, in [36] it was shown that size functions can be

concisely represented by collections of points, called cornerpoints, with multiplicities.

This representation by cornerpoints has the important property of being stable against

continuous deformations of the considered objects. For this reason, in dealing with the

shape comparison problem, via size functions, one actuallycompares the sets of corner-

points using the Hausdorff distance or the matching distance (Definitions 1.6 and 1.7).

The Hausdorff distance and the matching distance differ in that the former does not take

into account the multiplicities of cornerpoints, while thelatter does.

The aim of this section is to show what happens to cornerpoints in the presence of

occlusions.
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We prove that each cornerpoint for the size function of an occluded shapeX is a cor-

nerpoint for the size function of the original shapeA, or the occluding shapeB, or their

intersectionA∩B, providing that a certain condition holds (Corollary 3.3.2). However,

even when this condition is not verified, it holds that the coordinates of cornerpoints of

ℓ(X,ϕ) are always related to those of the cornerpoints ofℓ(A,ϕ|A) or ℓ(B,ϕ|B) or ℓ(A∩B,ϕ|A∩B)

(Theorems 3.3.3 and 3.3.4).

We begin by proving a relation between multiplicities of points for the size functions

associated withX, A andB. Since cornerpoints are points with positive multiplicity

(Definitions 1.4 and 1.5), we obtain conditions for cornerpoints of the size functions of

A andB to persist inA∪B. This fact suggests that in size theory the partial matchingof

an occluded shape with the original shape can be translated into the partial matching of

cornerpoints of the corresponding size functions. This intuition will be developed in the

experimental Section 3.4.

In the next proposition we obtain a relation involving the multiplicities of points in

the size functions associated withX, A andB.

Proposition 3.3.1.For every p= (u,v) ∈ ∆+, it holds that

µX(p)−µA(p)−µB(p)+ µA∩B(p) = lim
ε→0+

(rankkerαv̄−ε,ū−ε − rankkerαv̄−ε,ū+ε

+rankkerαv̄+ε,ū+ε − rankkerαv̄+ε,ū−ε) .

Proof. Applying Theorem 3.2.5 four times with(u,v) = (u+ ε,v− ε), (u,v) = (u−
ε,v− ε), (u,v) = (u+ ε,v+ ε), (u,v) = (u− ε,v+ ε), andε a positive real number so

small thatu+ ε < v− ε, we get
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ℓ(X,ϕ)(u+ ε,v− ε)− ℓ(X,ϕ)(u− ε,v− ε)− ℓ(X,ϕ)(u+ ε,v+ ε)+ ℓ(X,ϕ)(u− ε,v+ ε)

= ℓ(A,ϕ|A)(u+ ε,v− ε)+ ℓ(B,ϕ|B)(u+ ε,v− ε)− ℓ(A∩B,ϕ|A∩B)(u+ ε,v− ε)

+rankkerαv̄−ε − rankkerαv̄−ε,ū+ε

−
(

ℓ(A,ϕ|A)(u− ε,v− ε)+ ℓ(B,ϕ|B)(u− ε,v− ε)− ℓ(A∩B,ϕ|A∩B)(u− ε,v− ε)

+rankkerαv̄−ε − rankkerαv̄−ε,ū−ε

)

−
(

ℓ(A,ϕ|A)(u+ ε,v+ ε)+ ℓ(B,ϕ|B)(u+ ε,v+ ε)− ℓ(A∩B,ϕ|A∩B)(u+ ε,v+ ε)

+rankkerαv̄+ε − rankkerαv̄+ε,ū+ε

)

+ℓ(A,ϕ|A)(u− ε,v+ ε)+ ℓ(B,ϕ|B)(u− ε,v+ ε)− ℓ(A∩B,ϕ|A∩B)(u− ε,v+ ε)

+rankkerαv̄+ε − rankkerαv̄+ε,ū−ε

= ℓ(A,ϕ|A)(u+ ε,v− ε)− ℓ(A,ϕ|A)(u− ε,v− ε)

−ℓ(A,ϕ|A)(u+ ε,v+ ε)+ ℓ(A,ϕ|A)(u− ε,v+ ε)

+ℓ(B,ϕ|B)(u+ ε,v− ε)− ℓ(B,ϕ|B)(u− ε,v− ε)

−ℓ(B,ϕ|B)(u+ ε,v+ ε)+ ℓ(B,ϕ|B)(u− ε,v+ ε)

−ℓ(A∩B,ϕ|A∩B)(u+ ε,v− ε)+ ℓ(A∩B,ϕ|A∩B)(u− ε,v− ε)

+ℓ(A∩B,ϕ|A∩B)(u+ ε,v+ ε)− ℓ(A∩B,ϕ|A∩B)(u− ε,v+ ε)

+rankkerαv̄−ε,ū−ε − rankkerαv̄−ε,ū+ε + rankkerαv̄+ε,ū+ε − rankkerαv̄+ε,ū−ε .
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Hence, by definition of multiplicity of a point of∆+ (Definition 1.4), we have that

lim
ε→0+

(

rankkerαv̄−ε,ū−ε − rankkerαv̄−ε,ū+ε

+rankkerαv̄+ε,ū+ε − rankkerαv̄+ε,ū−ε
)

= lim
ε→0+

(

ℓ(X,ϕ)(u+ ε,v− ε)− ℓ(X,ϕ)(u− ε,v− ε)

−ℓ(X,ϕ)(u+ ε,v+ ε)+ ℓ(X,ϕ)(u− ε,v+ ε)
)

− lim
ε→0+

(

ℓ(A,ϕ|A)(u+ ε,v− ε)− ℓ(A,ϕ|A)(u− ε,v− ε)

−ℓ(A,ϕ|A)(u+ ε,v+ ε)+ ℓ(A,ϕ|A)(u− ε,v+ ε)
)

− lim
ε→0+

(

ℓ(B,ϕ|B)(u+ ε,v− ε)− ℓ(B,ϕ|B)(u− ε,v− ε)

−ℓ(B,ϕ|B)(u+ ε,v+ ε)+ ℓ(B,ϕ|B)(u− ε,v+ ε)
)

+ lim
ε→0+

(

ℓ(A∩B,ϕ|A∩B)(u+ ε,v− ε)− ℓ(A∩B,ϕ|A∩B)(u− ε,v− ε)

−ℓ(A∩B,ϕ|A∩B)(u+ ε,v+ ε)+ ℓ(A∩B,ϕ|A∩B)(u− ε,v+ ε)
)

= lim
ε→0+

(µε
(X,ϕ)(p)−µε

(A,ϕ|A)(p)−µε
(B,ϕ|B)(p)+ µε

(A∩B,ϕ|A∩B)(p))

= µ(X,ϕ)(p)−µ(A,ϕ|A)(p)−µ(B,ϕ|B)(p)+ µ(A∩B,ϕ|A∩B)(p).

Using the previous Proposition 3.3.1, we find a condition ensuring that proper cor-

nerpoints for the size function ofX are also proper cornerpoints for the size function of

A or B.

Corollary 3.3.2. Let p= (u,v) be a proper cornerpoint forℓ(X,ϕ) and

lim
ε→0+

(

rankkerαv̄−ε,ū−ε − rankkerαv̄−ε,ū+ε

+rankkerαv̄+ε,ū+ε − rankkerαv̄+ε,ū−ε
)

≤ 0.

Then p is a proper cornerpoint for eitherℓ(A,ϕ|A) or ℓ(B,ϕ|B) or both.

Proof. By Proposition 3.3.1, the assumption lim
ε→0+

(

rankkerαv̄−ε,ū−ε − rankkerαv̄−ε,ū+ε

+rankkerαv̄+ε,ū+ε −rankkerαv̄+ε,ū−ε
)

≤ 0 impliesµX(p)≤ µA(p)+µB(p)−µA∩B(p).

Since p is a cornerpoint forℓ(X,ϕ), it holds thatµX(p) > 0. Since multiplicities are



3.3 Partial matching of cornerpoints in size functions of occluded shapes 73

always non-negative, this easily implies that eitherµA(p) > 0 or µB(p) > 0 (or both),

proving the statement.

Remark 7. If p = (u,v) is a proper cornerpoint forℓ(X,ϕ) andℓ(A∩B),ϕ|A∩B
(v,v′) ≤ 1 for

every v′ > v, then it is a proper cornerpoint for eitherℓ(A,ϕ|A) or ℓ(B,ϕ|B) or both.

This is easily seen by combining Lemma 3.2.10 with Proposition 3.1.8. Indeed, by

the right-continuity of size functions and the fact that they are non-decreasing in the

first variable, for a sufficiently smallε it holds thatkerαv̄−ε,ū−ε = 0, kerαv̄−ε,ū+ε = 0,

kerαv̄+ε,ū+ε = 0, kerαv̄+ε,ū−ε = 0.

The following two theorems state that the abscissas of the cornerpoints forℓ(X,ϕ) are

abscissas of cornerpoints forℓ(A,ϕ|A) or ℓ(B,ϕ|B) or ℓ(A∩B,ϕ|A∩B); the ordinates of the cor-

nerpoints forℓ(X,ϕ) are, in general, homological 0-critical values for(A,ϕ|A) or (B,ϕ|B)

or (A∩B,ϕ|A∩B), and, under restrictive conditions, abscissas or ordinates of cornerpoints

for ℓ(A,ϕ|A) or ℓ(B,ϕ|B) or ℓ(A∩B,ϕ|A∩B), respectively.

These facts can easily be seen in the examples illustrated inFigures 3.4–3.5. In par-

ticular, in Figure 3.5, the size functionℓ(X,ϕ) presents the proper cornerpoint(−a,−b),

which is neither a cornerpoint forℓ(A,ϕ|A) nor ℓ(B,ϕ|B) nor ℓ(A∩B,ϕ|A∩B). Nevertheless, its

abscissa−a is the abscissa of all cornerpoints forℓ(A,ϕ|A), while its ordinate−b is the

abscissa of the cornerpoint at infinity for bothℓ(B,ϕ|B) andℓ(A∩B,ϕ|A∩B).

Theorem 3.3.3.If p = (u,v) ∈ ∆+ is a proper cornerpoint forℓ(X,ϕ), then there exists at

least one proper cornerpoint forℓ(A,ϕ|A) or ℓ(B,ϕ|B) or ℓ(A∩B,ϕ|A∩B) havingu as abscissa.

Moreover, if(u,∞) ∈ ∆∗ is a cornerpoint at infinity forℓ(X,ϕ), then it is a cornerpoint at

infinity for ℓ(A,ϕ|A) or ℓ(B,ϕ|B).

Proof. As for the first assertion, we prove the contrapositive statement.

Letu∈R, and let us suppose that there are no proper cornerpoints forℓ(A,ϕ|A), ℓ(B,ϕ|B)

andℓ(A∩B,ϕ|A∩B) havingu as abscissa. Then it follows that, for everyv > u:

lim
ε→0+

(

ℓ(A∩B,ϕ|A∩B)(u+ ε,v)− ℓ(A∩B,ϕ|A∩B)(u− ε,v)
)

= 0,

lim
ε→0+

(

ℓ(A,ϕ|A)(u+ ε,v)− ℓ(A,ϕ|A)(u− ε,v)
)

= 0,

lim
ε→0+

(

ℓ(B,ϕ|B)(u+ ε,v)− ℓ(B,ϕ|B)(u− ε,v)
)

= 0.
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Indeed, if there existsv > u, such that

lim
ε→0+

(

ℓ(A∩B,ϕ|A∩B)(u+ ε,v)− ℓ(A∩B,ϕ|A∩B)(u− ε,v)
)

6= 0,

thenu is a discontinuity point forℓ(A∩B,ϕ|A∩B)(·,v), implying the presence of at least one

proper cornerpoint havingu as abscissa [36, Lemma 3]. Analogously forℓ(A,ϕ|A) and

ℓ(B,ϕ|B).

Moreover, since size functions are natural valued functions and are non-decreasing in

the first variable, for everyv> u, there existsε > 0 small enough such thatv−ε > u+ε,

and

0 = lim
ε→0+

(

ℓ(A∩B,ϕ|A∩B)(u+ ε,v)− ℓ(A∩B,ϕ|A∩B)(u− ε,v)
)

= ℓ(A∩B,ϕ|A∩B)(u+ ε ,v)− ℓ(A∩B,ϕ|A∩B)(u− ε,v).

So, for everyη < ε, we haveℓ(A∩B,ϕ|A∩B)(u+η,v) = ℓ(A∩B,ϕ|A∩B)(u−η,v). This is equiv-

alent to saying that ranǩH0((A∩B)v)− rankȞ0((A∩B)v,(A∩B)u+η) = rankȞ0((A∩
B)v)−rankȞ0((A∩B)v,(A∩B)u−η), that is, ranǩH0((A∩B)v,(A∩B)u+η) = rankȞ0((A∩
B)v,(A∩B)u−η). Thus, proceeding in a similar way forℓ(A,ϕ|A) and ℓ(B,ϕ|B), we ob-

tain rankȞ0(Av,Au+η) = rankȞ0(Av,Au−η) and ranǩH0(Bv,Bu+η) = rankȞ0(Bv,Bu−η).

Now, observing that, by the conditions onv, the same results shown above also hold tak-

ing v+η or v−η in place ofv for everyη < ε, let us consider the following diagram:

Ȟ0((A∩B)v−η ,(A∩B)u−η)
αv−η ,u−η

//

j1
��

Ȟ0(Av−η ,Au−η)⊕ Ȟ0(Bv−η ,Bu−η)

j2
��

Ȟ0((A∩B)v−η ,(A∩B)u+η)
αv−η ,u+η

// Ȟ0(Av−η ,Au+η)⊕ Ȟ0(Bv−η ,Bu+η),

where the homomorphismsj1 and j2 are induced by inclusions. Since they are surjective

and their respective domain and codomain have the same rank,we deduce thatj1 and j2

are isomorphisms. So, we obtain that kerαv−η,u−η ≃ kerαv−η,u+η .

Analogously, from the diagram

Ȟ0((A∩B)v+η ,(A∩B)u−η)
αv+η ,u−η

//

k1
��

Ȟ0(Av+η ,Au−η)⊕ Ȟ0(Bv+η ,Bu−η)

k2
��

Ȟ0((A∩B)v+η ,(A∩B)u+η)
αv+η ,u+η

// Ȟ0(Av+η ,Au+η)⊕ Ȟ0(Bv+η ,Bu+η),
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we can deduce that kerαv+η,u−η ≃ kerαv+η,u+η . Thus, sinceη can be chosen arbitrarily

small, it follows that

lim
η→0+

(

kerαv−η,u−η −kerαv−η,u+η
)

= 0,

lim
η→0+

(

kerαv+η,u−η −kerαv+η,u+η
)

= 0.

Therefore, applying Proposition 3.3.1, we have

µX(p)−µA(p)−µB(p)+ µA∩B(p) = 0

and, in particular, by the hypothesis thatp = (u,v) is not a proper cornerpoint for

ℓ(A∩B,ϕ|A∩B), or ℓ(A,ϕ|A), or ℓ(B,ϕ|B) for anyv > u, it holds thatµX(p) = 0.

In the case of cornerpoints at infinity, we observe that, if(u,∞) is a cornerpoint

at infinity for ℓ(X,ϕ), thenu = min
P∈C

ϕ(P), for at least one connected componentC of

X [36, Prop. 9]. Furthermore, sinceX = A∪B, it follows that u = min
P∈C∩A

ϕ|A(P) or

u = min
P∈C∩B

ϕ|B(P), from which (by [36, Prop. 9]),(u,∞) is shown to be a cornerpoint at

infinity for ℓ(A,ϕ|A) or ℓ(B,ϕ|B).

Theorem 3.3.4.If p = (u,v) ∈ ∆+ is a proper cornerpoint forℓ(X,ϕ), thenv is a homo-

logical 0-critical value for(A,ϕ|A) or (B,ϕ|B) or (A∩B,ϕ|A∩B). Furthermore, if there

exists at most a finite number of homological 0-critical values for(A,ϕ|A), (B,ϕ|B), and

(A∩B,ϕ|A∩B), thenv is the abscissa of a cornerpoint (proper or at infinity) or the ordi-

nate of a proper cornerpoint forℓ(A,ϕ|A) or ℓ(B,ϕ|B) or ℓ(A∩B,ϕ|A∩B).

Proof. Regarding the first assertion, we prove the contrapositive statement.

Let v ∈ R, and let us suppose thatv is not a homological 0-critical value for the

size pairs(A,ϕ|A), (B,ϕ|B) and(A∩B,ϕ|A∩B). Then, by Definition 3.3, for everyε > 0,

there existsε with 0 < ε < ε, such that the vertical homomorphismsh andk induced by

inclusions in the following commutative diagram

· · · // Ȟ0((A∩B)v−ε) //

h
��

Ȟ0(Av−ε)⊕ Ȟ0(Bv−ε) //

k
��

Ȟ0(Xv−ε) //

ιv−ε ,v+ε
0

��

0

0
��

· · · // Ȟ0((A∩B)v+ε) // Ȟ0(Av+ε)⊕ Ȟ0(Bv+ε) // Ȟ0(Xv+ε) // 0

are isomorphisms. Hence, using the Five Lemma, we can deducethat alsoιv−ε,v+ε
0

is an isomorphism, implying thatv is not a homological 0-critical value for(X,ϕ).
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Consequently, from Proposition 3.1.6, lim
ε→0+

(

ℓ(X,ϕ)(u,v− ε)− ℓ(X,ϕ)(u,v+ ε)
)

= 0,

for every u < v. Hence, it follows that, choosingu = u− ε, lim
ε→0+

(

ℓ(X,ϕ)(u− ε,v−

ε)−ℓ(X,ϕ)(u−ε,v+ε)
)

= 0, and lim
ε→0+

(

ℓ(X,ϕ)(u+ε,v−ε)−ℓ(X,ϕ)(u+ε,v+ε)
)

= 0,

choosingu = u+ ε. Therefore, by Definition 1.4, we obtainµX(p) = 0.

Now, let us proceed with the proof of the second statement, assuming thatv is a

homological 0-critical value for(A,ϕ|A). It is analogous for(B,ϕ|B) and(A∩B,ϕ|A∩B).

For such av, by Definition 3.3, it holds that, for every sufficiently small ε > 0, ιv−ε,v+ε
0 :

Ȟ0(Av−ε) → Ȟ0(Av+ε) is not an isomorphism. In particular, ifιv−ε,v+ε
0 is not surjective

for any sufficiently smallε > 0, then, by Proposition 3.1.7(i), there existsv > v, such

that v is a discontinuity point forℓ(A,ϕ|A)(·,v). This condition necessarily implies the

existence of a cornerpoint (proper or at infinity) forℓ(A,ϕ|A), havingv as abscissa [36,

Lemma 3].

On the other hand, ifιv−ε,v+ε
0 is surjective for every sufficiently smallε > 0, then,

by Proposition 3.1.7(ii) , there existsu < v such thatv is a discontinuity point for

ℓ(A,ϕ|A)(u, ·). This condition necessarily implies the existence of a proper cornerpoint

for ℓ(A,ϕ|A), havingv as ordinate [36, Lemma 3].

3.4 Experimental results

In this section we are going to describe the results we have achieved in some pre-

liminary experiments concerning the analysis of size functions behavior under partial

occlusions.

Psychophysical observations indicate that human and monkey perception of partially

occluded shapes changes according to whether, or not, the occluding pattern is visible

to the observer, and whether the occluded shape is a filled figure or an outline [49]. In

particular, discrimination performance is higher for filled shapes than for outlines, and

in both cases it significantly improves when shapes are occluded by a visible rather than

invisible object.

In computer vision experiments, researchers usually work with invisible occluding

patterns, both on outlines (see, e.g., [15, 40, 53, 55, 56]) and on filled shapes (see, e.g.,
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[43]).

In order to analyze the potential of our approach in the recognition of occluded

shapes, we have considered both visible and invisible occlusions. To perform our tests

we have worked with filled images from the MPEG-7 dataset [52]. In all the experi-

ments, the occluding pattern is a rectangular shape occluding from the top, or the left,

by an area we increasingly vary from 10% to 60% of the height orwidth of the bound-

ing box of the original shape. For both the original shapes and the occluded ones, size

functions are always computed with respect to a family of eight measuring functions

having only the set of black pixels as domain. They are definedas follows: four of them

as the distance from the line passing through the origin (topleft point of the bounding

box), rotated by an angle of 0,π
4 , π

2 and3π
4 radians, respectively, with respect to the hor-

izontal position; the other four as minus the distance from the same lines, respectively.

This family of measuring functions is chosen only for demonstrative purposes, since the

associated size functions are simple in terms of the number of cornerpoints, but, at the

same time, non-trivial in terms of shape information.

3.4.1 Visible occlusions

In the case of visible occlusions, with reference to the notation used in our theoretical

setting, we are consideringA as the original shape,B as a black rectangle, andX as the

occluded shape generated by their union.

The first experiment aims to show how a trace of the size function describing the

shape of an object is contained in the size function related to the occluded shape when

the occluding pattern is visible. In order to do that, we workwith 70 filled images, each

chosen from a different class of the MPEG-7 dataset (see Table 3.1).

In Table 3.2, for different levels of occlusion, each 3D bar chart displays, along the z-

axis, the percentage of common cornerpoints between the setof size functions associated

with the 70 occluded shapes (x-axis), and the set of size functions associated with the

70 original ones (y-axis). Note that, for each occluded shape, the highest bar is always

on the diagonal, that is, where the occluded object is compared with the corresponding

original one.

Three particular instances of our dataset images are shown in Tables 3.3–3.5 (first
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Table 3.1: The training set used in our experiment describedin Table 3.2, involving visible occlusions,

and in all the experiments with invisible occlusions: 70 images, each one belonging to a different class of

the MPEG-7 dataset.
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Table 3.2: 3D bar charts displaying, in the case of visible occlusions, the percentage of common corner-

points (z-axis) between the 70 occluded shapes (x-axis) andthe 70 original ones (y-axis) correspondingly

ordered. First row: Shapes are occluded from top by 20% (column 1), by 40% (column 2), by 60% (col-

umn 3). Second row: Shapes are occluded from the left by 20% (column 1), by 40% (column 2), by 60%

(column 3).
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column) with their size functions with respect to the secondgroup of four measuring

functions (the next-to-last column). The chosen images arecharacterized by different

homological features, which will be changed in the presenceof occlusion. For example,

the “camel” in Table 3.3 is a connected shape without holes, but the first homological

group may turn out non-trivial because of the occlusion (seesecond row, first column).

On the other hand, Table 3.4 shows a “frog”, which is a connected shape with several

holes. The different percentages of occlusion can create some new holes or destroy them

(see rows 3–4). Finally, the “pocket watch”, represented inTable 3.5, is primarily char-

acterized by several connected components, whose number decreases as the occluding

area increases. This results in a reduction of the number of cornerpoints at infinity in its

size functions. In spite of these topological changes, it can easily be seen that, given a

measuring function, even if the size function related to a shape and the size function re-

lated to the occluded shape are defined by different cornerpoints, because of occlusion,

a common subset of these is present, making a partial matching possible between them.

This result raises a question: what does happen when a shape is not only occluded, but

also deformed?

It has to be expected that, in a situation characterized by the presence of both occlu-

sions and deformations, it will not be possible to find a common subset of cornerpoints

between the original shape and the occluded one, since the deformation has slightly

changed the cornerpoints position.

As an example, in Table 3.6 (row 3, from left to right) a “device1” shape is depicted

with four of its eight size functions. By comparison with thesize functions of the same

shape occluded from the top (row 1), or from the left (row 2), with respect to the same

measuring functions, it is easily seen that they present common substructures, since

some cornerpoints are preserved after occlusions. In the first column, rows 4–5, two

different instances of “device1” are illustrated, and can be considered as perturbations

of the shape in row 3; the respective size functions present similar structures if compared

with those associated with the shape in row 3.

To test the behavior of size functions when both occlusions and deformations are

introduced, we perform a retrieval test with a training set consisting of 75 images: three

instances chosen from 25 different classes. The test set contains 25 occluded images,
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Table 3.3: The first column: (row 1) original “camel” shape, (rows 2–4) occluded from top by 20%, 30%,

40%, (row 5–7) occluded from left by 20%, 30%, 40%. From second column onwards: corresponding

size functions related to measuring functions defined as minus distances from four lines rotated by 0,π/4,

π/2, 3π/4, with respect to the horizontal position.
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Table 3.4: The first column: (row 1) original “frog” shape, (rows 2–4) occluded from top by 20%, 30%,

40%, (row 5–7) occluded from left by 20%, 30%, 40%. From second column onwards: corresponding

size functions related to measuring functions defined as minus distances from four lines rotated by 0,π/4,

π/2, 3π/4, with respect to the horizontal position.
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Table 3.5: The first column: (row 1) original “pocket watch” shape, (rows 2–4) occluded from top by

20%, 30%, 40%, (row 5–7) occluded from left by 20%, 30%, 40%. From second column onwards:

corresponding size functions related to measuring functions defined as minus distances from four lines

rotated by 0,π/4, π/2, 3π/4, with respect to the horizontal position.
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Table 3.6: Column 1: in rows 3–5, three “device1” shapes; in rows 1–2, the same “device1” shape

depicted in row 3, occluded from the top and from the left, respectively. Columns 2–4: corresponding

size functions related to measuring functions defined as minus distances from four lines rotated by 0,π/4,

π/2, 3π/4, with respect to the horizontal position.
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each taken from a different class. Each of them is taken as a query and is matched

with all the images in the training set. Comparison is performed by calculating the sum

of the eight Hausdorff distances between the sets of cornerpoints for the size functions

associated with the corresponding eight measuring functions. The retrieval is evaluated

using theBull’s Eye Performance(BEP) criterion. The BEP is measured by computing

the correct retrievals among the top 2N retrievals, whereN is the number of relevant (or

similar) shapes to the query in the database. The effect of anincreasing occlusion by an

horizontal rectangle (vertical, respectively) on the retrieval performance is described by

the graph in Table 3.7(a) ((b), respectively).

(a) (b)

Table 3.7: Two graphs describing the variation of retrievalperformance when the occlusion area increases

from the left(a) and from the top(b).

The atypical trend of the above graphs may be explained looking at Table 3.8, where

examples of query tests, with an incremental percentage of occluded area from the left

are illustrated. As it can be observed, when a low percentageof the “dog” is hidden

by the black rectangle, the occluded dog looks more similar to an elephant than to a

dog. Indeed, there the rectangle is seen as a shape feature (aproboscis) rather than

an occluding pattern. In general, this fact improves the results in correspondence of

higher percentage of occlusion (30–40%) than when the percentage of occlusion is low

(10–20%).
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Table 3.8: Top retrieval results for a “dog” shape partiallyoccluded from the left. Results are depicted in

every column in increasing order of distance from the query.

3.4.2 Invisible occlusions

When invisible occluding patterns are considered, with reference to the notation used

in our theoretical setting, we takeX as the original shape,A as the the occluded shape,

andB as the invisible part ofX. In this case, using again the database shown in Table

3.1, a comparison between cornerpoints of size functions, analogous to that of Table

3.2, has been performed and the results are exhibited in Table 3.9. The percentages of

occlusion, from the top (first row) and from the left (second row), here vary from 20 to

40 (columns 1–3).

Moreover, we have also performed a recognition test for occluded shapes by com-

parison of size functions. By varying the amount of occludedarea, we compare each

occluded shape with each of the 70 original shapes. Comparison is performed by cal-

culating the sum of the eight Hausdorff distances between the sets of cornerpoints for

the size functions associated with the corresponding eightmeasuring functions. Then

each occluded shape is assigned to the class of its nearest neighbor among the original
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Table 3.9: 3D bar charts displaying, in the case of invisibleocclusions, the percentage of common cor-

nerpoints (z-axis) between 70 occluded shapes (y-axis) andthe 70 original ones (x-axis) correspondingly

ordered. First row: Shapes are occluded from top by 20% (column 1), by 30% (column 2), by 40% (col-

umn 3). Second row: Shapes are occluded from the left by 20% (column 1), by 30% (column 2), by 40%

(column 3).



88 3. The robustness of size functions against partial occlusions

shapes. Comparison through the Hausdorff distance is computed under the following

convention. When the original shape is disconnected by the occlusion, we retain only the

connected component of greatest area (see some instances inTable 3.10). This choice

allows us to obtain always a finite Hausdorff distance, but determines a high loss of

shape information even when the percentage of occlusion is low.

Table 3.10: The first row: some instances from the MPEG-7 dataset; the second and third rows: by 20%

occluded from the top and from the left, respectively.

In Table 3.11, two graphs describe the rate of correct recognition in the presence

of an increasing percentage of invisible occlusion. The leftmost graph is related to the

occlusion from the top, the rightmost one is related to the same occlusion from the left.

3.5 Discussion

The main contribution of this part of our research work is theanalysis of the behavior

of size functions in the presence of occlusions.

Specifically we have proved that size functions can assess a partial matching between

shapes by showing common subsets of cornerpoints. Therefore, using size functions,

recognizing a shape which is partially occluded by a foreground shape, becomes an easy

task. Indeed, recognition is achieved simply by associating with the occluded shape
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Table 3.11: The leftmost (rightmost, respectively) graph describes the recognition trend when the occluded

area from the top (left, respectively) increases.

that form whose size function presents the largest common subset of cornerpoints (as

in the experiments in Table 3.2–3.9). The experimental results show that this method is

effective both with visible and invisible occlusions.

In practice, however, shapes may undergo other deformations due to e.g. perspec-

tive, articulations, noise. As a consequence of these alterations, cornerpoints may move.

Anyway, small continuous changes in shape induce small displacements in cornerpoints

configuration. However, when deformations are added to occlusions, the Hausdorff dis-

tance between size functions seems not robust enough for recognition or retrieval tasks.

The reason is that it works globally on the whole set of cornerpoints and therefore it is

not able to detect substructures. As a consequence, an important open question is how

to automatically detect similar substructures in size functions when cornerpoints can be

distorted. This question will be addressed in a future research combining the results

shown here with the polynomial representation of size functions [31].
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Conclusions and future work

This thesis illustrates the main results on shape-from-functions methods obtained

during my Ph. D study.

Summarizing, we have shown an approach to the problem of multidimensional Per-

sistent Homology Theory, alternative to that given in [12].

Our strategy is based on the idea to reduce the computation ofa multidimensional

persistent homology module to the 1-dimensional setting bypartitioning into half-planes

the domain of the associated rank invariant. This procedureleads to the definition

of a stable bottleneck distance between multidimensional rank invariants,DB, as the

supremum, over all admissible vector pairs, of the bottleneck distances between 1-

dimensional rank invariants,dB. Eventually, it has been proved thatDB has a higher

discriminatory power thandB, verifying that the former constitutes a better lower bound

for the natural pseudo-distance than the latter.

In Section 2.5, we have discussed some questions arisen fromour investigation in

multidimensional Persistent Homology Theory, while, at the present time, our short term

goal is to weaken the conditions imposed on the pair(X,~ϕ). To be more precise, we are

looking for analogous results that involve triangulable spaces endowed with continuous

multi-valued functions, instead of max-tame size pairs.

Furthermore, we have exposed a theoretical construction based on Mayer-Vietoris

sequences of̌Cech homology groups to prove the robustness of size functions against

occlusions.

The relation among the size functions associated with an occluded object, the orig-

inal object and the occluding pattern proved in this thesis,respectively, endowed with

the same measuring function, can be translated into a relation among their cornerpoints.
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In particular, we have proved that, in general, under occlusion, the coordinates of cor-

nerpoints are maintained; in addition, a subset of cornerpoints is preserved if and only if

an algebraic condition holds. Various experiments, involving both visible and invisible

occlusions, confirm our theoretical results.

In this setting, the only remaining crucial point concerns the behavior of size func-

tions when both occlusions and deformations alter the description of a shape. A strategy

planned to tackle this problem is to represent a size function as a complex polynomial

whose roots are the cornerpoints counted with multiplicities [31]. In this way, a small

perturbation in a shape can be translated into a small variation of the roots of the poly-

nomial.

Finally, with regard to further developments in the field of shape-from-functions

methods, our present research is concentrated on another kind of shape descriptor: the

Reeb graph.

Reeb graphs are very popular shape descriptors in computational frameworks, espe-

cially in applications such as 3D shape matching, shape coding and comparison. Today,

even if, in experimental results, they have shown themselves to be stable under small

perturbations of mapping functions, theoretical results proving this stability with respect

to a suitable distance are not yet available. Our purpose is to define such a metric to

enhance the theory beside these topological graphs.



Appendix

A A brief review on Čech homology

In this description of̌Cech homology theory, we follow [42].

Given a compact Hausdorff spaceX, letΣ(X) denote the family of all finite coverings

of X by open sets. The coverings inΣ(X) will be denoted by script lettersU, V, . . . and

the open sets in a covering by italic capitalsU , V, . . . An elementU of Σ(X) may be

considered as a simplicial complex if we definevertexto meanopen set U inU and

agree that a subcollectionU0, . . . ,Uk of such vertices constitutes ak-simplex if and only

if the intersection
k
∩

i=0
Ui is not empty. The resulting complex is known as thenerve of the

coveringU.

Given a coveringU in Σ(X), we may define the chain groupsCk(U,G), the cycle

groupsZk(U,G), the boundary groupsBk(U,G), and the homology groupsHk(U,G).

The collectionΣ(X) of finite open coverings of a spaceX may be partially ordered by

refinement. A coveringV refines the coveringU, and we writeU < V, if every element

of V is contained in some element ofU. It turns out thatΣ(X) is a direct set under

refinement.

If U < V in Σ(X), then there is a simplicial mappingπUV of V into U called apro-

jection. This is defined by takingπUV(V), V ∈ V, to be any (fixed) elementU of U such

thatV is contained inU . There may be many projections ofV into U. Each projection

πUV induces a chain mapping ofCk(V,G) intoCk(U,G), still denoted byπUV, and this in

turn induces homomorphisms∗πUV of Hk(V,G) into Hk(U,G). If U < V in Σ(X), then

it can be proved that any two projections ofV into U induce the same homomorphism

of Hk(V,G) into Hk(U,G).
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Now we are ready to define ǎCech cycle. Ak-dimensionalČech cycleof the space

X is a collectionzk = {zk(U)} of k-cycleszk(U), one for each and every cycle group

Zk(U,G), U ∈ Σ(X), with the property that ifU < V, thenπUVzk(V) is homologous to

zk(U). Each cyclezk(U) in the collectionzk is called acoordinate of theČech cycle.

Hence aČech cycle has a coordinate on every covering of the spaceX. The addition of

Čech cycles is defined by setting{zk(U)}+{z′k(U)} = {zk(U)+z′k(U)}. The homology

relation is defined as follows. ǍCech cyclezk = {zk(U)} is homologous to zero (or is

a boundingČech cycle) if each coordinatezk(U) is homologous to zero on the covering

U, for all U in Σ(X). Then twoČech cycleszk andz′k arehomologousČech cyclesif

their differencezk−z′k is homologous to zero. This homology relation is an equivalence

relation. The corresponding equivalence classes[zk] are the elements of thekth Čech

homology groupȞ(X,G), where[zk]+ [z′k] = [zk +z′k].

Let us now see how continuous mappings between spaces inducehomomorphisms

on Čech homology groups. Letf : X →Y be a continuous mapping ofX into Y, where

bothX andY are compact Hausdorff spaces. Then each open coveringU ∈ Σ(Y) can be

associated with an open coveringf−1(U) ∈ Σ(X). In particular, we may define a sim-

plicial mapping fU of f−1(U) into U by setting fU( f−1(U)) = U for each non-empty

set f−1(U), U ∈ U. If U < V, then the mapsfU and fV commute with the projection of

f−1(V) into f−1(U) and the projection ofV into U. Now we can define thehomomor-

phism induced by the continuous mapping fas the mapf∗ : Ȟk(X,G) → Ȟk(Y,G) by

setting, for everyzk ∈ Ȟk(X,G), f∗(zk) = { fU(zk( f−1(U))}.

It is also possible to define relativěCech cycles in the following way. IfA is a closed

subset ofX, we say that asimplex〈U0, . . . ,Uk〉 of U ∈ Σ(X) is on A if and only if the

intersection
k∩

i=0
Ui meetsA. The collection of all simplexes ofU onA is a closed subcom-

plex UA of U. Therefore, we may consider the relative simplicial groupsHk(U,UA,G)

over a coefficient groupG. Since forV > U in Σ(X), the projectionπUV of V into U

projectsVA into UA, each projectionπUV is a simplicial mapping of the pair(V,VA) into

the pair(U,UA). We may define ak-dimensionaľCech cycleof the spaceX relative to A

as a collectionzk = {zk(U)} of k-chainszk(U), U ∈ Σ(X), with the property thatzk(U)

is ak-cycle onU relative toUA, and if U < V, thenπUVzk(V) is homologous tozk(U)

relative toUA. Evidently,Ȟk(X, /0) = Ȟk(X) andȞk(X,X) = 0, for each integerk.
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B Exactness axiom inČech homology and Mayer-Vietoris

sequence

In Čech homology theory all the Eilenberg-Steenrod axioms hold, except the ex-

actness axiom. However, if some assumptions are made on the considered spaces and

coefficients, this axiom also holds. Indeed, in [30], Chap. IX, Thm. 7.6 (see also [47]),

we read the following result concerning the sequence of a pair (X,A)

· · · → Ȟk+1(X,A)
∂→ Ȟk(A)

i∗→ Ȟk(X)
j∗→ Ȟk(X,A)→·· ·→ Ȟ0(X,A)→0

which, in general, is only of order 2 (this means that the composition of any two succes-

sive homomorphisms of the sequence is zero, i.e. im⊆ ker).

Theorem B.1. [30, Chap. IX, Thm. 7.6]If (X,A) is compact and G is a vector space

over a field, then the homology sequence of the pair(X,A) is exact.

It follows that, if (X,A) is compact andG is a vector space over a field,Čech homol-

ogy satisfies all the axioms of homology theories, and therefore all the general theorems

in Chap. I of [30] also hold fořCech homology. In particular, using [30, Chap. I, Thm.

15.3], we have the exactness of the Mayer-Vietoris sequencein Čech homology:

Theorem B.2. Let (X,A,B) be a compact proper triad and G be a vector space over a

field. The Mayer-Vietoris sequence of(X,A,B) with X = A∪B

· · · → Ȟk+1(X)
∆→ Ȟk(A∩B)

α→ Ȟk(A)⊕ Ȟk(B)
β→ Ȟk(X)→·· ·→ Ȟ0(X)→0

is exact.

Concerning homomorphisms between Mayer-Vietoris sequences, from [30, Chap. I,

Thm. 15.4], we deduce the following result.

Theorem B.3. If (X,A,B) and (Y,C,D) are proper triads, X= A∪B, Y = C∪D, and

f : (X,A,B) → (Y,C,D) is a map of one proper triad into another, then f induces a

homomorphism of the Mayer-Vietoris sequence of(X,A,B) into that of(Y,C,D) such
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that commutativity holds in the diagram

· · · → Ȟk+1(X)→ Ȟk(A∩B) → Ȟk(A)⊕ Ȟk(B) → Ȟk(X)→·· ·

↓ ↓ ↓ ↓

· · · → Ȟk+1(Y)→ Ȟk(C∩D)→ Ȟk(C)⊕ Ȟk(D)→ Ȟk(Y)→·· ·

A relative form of the Mayer-Vietoris sequence, different from the one proposed in

[30], is useful in Chapter 3. In order to obtain this sequence, we can adapt the construc-

tion explained in [41] tǒCech homology and obtain the following result.

Theorem B.4. If (X,A,B) and (Y,C,D) are compact proper triads with X= A∪B,

Y = C∪D, Y ⊆ X, C⊆ A, D⊆ B, then there is a relative Mayer-Vietoris sequence of

homology groups with coefficients in a vector space G over a field

· · · → Ȟk+1(X,Y) → Ȟk(A∩B,C∩D)→ Ȟk(A,C)⊕ Ȟk(B,D)→ Ȟk(X,Y)→·· ·
· · · → Ȟ0(X,Y) → 0

that is exact.

Proof. Given a coveringU of Σ(X), we may consider the relative simplicial homology

groupsHk(U,UY), Hk(UA,UC), Hk(UB,UD), Hk(UA∩B,UC∩D), for everyk ≥ 0. For

these groups the relative Mayer-Vietoris sequence

· · · →Hk+1(U,UY)→Hk(UA∩B,UC∩D)→Hk(UA,UC)⊕Hk(UB,UD)→Hk(U,UY)→·· ·

is exact (cf. [41, page 152]).

We now recall that thekth Čech homology group of a pair of spaces(X,Y) overG is

the inverse limit of the system of groups{Hk(U,UY,G),πUV} defined on the direct set of

all open coverings of the pair(X,Y) (cf. [30, Chap. IX, Thm. 3.2 and Def. 3.3]). Since,

given an inverse system of exact lower sequences, where all the terms of the sequence

belong to the category of vector spaces over a field, the limitsequence is also exact (cf.

[30, Chap. VII, Thm. 5.7] and [47]), the claim is proved.
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The following result, concerning homomorphisms of relative Mayer-Vietoris exact

sequences, holds. We omit the proof, which can be obtained ina standard way.

Theorem B.5. If (X,A,B), (Y,C,D), (X′,A′,B′), (Y′,C′,D′) are compact proper triads

with X = A∪B, Y=C∪D, Y⊆ X, C⊆A, D⊆B, and X′ = A′∪B′, Y′ =C′∪D′, Y′ ⊆X′,

C′ ⊆ A′, D′ ⊆ B′, and f : X → X′ is a map such that f(Y) ⊆Y′, f(A) ⊆ A′, f(B) ⊆ B′,

f (C) ⊆ C′, f(D) ⊆ D′, then f induces a homomorphism of the relative Mayer-Vietoris

sequences such that commutativity holds in the diagram

· · · → Ȟk+1(X,Y) → Ȟk(A∩B,C∩D) → Ȟk(A,C)⊕ Ȟk(B,D) → Ȟk(X,Y) →·· ·

↓ ↓ ↓ ↓

· · · → Ȟk+1(X′,Y′)→ Ȟk(A′∩B′,C′∩D′)→ Ȟk(A′,C′)⊕ Ȟk(B′,D′)→ Ȟk(X′,Y′)→·· ·
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