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Introduction

Biological and pharmaceutical research are experiencing significant ad-

vances thanks to the benefits introduced by the integration of complex

functionalities offered by silicon technology. Geometry scaling, the intro-

duction of integrated smart sensors and the evolution of microfabrication

techniques are pushing the so called “lab-on-a-chip” technology towards

implementations of highly integrated microsystems. Driven by the need

of cost and size reduction, for example for disposable biomedical smart

devices, this technology is making feasible the replacement of bulky and

expensive traditional laboratory equipment with cheap, smaller, faster mi-

crosystems. It is our belief that CMOS technology has the potential to inte-

grate such low-cost complex devices composed of sensors, actuators and

data processing circuits.

This thesis describes the design, testing and validation phases of a

CMOS lab-on-a-chip prototype able to individually manipulate and de-

tect living cells by exploiting the superficial electric field generated by the

device. This perspective may open new fields in individual cell biology

and rare cell population analysis. The project was carried out in an inter-

national and multidisciplinary research team composed of both academic

and industrial members. In addition, the activity focused on different top-

ics, ranging from silicon and system design to software development, from

experimental prototype characterization to biological experiments.

In the first chapter a review of current technologies in the field of

CMOS lab-on-a-chip devices for cell biology applications will introduce

the reader to the actual state-of-the-art in this area. The following chapters

will describe in detail the implemented device, system and technology. In
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Introduction

the last chapter, the main results of the experimental activity will be pre-

sented and discussed, with special care to cell manipulation and detection

by means of embedded sensors.
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Chapter 1

Lab-on-a-Chip Devices

1.1 Introduction

Analytical methods are critical to a wide range of industry sectors,

from pharmaceutical research to the agrifood business, from environmen-

tal control to diagnostics, to name a few. In the last ten years, the field of

laboratory methods for biology and chemistry has been shaken by a rev-

olution which is reshaping the way research and analyses are carried out.

This revolution is based on the miniaturization and integration of analyti-

cal protocols.

Micro Total Analysis Systems (µTAS) were envisioned in the late 80’s

[3], as miniaturized, highly integrated chemical analysis systems. The

early efforts regarded the microfluidic problems related to the motion of

liquid samples in micromachined channels, which built on the experience

of capillary electrophoresis. In the late 90’s, the advent of DNA microar-

rays, propelled by genomic research captured the attention of researchers

and investors alike.

Although the field was generally indicated as that of biochips, the word

“lab-on-a-chip” entered the jargon to differentiate between passive mi-

croarrays and micro analytical systems sporting some degree of integra-

tion, programmability, or microfluidic capabilities. Many technologies

for fluid motion, DNA amplification, detection and other analytical tech-

niques have been miniaturized. Although the current systems are useful

3



Chapter 1. Lab-on-a-Chip Devices

under many aspects, as they improve the performance of analytical pro-

cedures, there has been a notable lack from the stand point of functional

integration, intended as the possibility of combining the analytical proto-

cols. The purpose of this thesis is to explore the possibilities for bioanalysis

offered by CMOS platforms, and to evaluate the degree of integration of

lab-on-a-chip devices in such technology.
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Figure 1.1: Lab-on-a-chip: a parallel with computer systems evolution

1.2 Why smaller is better (even in bioanalysis)

The advantages of miniaturization in bioanalysis are mainly bound to

the following points.

Parallelism. As it has been learnt from the microelectronic industry, min-

iaturization can lead to massive parallelism. For decades, test tubes,

small flasks of glass with a volume of a few mL, have been the stan-

dard tools for handling biochemical samples. The need to carry out
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1.2. Why smaller is better (even in bioanalysis)

reactions in a parallel fashion, e.g. for screening compounds of po-

tential pharmaceutical activities, has progressively led to the devel-

opment of standard plates with an increasing number of smaller and

smaller wells, as a substitute for the test tubes.

The major driving force for miniaturization has been the need to in-

crease parallelism, in the rush to discover genomic information. In

this area, two kinds of techniques have been developed, to arrange a

large number of test sites on a glass slide. The first approach has been

direct parallel synthesis of oligonucleotides, through lithographic

techniques borrowed from the microelectronic industry. This ap-

proach [4], allows the synthesis of more than 500k DNA probes on a

single chip. The superior density of this technique is offset by the fact

that mask level synthesis of the probes brings in a high overhead for

chips fabrication and long turnaround times. A second, more flex-

ible approach, albeit with lower densities, is that of spotted arrays.

In this case, the probes are printed on the slides by ink-jet or other

similar techniques, so that researchers can quickly build an array ac-

cording to their own interests. A drop of sample including the DNA

to be analyzed is then applied to the chip and incubated, whereby

DNA molecules bind to the probes on the chip surface with match-

ing oligonucleotide sequence (hybridization). Detecting, by fluores-

cent labels attached to the analyte, the molecules at a given poistion,

allows one to determine the sequence of the unknown analyte.

Reduced reagent consumption. Another major benefit of miniaturization

is the cost reduction for screening the compound libraries, which

pharmaceutical company systematically test to establish their poten-

tial activity in a given cell-biology problem. These compounds are

often very expensive and reducing the volume of the reaction vessel

of orders of magnitude was immediately perceived as an important

benefit.

Speed. It turns out that shrinking dimensions not only can improve the

above performance parameters, but it has additional advantages
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Chapter 1. Lab-on-a-Chip Devices

which are bound to the physics of the experiment itself, when heat

or mass transfer are involved. As an example, DNA amplification

by Polymerase Chain Reaction (PCR) [5] requires the cycling of the

sample through three different temperatures (denaturation at 94◦C,

annealing at 50-60◦C, depending on the primers, and extension at

72◦C). In this case, smaller volumes lead to faster heating and cooling

cycles, thus shortening the time to accomplish the required number

of cycles (20-40), from several hours to few minutes.

Similarly, for miniaturized molecular assays, smaller dimensions

help in reducing the incubation time due to the fact that diffusion of

molecules on a microscopic scale is achieved in a shorter time. On

the other hand, since only laminar flow is possible at very small ge-

ometries, mixing should be achieved by diffusion only

Functional Integration. Although the above points are important, the

most exciting opportunity from miniaturization will be in functional

integration, which will allow one to quickly and cheaply perform

complex multi-step analytical protocols, which traditionally require

a host of different machines. This will be similar to what micro-

electronics brought to the computer industry, which evolved from

large, expensive mainframes to cheap, ubiquitous personal comput-

ers with an exponential increase in computing power at affordable

costs. For microelectronics, the reduction in cost and increase in

capabilities translated to a pervasive deployment of the technology,

which is why today we have electronic devices not only in comput-

ers, but also in washing machines, toys, post-cards. So why

shouldn’t this happen to labs-on-a-chip?

To continue the parallel with computer industry, we can assess where

we stand now with a reference to the form factor scale (Fig. 1.1). Tra-

ditional analytical techniques could fit in a room (like the early main-

frames). The disruptive technology of ICs led to the PC era of desk-

top systems, which fit on a table. Labs-on-a-chip can be imagined as

the ICs equivalent in analytical laboratories. Although some of the
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1.3. The pursuit of functional integration

early lab-on-a-chip products currently available are actually bench-

top instruments, one cannot say we are already at the PC equivalent

stage. The missing key features are functional integration and the

general purpose capability.

custom
arrays

spotted
arrays

synthesized
arrays

programmability

functional integration

parallelism

application specific
diagnostic systems

bioanalyzer
personal

Figure 1.2: The lab-on-a-chip performance cube

1.3 The pursuit of functional integration

The integration of functions into a single programmable system is a

goal that has not yet been achieved. The lab-on-a-chip systems developed

so far demonstrated superior performance, but this has normally been just

a small step of a complete analytical protocol. One of the few exceptions is

found in [6], a system originally developed under US-DARPA funding to

detect airborne biowarfare agents in the battlefield. That demonstrated an

instrument fitting in a suitcase able to detect pathogens within 30 minutes.

Although one of the main drivers for this effort will be again the phar-

maceutical research market, great opportunities exist for systems which
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Chapter 1. Lab-on-a-Chip Devices

could carry out a full analytical protocol, from sample-to-answer, in real-

time and at a low cost.

Even for medium-cost systems, a lot of applications exist, which would

benefit from the real-time feature afforded by miniaturized microbiolog-

ical analysis. Just as an example, an antibiotic susceptibility test could

allow savings in both drug and hospitalization through a more effective

treatment of disease. Prenatal diagnosis is another example. It is known

that fetal cells can be found in maternal blood, albeit as few as one per mL

of blood [7] (as compared to 109 red blood cells and 107 white blood cells).

Considering the non-negligible miscarriage risks of current practices such

as amniocentesis, benefits from a non-invasive test protocol could relax

cost constraints.

As biological research emphasis shifts from the decoding of genomic

information to the understanding of protein interactions and to the cell-

level understanding of biosystems, there is a need for more complete sys-

tems which not only can handle molecule, but which can also deal with

cells.

Up to now, lab-on-a-chip emphasis has been on molecular analysis.

However many analytical protocols require the handling of living cells.

As an example, testing of blood, food or water supplies require the mea-

surement of the living microorganisms only, because dead cells, although

detectable with DNA analysis, would not be contaminants.

1.4 What microelectronics has to offer

There are a number of materials which are currently being used for

labs-on-a-chip. Glass or plastic (e.g. polycarbonate) and polydimethyl-

siloxane (PDMS) elastomer have been used for microfluidic devices. These

are built by microfabrication of a first slide, which is then sealed to a sec-

ond flat slide, pierced in correspondence of the fluidic I/Os. The main

advantage of these materials is low cost and optical transparency.
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1.4. What microelectronics has to offer

Figure 1.3: Comparison of microelectronics minimum feature sizes and biological
characteristic dimensions

1.4.1 Advantages of silicon

Silicon has also been used, but mainly because of its excellent thermal

conductivity and, with few notable exceptions, microelectronic potential

has remained relatively untapped.

Active circuits. As shown in Fig. 1.3, due to the exponential shrinkage of

minimum feature sizes, today it is possible to design complex inte-

grated circuits the size of a cell. This is a key strength, from which

further advantages are derived. In fact, this can be used to design

complex multiplexing schemes, to create programmable surface elec-

tric fields for sample actuation and to embed optical or impedance

sensors.

Embedded sensing. Optical, impedance or chemical sensors can be easily

integrated, along with signal conditioning circuits.

Embedded actuators. Controlled heating or electric fields can be easily

9



Chapter 1. Lab-on-a-Chip Devices

generated in the sample microchamber for various purposes.

Programmability. The circuits embedded in a CMOS-based lab-on-a-chip

allow one to dramatically increase programmability. As an example,

the number of I/O needed to directly address an array of electrodes

limits its size to few hundreds, in a passive chip. Multiplexing the ac-

cess like in semiconductor memories allows an increase of 3-5 orders

of magnitude.

Established manufacturing technology. The wide availability of micro-

electronic technologies from competing foundries means that high-

volumes could be reached without substantial investments in pro-

duction facilities.

Structured design methodologies. Using silicon means that electronic

design automation tools can be readily inserted in the design-flow

methodology for labs-on-a-chip, although effective interfacing with

multi-physics simulation packages is still an unmet need.

1.4.2 Limitations

Besides this, some limitations exist and are summarized below.

Chip size. The cost of active silicon circuits per unit area is much higher

than the cost of relatively inexpensive substrates such as glass or

plastic. Under these circumstances, the chip area will probably be

limited to about 1cm2, which is comparably smaller in size, with re-

spect to capillary electrophoresis chips currently used, which can be

an order of magnitude larger.

Non transparent substrate. This rules out the possibility of using certain

types of microscopes. On the other hand, this should not be a ma-

jor problem, since under specific conditions embedded sensing may

allow to dispose of bulky and expensive external microscopes.

10
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Low voltage supply. Electro-osmotic and capillary electrophoresis tech-

niques used in glass chips require voltage supplies in excess of hun-

dreds or even thousands of volts. Thus, new techniques are needed

to replace them with voltages compatible with mainstream micro-

electronic circuits. As technology scales down, supply voltages get

reduced as well. On the other hand, microelectronics offers the pos-

sibility of having high electric fields even with moderate voltages,

which could then be used to work around the problem. One could

deal with this issue by reducing the involved geometries (e.g. dimen-

sions of the microchamber containing the samples to be inspected or

manipulated.)

1.4.3 The key building blocks

Many of the key building blocks for labs-on-a-chip have already been

demonstrated. While most of them have been implemented on passive

substrates, many could be integrated on an active silicon chip.

Fluid handling. Several approaches have been demonstrated for motion

of liquids in microchannels. In [8], a thermocapillary pump was im-

plemented on silicon. A droplet of liquid was propelled in a mi-

crochannel by differences in surface tension stemming from local

heating at the droplet meniscus.

Electro-hydrodynamic pumps, based on traveling-waves orthogonal

to thermal gradients in the liquid, constitute another approach for

microfabricated pumps without moving parts [9], [10]. However,

significant velocities require voltages in excess of 20V.

Another approach to fluid motion is based on the integration of pres-

sure driven pumps. Overlays of micromachined silicon elastomer

layers can be used to build microscopic peristaltic pumps [11].

Cell handling. Because cells do not have, in general, an electric charge,

the approaches to cell manipulation inside lab-on-a-chip have been

based on two main techniques: fluid motion and dielectrophoresis.

11
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Fluid motion has been used in the miniaturization of conventional

Fluorescence Activated Cell Sorters (FACS). In [12], cells move in a

microchannel flowing with the solution pumped with electro-osmo-

sis. An external detector in correspondence of a T junction is used to

divert the flow to either the left or right reservoir according to their

fluorescence emission.

Dielectrophoresis (DEP) [13] can be used to move neutral particles,

such as cells. When subject to a spatially non-uniform electric field

they experience a net force directed towards locations with increas-

ing (pDEP) or decreasing (nDEP) field intensity.

In [14], both pDEP and nDEP are used to displace cells in a mi-

crochamber formed between two facing glass chips with elongated

electrodes. However, cells in contact with device surfaces tend to

stick to them. A solution is to levitate cells while manipulating them.

In this case, the use of nDEP is mandatory, since only local minima

of the electric field can be established in the suspending medium.

Hence, the use of closed nDEP cages has been proposed. In [15] and

[16], 3D structures of electrodes located at the vertexes of a cube are

used for this purpose. The main drawback is that an alignment at

the micron scale is required to handle single cells.

A microelectronic-friendly technique overcoming the above limita-

tions is the moving-cages approach, first proposed in [24]. A pro-

grammable array of electrodes, amenable to standard CMOS fabri-

cation, can be used to create DEP cages which can be moved inde-

pendently, dragging along the trapped particles without the need for

fluid flow (Fig. 1.4). This approach, when combined with integrated

impedance sensing as already demonstrated in an up-scaled format

[25], will enable the development of elaborated analytical procedures

such as separation, counting, and high-throughput screening of com-

pounds at individual-cell level. As a rule of thumb, electrode pitch

is best set equal to the cell diameter [26]. Thus, considering for ex-

ample 10µm cells, in a single 1cm2 chip one could embed up to 1M
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Figure 1.4: Programmable cell-handling device.

electrodes to create more than 100k independent DEP cages.

DNA amplification, handling and detection. As described before, a com-

mon tool for analysis is the PCR reaction, which is based on thermal

cycling. This can be readily achieved with integrated heaters and

thermal sensors [8], [28].

Electronic assembly of DNA microarrays on active silicon chips has

been demonstrated by several groups [29], [30]. Since DNA mol-

ecules are negatively charged, they can be attracted to positively

biased test sites. This approach can be used to both build the ar-

ray of probes and to accelerate hybridization, shortening the incuba-

tion time. In [30], electronics is further leveraged to achieve a strin-

gency control. After hybridization, a repulsive force is applied by

negatively biasing the test site, so that only strands which perfectly

matches with the local probe are retained. This enables detection of

single nucleotide polymorphisms (SNPs), i.e. single base variations

which may be associated with certain genetic diseases.

DNA detection. The most common DNA detection technique today is op-

tical detection with external microscopes by fluorescent labeling of

13
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DNA. In order to integrate electronic DNA detection, different ap-

proaches have been recently investigated. In [8], radiolabeled DNA

is detected by embedded diodes. In [31], DNA probes replacing the

gate electrode of a depletion FET have been used for label-free detec-

tion of hybridization. In [32], a modified CMOS process with gold

electrodes is used for electronic DNA detection mediated by redox

cycling.

1.5 Challenges

Despite the remarkable achievements in miniaturization outlined be-

fore, the implementation of programmable lab-on-a-chip with a high de-

gree of functional integration is challenged by both technical and business

issues.

How small is too small? Depending on applications, the number of

cells of interest per unit volume can vary by many orders of magnitude.

From this point of view, the trend in miniaturization must cope with the

need of maintaining the statistical significance of the sample. As in the

example of fetal cells in maternal blood (1 per mL), it is clear that a drop

of sample (i.e. few µL) would hardly have any cell of interest. The same

holds true for water supply testing tasks.

Possible solutions to these divergent needs will include cascading of

coarse grain and fine grain systems built with heterogeneous technologies,

such as CMOS, MEMS, plastic, glass etc.

Another reason which will favor heterogeneous systems is functional

integration. Not all the building blocks will be available in a single tech-

nology or, even if available, other reasons such as cost may favor less inte-

grated solutions.

Beyond the technical aspects, intellectual property (IP) issues will play

a role. In fact, the current industrial landscape is characterized by start-ups

developing their own proprietary technologies. System integration will

either involve joint ventures between the owners of these technologies,

either the consolidation of this industry sectors, with emerging players

14
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eating smaller companies with complementary know-how and IP assets,

or finally the development of interoperability between the building blocks

of the various companies, through the development of standards.

1.6 The state of the art

Many analysis protocols in cell biology need to extract selected samples

from cell populations, or consist in isolating specific histotypes, or require

to quantitate and count specific individuals. These kinds of analyses are

usually carried out by using traditional biological laboratory equipment

and conventional techniques and protocols, but new technologies based

on miniaturization and strong functional integration are now emerging.

The so-called lab-on-a-chip (LOAC) systems, as already discussed in pre-

vious sections, greatly take advantage from miniaturization, and poten-

tially integrate in a single chip all the necessary features for a specific task,

thus requiring just a drop of sample to carry out the job. This approach

would bring great advantages in terms of reduction of sample volumes

and thus of processing time and reagent cost. Elements such as actuators,

microchannels, heaters, sensors and active circuits can be embedded in a

single integrated device.

In this scenario, CMOS technology can play a key role. Active cir-

cuits and enhanced routing capabilities can further increase parallelism

and functional integration by embedding sensors, signal processing capa-

bilities, and complex control units. Sub-micron resolutions make it now

possible to implement complex circuits composed of tens of transistors,

including sensors and actuators with sizes comparable with those of cells.

Thus, interactions with individual cells can be monitored and controlled

by integrating sensors and actuators. For example, in this application field,

detection, extraction or stimulation of few selected or individual cells is an

essential feature to carry out specific biological analyses such as extracting

fetal cells from maternal blood, biopsies, or non-invasive neural cell mon-

itoring.

LOAC technology has been dealing with these issues with several ap-
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proaches, like for example with microfabricated fluidic structures, electro-

chemical reactions [32], or by exploiting physical phenomena such as for

example dielectrophoresis (DEP). Among these, DEP is well suitable for

integration in electronic devices with standard CMOS technologies, as it

will be shown in this thesis [51] or as it was shown for example in [33]

or in [34]. Besides manipulation capabilities, the ability of detecting and

characterizing cells and microparticles plays a key role in analytical pro-

tocols, and in order to pursue an automation of processes, and to carry

out complex tasks in an automated way. Integrated detection and the abil-

ity of manipulating and displacing the sample within the device let us

foresee autonomous LOAC systems. Among biosensors, detecting elec-

trical signals of cells (currents from ion channels through membrane) is

another interesting field of application in bioelectronics. In this area im-

portant contributions have recently emerged [40], [41]. Cells can be stim-

ulated and their response monitored so as to allow a valuable instrument

for researching furher comprehension of cellular interactions. Besides this,

accurate quantitation or localization of cells or particles could enhance ap-

plications like counting cells of a specific type (e.g. red blood cells) in

a sample or help isolating rare or different kinds of cells like fethal cells

from maternal blood. Thus, one of the actual real challenges is to achieve

embedded sensors with single cell resolutions.

CMOS has the potential to exploit well-established industrial

processes and foundries, with the advantage of low-cost, stable technolo-

gies. Moreover, complex sensing and actuation circuits can be integrated

on the same device. The following sub-section will review some state-of-

the-art designs of CMOS or CMOS-friendly lab-on-a-chip devices, where

the CMOS-friendly term refers to technologies which are compatible and

easily portable onto CMOS.

The shown applications will range from molecular biology (e.g. DNA

detection), up to cellular biology (e.g. integrated sensors for living cells).

The works will be described and analyzed in view of their application

field. A quite exhaustive review of these and other topics is presented in

[35]. Anyway, this discussion will focus on two major areas:
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1.6. The state of the art

• detection of cells or biological particles

• manipulation of cells or biological particles.

1.6.1 Biosensing in lab-on-a-chip devices

For this task, different approaches have been proposed in literature and

industry. CMOS technology showed to be a suitable platform for lab-on-

a-chip integrated detection. Besides this, other notable techniques show to

be implementable in such process.

Integrated DNA detection

For example, in many fields of biotechnology, tools are required to de-

tect the presence or absence of specific DNA sequences in a given sample.

The development of DNA microarrays in recent years has opened the way

to high parallelism and high throughput [36] [37] [32]. The most widely

known applications are genome research and drug development. The re-

alization of fully electronic medium-density DNA sensor array chips [38]

[39] is attracting increasing interest for diagnostic purposes. Such elec-

tronic approaches avoid expensive optical set-ups used in today’s com-

mercially available systems based on optical readout methods; they

promise ease of use and robust applicability. However, the status of de-

velopment of today’s electronic systems is lower compared to optical sys-

tems.

Recently, a CMOS fully electronic DNA sensor array with 128 sensor

positions was presented based on an electrochemical detection principle

[32]. From a technological point of view, it was fabricated with an ex-

tended CMOS 0.5µm process, with gold as the highest metal level. There,

each sensor pixel consists of a circuit which controls the electrode voltages

and provides a 100-fold value of the sensor currents at the pixel output.

Analog data transmission within the whole array circuit is required. Us-

ing the same detection principle, a DNA sensor array chip with analog-

to-digital (A/D) conversion realized within each pixel [42]. This approach
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Chapter 1. Lab-on-a-Chip Devices

Figure 1.5: Schematic plot of a DNA-microarray chip.

provides a high dynamic range of five decades and is well suited as a

robust platform to measure transducer-generated currents within a wide

range of applications.
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Figure 1.6: Schematic consideration of two test sites.

In general, a DNA microarray chip is a slide made of glass, a polymer
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1.6. The state of the art

material, silicon, etc. On the surface of such a chip, single-stranded DNA

receptor molecules (probes) are immobilized at predefined positions, as

shown in Fig. 1.5. These probe molecules consist of different DNA se-

quences of typically 20 to 40 bases. Whereas a number of different tech-

niques are known to functionalize the chips, in our case off-chip synthe-

sized probe molecules are deposited on the surface of the chips using a

microspotter [13].

In Fig. 1.6, two different sites within an array are considered after

the immobilization phase. For simplicity, only five bases are drawn in

this schematic illustration. Then, the whole chip is flooded with a sam-

ple containing the target molecules. In case of complementary DNA se-

quences of probe and target molecules, their match leads to hybridization.

If probe and target molecules mismatch, this chemical binding process

does not occur. After a washing step, double-stranded DNA is obtained

only at the matching positions. At the mismatch sites single-stranded

DNA molecules remain, and the same situation as in the initial case is

reached again. Since the receptor molecules are known, the information,

whether double- or single-stranded DNA is found at different test sites,

reveals the composition of the sample. Thus, the requirement remains

to identify the sites with double-stranded DNA. In today’s commercially

available systems, the target molecules are usually labeled with fluores-

cence markers molecules and an optical image of the array chip reveals

the positions with double-stranded DNA.

The sensors presented in [42] are based on an electrochemical redox-

cycling technique. Each sensor site (Fig. 1.7) consists of interdigitated

gold electrodes (generator and collector electrode) with width and spac-

ing equal to 1µm. Probe molecules are immobilized on the gold surface

(e.g., by thiol coupling). The target molecules in the sample are tagged by

an enzyme label (alkaline phosphatase). After hybridization and wash-

ing phases, a chemical substrate (para-aminophenylphosphate) is applied

to the chip. At the position with matching DNA strands the enzyme la-

bel cleaves the phosphate group and generates an electrochemically ac-

tive compound (para-aminophenol). Applying simultaneously an oxida-
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tion and a reduction potential to the sensor electrodes (Vgen and Vcol, e.g.

+200mV and −200mV with respect to the on-chip reference potential),

para-aminophenol is oxidized to quinoneimine at the generator electrode,

and quinoneimine is reduced to para-aminophenol at the collector elec-

trode. In this way currents are generated at the electrodes (Igen and Icol).

Since not all particles oxidized at the generator reach the collector elec-

trode, a regulated four electrode system is used. A potentiostat, whose in-

put and output are connected to a reference and to a counter electrode, re-

spectively, provides the difference current to the electrolyte and regulates

the potential of the electrolyte to a constant value. The current flow at the

sensor electrodes has two contributions, firstly the current initially gener-

ated by the enzyme label, and secondly the current of the redox-cycling at

the sensor electrodes. Moreover, due to electrochemical artifacts an offset

current may contribute to the detection current as well, so that usually the

derivatives of the sensor current with respect to the measurement time,

∂Icol/∂t and ∂Icol/∂t, are evaluated instead of the absolute values.

Figure 1.7: Schematic plot of the electrode configuration and of the redox-cycling
process.
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1.6. The state of the art

Recording and stimulation of cell activity

Figure 1.8: Schematic representation of a cell-based sensor

In recent years, increasing knowledge about in vitro cell handling and

culturing has encouraged a variety of CMOS-based approaches to stimu-

late and detect electrical activity of biological cells. Ion channels are an

important species of proteins as they are responsible for the generation

and propagation of electrical signals in biological systems. They reside in

the cell membrane, where they control the ionic flux across the cell mem-

brane. The ion permeability of these protein pores can be gated by:

1. the electrical field along the channel

2. the binding of a ligand to the channel protein

Ion channels, therefore, constitute the interface between electrical and

biochemical signaling in biological systems. The ion channel of, e.g., neu-

rons are ideally suited for detecting neuro-active substances, as they trans-

late the presence of neuro-active substances into measurable changes of

electrical signals. Ion channels, however, have to be embedded into a

membrane which is, in the best case, provided by cells to ensure their

proper functioning. Figure 1.8 shows the structure of a sensor that make
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use of an attached electrogenic cell to provide the desired ion-channels.

Such devices are usually called “cell-based biosensors”.

Electrogenic cells such as neurons contain ion channels, which selec-

tively enable the permeation of certain ions such as sodium or potassium.

In a transient change of conductivity, the overall ion flux generates an ac-

tion potential, which is the elementary electrical signal in biological sys-

tems. During an action potential, the dc-voltage drop across the cell mem-

brane, which ranges between−50mV to−70mV , decreases, and the mem-

brane depolarizes for some milliseconds, after which the intracellular rest-

ing potential is reestablished [43]. In neural networks, where neurons are

densely packed and interconnected by synapses, the transmembrane cur-

rents invoked by action potentials are superimposed with synaptic and

extracellular currents. Altogether they generate a transient change in the

extracellular potential, the so-called “field potential”.

Figure 1.9: Contact model of extracellular recording. The intracellular voltage VM

is represented as voltage VJ in the cleft between cell membrane and
substrate.

Cell-based biosensors record current or voltage changes that are in-

duced by the presence of bioactive sample molecules. Electrical activity

of single cells can be recorded by glass pipettes that are used to establish

an intracellular contact by disrupting the cell membrane. The patch clamp

technique is considered to be the gold standard of intracellular recording.

A patch pipette forms a tight seal with the cell membrane allowing for
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low-resistance probing at low leakage currents. A huge effort is required

to mechanically stabilize this delicate contact, so that the number of cells

which can be simultaneously recorded from is limited.

The electrical activity of cells can also be recorded without disrupting

their membranes. In the following, the principle of extracellular recording

is outlined for single cells.

Figure 1.10: Devices for extracellular recording. (a) Metal electrode. (b) Open
field-effect transistor.

As shown in Fig. 1.9, the intracellular potential VM of a surface-at-

tached cell is represented in the cleft as the extracellular potential VJ be-

tween the membrane and the supporting surface. The equivalent circuit

in Fig. 1.9 shows that VJ depends on a voltage divider, which includes

the nonlinear, complex impedance of the attached cell membrane in se-

ries with the resistance ρ/d, where ρ is the specific resistance of the elec-

trolyte and d the width of the cleft. Ion channels are modeled by voltage-

dependent resistors, the cell membrane can be considered as a capacitor.

The difference in ion concentrations between intracellular and extracellu-

lar environment appears as voltage source. Upon eliciting an action po-

tential, the currents passing through the attached cell membrane have to

flow through the electrolyte in the cleft. As a result, these currents cause

a voltage drop along the cleft. Consequently, extracellular recordings are

very efficient in the case of large contact areas of neural tissue and tight
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attachment of the cells to the sensing surface. This model can also be used

for estimating the signal amplitudes in cell clusters and larger tissue frag-

ments. Extracellular recordings from single cells show signals which can

largely differ in sign and shape from intracellular signals as recorded by

classical microelectrodes. A better understanding of the signals is obtained

by considering those ion channels which reside in the part of the cell mem-

brane, which is not attached to the surface. Any device that can be used

to measure the electrical potential on its surface is suitable for extracellu-

lar recordings. Integration of extracellular sensors into planar structures

is preferred as planar surfaces are the most versatile substrates for in vitro

cell cultures.

Planar metal electrodes are widely used. As illustrated in Fig. 1.10(a),

isolated metal lines are used to connect the electrode area, which is open to

the solution containing the cells. Metal electrodes are processed on insu-

lating substrates, such as glass, using lithographic processes. The charge

transfer between ionic and electronic conduction takes place at the inter-

face between metal and electrolyte. The metal-electrolyte interface is com-

monly modeled by a resistor and a capacitor in parallel, where the resis-

tive part represents possible electrochemical reactions and the capacitance

stands for the double layer of ions at the interface. Fig. 1.10(b) shows

a modified version of a field-effect transistor, which can also be used to

record electrical surface potentials. If the fabrication process of a field-

effect transistor is stopped before the deposition of the gate material, an

open-gate field-effect transistor is created. Changes in the electrical sur-

face potential above the channel area modulate the current between drain

and source. This transistor-based electrical interface is of purely capacitive

nature and prohibits faradaic currents and related unwanted electrochem-

ical effects.

In [41] a biosensor array chip based on an extended 5V 0.5µm CMOS

process has been presented for high resolution imaging of extracellular

signals from neural cells, cultured on the chip surface (Fig. 1.11). The chip

provides 128×128 capacitive sensors on an area of 1 mm2. A mismatch-

canceling calibration circuitry with current mode signal representation is
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Figure 1.11: Snail neurons cultured on chip surface.

used. Currents from cell ion channels modulate the drain current of an

integrated MOS transistor, as illustrated in Fig. 1.12. Results proved full

functionality of the chip.

In [40], a CMOS-based 4×4 metal electrode array for stimulation and

recording is described. It provides a pitch of 250 µm and electrode size of

40×40 µm2 (Fig. 1.13). The device hosts active circuitry for stimulating and

reading out cell signals. Signal processing and conditioning is performed

on-chip.

Detecting and characterizing cells

For this purpose, capacitive and impedance sensing have demon-

strated to be suitable techniques for compact and fully-electronic imple-

mentations. However, at present, CMOS implementations to our knowl-

edge have not been reported yet.

In [44],[45] and [46], accurate analysis of individual cells and particles

is performed in specific sensing sites while the sample is flowing in micro-
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Figure 1.12: Sensor principle, based on the modulation of the drain current of a
MOS transistor

Figure 1.13: Metal electrode array with active CMOS circuitry for stimulation and
recording. (a) Schematic of the chip architecture. (b) Photograph of
an active pixel with a shifted metal electrode. (c) Photograph of the
entire chip featuring a 4× 4 pixels and peripheral circuitry.
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1.7. The MeDICS project

fabricated channels. Size of cells can be compared with that of channels,

so that they can be characterized one by one while flowing. The electrode

size ranged from 20 µm to 70 µm. Even in this case, external equipment

or instrumentation is required for proper operation of the devices and for

carrying out the desired measurements. Moreover, microfabrication tech-

niques or microfluidic add-ons were necessary for proper operation. Be-

sides this, the above devices rely on serial processing of cells, which could

represent a limiting factor in order to extract rare cells, whose concentra-

tion are, for example, 2-6 individuals in 1 ml of blood [7]. Though im-

plemented as discrete components systems, the proposed approaches are

well suitable for CMOS integrated implementations. This would increase

compactness, reduce large scale fabrication costs and, most of all, allow

for a strong functional integration with other units.

In [52], a dielectrophoretic manipulator of clusters of particles also per-

forms impedance measurements. However, due to geometrical limitations

in the size of electrodes (100µm wide), the device only deals with cluster

of cells or particles, so that only detection of local concentrations of cells

suspended in the sample may be performed. Anyway the device was low

cost, as it relies on standard PCB technology with no microfluidic add-ons

nor micromachining.

1.7 The MeDICS project

Beginning from 2001, the European Community funded the MeDICS

project (Microelectronic Devices for Individual Cell Sorting,

IST-2001-32437, 5th FP) [1] which included among the participants the Uni-

versity of Bologna, with the specific task of the electronic design at device

and system level. The aim was to develop a technology, based on dielec-

trophoresis and conventional CMOS processes, which allowed to manip-

ulate and detect single cells. The participants of the project, concluded in

July 2004, were:

• University of Bologna, for silicon and system design, testing and
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Figure 1.14: Structure of the designed cellular micro-manipulator

physical modeling.

• Silicon Biosystems, Bologna (I), for coordination and silicon design

• Commissariat à l’Energie Atomique (CEA), Grenoble (F), for biolog-

ical validation (CEA-DSV) and fluidic packaging (CEA-LETI)

• Institut National de la Santé et de la Recerche Médicale (INSERM),

Grenoble (F) for clinical testing and biological validation

The prototypal devices and system developed at University of Bologna

represent the work presented in this thesis within the following chap-

ters. This task involved a multidisciplinary approach, where traditional

microelectronics had to deal with problems typical of biology and chem-

istry. The experimental part, once the devices have been realized and

tested, played an important role in order to evaluate the effectiveness of

the proposed technology. Other project partners provided complemen-

tary knowledge for biological validation of the devices, packaging and mi-

crofluidics in perspective of industrial exploitation of the proposed tech-

nology [2].
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Chapter 2

A CMOS Chip for Single Cell

Biololgy

Manipulation of populations of living cells on an individual basis is

essential for the investigation of complex interactions among cells. In this

chapter a new approach is presented for the integration on silicon of di-

electrophoretic (DEP) actuators and embedded sensors that allow us to

carry out this task. A prototypal device was realized, featuring a 8×8

mm2 size, and implemented in a standard 0.35µm CMOS technology with

2 poly-silicon and 3 metal layers, featuring 102,400 actuation electrodes,

arranged in an array of 320×320, 20×20µm2 micro-sites each comprising

addressing logic, an embedded memory for electrode-programming and

a sensor. This chip enables software-controlled displacement of more than

10k individual living-cells in a parallel fashion, allowing biologists to de-

vise complex interaction protocols that are impossible to manage other-

wise. The manipulation does not damage the viability of the cells, so that

this approach could be a unique extension to the techniques already avail-

able to biologists.
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2.1 Why integrating sensing and actuation in a

lab-on-a-chip

As already mentioned in chapter 1, lab-on-a-chip technology has

mainly aimed to speed-up DNA amplification and detection or other

molecular analyses from preprocessed samples. Many technologies for

fluid motion, DNA amplification, detection and other analytical functions

have been miniaturized and have become mainstream techniques in bio-

logical laboratories.

Beside these advances on molecular analysis, there has been an emerg-

ing and still unmet need for lab-on-a-chip which are able to deal with cells.

In fact, cell-analysis protocols must be carried out in a number of fields,

from the sample preparation for biomolecular analysis, to drug screening.

Few notable exceptions [41] [40] of lab-on-a-chip devices dealing with cells

have been reported, but nevertheless these systems only deal with cells

cultured on the chip surface. Although stimulated or analyzed, these cells

cannot be displaced nor manipulated.

The problem of contactless, non-invasive, viable, automated manipula-

tion techniques is still unmet, especially concerning applications for single

cell biology. Dielectrophoresis showed to be a suitable technique [52] to be

implemented in standard electronic technologies (PCB in this case). Our

device aims to implement a CMOS cellular micromanipulator, in order to

overcome the geometrical and functional limitations of the PCB device.

2.2 An introduction to dielectrophoresis

Dielectrophoresis has been employed for developing micro-fabricated

devices for selective separation of cells [17, 9, 52, 14]. It is the physical phe-

nomenon whereby uncharged particles, when subject to a non-uniform,

time stationary (DC) or time varying (AC) electric field E, experience a net

force which is directed towards locations with increasing or decreasing

field intensity according to the polarization properties of the matter.
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The calculation of DEP forces, however, is a difficult task unless simpli-

fying assumptions and simple geometries are taken into account [54, 13,

18]. Many theoretical and experimental works on dielectrophoresis [9, 16,

19, 20] have used the simplified force expression introduced by Pohl [13]

for an infinitesimal particle of dipole moment p immersed in an electric

field E:

F = (p · ∇)E. (2.1)

For particles of finite dimensions one can introduce an effective dipole

moment term peff producing an equivalent dipolar electrostatic field [18]

so that (2.1) becomes:

F = (peff · ∇)E0 = K∇(E2
0),

where E0 is the original electric field of intensity E0 and K is a constant

depending on the particle geometry. The above equation is correct under a

first-order dipole approximation, which holds true only if the dimensions

of the particle are very small compared to the dimensions of the energizing

electrodes.

The force can be computed in a closed form for simple particle geome-

tries like spheres, shelled spheres or ellipsoids. Considering a sinusoidal

electric field where the electric field magnitude can be written as:

E0(t) = E0 sin(ωt)

the natural extension of analysis given by (2.1) allows one to calculate the

time-averaged DEP forces exerted on a dielectric sphere immersed into a

dielectric medium, where T is the signal period, f = 1/T is the signal

frequency and ω = 2πf the angular frequency, respectively.

Whenever the energizing signals are composed of sinusoidal in-phase

and counter-phase voltage signals, a particle experiences time-averaged
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DEP forces given by:

〈F (t)〉 =
1

T

∫ T

0

K∇(E2
0(t))dt =

=
1

T

∫ T

0

2πε0εer
3Re [fCM]∇ (E0)

2 sin2(ωt)dt =

= πε0εer
3Re [fCM]∇ (E0)

2 , (2.2)

where ε0 is the vacuum dielectric constant, εe is the dielectric constant of

the suspending medium, r is the particle radius, and fCM is the Clausius-

Mossotti factor, a function of the medium and particle electric permittivi-

ties [21] given by:

fCM =
ε∗p − ε∗e
ε∗p + 2ε∗e

, (2.3)

where ε∗p and ε∗e are the complex permittivities of the particle and the sus-

pending medium, respectively. The generic relative complex permittivity

terms can be expressed as:

ε∗ = ε− j
σ

ω
,

where ε, σ are the permittivity and the conductivity of the matter, respec-

tively. Under the hypothesis that ε À σ/ω, often verified in practice at

relatively high frequencies, one can consider only the real part of the com-

plex permittivity parameter of the matter (ε∗ ' ε). Thus, under the above

assumption the Clausius-Mossotti’s factor becomes equal to its real part

given by:

Re [fCM] =
εp − εe

εp + 2εe

.

Use of (2.2) for DEP forces calculation has serious drawbacks. Micro-

electronics miniaturization allows one to implement electrodes generating

electric field into labs-on-a-chip (tiny devices where physical and chemi-

cal microreactions are performed in parallel fashion) whose dimensions

are comparable with particle radius. In this case, the first-order dipole

approximation cannot be employed, since the dielectrophoretic potential
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Figure 2.1: Positive and negative dielectrophoresis.

determined by using equation (2.2) is not correct unless r ¿ l, where l is

the electrode width. This may cause errors in the estimation of DEP forces

acting on large particles, as well as their position and motion.

When this limit is overcome, the approximation is not suitable and a

more precise evaluation of DEP forces is necessary. In literature there are

many works where the multipolar theory has been formalized and em-

ployed for DEP forces evaluation and particle motion prediction [21, 67,

22, 23]. However, the presented approaches are related to closed form so-

lutions in simple geometries.

A more exhaustive review of dielectrophoresis and related techniques

has recently been published in [53].

2.3 Dielectrophoresis and living cells

Since microorganisms and cells are mostly electrically neutral, dielec-

trophoresis (DEP), is well suited to their manipulation. Dielectrophoresis

[54] is the physical phenomenon whereby neutral particles, in response to

a spatially non-uniform electric field E, experience a net force directed to-

ward locations with increasing or decreasing field intensity according to

the physical properties of particles and medium. In the first case, the force
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is called positive dielectrophoresis (pDEP), while in the second case it is

called negative dielectrophoresis (nDEP).

Several approaches for microorganism manipulation have been devel-

oped based on dielectrophoresis. In [14], both pDEP and nDEP are used

to precisely displace cells in a microchamber formed between two facing

glass chips with elongated electrodes. However, cells get in contact with

device surfaces and tend to stick to them.

A solution is to levitate cells while manipulating them. Since maxima

of the electric field can not be established away from the electrodes, stable

levitation is possible only with nDEP force.

−

−

−

−−

Step 1

Step 2

DEP
cage

Electrodes

+ +−

+ −+

+

Step 3

Figure 2.2: The moving DEP cages approach for cell manipulation. Electomag-
netic simulations show how closed cages can be dragged along the
chip surface just by changing polarization of the electrode array.
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Hence, the use of closed nDEP cages has been proposed. In [16], 3D

structures of electrodes located at the vertexes of a cube are used for such

purpose. The main drawback is that fluid flow is required to lead cells

into and out of the DEP cage and electrode alignment in three dimensions

is necessary.

In [55], traveling waves are combined with nDEP to move cells in a

microchamber without fluid flow. However, it is difficult to precisely po-

sition cells, as needed by multi-step experimental protocols, due to the fact

that the cell speed depends on the type of cell.

As far as sensing is concerned, approaches such as optical [56] or fluo-

rescent labeling (e.g. as used in µFACS) have been proposed. Their main

drawbacks are that they normally require bulky and expensive equip-

ment [12], are characterized by complex sample preparations and are thus

not suited to miniaturization.

This explains the emerging interest in electrical sensing approaches

such as those based on impedance measurement [45].

The possibility of investigating individual cell interactions on a large

scale would open up great possibilities for tasks such as drug screening,

cell separation and analysis.

The standard CMOS microsystem which will be described in the fol-

lowing sections and first introduced in [57], implements the moving DEP-

cages approach (envisaged in [24] and [62]), in order to individually detect

and manipulate more than 10K cells in a parallel fashion. To the best of

our knowledge, this is the first device that allows programmable manip-

ulation of individual particles with no need for fluid flow nor microma-

chining, combined with embedded optical detection.
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2.4 Design objectives and specifications

2.4.1 Design approach

The approach followed in the development of this microsystem for cell

analysis was based on the following points:

Platform Approach - The objective was to create a flexible platform which

could be used to carry out various different analytical protocols by

just changing the software and reagents. Although this is a well es-

tablished concept in electronic design, it is an innovative and chal-

lenging feature to implement in lab-on-a-chip.

Smart Chips by Active Substrates - Although the fabrication process of

active silicon chips is much more complex than the microfabrication

processes commonly used for passive biochips (e.g. with simple mi-

crochannels etched in glass), the availability of transistors affords

massive parallelism, enabled by I/O multiplexing, and integrated

detection.

Use of Standard CMOS - The use of commonly available fabrication pro-

cesses without micromachining options has several advantages. It is

possible to vary the shape, connection and number of microcham-

bers of the device by simply changing the microfluidic packaging

on top of the silicon chip, instead of requiring a new mask set. The

availability of numerous foundries means the possibility of choosing

the best trade off between minimum resolution and fabrication cost

in a wide range of processes.

Scalability - while it is possible to handle cells with this prototype, more

advanced technologies would enable the design of chips to handle

individual bacteria or viruses. A more detailed analysis of scaling

effects is presented in [47] and [48].

A sketch of the device is shown in Fig. 2.3. A micro-chamber is de-

fined by the chip surface and a conductive glass lid. The chip surface
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implements a two-dimensional array of micro-sites, each consisting of a

superficial electrode, embedded sensors and logic. The electrode array is

actually implemented with CMOS top-metal and protected from the liq-

uid by the standard CMOS passivation, not shown in the figure. Since the

chip is disposable, we are not concerned with long-term reliability issues,

so that standard passivation is good enough in this perspective.

A closed DEP cage in the spatial region above a micro-site can be cre-

ated by connecting the associated electrode and the microchamber lid to a

counter-phase (Vphim) sinusoidal voltage, while the electrodes of the neigh-

boring micro-sites are connected to an in-phase sinusoidal voltage (Vphip)

[24]. A field minimum is thus created in the liquid, corresponding to a

DEP cage in which, depending on its size, one or more particles can be

trapped and levitated.

By changing, under software control, the pattern of voltages applied

to the electrodes, DEP cages can be independently moved around the de-

vice plane, thus grabbing and dragging cells and/or microbeads across

the chip.

Particles in the sample can be detected by the changes in optical radia-

tion impinging on the photodiode associated with each micro-site.

Implementation of the moving DEP-cages approach with the proposed

CMOS chip enables one to achieve the key features which are summarized

in the following:

Single Cell Addressing and Selection. Thanks to the small pitch of the

electrodes, single cells can be individually trapped in separate cages

and independently moved on the device.

Grab-and-Drag Motion. Particle position is digitally controlled step-by-

step in a deterministic way, by applying the corresponding pattern

of voltages to the array which sets the position of the DEP cages. This

feature is difficult to achieve with motion techniques based on fluid

flows or on traveling-wave dielectrophoresis [55]. This difference
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Figure 2.3: Sketch of the biochip section
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may be compared to that existing between step-motors and asyn-

chronous electric motors.

Embedded Monitoring. Use of an active substrate implemented with mi-

croelectronic semiconductor technology allows us to integrate an ar-

ray of optical or capacitive sensors to detect the position and possibly

the status of all particles inside the device. This information can be

used to provide meaningful feedback on device operations. Thus,

the device has the potential to be used without bulky and expensive

external microscopes and cameras. This will be important, in per-

spective, for portable lab-on-a-chip.

Massive Parallelism. Thousands of cells can be concurrently and inde-

pendently moved and detected thanks to the large number of elec-

trodes.

Contactless Movement. The closed DEP cage allows particles to be sus-

pended in a contactless manner thus helping the prevention of cell

adhesion to sensor surfaces.

Robustness. Using an array instead of microchannels allows one to:

(i) alleviate clogging problems that are common with cells in

micro-channel devices;

(ii) be fault tolerant with respect to cells that are stuck, so that new

routing paths can be devised for other cells.

2.4.2 Examples of applications

This chip will enable several experiments unaffordable with existing

techniques, with applications ranging from diagnostics to drug discovery.

For example, a microbead coated (according to known art) with anti-

bodies for a known cell receptor, could be mated (by merging them in a

cage) with an unknown cell. By pulling them apart with a controlled force

(i.e. separating their cages) one may test whether the molecules coating the
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bead match the receptors on the cell surface (they remain stuck together),

thus identifying the cell itself (diagnosis).

On the other hand, using a known cell line and a large number of beads

each coated with a different compound of uncertain activity, one may de-

tect which of these compounds binds to the unknown receptors on the cell

surface (drug screening).

Another protocol which could be implemented on this platform is cell-

sorting by label-free separation. As it was demonstrated in [62], exploiting

the differences of dielectrophoretic response as a function of the frequency

of the applied AC electric field, it is possible to selectively move one pop-

ulation of cells. This approach may be of interest for example in the sep-

aration and fractionation of cell populations for which molecular markers

are not available.

Another possibility is to tap the wide range of available fluorescent

markers developed for established cell separation methods like fluores-

cent activated cell sorters (FACS). Using these legacy techniques, one may

label cells with appropriate fluorescent molecular markers and use con-

ventional fluorescence microscopes to identify and tag the cells on the ar-

ray. Separation could then be carried out relying on the possibility to se-

lectively move a set of cages (according to the marker of the trapped cell)

toward a separate microchamber, where they could be flushed out and re-

covered or further analyzed. In this case the advantage on FACS machines

would be the possibility to work on small cell loads. In fact FACS typically

require few millions of cells as a minimum, while the proposed chip may

start with samples of few thousands cells and still be able to recover a

small percentage of cells of interest. This would be important for example

in the analysis of small biopsies.

2.4.3 Design constraints and specifications

The device has been optimized for handling eukaryotic cells (such as

the lymphocytes found in blood) in the range of 20 − 30µm. A design

guideline, derived from analysis of simulation results on the horizontal
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DEP forces as a function of particle size with respect to the electrodes [26],

suggests that the electrode pitch should be similar to the cell size. Since

the counter-phase electrode must be surrounded by in-phase electrodes to

create a DEP cage, the periodicity of the cages, as well as the attraction

basin, is actually two electrodes. Accordingly, two cells may fit into one

cage. Yet we are able to manipulate them individually since two cells orig-

inally in one cage can be segregated into two different cages by simply

enlarging and then dividing the cage. Larger particles can also be handled

by increasing the width of the cage to encompass more than one electrode.

Increasing the number of electrodes on the array one may increase ca-

pacity (number of cells in the input sample) and selectivity, i.e. possibility

to select a smaller percentage of cells. However, silicon cost increases with

chip size. Accordingly, the total number of cages was chosen to be greater

than ten thousands. On one hand, this is satisfactory to recover a signif-

icant number of cells (10-100) which may be present in low percentage

(0,1-1%) in the starting sample. On the other hand, chip size is thus still

acceptable.

The time constants for cell motion due to DEP forces are relatively slow

(about one second or more to make a 20µm step). This relaxes timing con-

straints for array programming, as well as for sensing frame rate.

For the choice of the most appropriate CMOS technology the following

considerations were taken into account. Since DEP force is proportional,

under certain assumptions, to the square of the applied voltages [26], the

supply voltage should be as large as possible, as this will limit actuation

voltages.

As opposed to conventional IC designs, the lower the resolution of the

technology, the lower the cost of the chip, since die size is set from other

specifications. Scaling beyond the point where the required number of

transistors fits in the micro-site area does not improve neither cost nor

performance [47].

In fact, scaling is just required if one wants to manipulate smaller cells,

like individual bacteria (typically 1− 3µm) or viruses (100− 300nm).
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2.5 Chip architecture

The lab-on-a-chip architecture is based on a two-dimensional array of

micro-sites whose purpose is to:

1. generate the electric field necessary to create dielectrophoretic cages,

2. detect the presence of single particles or clusters trapped in cages by

using optical or capacitive sensing.

Each micro-site consists of an actuation electrode, implemented with

a top metal plate, and underlying embedded circuitry for programming

and detection. Micro-sites can be addressed in a random access mode by

means of row and column decoders, for both actuation and sensing.

The presence of particles is detected by photodiodes, embedded in the

substrate, that measure signal variations from uniform light impinging on
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the chip surface. Another kind of sensor will be described and discussed

later in this chapter, in section 2.5.2.

The mode of operation consists of three phases:

• programming,

• actuation

• sensing.

During programming the actuation pattern is stored into the micro-sites

of the array to determine DEP cage number, displacement and shape.

In the actuation phase each electrode is energized by either an in-phase

(Vphip) or counter-phase (Vphim = −Vphip) sinusoidal actuation voltage sig-

nal, according to the programmed patterns. More precisely, the two actu-

ation voltages are centered around a bias voltage and defined as follows:

Vphip =
VDD

2
+

A

2
sin(ωt)

Vphim =
VDD

2
− A

2
sin(ωt)

where A is the peak-to-peak amplitude of the AC stimuli.

During the sensing phase, the actuation voltages are halted, to avoid

coupling to sensors and readout, and the corresponding image of the ar-

ray is grabbed. Thus actuation and sensing phases are always kept non-

overlapping. On the contrary, programming and actuation may be concur-

rent: actuation patterns can be changed in real-time while electrodes keep

energizing the system.

The general architecture of the chip is sketched in Fig. 2.4 where the

main blocks are:

• the array of micro-sites. It is composed of 320×320 elements of 20µm

pitch.

• 9-bit static column/row decoders for random access.

• Bias generator block.
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• Readout circuit block.

Referring to Fig.2.4, the row (R[0:319] ) and column (C[0:319] ) cir-

cuits provide the logic signals to program and read-out each micro-site.

The A<0:8> word is used for either addressing the microsites and set-

ting the start-up configuration. The microsites addressing is performed

by sampling the address A<0:8> on the rising edge of the CASand RAS

signals for the column and row decoder, respectively. The configuration

word is sampled on the rising edge of the “configuration strobe” CONFS

and is used to set the bias current for both readout block and cells, as well

as the gain of the readout circuit.
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2.5.1 Micro-site circuit with optical sensors

The schematic of the micro-site circuit implementing optical sensing is

reported in Fig.2.5. Vertical and horizontal labels refer to signals generated

by the column and row decoders, respectively.

The actuation circuit is composed of two complementary

pass-transistors controlled by a 1-bit memory element.
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Figure 2.6: Representation of the waveforms used to control actuation and optical
sensing

During the programming phase, the micro-site is addressed and WRITE

is activated, thus the metal 3 electrode can be switched to either Vphip or

Vphim by programming with the B signal the memory element addressed

by ROWWand COLW. The metal plate setting is kept by the memory until a

new programming phase occurs.
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Electrode peak-current is due to capacitive coupling with neighboring

electrodes and lid. In the worst case it is about 5µA, for an electrode pro-

grammed at Vphip surrounded by Vphim electrodes and working at 10MHz,

and produces a negligible 10mV voltage drop through the pass transistors

(Ron = 2kΩ).

During the sensing phase the actuation signals are halted, avoiding spu-

rious coupling with the pixel readout. Thanks to the particle inertia and

fast readout, cells keep their position in levitation within the microcham-

ber. The right side of the schematic of Fig.2.5 shows the sensing circuit,

consisting of a CMOS active-pixel sensor (APS) [64], implemented with

a 2×17 µm2 well-junction photodiode placed underneath the 1.2µm-wide

gap that separates each electrode with its right neighbor. The sensor ar-

ray is read out row-wise by addressing each micro-site and asserting the

SENSEsignal so that ROWSand COLSare activated. The control waveforms

are schematically shown in Fig. 2.6.

2.5.2 Micro-site circuit with capacitive sensors

In the same chip, a CMOS capacitive sensor array could also be imple-

mented with the aim of detecting particles suspended in the microcham-

ber delimited by the chip surface and a conductive lid. The capacitive

microsite hosts the same circuits used in the optical version for DEP-based

particle manipulation. Capacitive sensing might overcome the limits of

optical detection (e.g. transparent particles) and does not rely on any ex-

ternal equipment. For instance, with optical sensors, lamps providing uni-

form illumination may be required as well as optical fibers, lenses, etc.

The CMOS chip is covered by a conductive glass lid spaced 100µm

apart. A pierced piece of double adhesive tape acts as a gasket. As in the

implementation with photodiodes, in the resulting closed micro-chamber

particles and cells in their suspending medium can be injected through

holes in the glass.

A closer view of each microsite with capacitive detection capabilities is

shown in Fig. 2.7. Our aim is the detection of variations in dielectric per-
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mittivity caused by the presence of particles in the region above the super-

ficial electrodes, which affects the coupling capacitance with the lid. The

circuit can operate as a sensor or as a DEP actuator, the electrode is time-

multiplexed between actuation and sensing. During the actuation phase

ROWS and COLS are inactive. The circuit generates the electric fields nec-

essary to deploy DEP forces by connecting through CMOS transfer gates

the superficial metal electrode to an in-phase (Vphip) or to a counter-phase

sinusoidal voltage (Vphim), while the lid is connected to Vphim. Once a

microsite at coordinates (i,j) is addressed, the selection is controlled by a

memory element driven by ROWW, COLW and BROW.

During the sensing phase the sinusoidal voltages are halted and the

electrode of the addressed cell is disconnected from Vphip and Vphim. Fig.

2.9 shows a schematic view of the featured sensing scheme. The input
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capacitance Ci can be thought of as the coupling capacitance between the

lid and the microsite electrode. The cascode inverter implements a charge

amplifier. The output of the sensor array Voarr is generated by a source

follower driving an active load through the addressed row multiplexer.

By activating RESCOL the output of the charge amplifier is brought

to the reference value Vbn, corresponding to the threshold voltage of the

cascode inverter. Then, RESCOL is deactivated and after charge injection

the readout stage samples the reset voltage (t1). A voltage step on the lid

will induce in Vocell a voltage variation which is proportional to the input

and feedback capacitances Ci, CF and to the step amplitude. In t3 the

output voltage is sampled again by the readout stage which amplifies and

outputs the sensed variation. An equal duration opposite voltage pulse is
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Figure 2.9: Capacitive sensing scheme and principle.
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finally applied to the lid in order to prevent the build-up of a DC electric

field in the liquid. Moreover, DEP forces must be restored before particles

have significantly changed their position or have stuck to the surface.

An auxiliary capacitance Caux has also been included to subtract a pro-

grammable offset charge (t2) in order to avoid saturation of the charge

amplifier when higher voltage pulses are applied on the lid so as to max-

imize the output voltage swing. The pitch of each site is also in this case

20µm.

2.5.3 Read-out circuit

The readout amplifier, shown in Fig. 2.10, is a fully differential charge

integrator implemented using a high-swing folded cascode switched ca-

pacitor (SC) operational amplifier with common mode feedback.
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Figure 2.11: Correlated double sampling scheme (CDS). The waveforms are re-
ferred to the optical sensing scheme.

The input capacitance Ci is fixed to four times a unit capacitor CU '
270fF , while the feedback capacitance Cf is implemented as a bank of

four unit capacitors each in series with CMOS switches. The switches are

set by using the start-up configuration word so as to fix variable gains in

the set of {1, 4/3, 2, 4}.

After the integration time, the APS output Voarr of the selected micro-

site is sampled by SIG1 and is stored on the corresponding Ci. While PHI1

is still high, the RESETsignal is activated, and the reset voltage is sampled

during SIG2 on the other Ci. Subtracting the reset voltage allows us to

compensate for 1/f and fixed pattern noise of photodiode and read-out

follower transistor, with a correlated double sampling scheme (CDS) [65],

as depicted in Fig. 2.11.

Since cells induce small perturbations, the signal is a small variation

on top of a larger voltage swing. Thus, increasing charge amplifier gain in

order to boost the sensitivity would take the output to saturation. To avoid

this, a fixed charge is subtracted from the input by means of Voff to keep

the output within the range. The output differential voltage is provided
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Figure 2.12: Signal boosting technique. Subtraction of an offset charge or voltage
allows for a higher signal dynamic range.

during PHI2 according to the following relationship:

Voutp − Voutm =
Ci (Voarr@SIG2− Voarr@SIG1)− 2CoffVoff

Cf

=

=
Ci

Cf

(
Voarr@SIG2− Voarr@SIG1− Voff

2

)

In other words, the use of Voff actually doubles the output range: the

differential output voltage can then be even negative (which would oth-

erwise be impossible since the pixel reset voltage Voarr@SIG2 is always

higher then the integrated voltage Voarr@SIG1). The doubled output swing

can thus be used to increase the charge integrator gain Ci/Cf . The princi-

ple used for signal boosting is summarized in Fig. 2.12.

2.6 Preliminary test results

Fig. 2.13 shows the chip in the microfluidic package, described in [66].

After a conductive-glass lid with SU8 walls is glued to the chip to define

the microchamber, the die is mounted directly on the printed circuit board

(PCB) with a chip-on-board technique.
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The lid is spaced about 85µm from the chip surface. The strength

of the DEP-cage mostly depends from its height above the array: since

near the array field-gradients are stronger, the lower the cage the stronger

the force. In turn, cage height increases with lid height and decreases

with lid-voltage amplitude. For example, results from simulations show

that increasing lid height from 50µm to 80µm while increasing lid-voltage

amplitude from 3.3Vpp to 6.6Vpp, cage height is approximately the same,

i.e. about 15µm. Considering a cell radius of about 10µm this is some-

what a lower-bound in order to prevent cell contact with the array. Also,

for a given lid-voltage amplitude, DEP-force sensitivity to microchamber

height is low. For example, keeping a 3.3Vpp lid-voltage, increasing lid-

height as above from 50µm to 80µm (i.e. +60%), the horizontal DEP force

decreases, due to the variation of cage height, of less than −50% only. It

is thus apparent that inter-device variations of microchamber height (e.g.

±10% due to SU8 thickness variations), or intra-device non-planarity of

the lid, have a negligible impact on DEP-cage strength.

Epoxy resin is used for protecting bonding-wires. The fluidic inlet is

provided by a capillary connected to an opening in the microchamber lat-

eral wall and sealed with a drop of insulating glue. A drop of conductive

glue is used to electrically connect the lid electrode to the PCB.

The die photo is shown in Fig. 2.14, where the main blocks are identi-

fied.

After a sample (50µm polystyrene beads in water) has been flushed into

the microchamber, the beads are randomly distributed. Fig. 2.15 shows the

corresponding image acquired with the embedded optical sensors.

Following the introduction of the sample, DEP cages are activated

(Vphip, Vphim, 3.3Vpp). Since in this case the bead diameter is more than twice

the electrode pitch, the cage is set to 2 × 2 electrodes. Three snapshots of

the selective motion of one bead are reported in Fig. 2.16 (i,ii,iii). The top

line shows the images acquired by the microscope while the bottom line

displays the corresponding programming pattern, where gray and white

squares indicate the electrodes receiving Vphim and Vphip, respectively (the

lid is always proportional to Vphim). The time for particles to complete one
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Figure 2.13: Chip in microfluidic packaging: the die is mounted directly on the
PCB with chip-on-board technique, while a conductive-glass lid is
glued to the chip to define the microchamber.

step is approximately two seconds.

In agreement with simulations, we observed that lateral forces acting

on particles (hence speed), get stronger by increasing the lid voltage peak-

to-peak amplitude. Since this voltage is provided through the PCB, it is

not limited by the chip supply voltage, and can be set two to three times

as large as the array phases Vphip, Vphim, i.e. 6.6 or 9.9V peak-to-peak. As

explained before, simulations show that the higher the lid-voltage ampli-

tude with respect to the array voltages, the lower the height of the DEP

cage. Yet, this is difficult to verify from the microscope images. Thus the

lid is typically set to 6.6Vpp.

Fig. 2.17 shows how, after applying a pattern implementing an array of

DEP cages, the microbeads are arranged correspondingly, and how they

can be detected with the embedded optical sensors.
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Figure 2.14: Chip photograph

Fig. 2.18 shows the mating and separation of two K562 tumor cells.

Two cages trapping the selected cells (a) are first merged into a three elec-

trode cage (b), which is then shrunk to a single electrode cage (c-d), forcing

the two cells to get in contact. The cage is then enlarged (e) and the cells

loose their contact, until they are finally separated again in two distinct

cages (f).

Smaller particles can also be manipulated, although more than one is

normally trapped in the same cage, as reported in Fig.2.19 which shows

clusters of yeast.

Concerning preliminary results of capacitive detection of bioparticles,

Fig. 2.20 and Fig. 2.21 show comparisons between sensors and optical

microscope images. 50µm polystyrene beads are individually detected.

Detection of 10µm beads, Yarrowia lipolytica yeasts and human erythro-
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Figure 2.15: Comparison of embedded sensor (top left) and optical microscope
(top right) images of 50µm polystyrene beads. In the bottom image
the whole images from optical sensors is shown.
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(i) (ii) (iii)

Vphip Vphim Lid @ Vphim (not shown)

Figure 2.16: Individual manipulation of a 50µm polystyrene bead in water,
3.3Vpp@800kHz phases

(a)

(b)

(c)

Figure 2.17: Manipulation and detection of 50µm polystyrene beads: actuation
pattern (a), microscope image (b), embedded optical sensors image
(c).
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(c)

(e) (f)

(a) (b)

(d)

Figure 2.18: Mating (a-d) and separation (d-f) of K562 tumor cells in 280mM man-
nitol in water, 3.3Vpp@500kHz phases. For the sake of simplicity cage
electrodes are enclosed by dashed lines.

Figure 2.19: Manipulation of clusters of Saccharomyces cerevisiae: 280mM Manni-
tol buffer, 3.3Vpp@1MHz phases.
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Figure 2.20: Sensor images of 50µm polystyrene beads in a 280mM mannitol so-
lution are compared with optical microscope images.
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Figure 2.21: Sensor and microscope images of 10 µm polystyrene beads, Yarrowia
lipolytica yeasts and human erythro-leukemia K562 cells in a 280mM
mannitol solution Particles brighter than the background have
εparticle > εmedium while darker particles have εparticle < εmedium.

leukaemia K562 cells is shown in Fig. 2.21. The worst case measured

output voltage variation associated to particle presence is 145mV, corre-

sponding to a SNR of 39dB and to a 0.42fF input capacitance variation.

The overall circuit noise measured on the output voltage (Voutdiff ) is be-

low the 1.6mV resolution of the external 12-bit ADC, which is equivalent
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to 15 electrons on the input of the charge amplifier. The feedback (Cf ) and

auxiliary capacitance (Caux) are poly capacitors. Vlid is supplied externally

and can range between +/- 9V. No further processing nor micromachining

have been used.

Chip performance and specifications are summarized in Table 2.1.

Table 2.1: Chip specifications

Technology CMOS 0.35µm 2P 3M
Die size 8×8 mm2

Array size 320×320
Site pitch 20µm×20µm
Electrode gap 1.2µm
Photodiode area 2µm×17µm
Microchamber height 85µm
Microchamber volume <3.5µl
Max no. of DEP cages 25600
Max no. of independent cages 12800
Power supply 3.3V
Actuation voltages 3.3V@100kHz-10MHz
Clock frequency 20MHz

2.7 Summary

The device described in this thesis holds the promise to be an enabling

technology for the development of a range of innovative protocols in cell-

biology, infeasible with existing analytical techniques, including:

1. Capacity of performing in parallel a large number of experiments on

individual cells.

2. Possibility to detect and isolate rare-cells from a very small sample.

3. Possibility to selectively deliver controlled amounts of compounds

to target cells
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4. Possibility to investigate in real-time the dynamics of cell response

to chemicals and to cell-cell interactions.

Some experimental results on the basic capabilities of individual ma-

nipulation and detection of particles have been presented. A more quanti-

tative amount of data related to the experimental activity will be presented

in chapter 4. The programmability of the system, afforded by the use of

a microelectronic substrate, makes this device a flexible platform to cre-

ate different analytical protocols just by changing software and reagents,

while sharing the same hardware. In order to accomplish this, a flexible

control system is needed, together with an expandable and programmable

software layer. Designing such complex hardware-software system and all

the related issues and constraints will be described in the following chap-

ter.
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Chapter 3

A Programmable Architecture for

Lab-on-a-chip Control

As discussed in previous chapters, a new emerging field of application

in electronics is the development of lab-on-a-chip (LOAC) devices, in or-

der to implement programmable and automated instruments for biologi-

cal and pharmaceutical analysis [68]. The important driving forces behind

this revolution are the continuous advances in silicon technology. Geom-

etry scaling makes it possible to design complex circuits the size of a cell,

and thus capable of individual interactions with micro-particles. More-

over, the presence of a silicon substrate allows the functional integration

of sensors, signal conditioning and processing circuits and the develop-

ment of fully-electronic integrated LOACs.

Such kind of functional integration brings up many issues related to

the design of control systems for these devices, which should handle the

complex circuitry of the LOAC while permitting data transfers and pro-

cessing. Programmable logic devices represent suitable platforms to im-

plement control features in a flexible, scalable way.

In this chapter, the development of a flexible, expandable and pro-

grammable real-time control system for LOAC prototyping will be de-

scribed. In the following sections the architectural choices regarding its

design and details of the implementation on a programmable logic device

will be presented. The lab-on-a-chip described in previous chapters will
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Figure 3.1: A block diagram of system architecture.

be taken into account as a case study, and some experimental results will

be shown.

3.1 System specifications

Our system (Fig. 3.1) controls the silicon LOAC consisting of an array

of more than 100,000 embedded sensors and actuators, based on dielec-

trophoresis (DEP) and able to detect and individually manipulate more

than 10,000 particles, as described in chapter 2 and in [51]. The LOAC is

a CMOS chip mounting on its top a microfabricated glass lid, forming a

micro-chamber delimited on the other side by the chip surface. (Fig. 3.2).

Cells and microorganisms in a suspending medium can be injected in the

device through a microcapillary. By individually programming the volt-

ages applied on a bidimensional array of electrodes, cells can be dragged

along the chip surface with DEP forces. Embedded sensors may detect

presence, position and even distinguish between different species of par-

ticles over the surface, relying also on their response to DEP forces.

We aim to design a generic hardware-software platform for real-time

control and testing of LOACs in order to support tasks such as single cell

sorting and detection, with possible applications in the screening of com-

pounds and in cell-to-cell interaction studies.
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The LOAC architecture is based on a bidimensional 320×320 array of

micro-sites. Individual addressing and control of every single site is a key

feature of the device and has to be supported. At this purpose, as each

micro-site embeds both sensing and actuation circuitry, an appropriate set

of analog and digital signals has to be provided in addition to address-

ing. Particle manipulation by means of DEP happens by writing the static

RAM cell present in each micro-site, to switch the voltage applied to the

corresponding electrode between two counter-phase sinusoidal waves.

Different kinds of sensors can be integrated in the LOAC and differ-

ent sensing techniques are feasible. Our system must efficiently deal with

them and with future implementations of the device.

Optical sensors such as CMOS photodiodes can be used to detect the

“shadow” of particles lying on the chip surface or the emitted light e.g. by

fluorescence or chemoluminescence [51]. In order to achieve the required

degree of precision and noise reduction (e.g. due to jitter) very accurate

and uniform timings are required while integrating optically generated

charge. Impedance sensing is another suitable technique for particle de-

tection [52]. Cells located on a micro-site will affect the value of the cou-

pling capacitance between underneath electrodes and the lid. By applying

a voltage pulse on the lid a charge amplifier will return a measurement

of such capacitive coupling by detecting the integrated charge. Precise

timings of such voltage pulses are required for physical reasons related to

the LOAC. Impedance sensing may be also carried out with AC measure-

ments. When sinusoidal signals are applied to the LOAC the integrated

inlet capillary silicon chip with plastic lid

Figure 3.2: The lab-on-a-chip
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amplifier will output a sine wave whose amplitude and phase are a func-

tion of the particle’s impedance.

Data processing and continuous data acquisitions are general features

which may also be required to extract significant parameters while these

and other particular sensing schemes are in progress.

Timing constraints can be extracted from application specific require-

ments. Sensor arrays of up to 1024×1024 (=1M) elements should be sup-

ported. As particle motion time constants are in the order of seconds, a

frame rate of about 1 frame/sec is sufficient to represent the evolution of

the LOAC status. Hence addressing, readout and storage from any single

sensing element must be carried out in no more than 1µs. All the signals

used to control the involved units (e.g. addressing, sensors and memory

control) are required to switch in a given sequence and it may be assumed

that about 10 sequential commutations of the control signals can drive the

involved units. Therefore, the required timing resolution for digital con-

trol signals is about 100ns. Furthermore, being the maximum frequency of

the AC signals used to deploy DEP forces in the order of 1MHz, the sam-

pling of these signals is constrained according to Shannon’s theorem. At

least every 500ns an ADC should be driven and the output data stored in

system memory. A 20MHz RISC microprocessor may execute about 10 in-

structions between two subsequent samples, which is enough to perform

the required tasks.

In conclusion, the necessary timing resolution for digital control signals

has to be equal to or less than 100ns.

3.2 Design approach

Given the above system specifications, the presence of a microproces-

sor core allows general purpose data processing, storage and transfers

with a good degree of flexibility.

The choice of a RISC microcontroller results in a simpler hardware

structure and allows for user-friendly software development environ-

ments based on the C language. The data-width of the microcontroller
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Figure 3.3: A block diagram of the digital part of the developed control system.

and memory hierarchy structure are important parameters affecting sys-

tem architecture performance. The memory hierarchy of the whole sys-

tem should be carefully tailored to system specifications. A cache for ex-

ecutable code, although increasing the overall performance, will not meet

our timing requirements because of the impredictability in the occurrance

of cache misses. A very precise timing resolution is mandatory when sen-

sors collect data from the microchamber. So on-chip memories become

suitable candidates to store and efficiently access code. Nevertheless, be-

ing on-chip memories a limited resource, the system may deal with larger

programs with code overlaying techniques.

Given the above real-time specifications, a standard microcontroller

with an operating frequency compatible with the printed circuit board

(PCB) design may not be able to generate the control signals at the re-

quired data rate. Each typical digital control waveform may be composed

of up to hundreds of independent samples. The values of the samples that

should feed the LOAC can neither be read fast enough from a memory nor

computed by the ALU before being output.

An FPGA-based architecture was chosen for our intent instead. The

main reason of this choice is that commercial FPGAs may embed applica-

tion specific logic, the microprocessor core and the digital components of

the system in a single chip.

The implementation of our control system as a system-on-a-programma-

ble-chip (SOPC) offers consistent advantages in terms of
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• synchronization

• reconfigurability

• reprogrammability

Synchronization is a critical factor for our LOAC control system. The

strict timing requirements suggest a synchronous design, composed of

different specific units, the microprocessor core and high-speed on-chip

memories. In a multiple device context the problems related to clock dis-

tribution would be significant. Having all the design units collapsed in

a single FPGA rather than in a collection of discrete components greatly

simplifies the PCB design, decreases the board area and results in higher

speeds in elaboration and communication. It also enables a completely

asynchronous board design, sparing the concern for issues related to clock

distribution over the PCB.

Reconfigurability is as a matter of fact the real key feature of our sys-

tem. Hardware reconfigurability can easily make the system compliant

with new needs in terms of device control and permits designers to keep

all the control logic out of the silicon LOAC. Furthermore, different I/O

interfaces (e.g. USB and IEEE1284) can also be implemented at the only

cost of a hardware reconfiguration. The system is thus extremely flexible.

Reprogrammability extends the reconfigurability paradigm at a soft-

ware level. The use of a microprocessor core rather than a specific hard-

ware unit makes it possible to develop new control techniques just with

different algorithms and to accomplish under software control all the tasks

which are not subject to real-time specifications.

3.3 System architecture description

A block diagram of the digital part of the developed system is shown

in Fig. 3.3. The core of the system is XiRisc, a parametric and config-

urable processor based on an extendibile instruction set RISC architecture

[70]. Separate address spaces are provided for instructions and data. Small

amounts of memory have been allocated in the FPGA (as RAM and ROM)
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to store and access data and code with zero wait states. A bidirectional

parallel port interface compliant with the PS/2 standard was included to

communicate with an attached PC when the system is not in time-critical

phases of execution.

During system initialization the microprocessor runs a Basic I/O Sys-

tem (BIOS) program stored in the startup ROM. Its tasks are to perform

the necessary hardware initializations, to provide some low-level commu-

nication routines and to download a user program from the parallel port

interface into the code RAM. Since code address space is read-only, a dual

port memory facing both instruction and data bus was used at this pur-

pose. When the bootstrap sequence is complete the microprocessor begins

the execution of the user program.

An FPGA-based solution was chosen in the early stages of the design

and the whole system was described using a synthesizable VHDL model,

without targetting the design to any specific technology. A parametric and

general approach was mantained, so that by simply changing constant

definitions in the HDL code the whole system can be configured in terms

of data width, address space and properties of specific units.

Special care was used when partitioning system complexity between

hardware and software. When the microprocessor performance proved

to be insufficient application-specific hardware units were designed, such

as a Programmable Waveform Generator (PWG) and a Bridge connecting

our SOPC to the external peripherals. However external devices such as

an array of fast static RAMs, a digital frequency synthesizer, DACs and

ADCs have been required. DACs and ADCs interface the digital core of

the system with the analog parts, handle data from sensors and bias exter-

nal circuitry.

As a precisely timed communication with a PC through the I/O inter-

face proved to be impossible due to the non-real-time nature of common

PC operating systems, on-board external static RAMs are used to tem-

porarily store the sensors outputs when acquiring data because of the lim-

ited size of on-chip FPGA memories.
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3.3.1 The XiRisc microprocessor

XiRisc is a 32-bit Risc microcontroller available as an open-source HDL

library, based on the five stages pipeline typical of the DLX processor.

XiRisc is a Harvard architecture, featuring separate concurrent access to

data and code (Fig. 3.4). Its more relevant feature is to provide full compile-

time configurability, in terms of data width, address space and instruction

set. The HDL model is composed of a basic framework where the user can

select widths and choose among a set of application specific functional

units and peripherals in order to obtain the ideal trade off between com-

putational power, timing and area specifications.

With this library we were able to tailor the microprocessor core to ex-

actly fit our needs. The first choice involved data and address width. ADC

outputs data width may range from 12 to 16 bits in order to get the re-

quired degree of precision during sensors read-out. Data bus width was

then reduced to 16 bits to transfer in a single cycle the sensors outputs. Ad-

dress width was set to 24 bits, mainly due to the need to locally store data

from the sensors array. This is accomplished with at least 2MB of RAM as

sensors arrays can be made of up to 1M sites. Besides this, other amounts

of RAM are needed to store the DEP forces programming patterns for cell
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Figure 3.4: XiRisc processor block diagram
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manipulation, and other external components have to be mapped in our

address space. The choice of 24 bits for address width was then consid-

ered optimal. Furthermore, we decided not to include in XiRisc processor

configuration multipliers and hardware iterators, as they would not bring

significant advantages, while occupying a relevant portion of FPGA re-

sources. For the same reason the maximum shift amount was reduced

to 16. Nevertheless, all the missing features are implemented with soft-

ware emulations provided with extensions to the software compilation

toolchain.

3.3.2 The Programmable Waveform Generator

The Programmable Waveform Generator (PWG) is a hardware unit

which can output 16 independent digital signals during each clock cycle.

Its main components are a Sample Memory, where up to 256 digital sam-

ples of each signal can be stored, and a Control Unit. The Control Unit

may slow down the output data rate and define the number of samples

composing the output waveforms. The PWG interacts with the XiRisc

system
clock

PWG[2]

PWG[1]

PWG[0]

OE#

WE#

PWG START

Figure 3.5: Acquired digital waveforms. Bus activity (OE#, WE#) shows that the
processor is continuing program execution while the PWG is driving
some control signals (PWG[0..2]).
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processor mainly with the START and BUSY signals. The START signal

begins the output of the digital waves. While the PWG is performing its

task the microprocessor is able to carry out other jobs (Fig. 3.5) and may

poll the BUSY signal to detect if the PWG output cycle is complete.

3.3.3 The Bridge

A Bridge was designed to interface the internal system bus to an exter-

nal bus with asynchronous and significantly slower peripherals. Its main

components are the Freeze Unit and the Hazard Unit. The Freeze Unit

handles the necessary wait states for each external slower device. The

Hazard Unit was designed to prevent possible conflicts during external

bus access. The internal bus features two synchronous separate channels

for input and output data. As the external bus has only one asynchronous

bidirectional channel, if the microprocessor issues subsequent load and

store instructions an electric conflict may occur, since external peripherals

will drive data lines one bus cycle after the read request, while a follow-

ing write instruction present in the pipeline may be trying to do the same.

The Hazard Unit prevents such situations by freezing the microprocessor

and serializing the involved bus cycles. In this control architecture, code

memory is mapped onto dedicated banks internally to FPGA, and also on

external memory, in banks shared with data memory. Internal memory

(8kB) will be used for critical code, while the shared portion will be used

for code which has no real-time constraint (e.g. controlling an LCD display

for debugging).

3.3.4 Software

Many tasks of our system are completely software driven, such as in-

dividual programming of each micro-site of the LOAC for cell manipula-

tion. Specific registers connected to the LOAC and to PCB components

were mapped in the I/O space at this purpose. Micro-sites in the LOAC

can be accessed for both actuation and sensing in a random access mode.

This is done by first storing the value of the selected row or column in
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specific output registers of the SOPC and by subsequently driving the cor-

responding control signals. The whole LOAC array can be programmed

before particles have significantly changed their position, due to the rel-

atively longer time constants involved in their motion. Communication

with a PC is another task controlled by software, when no other critical

tasks are in progress and the CPU can waste cycles polling the I/O inter-

face.

Software development, simulation and profiling for the XiRisc instruc-

tion set are supported by a specific release of the open-source GNU Com-

piler Collection (GCC) toolchain [69]. Anyway, the compiler toolchain had

to be extended in order to suit the specific configuration of our processor.

Besides this low-level software layer, a full set of tools and utilities was

designed at PC level to allow the user to interact with the systems.

Figure 3.6: Software architecture block diagram

This suite of tools was named BioTools, and is based on open-source

software. BioTools mainly implement an API (Application Programming

Interface) which is made available to users through a Tcl/Tk environment.

Complex protocols are built up by using Tcl language, while other func-

tionalities ranging from low-level control of the device to established pro-

tocols are accessed through the command line or a graphical interface.
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3.4 System implementation

Figure 3.7: The prototype board.

The presented system has been implemented on an Altera EPF10K200S

device belonging to the Flex 10KE family. The operating frequency is

20MHz, fully compliant with the required timing resolution of 100ns or

less in digital signal switching. No further speed optimizations were pur-

sued being the constraints widely satisfied.

The SOPC VHDL description has been synthesized on the selected tar-

get device, taking advantage of peculiar architectural features of the FPGA

such as embedded memory blocks, optimized carry chains and low-skew

internal lines. Resource utilization statistics are shown in Table 3.1. Free

device resources can be used for future system expansions just by means

of hardware reconfiguration.

The high percentage of used memory blocks (Embedded Array Blocks

(EABs) according to Altera Flex 10KE notation, whose size is 4096 bits)

is mainly due to the need to have the largest possible internal instruction
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memory. The EABs were used to store instructions (8Kb), data (2Kb), and

the PWG samples (512 bytes). Code memory is also mapped on a 32kB

external bank, shared with data.

An implementation of the register file on EABs requiring only 52 logic

cells (LCs) and 4 EABs instead of the actual 2517 LCs and 744 flip-flops

(FFs) was also evaluated, but the great availability of LCs and the need

of the largest possible instruction memory suggested to keep the actual

hardware configuration.

A prototype PCB mounting the Altera device, all the mentioned exter-

nal peripherals and the needed circuitry has been created to test the experi-

mental LOAC (Fig. 3.7). A flash configuration device (Altera EPC16QC100)

was included in the board to automatically download the configuration

bitstream into the FPGA at power-up. After the tests the system imple-

mentation resulted fully functional and compliant with the required spec-

ifications.

Succesful experiments of manipulation and detection of human eryth-

roleukaemia K562 cells and polystyrene micro-beads have been carried

out with the LOAC, as shown in Fig. 3.8. Biologists have been trained to

use the developed SOPC-based system in order to perform micro-manip-

ulation protocols with the described LOAC.

Table 3.1: Resource usage summary for the FPGA implementation

Unit LCs FFs
XiRisc Processor 4030 976
PWG* 132 80
Parallel Port 70 33
Bridge 235 90
Total SOPC Resources 4904 1298
*uses also 1 EAB resource

Used pins: 150/182 (82%)
Used EABs: 94208/98304 (95%)
Altera EPF10K200S Logic Elements: 9984
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(b)(a) (c) (d) (e)

Figure 3.8: Manipulation of human erythroleukaemia cells (K562) and
polystyrene beads by means of DEP. The positions of the trapped par-
ticles shown in microscope images (a), (c) and in the image acquired
with embedded optical sensors (e) match the applied programming
patterns (b), (d) consisting of DEP cages with extensions over 1×1
and 2×2 electrodes of the LOAC.

3.5 Summary

The design and the implementation of a SOPC to control an innovative

LOAC for cell manipulation and detection have been illustrated. Empha-

sis has been put on system-level requirements and constraints in design

imposed by the LOAC itself and the main architectural choices have been

explained with greater detail. The implementation of such a system al-

lowed to design an application independent LOAC, earning much in sys-

tem flexibility and future expandability and allowing an easier design of

the CMOS LOAC. The presented SOPC has been succesfully implemented

in a FPGA device, and tests have been peformed with a prototype PCB and

the LOAC. The working prototype allowed us to validate the technology

of such innovative CMOS LOACs and to demonstrate the feasibility of

flexible and expandable microprocessor-based digital control systems for

this kind of devices.
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Chapter 4

Experimental Results

In this chapter, the main results of the experimental activity performed

on the prototypal CMOS devices will be described and discussed, in view

of the realization of significant protocols for cell analysis, manipulation

and recovery. This chapter will mainly focus on these main topics:

• cell manipulation and recovery

• optical detection of cells and bioparticles

• capacitive detection of bioparticles.

Concerning manipulation of cells, the more significant experiments

will be described. The main topics will be the separation of different cell

populations, manipulation and recovery of few selected cells, feasibility

study of experiments of cellular interactions. These kinds of experiments

were held jointly and with the support and activity of the partners of

University of Bologna within the MeDICS project, CEA-DSV, CEA-LETI,

INSERM (Grenoble, France) and Silicon Biosystems (Bologna, Italy).

In the area of optical sensors, results obtained in cellular imaging will

be presented, together with the characterization of the spectral response

of the detectors, in view of applications using fluorescent markers.

The discussion on capacitive detection of bioparticles will first describe

a more accurate circuital model due to presence of liquid solutions over

the chip surface. Measurements validating the proposed equivalent circuit
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inlet capillary silicon chip with plastic lid

Figure 4.1: Microfabricated implementation of the microchamber containing
samples on the CMOS device

model will be analyzed. Then results obtained in detection of living cells

or other particles at microscopic scale will complete our analysis.

For both kinds of sensors the theoretical sensing limits will be analyzed

and compared with experimental data from the prototypes.

A synthesis of all the results of the MeDICS project, from electronic

and system design, packaging issues to biological validation, and scientific

publications is included in the publicly available final report [1], addressed

to the European Community.

4.1 Experimental setup

Two types of prototypes were developed. The first type of prototype

was called MEDA (Fig. 4.1). The MEDA prototype is a completely pack-

aged chip with a structured lid (ITO or SU8 on glass), glass capillary con-

nections and a conductive glue electrical connection between PCB and the

lid [71] [72].

The second type of chip was named Bricolage (BRIC), because of the

relatively homemade packaging which can be mounted and unmounted

(Fig. 4.2).
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Besides, some prototypes were realized by processing the silicon dies

with plasma etching tecnhiques. The job was performed by our partners

at LETI (Grenoble, France). The purpose of this kind of post-processing

was to decrease the thickness of the silicon nitride passivation layer of the

CMOS process. The passivation layer acts as a serie capacitance, which

may significantly reduce the electric field in the sample, thus affecting ef-

fectiveness of DEP actuation. Two kinds of device were fabricated: the

MEDTs, consisting in a device with a thinner passivation layer and the

MEDUs, where the silicon nitride was completely etched away and the

higher metal layer is directly in contact with the samples.

The packaging units comprise a double sided tape punctured with a

hole to delimit the chamber, an ITO covered polycarbonate (or glass) pla-

nar lid with inlet holes and a copper braid to ensure electrical connection

between PCB and lid. The mounting is made just before use and elements

are changed if necessary during the course of the experiments. The second

packaging technique proved to be more effective and was preferred dur-

ing most of the experiments. A more detailed view of the complete device

is shown in Fig. 4.2.

The size of the hole was determined by a standard paper perforator

and resulted in a heavy loss of exploitable electrode surface. A prefabri-

cated double sided tape cut by laser to our specifications was also used, by

prepositioning it onto the glass lids. We simply had to manually position

this assembly over the silicon surface.

4.2 Biological validation of the device

4.2.1 Description of the particles

The prototypal devices were tested with different types of particles,

ranging from polystyrene micro-beads to living cells like for examples red

blood cells. The experiments aimed to characterize the reliability of ma-

nipulation of different cells or particles, in different electric field config-

urations. The electric field can be mainly programmed in terms of am-
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Figure 4.2: The microchamber containing the samples to be inspected is built with
a pierced piece of double-adhesive tape acting as a gasket, and a con-
ductive glass lid. Samples are injected through holes in the glass. The
contact on the lid is made by depositing a small amount of conductive
grease.

plitude and frequency. Micro-particles vary in terms of composition (e.g.

polystyrene or organic). In relation to dielectrophoresis, each particle is

characterized by a different volume, ε and σ. In addition, in the suspend-

ing medium ε and σ are far from being costant, because cell populations

alter these values by releasing ions or their cellular contents in case of cell

death. These issues make immediately understand how a characterization

of the behaviour of particles can improve the design of specific analysis

protocols.

Within the experiments two categories of bioparticles have mainly been

used, and are described below.

Micro-beads. We worked with beads of various diameters. We mainly

used 3µm diameter beads, while 15µm diameter fluorescent beads

were used in separation experiments (e.g. sorting of fluorescent ver-

sus non fluorescent particles). Particles of 50µm diameter were also

used.

Living cells. Most experiments were carried out with non adherent hu-
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man cell lines such as T lymphocytes (Jurkat cell line) and K562

erythroleukaemia cells. For both types, we had tested their survival

and proliferation rates in mannitol, and other buffers. Many experi-

ments were also carried out with freshly collected blood on red blood

cells (RBCs).

4.2.2 Manipulation of blood cells

Manipulation of blood cells is an application of interest in cell biology,

which could benefit from lab-on-a-chip technology. For example separa-

tion of different cell populations is a useful task to perform for specific

biological analyses that could be performed with nDEP in lab-on-a-chip

devices [75, 82].

In this case, peripheral blood mononuclear cells (PBMCs) isolated from

fresh blood were chosen as a clinically relevant model to validate the final

MeDICS prototype as they consist of a mixture of lymphoid cells (Lym-

phocytes B and T, Monocytes, Macrophages, Dendritic Cells) that can be

differentiated by their cell surface markers.

The following protocol was used:

• Cells were carefully washed and suspended in the buffer

• The MeDICS hardware was connected and before cell injection a pat-

tern of DEP cages was applied to the chip.

• Lid voltage gain and frequency of the AC fields were set (these are

the main variables in determining optimal levitation conditions).

• Cells were loaded into the chamber using a micropipette, through

the holes in the lid.

• Individual cells were then isolated and moved.

All cell types (cell lines and primary cells) could be organized and ma-

nipulated, as shown in Fig. 4.3. Results were reproducible and experimen-

tal success was high.
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(d)(a) (b) (c)

(e) (f)

Figure 4.3: Organization and manipulation of different type of human cells. In
(a) K562 cells are trapped in single electrode DEP cages, in (b) RBCs
are aligned in a row pattern. Images in (c) and (d) show respectively
individually trapped 221-G and RAJI cells. In (e) and (f) the patterns
used to trap the cells above are indicated.
[cell images courtesy of M.Abonnenc, Silicon Biosystems]

At a frequency of 800kHz with a lid voltage gain equal to 0, cells may

be reproducibly organized into the chosen grid pattern and individually

moved but simulations and experiments confirmed that they are in posi-

tive DEP.

In positive DEP, cells are attracted towards regions with a higher elec-

tric field gradient. Thus, forces are stronger and push cells towards the

surface, resulting in stressing conditions. Although positive DEP is not

the optimum way to manipulate living cells, cell viability was evaluated

under these harsher conditions.

Other experiments were performed with depassivated devices. The

depassivated devices allow for negative dielectrophoresis at low field fre-

quencies (' 50 kHz), provided that the buffer has sufficient conductivity

(' 800µS/cm). A buffer with Mannitol 280mM + 6.25mM of KCl, at a fre-

quency of 50KHz, allowed to obtain a nDEP organization with different

lines of cells (K562, RBCs, WBCs), as shown in Fig. 4.3.
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4.2.3 Effect of DEP on cell viability and proliferation

Different viability experiments were carried out by our partners at

CEA-DSV (Grenoble, France) on K562 and PBMC cells, with field fre-

quency of 800kHz and lid gain equal to 0. Viability was evaluated using

the standard trypan blue assay, provided that a significant amount of cells

could be recovered from the chip. In all cases, viability of the recovered

cells was > 80% after 35 minutes of manipulation in harsh conditions.

With good viability, proliferation assays were also performed on K562

and Jurkat cells. After DEP manipulation on the chip, the recovered cells

were put in a culture medium in a microplate well. Proliferation of these

cells was compared to that of cells which had remained in mannitol for the

same time without being submitted to DEP fields.

Proliferation and viability were also evaluated with different buffers.

For each buffer, the following quantities were evaluated:

1. Cells injected inside an unconnected chip (MEDU) for a given time,

in order to evaluate the intrinsic toxicity of the chip

2. Cells injected inside a connected chip (MEDU): cells were trapped in

nDEP and kept in continuous motion for the same time, in order to

evaluate the effects of nDEP manipulation on cell survival.

After the experiment, the sample was taken out of the chip and put in

culture.

Results showed that there is no evident toxicity of the chip components

and nDEP does not damage the cells. The cells could proliferate after the

experiment, although the proliferation rate was slighty slower than that of

cells left alone (A.Fuchs et al., 2005, submitted).

4.2.4 Characterization of motion

DEP actuation mainly depends on the electric field parameters, besides

the physical properties of particles and suspending medium. Experiments

were run in order to characterize the response of different cell types in
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Figure 4.4: Time required for cells to move to an adjacent electrode. Data refer to
individual K562 cells and a diluted suspension of RBCs.
[Data courtesy of Silicon Biosystems]

(c)(b)(a)

Figure 4.5: Technology for sorting and recovering specific cells. In (a) the double
chamber design is shown. In (b) and (c) screenshots of the routing
software are shown, respectively definition of the obstacles and defi-
nition of the route for particles.

different polarization conditions. With such characterization optimal con-

ditions can be applied to specific cell types in order to improve reliability

of protocols.

In this analysis, frequency and amplitude of the AC electric fields is

fixed. The lid voltage gain is the parameter to analyze, in view of its effect

on motion of particles. The experiments were performed with RBCs and

K562 cells. The main results are shown in Fig. 4.4. RBCs are suspended
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in Mannitol 280mM + EDTA 200µM. The dilution factor with respect to an

initial volume of 10µl is 1/100. K562 are manipulated in Mannitol 280mM

+ KCl 6,25mM. If the lid voltage gain is excessively increased, cage height

gets reduced, and K562 cells risk to get in touch with the surface and to

move slower, although DEP force is stronger.

4.2.5 Routing of particles

A software algorithm for routing was developed in order to perform

sorting of specific indvidual cells [89]. With a microfabricated design of

a microchamber divided into two regions separated by a small channel,

selected cells can be routed through the device in order to be recovered

(Fig. 4.5). The algorithm computes the optimal path for each particle and

schedules displacement steps in order to avoid collisions. Fig. 4.6 shows

the router in action. Duration of the displacement of particles mainly de-

pends on the distance between source and destination locations.

Figure 4.6: Selection and routing of few selected individual cells. Cells are routed
to their final destination, composing the smallest Valentine ever.

85



Chapter 4. Experimental Results

4.3 Optical sensing

4.3.1 Optical detection of bioparticles

In this section the main results obtained in detection of microbeads

or blood cells will be presented. The following images demonstrate the

proof of concept of ideally software-automated analysis protocols: optical

sensors can detect presence of particles and keep track of their positions

(Figures 4.7, 4.8, 4.9, 4.10). In these experiments, particles at different con-

centrations were injected in the devices, manipulated by means of DEP

forces, and images were acquired with the embedded photodetectors. Par-

ticles were either displaced or concentrated.

4.3.2 Spectral response of the photodiodes

The aim of the experiments was to characterize the photodiodes re-

sponse when stimulated by light at specific wavelengths, spanning from

infra-red up to ultra-violet. Characterizing the spectral response of the

optical sensors may be useful for use with specific fluorescent markers.

Each marker emits fluorescent light when it is stimulated by impinging

radiation. Stimulation and emission wavelength are specifical physical

properties of each marker. Fluorescent markers can be bound to specific

molecules, like for example antibodies. By exploiting the properties of

the antigene-antibody binding, fluorescent markers can be applied to spe-

cific types of cells in order to distinguish among different populations. A

favourable condition for detecting specific cell lines would be that of an

attached fluorescent marker emitting light at best sensitivity wavelengths,

upon stimulation at no-sensitivity wavelengths.

A spectrophotometer was used to characterize optical sensors. It can

emit light at a specific given wavelength with an internal monochromator.

The device with optical sensors was placed in front of the beam light. The

setup of the whole thing is shown in Fig. 4.11

Acquisitions were performed in the 325nm-800nm range. Sensing pa-

rameters such as integration time, gain and offset in the readout stage have
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(c)

(a)

(b)

Figure 4.7: Comparison of optical microscope (on the right side) and embedded
optical sensors (on the left) images of 3µm red beads suspended in
Mannitol 280mM and organized in regular patterns at 500KHz, gain
2. Beads are displaced and detected at each step.
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(a
)

(e
)

(d
)

(f
)

(c
)

(b
)

Figure 4.8: Comparison of optical microscope (right) and optical sensors images
(left) of red blood cells in Mannitol 280mM + 200µM EDTA at the con-
centration of 10.106 cells/ml. Frequency 50kHz, gain2, MEDU device.
Cells are trapped in regular patterns and manipulated. Photodetec-
tors keep track of the positions of displaced cells.
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(a)

(b)

Figure 4.9: Comparison of optical microscope (center image in (a) and right im-
age in (b)) and embedded optical sensors images of red blood cells
suspended in Mannitol 280mM + 200µM EDTA at low concentrations.
Frequency 50kHz, gain 2, MEDU device.

(a) (b) (c)

Figure 4.10: Comparison of optical microscope (in (b)) and embedded optical sen-
sors (in (a) and (c)) of K562 cells suspended in Mannitol 280mM +
6,25mM KCl in a MEDU device at a frequency of 50kHz, gain 2.

89



Chapter 4. Experimental Results
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Figure 4.11: Schematic representation of the setup of the experiment.

been chosen so that the brightest pixel did not saturate any stage. The

spectral response is shown in Fig. 4.12.
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Figure 4.12: Measured spectral response of the photodiodes (range 325-800nm).

4.4 Capacitive Sensing

The capacitive sensing circuits allow for a fully-electronic detection of

bioparticles with no need for any external, bulky or expensive equipment.

The requirements are the same of DEP actuation, basically a conductive

lid, which builds up a microchamber for the samples. The seals at the
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borders of the chamber are realized with tape, glue or dry resist [73, 80, 74].

The main circuits for capacitive sensing have already been shown in Fig.

2.7.

4.4.1 Equivalent circuit model for capacitive sensing

Capacitive sensing allows to detect the presence of a particle over an

electrode by measuring the variation of the capacitive coupling betweeen

the lid and the electrode itself.

The sensed capacitance, in an ideal world, would be composed of two

series capacitances: the capacitance of the sample CL (i.e. capacitance of

the buffer, locally perturbated by presence of particles) and the capacitance

of the passivation layer of the CMOS process CP (i.e. silicon nitride Si3N4).

The ideal situation is depicted in Fig. 4.13(a).

In a real world, as the suspending medium usually has a finite conduc-

tivity for physiological reasons, a more realistic model should take into

Vlid

CP

LC

RESCOL

Vbn

Cr
Voarr

metal3 electrode

conductive glass lid

(a) Ideal model, RL → +∞

metal3 electrode

RESCOL

Vbn

Cr
Voarr

CP

CLRL

Vlid

conductive glass lid

(b) Proposed model, RL 6= 0

Figure 4.13: Comparison of two models for the sensed impedance.

91



Chapter 4. Experimental Results

account this contribution. Moreover, charge accumulation phenomena oc-

cur at the interface (e.g. formation of a double-layer of charge due to the

presence of an electric field) [76, 77, 78] and should be considered as well,

in order to understand capacitive sensing.

Passivation

L
CL

CP

Glass Lid

Electrode

Liquid

Vsurface

I

Vlid

V

layer

R

Figure 4.14: Model of the microchamber adopted for capacitive sensing.

The equivalent circuit we propose in order to take into account these

relevant phenomena is shown Fig. 4.13(b). CP represents the capacity of

the passivation layer of the CMOS process and takes also into account any

charge accumulation occurring at the interface (e.g. double-layer capac-

itance), CL is the capacitance of the liquid injected in the microchamber,

while RL is its resistance.

In order to calculate the time costants of the circuits an analysis in

Laplace domain is quite useful. Let us apply a sinusoidal voltage V to

the circuit, and let us suppose the metal electrode virtually connected to

ground. The applied stimulus is V (t) = Vlid(t). This hypothesis is quite

realistic, because the electrode is connected to the inverting input of the

operational amplifier of the circuit, while the non-inverting input is tied to

the constant voltage Vbn.
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If we switch to Laplace domain, we obtain:

I(s) =
Vlid(s)

Z(s)
=

sCP (1 + sRLCL)

1 + sRL(CP + CL)
Vlid(s)

The transfer function is thus:

I(s)

Vlid(s)
=

1

Z(s)
=

sCP (1 + sRLCL)

1 + sRL(CP + CL)
(4.1)

This function has a pole in:

ωp =
1

RL (CL + CP )
,

a zero in the origin, and a zero in

ωz = RL CL.

The time constant of the circuit is thus:

τp = RL(CP + CL) (4.2)

In the above equation it usually holds true that CP À CL. RL is the

resistance of the liquid between lid and electrode.

RL is related to the conductivity of the medium σL mainly by two ge-

ometrical parameters: W , the width of the pixel, and h, the height of the

microchamber, if we consider a parallelepiped model of the resistor:

RL =
1

σL

h

W 2

Actually, the real course of the current in the liquid doesn’t follow the

parallelepided model, but has a qualitative trend like the one shown in

Fig. 4.15. Despite its simplicity, this model will provide good match with

measured data.

Let us now suppose that a negative voltage step of amplitude Vlid is

applied to the lid at time t = t0. As shown in Fig. 4.16, we suppose that
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J

Glass lid

Electrode

W

h

Passivation
Layer

Liquid

Figure 4.15: Qualitative trend for electric field between the lid and an energized
electrode.

we have already deactivated RESET and sampled the reset value (which

is affected by charge injection from the reset switch)

VoCell

t

SIG1

SIG2

RESET

Vlid

tsample

tfalllid

Ion−Current effect

Capacitive coupling effect

Reset charge injection effect

Figure 4.16: Control waveforms used to evaluate ionic current.

When t = t0
+, we have, for the voltage at the interface VS the following

expression:

Vs = Vlid
CL

CL + CP
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while the voltage on CL is given by:

VCL
(t) = Vlid

CL

CL + CP

e
− t

τP τP = RL (CL + CP )

If we compute the derivative of that signal we obtain:

dVCL

dt
= − Vlid CP

RL(CL + CP )2

The current flowing through the microchamber at t = t0 can now be

evaluated:

I0+ = IR + ICL
=

Vlid CP

RLCL + CP

+ CL
dVCL

dt
=

Vlid

RL

(
CP

CL + CP

)2

Once the voltage step has been applied to the lid, the output of the

charge amplifier Voarr will be sampled after a time interval tsample.

At the end of the transient, when VS = Vlid, the injected charge will be:

∫ +∞

t0−
I(t) dt = CP Vlid

The transient can be divided in two intervals:

• [t0
−, t0

+] where the negative edge on Vlid injects charge,

• [t0
+, +∞] which takes into account the charge due to the ionic cur-

rent.

The above quantitites can be calculated:

Q(t = t0
+) =

∫ t0+

t0−
I(t) dt = Vlid

CL CP

CL + CP

Q(t = tsample) =

∫ tsample

t0+

I0 e
− t

τP dt

By using Eq. 4.4.1 and calculating the above integral, we finally get to
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this expression:

Qtsample
= Vlid

C2
P

CL + CP

(
1− e

− tsample
τP

)
(4.3)

The two expressions can now be summed together in order to calculate

the total charge integrated during the transient as a function of sampling

time tsample of Voarr.

Qchint = Q(t0
+) + Q(tsample) = Vlid

CP

CL + CP

[
CL + CP

(
1− e

− tsample
τP

) ]

(4.4)

We can define an equivalent sensed capacitance as a function of tsample:

Cieq(tsample) = Csensed =
CP

CL + CP

[
CL + CP

(
1− e

− tsample
τP

)]
(4.5)

Fig.4.17 shows a qualitative representation of Cieq .

One can observe that, if we sample immediately after the voltage step
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Csensed
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0

Figure 4.17: Representation of Cieq as a function of sampling time, according to
the proposed equivalent circuit model.
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on the lid (tsample = 0), we obtain:

Cieq(t0
+) =

CP CL

CL + CP

As already mentioned before, it is usually true that Cp À CL, so that

Cieq(t0
+) ≈ CL

On the contrary, if we choose a longer sampling time, what we can

sense aymptotically is nothing more than the passivation capacitance CP :

Qchint −−−−→
t→+∞

CP Vlid

Under this condition, no information can be extracted from the sample.

Finally, the measured capacitance is described by this exponential equa-

tion, which is also plotted in Fig. 4.17.

Ci(CP , CL, RL, t) =
CP

CL + CP

[
CL + CP

(
1− e

− t
τP

)]
(4.6)

4.4.2 Characterization of particles

In order to evaluate the variations in CL and RL due to the presence of

particles, the sensor output Voarr was sampled in two pixels, after injecting

a mixture of 50µm polystyrene beads in distilled water. The first pixel had

no overlying particles, while the second was covered by one of the beads.

Fig. 4.18 plots the sensor outputs versus sampling time and confirms the

impedance model introduced in Eq. 4.5.

Values for CL, RL and CP can be extracted, and for a 50µm polystyrene

bead it yields that:

CL ' 2.2 fF

RL ' 240 MΩ

CP ' 11.7 fF
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Figure 4.18: Comparison of the sensor output Voarr for an electrode with a 50µm
polystyrene bead and an electrode without particles. ∆Vlid = 300mV

CL,bead = 0.3 CL

RL,bead = 2.1 RL

It can be observed that, if t0 < tsample < +∞, the output voltage Voarr

also depends on RL, which increases the signal range and thus the sensi-

tivity. For example, in Fig. 4.18, when t ' 10µs, the difference in voltage

between the pixels is maximum, so as to improve detection of presence of

particles. This happens when RL increases and CL decreases or vice-versa.

Analog experiments were performed with Yarrowia lipolytica yeasts

trapped in clusters by exploiting pDEP. Capacitive sensors detected them

successfully, as shown in Fig. 4.19. Capacitance and resistance deviations

were extracted from experimental data. Fluctuations in values among

experiments are due to differences in double layer formation and to the

chamber height imposed by the thickness of the tape gasket. Pixels with

yeasts read a capacitance equal to about 90% of the nominal value, while
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(c)

(a)

(b)

Figure 4.19: Successful detection of Yarrowia lipolytica yeasts. In (a) the whole im-
age is shown, while (b) and (c) show respectively details of the ca-
pacitive and microscope images.

resistance is about 3 times its nominal value. According to this, in this

case the successful detection of yeasts mainly relies upon a variation in

resistance rather than in capacitance.

4.4.3 Effect of the sampling time

Upon application of a negative voltage step on the lid, Eq. 4.6 states

that the effect of RL consists in an aymptotic discharge of the capacitor CL,

so that the read-out circuit will be able to sense only CP when t → ∞.

For t = t0
+, the sensed capacitance will be that of the series of CL and CP .

Fig. 4.21 shows how particles fade in the background by increasing the

sampling time. The useful signal may also be increased by the presence of

RL. If both the perturbations on RL and CL had been negative or positive,

the two curves would cross, and at a given time we wouldn’t be able to

99



Chapter 4. Experimental Results

Figure 4.20: Characterization of clusters of yeasts as shown in Fig. 4.19

detect particles at all, as depicted in Fig. 4.22.

4.4.4 Fitting experimental data

The goal of these experiments is to fit the curves obtained with mea-

sured data with the estimated values of the parameters CL, RL, CP . The

values of CP are extracted from the measures: in fact, according to Eq. 4.6,

it holds that:

Ci(CP , CL, RL, t) −−−−→
t→+∞

CP

(g) 1000ns(a) 200ns (b) 300ns (d) 500ns(c) 400ns (e) 600ns (f) 800ns

Figure 4.21: Dependence of the equivalent sensed capacitance on the sampling
time. 50µm beads fade in the background as tsample increases.
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Figure 4.22: Trend of sensed capacitance with coherent deviations in CL and RL.

The values of CL are extracted from the measures too. According to the

model in (4.6):

Ci(CP , CL, RL, 0) =
CP CL

CP + CL

=⇒ CL =
Ci(t = 0)

1− Ci(t=0)
CP

RL can be calculated as well from experimental data, by matching τP

of the curves.

The values of RL were determined by measuring σL with a laboratory

conductimeter and by estimating the values of W and h, so that:

RL =
1

σL

h

W 2

The values of capacitors have been approximated with a parallel plate

model and using the values of dielectric permittivity of the involved ma-

terials.

C = ε
S

d

where S is the area of the the plates and d is the distance between them.

4.4.5 Matching data and models

In Fig. 4.23 a comparison of the measured and estimated data for Ci(t)

is shown for a Bricolage chip. Data were obtained with σL = 18.9 µS/cm.
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Thicker curves plot the values according to the theoretical model, where

the parameters were estimated as discussed in previous section 4.4.4. It is

possible to observe that deviations from the estimated curve are relatively

small, while the transients are quite similar to the expected trends. This

kind of measurements was then repeated for different values of σL, and

even in these cases the fitting parameters matched the estimated ones with

an error of about 15%.
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Figure 4.23: Trends of Ci(tsample) for a Bric chip, σL = 18.9µS/cm. The thickened
curves represent the theoretical model with the estimated values of
CP , CL.

In MEDT devices, by fitting data obtained at different buffer conduc-

tivities, it can be observed that a value of CP ' 78 fF is constant among

all the considered cases. This value corresponds to an estimated thick-

ness of the passivation layer of 300nm, which is coherent with reports on

fabrication of the devices. The trend of Ci(tsample) can be observed in Fig.

4.24.

A good match was also found at low conductivities (σL < 100 µS/cm)

between the measured σL and the values extracted from data for both Bric

and MEDT devices.

A more relevant amount of data is included in an internal report from

our group [79].
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4.5 Quantitation of particles

An interesting important feature for integrated lab-on-a-chip devices

is the capability of detecting and quantitating cells present in the sam-

ple. For example, it would be an application of interest for point-of-care

diagnostics to count red or other blood cells present in a small drop of

sample. DEP actuation allows us to trap and concentrate cells at specific

and known positions along the sensor array. Given that, sensor response

is measured and information concerning the samples are gathered.

A preliminary set of experiments was performed, with red blood cells.

Cells were first trapped into a regular pattern, and then several steps of

concentration (i.e. merging of two cages) were made. The steps of the

protocol are shown in Fig. 4.25. At each step the sensor response in the

concentrating cage and in the surrounding ones was measured. As pho-

todetectors have a limited area, when concentration rises too much it is

necessary to evaluate the neighbouring sensing sites (Fig. 4.26).

Basically, concentration is evaluated as a weighted average of the val-
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step 0

step 15

step 22

Figure 4.25: Some steps of the concentration protocol, applied to red blood cells.

ues of the concentrating cage and the neighbouring ones. If we define the

measured signal as a function of coordinates p(x, y), we may also define

the local deviation from the average value µ as: d(x, y) = |p(x, y)− µ|. For

a row-organized pattern, we may evaluate the concentration c(x, y) as:

c(x, y) =
1

2N + 1

N∑
i=−N

wi · d(x, y + i)

where the terms wi are the different weights for the surrounding pixels,

w0 = 1, and wi < w0 (when i > 0). Finally, this concentration can be
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Figure 4.26: Qualitative trend of distribution of cells during the concentration
protocol.

averaged over the line above which it was calculated:

C(y) =
1

x2 − x1 + 1
·

x2∑
x=x1

c(x, y)

where x1 and x2 are the boundary x coordinates of the averaging opera-

tion.

The obtained results with N = 1 are plotted in Fig. 4.27 It can be ob-

served that by choosing an appropriate weight the trend can be kept linear

(w1 = w−1 = 0.25-0.50 in this plot). In this case only adjacent pixels are

considered, so that as soon as these get filled (and cells invade once again

adjacent electrodes) the curve shows a saturation effect. By increasing N

this effect can be limited.

4.6 Noise analysis

Besides circuital and analytical considerations on noise of the presented

circuits in view of their SNR limit that will be presented in section 4.7, mea-

surements were performed on the chips in order to evaluate the effective

noise and to support the analytical models.

The output stage of the chip, as discussed in section 2.5.3, mainly con-
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Figure 4.27: Deviations from the background value as a function of concentra-
tion step. Red blood cells are organized in a row pattern (N = 1,
w1 = w−1). The same data set is analyzed with different weights for
neighbouring pixels.

sists of a switched capacitors differential amplifier. Noise measurements

were performed on a statistical base. Basically, each pixel of the array was

repeatedly read up to 10,000 times. The collected data were analyzed at

pixel level, and at array level. Data usually are indicated in the number of

greylevels of the external ADC (1 LSB ' 1.61 mV).

The main analyses basically consisted on extracting the average values

and the standard deviations of the sensor array output voltage Voutdiff ,

classically defined as:

µ =
1

N
·

N−1∑
i=0

xi

σ =

√∑N−1
i=0 (xi − µ)2

N

The measured values were then referred to equivalent input capacitances

or particle transparencies.
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Figure 4.28: Distribution of noise among pixels of the optical array.

4.6.1 Noise on optical sensors

Noise on the optical array was evaluated by setting Voff = 0, gain of

the readout stage to 2, and tint = 200µs. The obtained results are plotted

in Fig. 4.28.

Each pixel was characterized by a specific noise value, that could be

repeatedly obtained in different experiments. Table 4.1 shows an analysis

of the distribution of noise (σ) among all the pixels of the array. The 99%

of the pixels is characterized by a σ < 2.

4.6.2 Noise on capacitive sensors

Noise of the capacitive array was measured in different operating con-

ditions. A characterization of the intrinsic noise of the device, showed an

average value of noise among pixels of σ ' 1 LSB, while the standard de-

viation on the distribution of noise among pixels was less than 1 bit of the

external ADC, as depicted in Fig. 4.29.

Anyway, the most representative values refer to normal operating con-

ditions, when a liquid sample is injected in the microchamber, and Vlid
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Table 4.1: Analysis of the distribution of noise among optical pixels

σ < Prob%
0.5 00.00 %
1.0 85.21 %
1.5 97.09 %
2.0 99.15 %
3.0 99.89 %
4.0 99.99 %
5.0 100 %
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Figure 4.29: Distribution of noise among pixels of the capacitive array. Vlid = 0,
Vaux = 0, empty microchamber.

and Vaux are externally supplied. In these conditions noise increases. Part

of the increment is due to noise on the above external voltages which is

directly fed into the sensing circuit. Fig. 4.30 reports the results in distri-

bution of noise among pixels in typical operating conditions. The average

noise on pixels is σ ' 3 LSB, with a standard deviation σσ ' 1 LSB.
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4.6.3 Fixed pattern noise

According to measurements on the device, fixed pattern noise is a rele-

vant factor which limits the sensitivity of detection, and has a much greater

influence than temporal noise. By using a CDS technique in the readout

stage we have already cancelled the effects of constant fixed pattern noise

sources. The gain component of fixed pattern noise has still to be compen-

sated. A simple technique of compensation was implemented, based on

computing gain corrections from a reference image.

Without compensation, typical values describing variability

among pixels are:

σFPN,opt ' 98.2 LSB

σFPN,cap ' 49.2 LSB

The total noise on the image can be obtained by composing the two

noise contributions:

σ =
√

σ2
n + σ2

FPN

We can assume σ∗n = 3 as a representative value for the temporal noise of
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each pixel of the array, since in every tested device the 99% of pixels has

σn ≤ 3.

As {σFPN,opt, σFPN,cap} À σ∗n, the total noise in optical and capacitive

imaging can be expressed as:

σCAP =
√

σ∗n
2 + σFPN,cap

2 ≈ σFPN,cap

σOPT =
√

σ∗n
2 + σFPN,opt

2 ≈ σFPN,opt

These values correspond to a minimum detectable capacitance variation

∆Ci = 1.14fF , and to a maximum detectable transparency of particles

α = 0.84, as it will be explained in next section. α is defined as the ra-

tio between transmitted and impinging optical power. The above expres-

sions let clearly understand how any reduction of fixed pattern noise will

greatly enhance detection sensitivity of the sensor arrays.

After compensation of FPN, the following results were obtained:

σFPN,opt
(c) = 6.76 LSB

σFPN,cap
(c) = 19.9 LSB

After applying the FPN compensation algorithm, the corresponding

sensing boundaries move to ∆Ci = 0.28fF and α = 0.91, so that capac-

itance variations 4 times smaller and particles 10% more transparent can

be detected.

4.7 Analysis of sensing limits

As the size of the sensed objects scales down to cell level, the perturba-

tions in the measured physical quantities become lower, and the impact of

circuit noise becomes a relevant limiting factor. For this purpose, different

techniques and approaches can be adopted in order to improve the SNR.

For example, differential sensing of output voltage variation after the re-

set of the cell, usually referred to as correlated double sampling (CDS)
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[84], compensates for KTC and charge injection noise of reset transistor as

well as for the variations of parameters within the array, called fixed pat-

tern noise. Additionally, CDS techniques further improve the SNR of the

readout process by greatly reducing low bandwidth noise such as the 1/f

noise [85]. Another approach, used in the circuit shown in Fig. 2.5 and

2.10, is the subtraction of programmable offset charges or voltages. This

approach allows to increase input stimuli (e.g. voltage pulse amplitude

or integration time) and to keep the signal in the linear range of amplifier

stages while, on the other hand, variations among pixels are boosted.

The final part of this section addresses some issues related to the impact

of noise and of technological scaling on the detection of micro-particles, as

published in [83, 48, 47]. As a case study, the detection limits of optical

and impedance sensors of bioparticles, shown in Fig. 2.5 and Fig. 2.7, will

(a) Reference image for com-
pensation. No particles are
present in the device.

(b) Cells (RBCs) are injected in
the device.

(c) The FPN compensation al-
gorithm is applied.

Figure 4.31: Example of compensation of a portion of an optical image of trapped
red blood cells.
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be analyzed. In a noisy environment, if we assume gaussian distributions,

the error probability Pe in detecting two levels of signal V2 and V1 (e.g.

corresponding to the presence or absence of a particle above the sensing

site) is given by:

Pe =
1

2
erfc

(
V1 − V2

2σn

√
2

)
=

1

2
erfc

(
SNR
2
√

2

)
(4.7)

where σn is the root mean square value (RMS) of total equivalent noise

and SNR the signal-to-noise ratio [86].

In a CMOS photodiode working in storage mode, the number of opti-

cally generated electrons is expressed by:

Nopt =
Aj S P0 Ti

q

where Aj is the area of the photojunction, S the sensitivity of the photodi-

ode, P0 the impinging optical power and Ti the integration time.

In order to detect a particle from the background with a given error

probability, it turns out that:

SNR =
Nopt (1− α)√
Nshot

2 + NNA
2

> ξ

where where Nshot =
√

Nopt is the contribution of the shot noise, while

NNA takes into account contributions from other noise sources (e.g. KTC,

dark current, read-out circuits, etc.). Both terms are expressed in electrons.

We also define α as the optical transmittivity of the particle, defined as the

ratio between the optical power transmitted through the particle and the

total incident power on the particle, and ξ is the lower bound for SNR.

For example, ξ = 4.6 for a Pe limited to 1% according to Eq. 4.7. In this

discussion we assume 0 ≤ α ≤ 1 which corresponds to opaque particles.

However similar considerations can be drawn with transparent particles

which often concentrate impinging light on sensors (i.e. particles act like

lenses) so that the equivalent transmittivity is α > 1.
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The integrated charge is also limited by an upper bound:

q Nopt ≤ Qsat

where Qsat is the maximum optical charge allowed to operate in the pho-

tosite. These considerations, if we assume NNA (1 − α) À ξ, yield to the

following expression:

q

[
ξ2

2(1− α)2
+

ξ NNA

1− α

]
≤ P0 Ti Aj S ≤ Qsat (4.8)

which shows the physical limits of optical sensing for microparticles for

a given optical transmittivity. An equivalent optical operating charge is de-

fined by impinging optical power P0, integration time Ti, sensitivity S and

area Aj of photojunction.

As indicated in Eq. 4.8, optical detection of particles may be success-

fully performed as long as the optical operating charge stays within the range

given by the floor detection charge and saturation charge, and as long as these

two boundaries differ, as illustrated in Fig. 4.32. Equation 4.8 is very use-

ful to evaluate the effects of the scaling trend in CMOS technology. Re-

ductions of S and variations of Aj can be compensated by modulating

P0Ti (i.e. light source and integration time). However, as described in

[87] [88], Qsat scales down linearly with process resolution (with a slope

of about 100k electrons per µm), while NNA scales up linearly (about 80k

electrons per µm), so that technological scaling has a negative impact on

the operating range.

As the presence of particles alters the electric field pattern in vicinity of

sensing sites, an integrated charge amplifier may be used to detect input

capacitance variations, as shown in Fig. 2.9. In this case similar consider-

ations can be drawn. The following equation describes the above circuit:

∆Vo = −Ci − Caux

CF

∆Vi

where ∆Vo is the voltage variation on the output node upon application
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of counter-phase input pulses ∆Vi and −∆Vi on the circuit inputs Vin and

Vaux, Ci the input capacitance measured between an integrated electrode

and a conductive lid, CF the feedback capacitance, while Caux is an aux-

iliary capacitor used for subtracting a programmable offset charge. The

signal that allows distinguishing a particle from the background can be

expressed as:

∆∆Vo =
∆Ci ∆Vi

CF

where ∆Ci is the input capacitance variation due to the presence of a par-

ticle. This yields to the following expression of the SNR:

SNR =
∆Ci∆Vi

CF

√∑
k V 2

nok(rms)

> ξ

where the Vnok(rms)
are the output-referred noise powers of different noise

sources. This analysis will focus on the intrinsic circuit noise and thus

will assume noiseless inputs and power supplies. If we assume a single-

pole model, and CF À (Ci + Caux + CL)/A0, (where A0 is the DC gain

of the amplifier stage), the read-out noise introduced by the operational

amplifier may be expressed as follows:

Vnorout(rms)
=

√
4

3

kT

Cout

Ci + Caux + CL + CF

CF

(4.9)

where CL and Cout are the capacitances on the input and output nodes of

the operational amplifier, as indicated in Fig. 2.7.

In this circuit the limit imposed by circuit saturation is overcome by

the subtraction of an offset charge Caux ∆Vi. As a consequence, a higher

∆Vi can increase the ∆∆Vo signal while keeping ∆Vo in the linear range.

Anyway, as in an integrated device it is likely to be ∆Vi ≤ VDD, the in-

trinsic boundaries for capacitive sensing of particles are thus given by the

following expression:

∆Ci ≥ ξ

VDD

CF

√
4

3

kT

Cout

Ci + Caux + CL + CF

CF

+ V 2
no(rms) (4.10)
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Figure 4.32: The useful range of detection for optical sensing versus particle
transmittivity α as described in (4.8) is shown. As illustrated, only
particles with α < 0.986 (αmax) may be detected. The curves were
obtained by using the geometries of the photodiode in [51] and the
technological parameters of the 0.35µm CMOS process used to fabri-
cate the chip.

where we assume that all other noise sources (e.g. contributions from ex-

ternal circuits or following stages) are taken into account by Vno(rms). The

reduction of the supply voltage has a negative effect on the minimum de-

tectable capacitance, which is also affected by external noise, by design

parameters (e.g. CF ) or by the shape and height of the microfluidic cham-

ber containing the samples, which directly determine Ci.

Multiple acquisitions were performed by acquiring 1024 samples for

each pixel of the array in order to extract statistical parameters such as the

standard deviation, as previously discussed in section 4.6.

According to Eq. 4.7 and to data presented in section 4.6, in order to

detect presence or absence of particles with an error probability Pe = 1%, if

we assume a worst-case value of σn ' 4.83 mV (3 LSB of an ADC) it turns
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out that the difference between the voltage levels for decision should be:

D = V2 − V1 = ∆∆Vo ' 6.71 mV

This quantity can be converted in an equivalent input capacitance varia-

tion:

∆Ci = CF
∆∆Vo

∆Vlid

∆∆Vo=D−−−−−−−−−−−−−−−−−→
∆Vlid=1V, CF =4.88fF

∆Ci = 0.033fF

With optical sensors the useful signal for detecting particles of transparen-

cy α can be expressed as:

∆∆Vo = (1− α)∆Voback

∆∆Vo=D−−−−−−−−−−−−→ α = 1− D

∆Voback

= 0.98

where ∆Voback
is the signal amplitude of the background. The maximum

signal range is obtained on the boundary of saturation of the circuits

(∆Vobest
' 0.3V in our case).

By referring the data to an equivalent input noise, this process showed

that optical sensors, with a 99% degree of confidence, can detect particles

with transmittivity α ≤ 98%, which is close to the estimated value illus-

trated in Fig. 4.32. Moreover, experimental results showed, with the same

degree of confidence, a minimum detectable capacitance variation given

by ∆Ci,min ' 30aF .

A comparison of the two implemented sensing schemes showed that

each one can be best exploited for specific types of particles. For exam-

ple, while polystyrene micro-beads yield good detection results with both

kinds of sensors, the optical sensing scheme showed to be more effective

with blood cells (e.g. K562 or red blood cells), while Yarrowia lipolytica

yeasts, generally containing storage lipides, are more accurately detected

with capacitive sensors.
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This project demonstrated that microelectronics can be leveraged to

achieve highly integrated systems with actuation and sensing of individ-

ual cells. The approach pursued within the project showed to have a great

potential for cell analysis, for research, for diagnostic and therapeutic ap-

plications.

In the research field, with the technology of the presented lab-on-a-chip

device, biologists may be able to study unprecedented applications in cell

biology, for example cell-cell interactions with a precise control on timings,

use of the chip for isolation of fluorescently labelled cells from a small

cell-load, or programmable complex interactions which might involve, for

instance, beads, liposomes, cells.

In the diagnostic field, the system might be used to isolate rare-cells

from pre-processed samples, in particular it might afford the possibility to

isolate 10-100 cells (too many for manual operation) from a population of

10,000-100,000 (too small for Fluorescent Activated Cell Sorters). Besides,

due to the integration of sensors, MeDICS technology could implement a

low-cost device for point-of-care blood cells analysis.

The development of cell-based CMOS microsystems demonstrates the

benefits and possibilities of CMOS-based approaches for handling, stimu-

lating, and detecting living cells. All approaches exploit the large-scale in-

tegration offered by CMOS processing and by specifically adapted CMOS

circuitry, as actual technologies allow to design complex circuits the size

of a cell.

From a scientific point of view, the presented project has produced un-

til now more than 20 scientific publications, in international conferences
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and journals. In 2004 the IEEE Solid-State Circuits Society awarded our

research group with the Jan Van Vessem Award for presentation of the

technical paper [57] concerning the lab-on-a-chip device presented in this

thesis.

The experimental validation of the presented device within this project

has offered a substantial proof of the viability of this approach. Some of the

main future applications of single cell manipulation that can be foreseen

are:

Isolation of fetal cells from maternal blood. These rare cells can today be

enriched and labelled but a reliable technology for the final isolation

of the few cells existing in the original blood sample is required to

replace more invasive techniques (e.g. amniocenthesis).

Application to cancer therapy. Isolating the natural killer cells which are

able to combat tumors, could open up the possibility of culturing

them for reinfusion into the patient.

Point-of-care blood analysis. With the integration of actuation and sens-

ing the chip could be used for cell-counting at the point-of-care.

In conclusion, the lab-on-a-chip device and technology for individual

cell biology presented in this thesis face the challenge of introducing CMOS

devices into the biological world and thus may pave the way for use of

CMOS chips that host living cells for drug discovery and life science ap-

plications. Microelectronic technology has the chance of being at the core

of these exciting developments, as it was at the core of the computer in-

dustry revolution.
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