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Chapter 1

Introduction

Semiconductor technology started to be developed moreftteudecades ago.
The first step was made when the bipolar junction transists imvented in

the late 1940s. After deep research in the field, it was plessibcreate good
guality gate oxides in the 1960s-opening the way to the dgveént of metal-
semiconductor-oxide field effect transistor (MOSFET). €& of integrated cir-
cuits (ICs) was born. The progress of device integrationgnaseeded for more
than forty years following the well-known Moore’s law. GorMoore, in 1965,

made his famous prediction that the number of transistoenimtegrated cir-
cuit would double every year [1]. Moore’s law has been updiatel 975 with a

prospected density doubling rate of two years.

The ICs are divided into two main groups: digital and andR#g/The driving
force of digital logic and memory ICs has been the scalingeviak size. In this
frame, CMOS has been the technology of choice for the difitel Analog and
RF circuits for wireless and mobile communication applmamust meet many
other performance specifications. The relationships betvaevice feature size
and performance figures of merit are more complex for RF amdbgnC ap-
plications. RF and analog IC technologies depend on maifgreift materials
and device structures to provide optimal solutions. Forynaars, RF and ana-
log ICs have been mainly developed using bipolar and comgbeamiconductor
technologies due to their better performance.

In the last years, the advance made in CMOS technology allanalog and
RF circuits to be built with such a technology. Performamaprovement, cost
advantage and ease of integration have been the driving forcse CMOS tech-
nology for analog and RF applications. In Fig. 1.1 the tramsifrequency ()
of NMOSFETSs for different technology nodes in a CMOS progsesgported.
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Figure 1.1: Typical f; for nNMOSFETS vs. technology node in CMOS process
(source: www.fujitsu.com).

This is one of the figures of merit that qualifies the transi&to application in
analog/RF circuits. Thé¢r is strongly improved by technology scaling.

The integration of digital, RF and analog circuits in the sachip has given
birth to the so called system-on-chip (SoC). The new scerarther increases
the interest for analog and RF applications of MOSFET teldgyo

A field in which the integration of digital and analog/RF ciits has been
successful is that of wireless communications. Wirelessmanications started
to grow rapidly ten years ago. The driving force has been éveldpment of dig-
ital coding and digital signal processing. As for all dig@gplications, CMOS
technology has been the technology of choice due to its hégfopnance, low
cost, and integration capability. The next step was to agvtie front-end part
of a wireless system in the same technology. CMOS deviceRFoand analog
applications are developed in order to fulfill the needs wélgiss communication
system.

1.1 Motivation of this work

Advances in MOSFET technology have definitely paved the waihe integra-
tion of different circuits in the same chip, but its use in Ripkcation instead of
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bipolar technology has also brought more issues in termsisén

The noise cannot be completely eliminated and will theretdtimately limit
the accuracy of measurements and set a lower limit on howl sigakls can be
detected and processed in an electronic circuit. One kimobise which affects
MOS transistors much more than bipolar ones is the low-fagy noise. In
MOSFETSs, low-frequency noise is mainly of two kinds: flicker / f noise and
random telegraph signal noise (RTS).

Flicker noise is the excess noise at low frequencies whos&pspectral
density (PSD) approximately depends inversely on the faqy Thel / f noise
of MOS transistors is a severe obstacle in analog and RFitsf@). Thel/f
noise is, for example, up-converted to undesired phase moItage controlled
oscillator (VCO) circuits, which can limit the informatiaapacity of communi-
cation systems [2].

The downscaling of the device dimensions not only entailsvargcaling of
the voltage levels, but made RTS noise more and more promif&rs noise
is caused by traps or defects at the silicon-oxide intertace the oxide and
in small-area MOSFETSs a single RTS signal can be isolate& hdise is also
assumed to be the origin of flicker noise in large-area de\i8E In particular,
the superposition of the RTS noise from many traps could teal/f spec-
trum. In the last years, the direct influence of random telplyrsignal noise in
circuits has been shown. In [4] the erratic behavior in SRAM tb RTS noise
is demonstrated. RTS noise can also be a limiting factor if0&\Vimage sensors
where it affects the pixel read noise floor [5].

In 1991, it was noted for the first time [6] that low-frequenayise could
be reduced by cycling a MOSFET between strong inversion andraulation.
That means that, turning "OFF” the device for a certain tineéoke turning it
"ON” again, reduces the noise measured when it is always "QWis effect is
related to the fact that the noise not only depends on theptrésas but also on
the bias history of the device. Soon afterwards this effexs associated with
the emptying of traps that cause RTS noise [7]. The redudtidiicker noise in
switched bias CMOS circuits has been studied in [8].

1.2 Scope of this thesis

As we have seen from the above section, low-frequency noiB8JOSFETSs has
a strong influence in modern CMOS circuits. Low-frequenagaaan be found
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in many applications and it can be influenced under switchasl @onditions.
This kind of noise appears both as flicker and RTS noise.

The objective of this thesis is to characterize and to mdaeldaw-frequency
noise by studying RTS and flicker noise under both consta# &nd switched
bias conditions. Different biasing schemes have beentigatsd both for RTS
and flicker noise in time and in frequency domain.

In chapter 2the basic working principles of the MOS capacitor are diseds
and the importance of quantum mechanical effects is andlykbe fundamen-
tal basis of the MOS transistor is also present€thapter 3describes the ba-
sic electrical characterization by means of current-gatél-V), capacitance-
voltage (C-V), and charge-pumping measurements. Two ndsttwoextract both
the interface trap density and the mobility have been adbpterder to ana-
lyze MOSFETSs having a different process optionchapter 4 after the review
of stochastic signals, a Monte Carlo simulator able to sateuboth RTS and
flicker noise under constant and switched bias conditiopsasentedChapter
5, after a brief introduction on different kind of traps prese the silicon ox-
ide, describes the Shockley-Read-Hall (SRH) theory fapnag and detrapping
of electrons in traps located at the silicon oxide interfacénside the oxide.
Measurements and simulation of the gate bias dependencESoéRission and
capture time constants in n and pMOS transistors are pexkemn chapter 6
measurements of flicker and RTS noise under constant andh&alitias con-
ditions are proposed. The effect of a forward substrateibidseply analyzed.
The final conclusions of this thesis are presentechapter 7



Chapter 2

MOSFETSs: device physics

The metal-oxide-semiconductor field effect transistor (FET) is the funda-
mental component for digital circuits such as microprooceasd memories. In
the last years CMOS technology replaced the bipolar one atogn RF and
power applications in which the bipolar technology has Hdeemany years the
preferred choice. The CMOS technology has the great adyamtacombining
low-cost, high performance, high yield, low standby poveerd larger integra-
tion of functions. The ability to reduce the dimensions of SI®ansistors and
the consequent higher integration lead to faster and sn@iips. This chap-
ter is organized as follows: in the first part the basic wagkgminciples of the
MOS capacitor are discussed and the importance of quantwhanieal effects
is analyzed. In the second part of the chapter the fundamesses of the MOS
transistor are presented.

2.1 MQOS capacitor

In order to understand the working principle of a MOS tratasig is useful first

to analyze its basic part: the MOS capacitor. The MOS capacinsists of

a metal-oxide-semiconductor structure as illustrated igy 1. A thin oxide
layer usually SiQ separates the metal and the semiconductor (silicon) region
The metal is referred as gate and the semiconductor as bdkbstrate. The
bulk can be p- or n-type depending on the adopted doping. i$nstction we
always refer to a p-type substrate.
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Figure 2.1: Schematic cross section of a MOS capacitor

2.1.1 Energy band diagram

To understand the basic operation of a MOS capacitor it iBulserefer to its
energy band diagram. The energy band diagram representgférent energy
levels of the three materials metal-oxide-semicondud&pending on the ap-
plied voltage at the gate terminal the energy levels in thecgire can bend giv-
ing rise to four different operation modes (Fig. 2.2). Fongiicity, we assume
that the metal work function is the same as the silicon woricfion.

Flatband When no voltage is applied to the gate terminal, the Ferndllef

the semiconductor and the metal line up and the bands botieisilicon and
in the oxide are flat. This condition is call@dtbandcondition and is shown in
Fig. 2.2(a)

Accumulation When a negative voltage is applied to the gate terminal;it re
sults in a rise of the Fermi level of the metal with referenzéhie Fermi level

of the semiconductor as shown in Fig. 2.2(b). This createslactric field in
the oxide. This field accelerates negative charges towhslsilicon substrate.
A field is also induced at the silicon surface in the same toras the oxide
field. The bands bend upward toward the oxide interface. EmmHevel of the
semiconductor is flat since there is no net flow of conductiement. This re-
sults in a hole concentration much higher at the surfacetti@aquilibrium hole
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Figure 2.2: Energy band diagram of a MOS capacitor biased (a) Flath@nd,
Accumulation, (c) Depletion, (d) Inversion.
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concentration in the bulk. Since excess holes are accuetlgdithe surface, this
is referred to as thaccumulatiorcondition.

Depletion When a positive voltage is applied to the gate of the capache

Fermi level of the metal move downward and creates an oxitteifiehe oxide

and in the silicon surface which causes the bands to bend wasintoward

the surface, as shown in Fig. 2.2(c). In this case, the hokesegpelled from
the interface side of the semiconductor, resulting in then&dion of immobile

negative ions layer near the interface and a depletion elf@rgis associated to
this layer. This condition is calledepletion

Inversion When the applied voltage to the gate is increased, the bardirze
increases and the depletion region becomes wider. Thiegsowill continue
and reach the state where the intrinsic level of the semiettod £; is equal to
the Fermi levelE'r making it intrinsic. A further increase in the gate voltage
creates no further depletion and, at the interface side efs#miconductor, a
layer of electrons is formed. An inversion chai@g,, is associated to this layer.
This is referred to as thieversioncondition.

The inversion condition is the most important because iottesthat allows
the flowing of a current in a MOS transistor.

2.1.2 Classical model

In this section we introduce the basic notion necessarydoacterize the inver-
sion layer of a MOS device using the classical approach.

For the classical semiconductor theory the electrons ircéimeluction band
are free to move in any direction forming a three-dimendigaa. The electron
concentration it is assumed maximum at the interface amdensome simplifi-
cations, the electron concentration at the interface betwiiee substrate and the
oxide is [9]:

n = Ncexp(%) (2.1)

whereFE¢g is the conduction band energy level at the Si-Si@derface, andvr
the Fermi level (Fig. 2.3).
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Figure 2.3: Band structure of a p-type MOS capacitor in inversion.

N¢ is the effective density of states in the conduction bandadbe ex-
pressed as:

3
m*kT\ 2
No =2 (W) (2.2)

wherem* is the effective electron mask,s the Boltzmann’s constarif; is the
temperature and is the reduced Planck’s constant.

A 3D approach is acceptable only for lightly doped semicamoiuin which
the electric field at the surface is relative small. When thmisonductor is
highly doped, like in modern devices, quantization effects present and a 2D
approach is more appropriate. A brief introduction on gizatibn effects is
given in the next section.

2.1.3 Quantum mechanical effects

Electrons in the inversion layer of a MOS are confined in amgaewell close
to the Si-SiQ interface. This potential well is formed by the silicon cortion
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band, that is bent under the effect of the electric field, éedsilicon-oxide bar-
rier. To ensure a good control of the gate on the channel il sima devices, it
is necessary to reduce the gate oxide thickness and to sectiea substrate dop-
ing concentration. This results in a very high surface eleéeld. The higher
the electric field the higher is the confinement of electronthe potential well.
The width of the potential well in the z direction, the ditiect perpendicular to
the interface, is small compared to the wavelengths of theecs. The quan-
tum mechanics demonstrated that the energy of confinecersarsi discretized.
Each discrete level corresponds teubbandof the electron gas. To each sub-
band is then associated a discrete value of energy for themaot the carriers
perpendicular to the interface (z direction), and a contmwf energies for the
motion in the plane parallel to the interface. The total nemds electrons in the
conduction band is therefore the sum of the electrons praseach subband.

Inversion layer electrons on<al00> surface are known to be composed of
two kinds of subbands (Fig. 2.4). One is the 2-fold valleymglthe z direction.
These valleys respond to the external electric field witlir lhegitudinal effec-
tive massm;=0.916my. The other 4-fold valleys respond with the transverse
effective massn;=0.19m,. Each set of subbands can be visualized as a ladder.
Thus, two different ladders will be obtained for the 2-folechprimed laddey
and the 4-fold primed laddej valleys. In Fig. 2.5 the first four sets of subbands
are illustrated. The levelg,, F, and E; are due to the doubly degenerate en-
ergy ellipsoids, while the?, level is the ground state for the 4-fold degenerate
ellipsoids [10]. It is interesting to notice that the unpediladder has a larger
effective mass, so the energies of the subband associateel tmprimed ladder
are relatively smaller than the energies of the subbands&sed to the primed
ladder.

Another difference with respect to the classical approac¢hat only a small
amount of the electron density is located at the Si»Si@erface but has a peak
at a certain distance called charge centroid and a total distribution defined by
the probability functiorp(z), see Fig. 2.5.

Comparing the quantum mechanics approach with the classieawo main
key effects can be underlined.

The first effect is an increase of the threshold voltage. Tineshold volt-
age is approximately the gate voltage for which the condadiand goes below
the Fermi level. However, due to the energy quantizatioa |dvest level that
electrons occupy is not the bottom of conduction band, raths the first en-
ergy level £y, which is little higher than the conduction band at the ifsies
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Figure 2.4: Constant energy ellipsoids for silicon along (100) swefac

Ecs. Hence, to bend this band below the Fermi level, a little ngate voltage
is needed. This is reflected to a higher threshold voltagepeoed to the one
calculated by the classical theory.

The second effect comes from the spatial distribution odiigion charge that
follows the probability functiorp(z). While the classical distribution shows a
peak at the oxide semiconductor interface, the quantum amécl distribution
shows a peak inside the substrate with an average distantiee average car-
riers distance produces an increase of the effective okid&riess. Therefore,
the quantum mechanical calculation predicts a larger #ffeoxide thickness,
which means a lower gate capacitance. Thus, for a certaa \gdiage, the
amount of inversion charge will be somewhat smaller thahghedicted by the
classical analysis. This is more important as the oxidéttgss becomes smaller
with each technology generation.

In our work, in order to analyze experimental results, weaiBest order ap-
proximation of quantization effects taking into accountyahe lowest subband
Ey in which the most of electrons resides. An exhaustive dsonsof this ap-
proach is presented in [11]. Here we report only the basionateeded in our
work.

The effective density of states for electron in the 2D case is
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Figure 2.5: Band structure of a p-type MOS capacitor in inversion simgwhe
energy subbands due to quantization effects.

2]€Tmt
Ne¢(2D) = —— 2.3
c¢(2D) = —5— (2.3)
wherem; is the electron transverse effective mass.
The electron concentration is expressed by:
Er —(E AFE
fop = NC(QD)exp( r=( IS;JF 0)) (2.4)

whereAE, = Ey — Ecg and itis given by:

h2 3 %
AB, ~ () (2 g, (2.5)
Zml 8

wherem, is the electron longitudinal effective mass, afgis the electric field
normal to the interface.

The probability function of finding electrons along the zedition can be
expressed as:

p(z) = (b°/2)z"exp(—bz2)) (2.6)
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with:

 [12gmy 1\

h2epe s
whereg is the permittivity of free space, ang; is the silicon relative dielectric
constant.
The charge centroid of the inversion layer is calculated as:
3
=3 (2.8)
Eq. 2.8 gives an estimation of the average distance of cafrigm the interface.

2.2 Fundamental of MOSFETs

The MOS transistor is basically a MOS capacitor to which twarenregions
called source and drain are added. A cross section of a M@Sistar is shown
in Fig. 2.6.

The gate terminal controls the formation of the channel &medffowing of
the current between the source and the drain terminals. dfstrate terminal is
usually connected to ground, even if in some applicationssitige o0 negative
voltage could be applied. The well forming the substrate isrp-doped for a
p- or n-channel MOSFET, respectively. The source and tha degions present
a large concentration of dopants of opposite type of thetsatles In Fig. 2.6
the schematic cross section of a n-type MOS is shown. Theajatérode is
usually made of poly-silicon or metal and it is separatediftbe Si substrate by
an insulator with a thicknegs,. The typical material of the insulator is Si©r
nitrided SIG.

2.2.1 MOSFET I-V characteristic

The operation of a MOSFET can be separated into three diffen®des, de-
pending on the voltages applied to the terminals. For a mutldVIOSFET the
modes are:

e Cutoff or subthreshold modevhenVgss < Vry, whereVgg is the gate-
to-source voltage antly is the threshold voltage of the device. The
transistor is turned OFF, and there is no conduction betvadeaim and
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Figure 2.6: Schematic cross section of a standard 4-terminal MOSFET

source. While the current between drain and source shoeddlydbe zero,
there is a weak-inversion currentsubthreshold leakage

Triode or linear region whenVgs > Vg andVps < Vgs — Vi, Where
Vps is the drain-to-source voltage. The transistor is turned @ a
channel has been created which allows current to flow betweedrain
and the source. The MOSFET operates like a resistor coadraly the
gate voltage. The current from drain to source can be expiless

W 1
Ipg = fcox,ueff <(VGS — Vru)Vps — §V1:2)5> (2.9)

where L is the channel lengthH} is the channel width(,, = coeor/tor
is the oxide capacitancg, s is the effective mobility)V4 is the substrate
doping concentration.

Saturation whenVgs > Vg andVpg > Veog — Vrg. The transistor is
turned on, and a channel has been created which allows ttoriéow be-
tween the drain and source. Since the drain voltage is hiplaarthe gate
voltage, a portion of the channel is turned off. The onesehigfregion
is also know as pinch-off. The drain current is now relagniedependent



2.2 Fundamental of MOSFETs 15

: 1
Ves V]

Figure 2.7: Ips vs. Vg characteristic in logarithmic scale.

of the drain voltage (in a first-order approximation) and¢beent is only
controlled by the gate voltage:

W
Ips = =—Coupesr(Vas — Vru)? (2.10)

2L
The threshold voltage can be expressed as:

csiqNadp N V2e0e5iqN 4
Coz Com

Vru = Vg + 205 + Vi (\/VSB + 20F — \/2¢F)

(2.11)
whereVr is the flatband voltagé/s 5 is the source-to-substrate voltage, and
is the Fermi potential.

The simple expressions for the drain current (Egs. 2.9 aid@)2an be ob-
tained from hand-calculation under many approximatiornse fost important
one is theGradual Channel Approximatiofi2] which assumes that the electric
field in the direction normal to the Si-SiOnterface is much larger than the one
parallel to the transport direction.

The ability to turn OFF a transistor is described by the sidsthold slope
(Fig. 2.7):

aVGs kT ( CD)
SS=—-—"—=—In(10) [ 1+ 2.12
dlogioIps q n( ) Cox ( )
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whereC), is the depletion layer capacitance.

A steep subthreshold slope is desired since the currensdasger with de-
creasing the gate voltage, therefore, the device is eastart OFF. This allows
a lower threshold voltage and as a consequence a higher @ahtuln MOS-
FETSs the value of the substhreshold slope is usually bet&@e®0 mV/dec. SS
is sensitive to the presence of traps at the Si;Si@erface. This fact depends on
the capacitance associated with the interface states whiche parallel with
the depletion layer capacitancé, (Eq. 2.12) and will therefore increase the
subthreshold slope.

The characteristic which has made MOSFETS so interestithg iscalability.
Already from Egs. 2.9 and 2.10, it is possible to evaluatedtendence of the
current on the different geometry parameters and applidges. For example,
a decrease of the gate lengthleads to an increase of the drain currépt.
Shrinking the device dimensions is not a straightforwasktand especially
in the short-channel regime, many second-order effectsrbeenore and more
relevant such as quantization effects previously reported

2.2.2 Carrier mobility

In a semiconductor under thermal equilibrium and no appdiedtric field the
carriers move rapidly with the thermal velocityl0’ cm/s in random directions
and no net current flows. The motion of the carriers is pegtadh by the semi-
conductor lattice (phonon) and impurities (dopants andatsj. These perturba-
tions are called scattering events. The application of actet field accelerates
the carriers between two collisions and the carrier mghsidefined as the ratio
of the carrier velocity and the electric field. The carrierbtity in an inversion
layer of a MOSFET is much lower than in the bulk since the easrare confined
in a narrow layer below the Si-Sinterface suffering therefore from scattering
at the surface (roughness and surface phonons). If theehtfscattering mech-
anisms are assumed to be mutually independent and to hawathe energy
dependence, the effective mobility, in the inversion layer can be calculated
using the Matthiessen’s rule according to [10, 13]:

1 1 1 1

= —+ + — (2.13)
Heff Hph Hsr He

wherep,,, is the mobility limited by surface acoustic phonon scatigrj.,, is

the mobility due to surface roughness scattering;and the mobility limited by
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Figure 2.8: Carriers mobility in an inversion layer of a MOSFET as a fiimc
of the effective electric field. The dependence on the maittegng sources and
on temperature is shown. Picture is taken from [13].

Coulomb scattering mainly due to ionized atoms of dopantsfexed/trapped
charge in the gate oxide. The conditions for using the Mesibgn’s rule are
only seldom fulfilled in practice, however Eq. 2.13 is usdtubnalyze the de-
pendence of the effective mobility on the scattering evemeth the surface
roughness scattering due to the micro roughness at theXsik8erface and the
Coulomb scattering are sensitive to technology factoré siscdoping concen-
tration, surface cleaning and the gate oxidation processth® other hand, the
phonon scattering has only a weak dependence on technaogysémiconduc-
tor material of good crystalline quality.

The impact of different scattering mechanisms is describddg. 2.8. It is
interesting to notice the strong impact of surface rougbaekrge effective field
that is required by MOSFETSs with large substrate doping entration in order
to operate in strong inversion. Indeed, phonon scattenddgzoulomb scattering
are both strongly temperature dependent, whereas sudaghmess scattering
has a weaker dependence on temperature.
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Chapter 3

Basic electrical characterization of
MOS devices

Device-level electrical characterization is a fundamktaial used to study and
to verify the basic characteristics of a device. Electridaracterization is also
important in the modeling in order to calibrate the modeighk first part of this

chapter we introduce the basic electrical characterigaifdViOS transistors by
means of current-voltage (I-V), capacitance-voltage (Cavid charge-pumping
measurements. In the second part the proposed methodsarpdiformed in

order to evaluate the interface state density and the niypbfIMOSFETS having

a different process option.

3.1 |-V characterization

I-V characterization is usually the first step to evaluateegict measuring the
currents at the terminals versus the applied voltages. Agteument that allows
this kind of measurements is the parameter analyzer. In @asorement we
used the HP 4156C. It provides several Source-Measure [(BMY)s) in order

to apply and to measure currents and voltages. SMUs perfalrirkmeasure-
ments to avoid the effects of parasitic series resistanbes Measurement pro-
cedure, also know as the four-wire method, consists of ausditing line (force)

with a second one in parallel (sense) (Fig. 3.1). Ohmic Bssethe force line
are eliminated by the operational amplifier (op-amp) in agé follower mode.
This means that the op-amp output will exhibit a somewhabérgoltage than
the desired test voltage at the device under test (DUT) tqoemisate the ohmic
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Figure 3.1: Schematic of a Kelvin measurement.

losses along the force line due to the flowing of the test otirf€he sense line,
connected to the inverting input of the op-amp, guaranteasthe DUT is ex-
actly biased with the desired test voltage.

While this method eliminates DC errors, it does not avoidadgit measure-
ment problems such as electromagnetic influences. To dobgetproblems, an
extra inner shielding (guard) is applied between the iralesignal wire and the
external cable shielding (triax cables). The guard is coteteto a separate sec-
ond op-amp which follows exactly the value of the desired wes#tage. This
auxiliary op-amp supplies the charging current for the ¢cables while the main
op-amp can measure the current from the DUT independentlyi®icharging
problem.

Many properties and parameters of a device can be extrapdtaim the I-V
characterization such as the effective channel ledgh, the parasitic source
and drain series resistanég;p [14, 15], the effective mobility..;, the field
effect mobility ;1 s, and the threshold voltagé-;. For the purpose of our work
we are interested in measuring the threshold voltage arfietdesffect mobility.

3.1.1 Threshold voltage extraction

Many different methods have been proposed in order to exthacthreshold
voltage of MOS transistors [16]. A powerful and easy methsed.in this work
has been proposed by Ghibaudo [17]. This method uses theapteof the
I,;)S/g},{2 function with the x-axis (Fig. 3.2), wherg, is the transconductance
and is defined as:
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Figure 3.2: Typical I,;)L.;/g}n/2 characteristic for an nMOS used to extract the
threshold voltage.

_ 0Olps

Im (3.1)
The transconductangg, is a very important parameter for analog circuit de-
signers and can be extracted frdms— Vs curves. Indeed, see section 3.1.2,
the low field transconductance, measured therefore at lpw V6 also useful in
order to estimate the carrier mobility.

3.1.2 Mobility extraction

The mobility can be extracted in different ways. In partisuldepending on
the method two different mobilities for electrons in theersion layer can be
extracted: the effective and the field effect mobility.

The effective mobility can be obtained from I-V measuremseéntthe linear
regime at small V5 rearranging Eq. 2.9:

L
Held = 90906 Ves — Vi)

whereg, is the drain conductance and is defined as:

(3.2)



22 Basic electrical characterization of MOS devices

_ 0lps

This method is not accurate for bias conditions close tcstiwkl voltage. This
is mainly due for two reasons: first because the thresholdgelis not well de-
fined, second because Eq. 3.2, based on the approxin@tion= C,.(Vgs —
Vru), is not correct close to the threshold and well above tholeshihere polysil-
icon depletion and the inversion layer capacitance reduegate capacitance.
However, this method is quite easy to apply.

A more accurate method is the split-CV technique [18, 19{ tis&s both a
capacitance and a current measurement in order to exteaefféttive mobility.
In the split-CV method the inversion charge is calculated B¢V measurement:

(3.3)

9d

Vas

Vas

Qine(Vess) — /V Coc(V)dV (3.4)

whereVgs, .. IS a voltage chosen in strong accumulation, &g is the gate-to-
channel capacitance. The effective mobility is then exécby:

L Ips
fett =y QinvVbs
Even if the split-CV method is the most accurate, it is alsortiost difficult
to perform and some advanced test structures should be 2@d [
Another possibility is to extract the field effect mobility. [18, 21]. In this
case Eq. 2.9 is rearranged taking its partial derivative vaspect to thé:

(3.5)

L
e = G Vs

where the transconductangg is defined by Eq. 3.1.

Both the effective mobility.;, from Eq. 3.2 and the field effect mobility
from Eq. 3.6 are deduced by I-V characterization and simpédydical models.
Specifically, the effective mobility is extracted from theash conductance,
while the field effect mobility from the transconductange The field effective
mobility is generally lower than the effective mobility doe a differentVgs
dependence. This fact can be easily explained explicatiaed/ts dependence
of the effective mobility in Eq. 2.9 [17]:

(3.6)

o
e = 3.7
feff 1+¢9(1+V05—VTH) ( )
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wherep is the low field mobility and is the mobility attenuation factor.
In EqQ. 3.6 the field effect mobility is:

Ho
e — 3.8
Hre =TT 0(1 + Vs — Vo) 2 (3.8)

The quadratic dependence of the field effect mobility onithg explains the
lower values of:y. compared tQu. .

In our work, in order to evaluate the mobility, we use Eq. Jiéréfore we
evaluate the field effect mobility.

3.2 C-V characterization

C-V testing is widely used to determine semiconductor patans, particularly
in MOS capacitor and MOSFET structures. C-V measurememisesaeal ox-
ide thickness, oxide charges, contamination from mobibs,jand interface trap
density [22, 23]. These measurements can be used also dhengafer pro-
cesses after each process step such as lithography, etct@aging dielectric,
polysilicon deposition, and metalization. In this frame/Gneasurements are
quite useful to analyze the quality of each process stepo AdBability issues
can be investigated by the C-V characterization.

The C-V measurement consists in applying a small AC signdbprof the
DC bias across the structure and sensing the AC current aathe frequency.
Commonly, AC signals with frequencies from abawHz to 10 MHz and peak-
to-peak voltages betwedr) and50 mV are used. This is typically performed
using an LCR meter which measures the phase and modulus mhpleelance.
In our work we used an HP 4284A.

The aim of C-V measurement in our work has been the extraofitime gate
oxide capacitance by measuring both the gate-to-chanpelctance and the
gate-to-substrate capacitance versus the bias applida tgate terminal. The
measurement configurations are reported in Fig. 3.3 and @eanf measure-
ment results in Fig. 3.4. In the gate-to-channel configarafFig. 3.3(a)) the
gate, drain and source are connected to the LCR meter whalbulkk is tied
to ground. This configuration measures the change in irmeigiarge with the
applied voltage:

Cac = — (3.9)
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Figure 3.3: Measurement configurations for the gate-to-channel ¢arae (a)
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Figure 3.4: Csc, Cqp characteristics for an nNMOSFET.
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Figure 3.5: Charge-pumping measurements

In strong inversiorCqc=W LC,, s, WhereasUsc approaches zero below
threshold ag);,, decreases exponentially. Poly-depletion and inversigarla
guantization effects concur to reduce the effective oxajeacitance:

1 1 z W ool
= + + = 3.10
Cox_eff Cox €0Esi €0Esi ( )

thereforeCy, crr < Cow = €00/t ox-

The second term of Eq. 3.10 is due to the quantization efteatsmove the
inversion layer away from the interface on an average distaisee Chapter 2),
while the last term is the capacitance of a depletion layén @iwidth V., in
the polysilicon gate. Scaling more and more the oxide theskns becoming
an important problem due to the limitations caused by thentizetion and the
poly-depletion effects.

The gate-to-substrate capacitari¢gs is measured with the source and the
drain terminals grounded (Fig. 3.3(b)) and approactigsn accumulation and
the series combination @f,, andCp = cqe,;/Wp in depletion.

3.3 Charge-pumping measurement
The Si-SiQ interface contains electronic states with energies withénforbid-

den bandgap. These interface states act as carrier trapdegnaide the sub-
threshold slope and the mobility through Coulomb scattgrin
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Charge-pumping measurements are widely used to chawcieterface state
densities in MOSFET devices [24].

The basic charge-pumping technique involves measuringubstrate cur-
rent while applying voltage pulses of fixed rise time, faih&, and frequency to
the gate of the transistor, with the source and drain tieddomd (Fig. 3.5(a),(b)).
When the transistor is pulsed into inversion, the surfaceires deeply depleted
and electrons will flow from the source and drain regions theochannel where
some of them will be captured by the surface states. When dbe gulse is
driving the surface back into accumulation, the mobile ghairifts back to the
source and drain, but the charges trapped in the surfaess stalt recombine
with the majority carriers from the substrate and give rise het flow of negative
charge into the substrate. This is the so-called chargespugeffect (Fig. 3.6).

The gate pulse can be applied with a fixed amplitude, sweg¢bebase level
or with a fixed base level, sweeping the amplitude. In a veltagse sweep, the
amplitude and the period of the pulse are fixed while sweethirgpulse base
voltage (Fig. 3.5(b)). At each base voltage, the substnateeiot can be mea-
sured and plotted against the base voltage. In an amplitueles the base level
is fixed while sweeping the amplitude of the pulse. In botls¢happroaches,
the basic idea is to reach the condition in which the maximbharge-pumping
current can be measured. This condition is reached whemnahsgi$tor is pulsed
between accumulation and inversion, therefore from vahetsw the flatband
voltage to values above threshold voltage.

The interface trap densityX;;) can be extracted with the following equation:

_ep
Dy = (3.11)

wherelqp [A] is the measured charge-pumping currehfcm?| is the area of
the device, and [H z] is the frequency of the applied voltage pulses.

Eg. 3.11 give us the interface trap density in [¢ilh A more appropriate way
is to calculate the effective energy levels reached by thegase and to express
the interface state density in [crteV~!] [25].

For the purpose of our work we use Eq. 3.11.
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Figure 3.6: Energy band diagram of a nMOSFET commutating between-nver
sion and accumulation and the relative CP current.

3.4 Results of charge-pumping and mobility mea-
surements

In this section we present the results of both charge-pugngma mobility mea-
surements to compare devices with a process split thatlintes an additional
fluorine doping step to the standard process. Measured MDSEfces were
manufactured in .13 um technology [26] with a nitrided gate oxide with two
thicknessit,,=2.2 nm (SG,) andt,,=5.4 nm (DG,,). The effect of the fluorine
doping step is reported only for n-type MOSFETs. When we cmaplevices
with and without the fluorine doping step we will use the syiml& and WOF,
respectively. C-V measurements on large area MOSFETSs Hewensthat WF
devices have a lower gate oxide capacitance, thereforeubent doping step
could influence the oxide dielectric constant and/or the@xickness. This fact
implies also that the threshold voltage of the WF devicesghér than the one
of WOF devices.

Charge-pumping results

Charge-pumping measurements are done with the base vekagp method.
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Figure 3.7: Charge-pumping currents for nMOSFETs with RGVF and WOF.

The switching frequency of the gate pulse is sef4o=1 MHz with rising and
falling timest,=t;=10 ns. Charge-pumping current measured when the gate
voltage is pulsed from values beldv-z and abové/ry is used in Eqg. 3.11 to
extract the interface state density. The gate voltage &magliis set tol.6 V
and1.7 V for SG,, and DG, respectively. For each analyzed device typg,

is the average of interface state densities measured inffaxemt transistors in
different dies inside the wafer. The following devices hbeen analyzed:

e NMOS SG, WOF, Aread&.72 um?

NMOS SG, WF, Area=8.72 um?

nMOS DG, WOF, Area®2.4 um?

NMOS DG,, WF, Area = 62.4 um?

PMOS SG, WOF, Area = 54.72 um?

pMOS DG,, WF, Area = 182.4 um?

Typical charge-pumping currents are shown in Fig. 3.7 wligpeas a func-
tion of the voltage base for nMOSFETs with DGwith (WF) and without
(WOF) the fluorine doping step is reported.
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SG,, WOF | SG,, WF | DG,, WOF | DG,, WF
[ Dy fem™2] | 1.02x10° | 4.23x10 | 1.07x10° | 2.97x10

Table 3.1: Interface state densify;; for nMOS devices with different oxide
thicknesses and process steps.

SG.. DG,
| Dy [em?] | 4.93x10° | 1.63x10°

Table 3.2: Interface state densify;; for pMOS devices with different oxide
thicknesses.

Results of charge-pumping measurements for nMOS transiate shown in
Table 3.1.

Comparing the interface state density of devices WF and W@Hnterest-
ing to notice that for both the oxide thicknesses,S@nd DG, the fluorinated
devices (WF) show a lower value, so lower interface statesitle This can
be explained supposing that the fluorine doping step cartg#bto decrease the
defect density of Si-Si@interface.

Table 3.2 reports the interface state density for pMOS @sweith two dif-
ferent oxide thicknesses showing that the D@evices have a better Si-SiO
interface.

Mobility results

To analyze the effect of the fluorine doping step on the carn@obility we per-
formed mobility measurement with thg, method described in section 3.1.2,
thus measuring the field effect mobility. Tlhg has been measured in nMOS-
FETs with SG, and DG, WF and WOF having long channel£10 zm) and
large width (/=10 pxm). The drain-to-source voltagepy is set to 50 mV to
ensure the linear regime.

In order to compare transistors with and without the fluomioping step
having different threshold voltages and gate oxide capacé, we report the
transconductance,, overC,, versus the gate voltage overdrives — Vry.

In Figs. 3.8 and 3.9 the transconductanggehas been reported for transis-
tors with different oxide thicknesses with and without thefine doping step.
For both the oxide thicknesses the mobility is higher in thgecof devices with
the fluorine doping step. From the considerations made ithoge2.2.2 and the
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Figure 3.8: Mobility measurements: nMOS with SGwith and without the
fluorine doping step.
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results of charge-pumping measurements, the higher mpofilfluorinated de-

vices could be related to less Coulomb scattering eventtodwer density of

interface states. Coulomb scattering increases when erlatgnber of trapped
charge is present at the interface or inside the oxide. Tloeifie doping step,
lowering the number of interface states, reduces also tloGdb scattering and
increases carriers mobility. Indeed, the fluorine dopiregp shay also have an
influence on the surface scattering reducing the micro roegh at the Si-SiO

interface.



32

Basic electrical characterization of MOS devices




Chapter 4

Low-frequency noise in MOSFETs

Noise in electronic circuits is generally associated to rdn@dom fluctuations
affecting currents and voltages. Noise cannot be compglelehinated and it
sets the lower limit of the signal being processed by a disgithout significant
deterioration in the signal quality. In electronics ancetelmmunications an
important quantity is the signal to noise ratio (SNR). SNRresents a measure
of the signal strength relative to the background noise. ¢ir@uit the goal is
to maximize the SNR paying attention on the power consumptla modern
circuits, due to the decreasing dimensions of the devibessignals levels are
becoming very low therefore decreasing the SNR. The studhyisfe becomes
more and more important as it aims, at the same time, to utashelsts basic
principle and to find methods to reduce it. The chapter begittsthe review
of stochastic signals and their statistical analysis. Dlaiskground information
is necessary to analyze the noise in the following chapté@ise second part
of the chapter discusses the fundamental noise mechanissesniconductors:
thermal noise, shot noise, generation and recombinatime n@andom telegraph
signal noise (RTS), and flicker noisg/(f). In the third part of the chaptdr/ f
noise in MOSFETS is presented; the existing models arewedend the effect
on flicker noise of switching the transistor between an ONd an OFF-state
is discussed. Finally, a detailed analysis of RTS noisepsnted and a Monte
Carlo simulator of RTS and/f noise under both constant and switched bias
conditions is presented.
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4.1 Background

The value of a stochastic signal at a particular time caneqtrbdicted due to its
random origin. A stochastic signal can be described by #i$ssical properties.
In this section a brief introduction to stochastic signaild & the techniques for
their time and frequency domain analysis is reported.

Stochastic signals

A stochastic signal is the counterpart to a determinisgjoal. Each value of a
deterministic signal is fixed and can be determined by a madltieal expression,
rule, or table. Because of this, future values of any deteistic signal can be
calculated from past values. For this reason, these signalslatively easy to
analyze as they are predictable, and we can make accurat@@ssns about
their past and future behavior.

Unlike deterministic signals, stochastic signals, or mndgignals, cannot be
characterized by a simple, well-defined mathematical eguand their future
values cannot be predicted. Rather, we must use probahilitystatistics to
analyze their behavior.

A collection of stochastic signals rather than just oneainsé of that signal
is called a stochastic process (Fig. 4.1). At each time theevassumed by the
process is unknown. The value of the process at a certaintfimeompletely
random, therefore, i{} is a random variable.

Describing stochastic signals

The expected valuef a stochastic signal(t) is its time average and it is also
calledmean valuen,(t). It is given by:

+T/2
Elz(t)] = m,(t) = %EEO%/_T/Q x(t)dt 4.1)

The expected value af(t) represents also tHfest momenof the stochastic
signal. Then™ moment of a stochastic signal is the expected valug®f and
itis given by:

/2
Elz(t)"] = lim l/JFT x(t)"dt 4.2)
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Figure 4.1: Representation of a stochastic process (e.g.. noise)axtdn of
time.

The2"¢ moment oflz(t) —m..(¢)] is the varianceq?) of the stochastic signal:

1 +T/2
o? = B[(z(t)—m,(t))?] = lim —/_ (x(t)—my(t))(x(t)—m.(t))dt (4.3)
The autocorrelation function of a stochastic sign) is:

Ry(t,t +7) = Elx(t)x(t + 7)]

/2
= lim l/JFT x(t)x(t + 7)dt (4.4)

+T/2 4.5
= lim l/_ (x(t) —mg(t)x((t +7) — my(t +7))dt (4:5)

The only difference between the autocorrelation and thecawariance is
that in the autocovariance the mean is subtracted from thet idata. If the
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mean of a stochastic signal is zero the two functions ardicsnTherefore, the
autocorrelation is more complete and, in general, the awtr@ance function
should be only used in the specific case where the intent isteghrd the mean
of a non-zero mean stochastic signal.

When one considers electric circuits, it is possible toteglae moments of a
stochastic signat(t¢) to characteristic quantities:

e The1* moment ofx(t), m,(t), is theDC component
e The2"d moment ofz(t) is thetotal power

e The2" moment of [p(t) — m.(t)], o2, is theAC power

Stationary, ergodic and cyclostationary stochastic signa

A stochastic signal istationaryif the moments of the signal are not a function
of time. In particular, if this is true for the moments of anyer the signal is
strictly stationary In case this is satisfied for all moments up to and including
the second one, the signalusde-sense stationanif the signal is wide-sense
stationary, the autocorrelation function defined in Eq.wiktbe a function of
the time difference only and no longer of the absolute tirtte

Ryp(t,t +7) = Rys(T) (4.6)

A stochastic signal igrgodicif the ensemble average (average of instanta-
neous values over a number of realizations) is equal to the éiverage of one
realization of the signal. A signal is ergodic in the striehse if all its moment
are ergodic; it is wide-sense ergodic if the first and secoadhents are ergodic.
Stationarity is a necessary condition for a signal to bedigg@n the other hand,
stationary signals are not necessarily ergodic.

A signal whose moments of any order are periodi@’irs said to bestrictly
cyclostationaryin T'. A cyclostationary signal is defined wide-sense cyclosta-
tionary if its mean and its autocorrelation function areiqdic in 7' [27, 28]:

My (t) = my(t +T)

4.7)
Ru(t,t+7)=Rpy(t+ T, t+T+7)



4.1 Background 37

Power and energy of a stochastic signal

The power of a stationary stochastic signél) is expressed as:

1 +T/2
P = lim —/ 22 (t)dt (4.8)
T—oo —T/2
while the total energy is:
“+oo
Jim TP = / 2% (t)dt (4.9)

PSD and the Wiener-Khinchin theorem

In the frequency domain analysis the basic mathematichidtize Fourier trans-
form. The Fourier transform allows the analysis of signalthbn the frequency
and in the time domain. The Fourier transform (FT) and iteise (IFT) of a
stochastic signat(t) are defined by:

X(f) = /_ - x(t)e 2 qt (4.10)

[e.e]

+00
x(t) = X (f)eXmItdf (4.11)
The power spectral density (PSD) of a signal is a plot of thegyger unit of
bandwith as a function of the frequency. The Wiener-Khindhieorem relates

the autocorrelation function to the PSD of the stochastjnadi[29]:

S(f) = FT(Rya(t,t + 7)) (4.12)

The power P) of the signal can be expressed in the time domain and in the
frequency domain as:

- S(f)df = lim 1 / o 2% (t)dt (4.13)

—00

Another way to calculate the PSD, without first calculating autocorrela-
tion function, is:
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X
S(f) = jim —3
The PSD contains less information than the signal in the toreain. While

computing the PSD with Eqg. 4.12, we should consider tha¢ifit time domain
signals may have the same autocorrelation function, heheesame PSD. By
computing the PSD with Eq. 4.14, we discards phase infoondiy taking the
magnitude ofX (f). However, the PSD of a stochastic signal is very useful,
keeping in mind that for some particular needs, a time dordascription is
mandatory.

(4.14)

4.2 Noise sources

The current flowing in a device under DC conditions can betemis/(t) =
Ipc +1i,(t), wherelpe is the wanted current due to the chosen bias point, while
in(t) is a random fluctuating current related to the noise. Thisdaurrent can
be caused by external noise sources and by fundamentatphygsbcesses. Ex-
ternal sources are for example cross-talk between adjagentts, electrostatic
and electromagnetic coupling from AC power lines, vibmatgic. These dis-
turbances can often be eliminated by shielding, filterimgl ehange of layout.
Fundamental physical sources cannot be eliminated, bsithibwever possible
to reduce them by proper design of the devices and circuntghi$ work we are
interested only in these latter sources. A brief introdurcbn fundamental noise
sources is reported below.

4.2.1 Thermal noise

Thermal noise, also called Nyquist or Johnson noise, istiserassociated with
the thermal random motion of charge carriers. The direatectirhas no influ-
ence on the thermal noise since the electron drift velosityiuch less than the
electron thermal velocity. Considering a piece of matenigh a resistance?

at a temperaturé, thermal noise can be represented by a current generéor (
parallel toR or a voltage generator?) in series tak:

P2 = 4kT%A f: 0 =4kETRAf (4.15)

wherek is the Boltzmann’s constant adlf is the bandwidth in Hertz. Eq. 4.15
shows that thermal noise is proportional to the absolutgégature and it ap-
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proaches zero if the temperature approaches zero. The P®ierofal noise is
also independent of frequency. All noise sources whichratependent of fre-
guency are calledvhite noisesources. This is because all different frequencies
are present with the same strength.

4.2.2 Shot noise

Shot noise is associated to the direct current flowing acagsstential barrier
like a pn-junction. Shot noise is caused by the random flticma&f the electric

current due to the discrete nature of the electronic chaigetfons). The noise
increases proportionally to the flowing current crossirgygbtential barrier. The
mean square value of the current associated to the shotiapise

2 = 2qIAf (4.16)

wheregq is the electronic charge. Shot noise is independent of &ecy and
it should be distinguished from the current fluctuations catilbrium, which
are present without any applied voltage or without any ayeicurrent flowing
through the device.

4.2.3 Generation-recombination noise

Generation-recombination (g-r) noise in semiconducttems from traps that
randomly capture and emit carriers acting as generaticonnbination centers.
These events cause fluctuation in the number of carriersablaifor current
transport. The trapped charge can also induce fluctuatiotieimobility, elec-
tric field, barrier height etc. Traps involved in g-r noise &cated in the forbid-
den bandgap and they exist due to the presence of variougslefeampurities in
the semiconductor or at its surfaces. The power spectraityesf g-r noise is a
Lorentzian [30]. A single trapping/detrapping processltem random telegraph
signal (RTS) noise.

4.2.4 Flicker or1/f noise

Flicker noise is present in active as well passive devicesnaaly be due to sev-
eral mechanisms as it will be discussed in the next sectiditkdf noise is
associated with the flow of a direct current and the mean squalue of the
current affected by this kind of noise is:
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I8
i
whereK is a constant associated with the devites the direct current; is the
current exponent with a value between 0.5 and 2, amgla parameter with a
value close to 1. Considering= 1in Eq. 4.17, the noise spectral density is pro-
portional tol/ f and for this reason flicker noise is also callédf’ noise. In the
case the parameterhas values outside the range 0.9-1.1, the noise is refesred a
1/ f-like noise. Flicker noise is most significant at low freqaies while it dis-
appears under thermal noise at higher frequencies. Howewgvices showing

a high level ofl / f it can dominate also in the MHz range. Flicker noise is also
called pink noisebecause of the frequency dependence of the spectral density
1/ f noise occurs in many different systems and sometimes thgestige adjec-

tive 'ubiquitous’ is associated to this noise. It is possitd find1/f noise, in
biology, astronomy, fluid dynamics, optical systems andheoacs.

2 =K-—Af (4.17)

4.3 MOSFETSs 1/f noise model

MOSFETSs are particularly affected by low-frequency noiseihg a spectral
density inversely proportional to the frequendy f or 1/ f-like noise). 1/f
noise in MOSFETSs has been under investigation since mondoingy years [31].
Despite the efforts to identify the origins of this noisegrihis still not a unique
accepted theory and therefore a model to simulate flickesenolwo different
theories have been proposed to explain the physical orgjihgf noise: num-
ber fluctuation and mobility fluctuation. These two theores based on the
fluctuation of the conductivity of MOS transistors that is:

o = ung (4.18)

wherep, andn are the mobility and the concentration of the carriers,eespely.

Hence, from Eqg. 4.18 it is clear that a fluctuation of the canighty is induced

either by a fluctuation of the number of carrie’S/{) or a fluctuation in the
channel mobility ().

4.3.1 AN model

The carrier number fluctuation theory [32, 33, 34, 35], aradiy proposed by
McWhorter [36], attributes the origin of flicker noise to ttxdom trapping and
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Figure 4.2: Schematic illustration of trapping/detrapping of eleatrin/from
traps for a nMOSFET.

detrapping of charge carriers into or from traps locatedlmthe oxide. Trap-
ping/detrapping process from a single trap leads to an Ra&h Eap is charac-
terized by a relaxation timethat depends on the mean time needed for the trap-
ping process and the mean one needed for detrapping. Thengagetrapping
process occurs through the tunneling of charge carriers ftee channel into
traps located inside the oxide and vice versa. A schemaigtiation is repre-
sented in Fig. 4.2.

For a given trap characterized by the relaxation timthe occupation func-
tion N(¢) is defined asN=1 when the trap is occupiedy=0 when the trap is
empty. The power spectral density 8f¢) is given by:

4T

_ 2
Sn(r) = (AN 15 2n ) (4.19)
When several traps are present with time constaulistributed as:
[ K/ if m<7<m
9(7) = { 0 otherwise (4.20)

The superposition of RTS signals due to each traps gives anoise with PSD
given by:



42 Low-frequency noise in MOSFETSs

S [arbitrary units]

10°
Frequency [HZz]

Figure 4.3: The superposition of 4 Lorentzians gives a total power spkec
density roughly proportional to/ f over several decades of frequency.
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= 7]\[) larctan (27 f7)]7 |
2nf
K

S(f) ~ —(AN)? for 1/27m << f << 1/2771y

f

An example is given in Fig. 4.3 where the superposition oftfiects of four
individual traps with different relaxation times roughlivegs al/ f spectrum. In
order to extend th&/ f spectrum over ten decades, the spread in time constants
must cover many order of magnitude. In MOSFETS the tunnetirthe oxide
may account for relaxation times betweerr16 and 1% s. McWhorter showed
as a uniform spatial distribution of oxide traps can give tis a distribution of
time constants giving the/ f spectrum typical of MOS transistors [36]. Even if
the number fluctuation model is supported by many experisi&4t 37, 38, 39,

40], some remarks are necessary. First, it is assumed ®&T8H noise of each
single trap can be simply added. This is true only if trapsisoéated and do
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not interact with each other. Secondly, each trap shouldbpled to the output
current in the same way (same valuesfoin Eq. 4.20 for all traps).

4.3.2 Ay model

A second mechanism that can givé gf noise is the mobility fluctuation. The
noise of homogeneous layers can be described by Hooge'sieatgormula
[41, 42, 43]:

S[ . (052

I fN
where! is the current flowing through the samplkg, is the spectral density of
the noise affecting the current] is the number of free carriers, ang; is the
Hooge's parameter that usually can assume values betie€mnd10~* [44].

The step now is to determine whether the conductivity fluetsidbecause
of fluctuations in the number of carriers or in their mobilitywhile number
fluctuation can be a reason to explain the conductivity flattumn in MOSFETS,
obviously this cannot be the case in metals.

The only way to separate th® N and Ay is to measure an effect that does
not involve anny product. Such effects are the Hall effect, hot electroncgsfe
etc. [44, 45]. An experimental example of the Hall effect ia&3 is presented
in [46], where the noise measured across the Hall contalttsv®the mobility
fluctuations Q\p).

The mobility is determined by the scattering of free casieA scattering
mechanism that is always present is caused by the acoutiite laibrations.
However, other scattering mechanisms might be present iI@SMET: impurity
scattering by charged or neutral centers, surface scajtagainst the crystal
boundaries, and carrier scattering by other carriers. Tidysf 1/f noise is
of special interest when at least two different scatterimganisms are present.
Considering therefore the case of a varying amount of intysgattering, to-
gether with the always present lattice scattering, therdariton of the two
mechanisms to the resulting mobility can be expressed WwehMatthiessen’s
rule:

(4.22)

1 1 1
— = + (4.23)
1% Hiatt Himp

The observed noise is plottedlagay versudogy [47]. Theay — 1 depen-

dence experimentally found can only be explained by assyiiifi noise in the
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lattice scattering while the other mechanisms are noige ffeom EqQs. 4.22 and
4.23 following [44, 45, 46] we get:

1 /A 1 (A
- <_“) _ ( & “) +0 (4.24)
wo\ p Hiatt \ Hlatt

2
aH=< " ) -~ (4.25)
Miatt

Measuring the noise in the intensity of scattered light mes an indepen-
dent way of proving that the intensity of acoustic latticedes fluctuates with a
1/ f spectrum [44].

4.3.3 UnifiedAN and Ay model

Both AN and Ay theories try to explain and to find correlation between exper
iments and arguments to support one or the other theory. ISMETS, where
the charge transport is at the interface, the number fluoctuatodel apparently
provides a better explanation of the origin Ioff noise. Some measurements
on devices fabricated with different CMOS processes feajulifferent oxide
thicknesses suggest that flicker noise in nMOS transistna\es as predicted
by the number fluctuation model [48]. In the same study, h@ngMOS tran-
sistors show a lowet/ f noise which is well explained by the mobility fluctua-
tion model.

An extensive analysis of flicker noise in MOSFETSs gives a nomepli-
cated bias dependence on the gate bias and on the oxidedbgHrat cannot be
predictable by only the number fluctuation or only mobilitydiuation models
alone. Hung [49, 50] proposed a unified model that assumeslatad mobil-
ity and number fluctuations. The surface mobility fluctuasi@re attributed to
the remote Coulomb scattering due to oxide charges. As ithobid number
fluctuations have the same source of origin they are coectldt is important
to remark that the correlated mobility fluctuations in thengis unified model
are different from the mobility fluctuation previously dissed in the\ model
whose origin is due to phonon scattering. The unified mod#iesmost used
one among those adopted to simulate flicker noise in cirastgh tools. It is
able to explain most of the experimental data; when this igne [51], it uses
non-physical fitting parameters. The model unifies the nuribetuation model
which dominates at low bias and the mobility model which issthoeffective at
high bias.



4.4 Flicker noise under switched bias conditions 45

J l Ipst hoise

Vis_ on

_____ I o A 11

Vs orr

Figure 4.4: nMOSFET cycled between an ON-stalg;( on) and an OFF-state
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4.4 Flicker noise under switched bias conditions

Flicker noise has a large influence in circuits using MOSHtaRgistors. There-
fore, in the last years a lot of circuit techniques have beepgsed in order to
reduce its impact [52, 53, 54, 55, 56]. These techniquesrar@ay unable to
reduce the intrinsi¢/ f noise in MOSFETS.

Bloom and Nemirovsky [6], for the first time, showed that byclayg a
MOSFET between strong inversion and accumulation a realuaif the low-
frequency noise occurs. Indeed, [7] reported that also RiiSergenerated by
a single trap is strongly reduced when the MOSFET is cycldadiden inver-
sion and accumulation. The effect was again observed inasaglator phase
noise [8] fabricated with a CMOS process.

In Fig. 4.4 the basic principle of cycling a nMOSFET betweenCa\-state
and an OFF-state is illustrated. The input voltage applbettié gate terminal is
switched between an ON- and an OFF-state with a pulse sigttab@% duty
cycle. Such a bias it is usually called switched bias (SBy,dbunterpart to a
fixed constant bias (CB). The high levél{s o) is higher than the threshold
voltage in order to bias the transistor in inversion, while kow level {zs orr)
is set below the threshold voltag&s o can be set to have the transistor in
moderate inversion, weak inversion or in accumulationhla tonfiguration an
intrinsic reduction of the low-frequency noise, compam@ddnstant bias condi-
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tions, is due to the fact that the device is OFF for half a mkribhis translates
in an intrinsic reduction by a factor of 4 in the resulting P8the noise [57]
due to the mixing effect of low frequencies to higher freqeies. Hence, in the
analysis presented in this work, the PSD in the case of cohbtas is usually
divided by a factor of 4 in order to be compared to the PSD usdsiched bias
conditions.

In the last years new progresses in this field have been madwwAnea-
surement approach that allows the observatiory gfnoise spectrain MOSFETSs
under switched bias conditions in a wide frequency band (40 H00 kHz) has
been reported in [57]. They investigated in particular tepehdence of flicker
noise on the switching frequency and on the voltage apphie¢de OFF-state.

4.5 Background of Random Telegraph Signal

In this section we provide the necessary background of RTi§erno order to
explain and to analyze experimental results.

4.5.1 Statistical properties of RTS

RTS is a random sequence of pulses that switch between telsievhigh and a
low state (Fig. 4.5). In our work, we are interested in the R®Se superimposed
to the drain current of small-area MOSFETs. We can assadttiatstate 1 to the
high level, and the state 0 to the low level. We assume thaptbleability of
a transition from the state 1 to the state O (i.e. from up torgow given by
1/71, the probability of a transition from 0 to 1 i5/7,. We also assume that
the transitions are instantaneous. Under these assumpt@show that the
random variables representing the times spent in statgh™tand "low” are
exponentially distributed and therefore RTS is a Poissongss.

Let us assume, (¢)dt the probability that no transition occurs from the state
1 during the time interval and then a transition happens betweeamd? + dt.
If P(t) is the probability of remaining in the "high” state withoutaking any
transition during the time interval t, we get:

remembering the assumption that is the probability of making a transition
from state 1 to state O.
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Figure 4.5: A Random Telegraph Signal (RTS).

We have also that:

Pt +dt) = P(t)(1 — dt/m) (4.27)

that means that the probability of not making a transitiotinaé ¢ + dt is equal
to the product of the probability of not having made a traasitt timet and
the probability of not making a transition during the int@rfrom ¢ to ¢ + dt.
Rearranging Eq. 4.27 we obtain:

dP(t)  P(t)

e (4.28)
Now we need to integrate Eq. 4.28 and we get:
P(t) = exp(—t/m) (4.29)
With P(0) = 1 we get:
1
pi(t) = T—lexp(—t/ﬁ) (4.30)
and
/ pi(t)dt =1 (4.31)
0
Following the same procedure for the state "low” we obtain:
1
po(t) = —exp(—t/79) (4.32)

7o
From this analysis, starting with the assumption that theditions between
the high/low and the low/high states are described by siragés, we can show
that the times spent in the high/low states are exponentiditributed. The
mean time spent in the state "high” is:
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0

and the standard deviation is:

o= {/OO t2py(t)dt — 7‘12} =7 (4.34)

0
To conclude we can say that an RTS signal is characterizedvlighsng

between two states, high and low, and that the time spenttimdiates is expo-
nentially distributed. This shows that RTS is a PoissongsecTo each state itis
possible to associate a mean timendr,. We have also seen that the standard
deviation is equal to the mean time spent in either state@RAS and this is
normal for a Poisson process.

4.5.2 PSD of RTS: Lorentzian spectrum

Here we derive the power spectral density of an RTS signalr@goged by
Machlup [30]. We need first to evaluate the autocorrelatiorction of the RTS.
In order to do that we suppose that the RTS can be in two sta{gsy) and 1
(high), and that the amplitude of the signalAd. We assume also that all the
statistical properties are independent of the time origvie.know that the mean
time spent in the state 1 i$ while the mean time spent in the state GjsThe
probability that the RTS is in the state 1 is therefor&(r, + 71 ), for the state O
is70/(10 + 71).

The autocorrelation function of such an RTS process is:

R (t) =< x(s)x(s +t) >
- Z lexj x {Prob. thate(s) = x;} (4.35)

x {Prob. that:(s + t) = z;, givenz(s) = x;}

Since the low state of the RTS is chosen to be 0 and the RTS taglis
AlI, the autocorrelation function is:

1

Ry, (t) = (AI)? Pu(t) (4.36)

70 + I
wherePy; (t) is the probability of an even number of transitions during time
interval t, starting from state 1. Defining in a similar w&y,(¢) the probability
of an odd number of transitions in time interval t, startingnh state 1 we have:
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Pri(t) + Pro(t) = 1 (4.37)

The probability of an even number of transitions in time dt is given by the
sum of two mutually exclusive events. The first is the proligbof an odd
number of transitions during the time interval t and onegitéon during dt; the
second is the probability of an even number of transitionsme interval t and
no transition during dt:

Pt +dt) = P10(t)i—§ + Pr(t) <1 - jl_—f) (4.38)

By lettingdt — 0 and substituting Eq. 4.37 into Eq. 4.38, we obtain the foiltayv
differential equation forP, (¢):

dPi(t) 1 ry 1
pTRnE Pyi(t) - + ) B (4.39)
Eq. 4.39 can be solved by usinagp| [ (1/7 + 1/71)dt] as an integrating factor:
1 1
Pii(t) = n + 70 exrp {— (— + —) t} (4.40)
To + 71 To + 71 T0 T1

The power spectral density can be calculated from Eqs. /861a0 applying
the Wiener-Khinchin theorem:

S(f) = / R..(t)cos(2m fr)dr
0
B 4(AT)?
(o +m)[(1 /10 + 1/71)2 + (27 f)?]
where the DC term, a delta function g0, has been ignored.

In the case of RTS with equal mean times in the high and in theskate,
To=71=T, EQ. 4.41 becomes:

(4.41)

2(AI)r
M Gy
The total average power is obtained by integratifig) over all frequencies:

(4.42)

(A1)?
(7’0 —f—7'1)(1/7'0 -+ 1/7‘1)

P:A S(f)df = (4.43)
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Figure 4.6: Power spectral density of RTS noise with=10 ms and different
values ofr,. The PSD is a typical Lorentzian, flat at low frequencies and a
roll-off of 1/ at high frequencies.

In Fig. 4.6 the PSD from Eq. 4.41 is reported #ad =200 nA, =10 ms
while 7y is varied. RTS features a typical Lorentzian PSD charamdrby a
constant plateau at low frequencies and/ag? roll-off above a characteristic
cut-off frequencyf,=1/2r(1/7 + 1/7).

Fig. 4.7 reports the power associated to the RTS from Eq.. 414 am-
plitude of the RTS isA7=200 nA andm;=10 ms. 7 is varied betweeif.1 ms
and1 s. The power shows a maximum whefis equal tor;. In this work,
the relation between RTS time constants and the noise pevagerite important,
especially when we analyze RTS noise under switched biaditomms.

4.6 RTS noisein MOSFETs

As already stated, in this thesis we are interested in the mOi§e that affects
the drain current of small-area MOS transistors. In MOSEERES noise is
caused by the trapping/detrapping of charge carriersfioto/traps that can be
located at the Si-SiQinterface or in the bulk of the gate oxide. In this scenario
it is possible to associate the mean time spent by the curréimé high or in the
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Figure 4.7: Power of RTS noise with; =10 ms and different values af. The
PSD shows a maximum fog = 7.

low state with the mean emission or capture timeandr,.. To associate, and
7. to the state of the current some considerations must be dahthe will be
discussed in the next chapter. For the purpose of the nexbptrs chapter it
is enough to know that the emission and capture time corsséaatassociated to
capture and emission of charge carriers by a trap.

As for flicker noise, also RTS noise can be measured and nubdetier both
constant bias (CB) and switched bias (SB) conditions. Itiqadar, in the last
years, some important steps have been done in the modelirig Hre character-
ization of RTS noise under SB conditions. In [58] measureand simulation
of RTS noise in NMOSFETSs under switched gate bias conditians been pro-
posed. They have shown that the simple model of a statior@sg generating
process whose output is modulated by the bias voltage isuifitient to ex-
plain the switched bias measurement results. This is dueesttatt that a simple
modulation should give a noise reduction of a factor of 4,levexperimental
results showed devices where the noise reduction could thehiigher or lower
than this factor. Therefore, they proposed a model basegi@ostationary RTS
noise generation. A new physical model, reproducing thestest behavior and
predicting the RTS noise under switched bias conditionsbe@s proposed in
[59].
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4.6.1 RTS under constant bias conditions

The expressions for the autocorrelation function and thveepspectral density
reported in the previous section following the Machlup’8][@pproach can be
used to model the RTS noise of MOSFETS operating under auirisites condi-
tions.

The autocorrelation function can be rewritten as:

Riyp o< (1 — 7)el=1H/m) (4.44)
while the PSD as:

PSD x y(1 — y)m (4.45)
where:
= T:i CTC (4.46)
7= 1 - (4.47)
1=~ = - 1 - (4.48)

It is important to notice thaj represents the occupation probability of a trap
under constant bias conditions.

4.6.2 RTS under switched bias conditions

As we have seen in section 4.4, a transistor may be switchmeeba an ON-
and an OFF-state. To do that it is necessary to apply to tleetgahinal a puls-
ing waveform that biases the transistor between strongsiae and subthresh-
old/accumulation. Under this operating condition, thessigin and the capture
time constants of the RTS noise are modulated. Even if olyibis important
to remark that, when the transistor is in the OFF-state, meentiflows and so
the emission and the capture times are not directly measurab

Kolhatkar in [60] proposes an experimental method to measwe emission
and capture time constants under SB conditions. This mettepdesented in
Fig. 4.8, consists in sampling the RTS during the ON-statesthen, joining
the sampled values together, the RTS under SB conditionbtaned. This
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Figure 4.8: RTS noise under constant bias and switched bias conditOrS is
sampled during the ON-states and joining the sampled vahgether the RTS

under SB conditions is obtained. The ON-state is indicatethb shaded part
and the OFF-state by the white part (source [60]).

method will be used in this work in Chapter 6. The expressadriee emission
and capture time constants under SB are now derived foltpwhe approach
proposed by Kolhatkar in [60].

Let’'s consider a pulse waveform applied to the gate switghietween an
ON- and an OFF-state with a switching peribd,, being7’,, and7,, the time
spent in the ON- and in the OFF-state, respectively. Kobraélssociates to the
ON- and to the OFF-state different time constants;, andr. ,,, to the ON-state,
andr, ;s andr. s, to the OFF-state.

The effective time constants in the ON- and in the OFF-stedeeapressed
in a similar way as in Eq. 4.46 as:

Te_onTe_on
el -on Te_on Te_on ( )

TeoffTeof f (4 50)
Teoff T Teoff
The effective emission and capture time constants are dpyen

Teffoff =

1 T, 1 Ty 1
= +
Te_eff Tsw Te_on Tsw Te_of f

(4.51)
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1 Ton 1 T, 1
_ + ff

= 4.52
Teeff Tsw Te_on Tsw Teoof f ( )
Therefore, from expressions above we can express theieffecas:
Te_e TC_B
Tepy = —octleell (4.53)

Teeff t Teeff

The autocorrelation function and the PSD under switched banditions
become:

Rye < y(1 — ) el"1H/7ers) (4.54)

Teff
PSD xv(1—7) T+ @nfrog (4.55)

where:

e — (4.56)
Teeff T Teeff

1y = el (4.57)
Teeff + Teeff

v represents also the effective occupation probability ofa@ 1(F.;;) under
switched bias conditions.
We can still write the occupation probability in the ON-stat:

P, = — e (4.58)

Te_(m + 7-C_O7’L

and in the OFF-state as:

Teof f
Pyf=—"—"7""—" (4.59)
Teoff T Teof f

4.7 Monte Carlo simulation of RTS and 1/f noise

As we have seen in section 4.5.1, the emission and captues tfran RTS are
exponentially distributed and RTS is therefore a Poissatgss. The Monte
Carlo (MC) simulation technique is ideally suited to simalRoisson processes.

Supposing that the mean time associated with a Poissongs@eg, we can
generate a Poisson stochastic time between two distinnt®wéthe process as
[61]:
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t, = —71oln(1 —r) (4.60)

wherer is a random number uniformly distributed between 0 and 1. ¢l@x
sincer is uniformly distributed betweehand1, so alsoig1—r), and in practice,
in place of Eq. 4.60 we can use:

t, = —7oln(r) (4.61)

An RTS process is characterized by two possible states:yetmgut and oc-
cupied trap. Two characteristic timesandr,, are associated to such states:
is the mean time for an empty trap to capture a charge carties, the mean
time for the trap to emit a charge carrier. Therefore eacluwence, trapping
and detrapping, is conditioned by the other one. For examplapping event is
possible only if before a detrapping event occurred. Dgalith a process with
two characteristic time constants, we need to substituigirt.61 the appropri-
ate one according to the current state of the trap. SimglamRTS process we
user, if the trap is occupied and, hence, the next occurrence israpgeng,r.
otherwise.

4.7.1 MC under constant bias conditions

Under constant bias conditions a fixed bias is applied to #te gf the transis-
tor. In small-area MOSFETS, a single trap affects the drament leading to
the switching of the current between a high and a low values iBhdue to the
trapping and detrapping of charge carriers into or from thp.tThe core of the
simulation of RTS noise is therefore the evaluation of theupation state of
a trap as a function of the time. The simulation of the ocdopastate of the
trap is performed as follows: initially a check on the statéhe trap is done:
free or occupied then the state of the trap is changed after a certain time in-
tervalt, according to Eq. 4.61 in which the appropriate time constwnsed.
When the occupation state of a trap changes, it contribatésetnoise superim-
posed to the drain current. The amount of this contributiepesthds on several
factors, among them the position of the trap inside the gatgeo A way to
take into account this fact in the simulation, is to "weigthe contribution of
the occurrence (trapping/detrapping) to the current. heowords it means to
reflect the trapping/detrapping process to a certain vanaif the drain current
(AI). What we then obtain is a time domain RTS signal reproduittiegffect of
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trapping/detrapping process on the drain current. Thisasigwitches therefore
between two different states with mean times giverrbgndr. and amplitude
Al. In a second part of the simulation the autocorrelation tioncof the RTS

signal and the Fourier transform of the autocorrelationcateulated in order to
get the power spectral density of the simulated RTS.

4.7.2 MC under switched bias conditions

Under switched bias conditions a pulse waveform is applethé¢ gate of the
transistor biasing the transistor between inversion afhseshold/accumula-
tion conditions, therefore between an ON- and an OFF-stagedescribed in
section 4.6.2, we can model the effect of a switching biasssyiming different
time constants during the ON- and the OFF-state. Adoptirggapproach we
can therefore associate an emission time constant to thea®iNto the OFF-
state,r.,, andr._,rs, respectively, and a capture time constant to the ON- and
to the OFF-stater. ,,, and. s, respectively. We have therefore to deal with
four different time constants. A quasi stationary assuompis done for mod-
eling the emission and capture time constants;, and ., are assumed to
be the emission and capture time constants corresponditing t6B case with
Vas=Vas on. While 7. ,,, andr._,,, are measurable because the transistor is ON
and a net drain current is flowing, this is not possible whentthnsistor is in
the OFF-state and no current flows. In order to model the tiomstants in the
OFF-state we use the approach proposed in [58] where th®redhips between
the time constants in the ON- and in the OFF-state are assasied

Teof f = Te_on/m

Tecof f = Teoon X TN

(4.62)

where the parameter is a positive number. The characteristic of this approach
by taking the capture time constant in the OFF-state as therothe ON-state
multiplied by the constant: is physically supported by considering that the
capture of a carrier is unlikely in the OFF-state of the dewitice no carriers are
present in the channel.

Under these assumptions, the simulation differs only #iygilompared to the
one under constant bias conditions. In particular, undécked bias conditions
it is necessary to know at each simulation time, not only thgesf the trap, but
also the state of the bias, ON or OFF. According to this twaaldes, state of
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Figure 4.9: Monte Carlo simulation and analytical model of the autoelation
of an RTS under CB with,=7.=1 s.

the trap and state of the bias, the appropriate time constaat be chosen in
Eq. 4.61. Indeed, under SB the drain current of the deviceitslsed and, when
the gate bias is OFF, no current flows in the transistor. Thestma that the RTS
noise under SB is modulated by a square wave. Therefore réie current of
the device can be considered as the product of two signadscdhtribution of
the trap giving the RTS and the square wave applied to the gagemportant to
reamark, see Fig. 4.8, that RTS continues to exist even wiltanmnot be directly
observed because no current is flowing in the device. Thersquave applied
to the gate with a certain switching frequenty, contributes in the frequency
domain with a series af functions at) Hz, + f.,, 3 fsw, £5 fsw, -..-
From Egs. 4.51, 4.52, 4.62 we obtain:

2
Teeff = Te_on
m+1
b (4.63)
Teeff = m—+ 17—c_on

Analyzing Egs. 4.62 and 4.63 we can see as a change,jn is not as impor-
tant as a change in_,;¢. In the limit case of takingn — oo, 7..;; becomes
twice 7._.,,. On the other hand. _.;; can change by several orders of magnitude
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Figure 4.10: Monte Carlo simulation and analytical model of the PSD of an
RTS under CB with.=7.=1 s.

compared ta_,,. Further details on this approach are discussed in [58].

4.7.3 Validation

In order to validate the MC simulator, simulations under Gl &B conditions
are performed and compared to the analytical models. UnBew€ simulate
both the autocorrelation function and the power spectnasidg of an RTS with
emission and capture time constants7.=1 s. Results for the autocorrelation
function obtained by both the MC simulator and the analytivadel of Eq. 4.44
are reported in Fig. 4.9. Results for the power spectralitease plotted in
Fig. 4.10 where the analytical model of Eq. 4.45 is used. Ritoese results we
can see as MC simulations under CB are in good agreementivatartalytical
models.

Fig. 4.11 reports the comparison between the MC simulatfdRT& under
SB conditions and the analytical model provided by Eqg. 4Bt RTS is mod-
ulated by a square wave featuring a duty cycle of 50% and alsing period
T,.,=1 ms, thereforef,,,=1 kHz. The emission and capture time constants in the
ON- and in the OFF-state are. ,,=7c.on=1'S, Te.of f=Te.on/ M Te.of f=Te.on X M
with m=10. Results from Fig. 4.11 confirm the validity of the simulatiap-
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Figure 4.11: Monte Carlo simulation and analytical model of the PSD of an
RTS under SB witl,,=1 ms,50% duty cycle . ., =Tc.on=1S, Te.of f=Te.on/ M,

Teeof f=Tec_on X m.

proach using the Monte Carlo technique also under SB camditi We could
notice that the PSD simulated by the MC shows the effect ofntbbeulating
square wave applied to the gate with a pea.at This is not the case for the
PSD obtained by the analytical model.

4.7.4 Simulation of RTS noise under CB and SB conditions

In this section a comparison of the power spectral densitRTH noise under
constant bias and switched bias conditions is performed &gns of the MC
simulator presented earlier. A simulation of the occupapoobability of traps
under SB is also reported. In particular, the variation efabcupation probabil-
ity as a function of the time for different switching frequass is discussed.

PSD under CB and SB

In Fig. 4.12 the power spectral densities simulated by thedih@ulator under
CB and SB conditions are reported. Under CB we simulate anviRtfSemission
and capture time constants=7.=5 ms. As we have seen in section 4.5.2, the
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Figure 4.12: Monte Carlo simulated PSD of an RTS under: CB with
Te=Te_on=0 MS aNC.=7, o, =H MS; SB (f;,,=10 kHz) with fixedr, s =7, o/,
Teof f=Te.on X m (m=1); SB (fs,=10 kHz) with modulatedr, ;=T ,,/10,
Teof f=Te.on % 10 (m=10).

condition in which the emission and capture times are eguakghe maximum
power associated to the RTS. In this case we can also obsermeetximum value
of the low-frequency plateau of the PSD. Under SB we applyhéodgate of the
device a square wave with a switching frequerfgy=10 kHz and a 50% duty
cycle. The emission and the capture time constants in thestatd-are set as in
the CB case while the time constants in the OFF-state arénebthy Eq. 4.62
with two different values of the parameter. m=1 andm=10. In the first case
there is no modulation of the time constants between the @iltlze OFF-state,
on the other hand, assuming=10 the emission time constant in the OFF-state
is ten times faster than in the ON-state, while the captune ttonstant is ten
times slower. As a result of this modulation, the effectiv@ssion and capture
time constants become (from Eq. 4.63):

Teeff =2 0.9 ms
(4.64)
Tc_eff ~9ms

As clear from Fig. 4.12, the PSD under SB without modulatibthe time
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Figure 4.13: Occupation probability simulated with MC under SB coratits
with two different switching frequencies: quasi-static=10 Hz and very large
fsw=10 kHz. Emission and capture time constants in the ON-stateaden
equalr,_,,=7...n=5 Ms. In the OFF-state are modulated witha:-10.

constants/:=1) shows a6 dB reduction due the fact that for half a period the
transistor is in the OFF-state [57] and no current is flowi@g. the other hand,
a modulation of the time constants:£10), further reduces the noise. Noise
reduction can be explained with the help of Fig. 4.7. A tragegithe maximum
noise contribution when the emission and capture time entstssociated to
that trap are the same, i.e=7.. Under SB conditions wittn=10 the unbalance
between the emission and the capture time constants (E4). dives the noise
reduction as shown in Fig. 4.12.

Occupation probability under SB

The MC simulator is also able to simulate the occupation @hodly of a trap as
a function of the time. To do that the simulation must be earout for a large
number of traps featuring the same time constants. At eactilaiion time the
trap-occupancy is calculated by averaging the state (freccoupied) of each
trap over the total number of simulated traps.

In Fig. 4.13 MC simulation of the occupation probability oftrap under
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SB condition is reported. The trap features emission antlocapime constants
in the ON-stater. ,,,=7.,,=5 ms and modulated. ,;; and 7. ,;; with m=10
in the OFF-state. The simulation is performed for two def&rswitching fre-
guencies: a quasi-statjc,,=10 Hz and a very largd,,=10 kHz. In the case
of f,,=10 Hz, the occupation probability varies between two différesiues.
The values assumed in the ON- and in the OFF-sfateand P, ; s, are well de-
scribed by Eq. 4.58 and Eq. 4.59, respectively. In partictite trap-occupancy
increases exponentially frof,;; to ,,,, and decrease exponentially frafy), to
P,s¢, ina cyclic manner. For the analyzed trap we h&yg — 0 andF,,=0.5.
On the other hand, for a very largg, =10 kHz, the occupation probability of
the trap cannot follow the switching frequency and assumesratant value
(P.sr) well described by Eq. 4.56, hence, in this cdsg; ~ 0.09. Intuitively,
it happens because slow traps cannot adapt quick enoughttohf@anges in the
biasing.

The study of the occupation probability of a trap under SBditbons is an-
other way to explain the effect of the noise reduction showiig. 4.12. In
particular, we have seen as the trap-occupancy under SBtioorsdwith large
switching frequency is much lower than expected under egstasic (i.e. CB
conditions) due to the effect of the switching bias on thesteonstants associ-
ated to the trap. As a result, the trap is almost always empiyyzing therefore
a lower RTS noise superimposed to the drain current of MO istors.

4.7.5 Simulation of flicker noise

As we have seen in section 4.3, flicker noise can be causeclsufierposition
of the RTS noise generated by traps featuring different torestants. In the
previous sections we have presented a MC simulator ablealaae the effect
of RTS noise on the drain current of a transistor due the poesef a trap in the
oxide. Simulations can be performed under both constastarnd switched bias
conditions. RTS noise simulation is performed in the timend generating a
process characterized by two time constants distributéad a/Poisson statistic.
The time constants are the mean time needed by a trap to eapthiarge carrier
and the mean time to emit it. In this frame, by simulating daiernumber of
RTS processes with different time constants and then sugthacontribution
to the drain current of each of these processes leads to adtimein signal
featuring al/ f spectrum. The frequency range in which the spectrum shows a
1/ f slope depends on the distribution of the time constantseoékmental RTS
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Figure 4.14: Monte Carlo simulation of flicker noise under CB and SB cendi
tions with f,,=10 kHz.

processes as discussed in section 4.3.1.

Simulations of flicker noise can be performed under both C# %A condi-
tions.

In Fig. 4.14 the MC simulation of the PSD of flicker noise un@& and SB
conditions obtained by the superposition of different RT& r@ported. Under
CB, simulation of four different traps having time constargported in Table 4.1
have been performed.

Under SB conditions the time constants are modulated dan@gN- and the
OFF-state. In the simulation, the values of emission antlicapime constants
in the ON-state for each trap are assumed the same as undemdBians (Ta-

Trap Te Te

1 100 ms | 100 ms
2 10ms | 10 ms
3 1ms 1 ms
4 0.I1ms| 0.1 ms

Table 4.1:7, andr, for the four different traps simulated to generate flickesao
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ble 4.1); while in the OFF-state the time constants are naddlaccording to
Eq. 4.62 withm=10.

From Fig. 4.14 we can notice that, under CB, the effect of feaps featuring
different time constants roughly givesldf spectrum over several decades of
frequency. Under SB conditions a noise reduction is obsefoefrequencies
below f,,, due to the modulation of the time constants during the ON-thed
OFF-state.

Results of MC simulation reported in Fig. 4.14 show that,aasRTS noise,
also flicker noise can be reduced under SB conditions. Thiscten can be
explained as the effect of the modulation of the time coristan the occupation
probability of the traps whose superposition caused fifenoise.



Chapter 5

Modeling of RTS under constant
bias conditions

RTS is becoming more and more a limiting factor in CMOS citg@idopting
small-area devices [4, 5]. A good modeling of RTS is then aomigsue. An
important aspect is the gate bias dependence of RTS noipartioular, we have
seen that the noise power associated to the RTS assumexitaunawhen the
emission and capture time constants assume the same valagy dvent that
produces a departure from this condition will reduce thes@aissociated to the
trap producing RTS noise. Therefore, the gate bias depeerd#drthe RTS time
constants is of crucial importance to estimate the noigetifg the drain current
of small-area MOSFETs. By means of a frequency domain aisalys can
extrapolate the characteristic time constamf the RTS process by inspection
of the cut-off frequency of the PSD associated to the RTiS.the composition
of both the emission and the capture time constap@ndr,.. In order to be able
to extract separately the valuesmpfandr,. a time domain analysis is mandatory.
This chapter is organized as follows: after a brief intrdchrcon different kind
of traps present in the silicon dioxide, the basis of the 8leyeRead-Hall (SRH)
theory for trapping and detrapping of electrons in trapsted at the silicon
oxide interface or inside the oxide is given. Finally, measuent and simulation
of the gate voltage dependence of RTS emission and captheetnstants under
constant bias conditions for n and pMOS transistors areepted.
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5.1 Traps and RTS noise

The most important step toward the success of CMOS techndlag been the
development of the high quality silicon dioxide (S)O SiO, is a good insula-
tor and forms an almost perfect electrical interface with siicon substrate of
a MOS transistor. Even if the silicon dioxide has been parthefsuccess of
CMOS technology, it presents some defects that influence/dinkeing of MOS-
FETs [62] (Fig. 5.1):

e The interface traps{;;), which are located at the Si-SjGnterface with
energy states in the silicon band gap. They can be producexkd®ss
silicon, excess oxygen, metal impurities, and from diffeédeénds of bond
breaking processes such as hot carrier stress and radiation

o Fixed oxide charged;), which are located at or near the interface. Dif-
ferent factors influence the density of these charges: triddempera-
ture, silicon orientation, and cooling conditions. Theg apt influenced
by an applied electric field and they are fixed.

e Oxide trapped chargeg)(;), these traps can be created, for example, by
hot electron injections, by Fowler-Nordheim tunneling,ibgizing radia-
tion, and may be positive or negative due to trapping of hotedectrons.
They are distributed inside the oxide and can influence tlagaciteristic
of the transistors changing the threshold voltage.

e Mobile ionic charges®,,), such as sodium or potassium ions, that can be
introduced by an external contamination during the pracésese mobile
charges, under the effect of an electric field applied adtus®xide, can
move from one end of the oxide to the other one.

Interface and oxide trapped charges can exchange chatgtheibulk region
of the transistor while that does not happen for fixed oxidargés and mobile
ionic charges. Depending on the surface potential, interéand oxide trapped
charges can be filled or emptied by electrons or holes. Twerdifit kinds of
traps have been recognized, acceptor-type and donor-8gsuming electrons
as charge carriers, the acceptor-type traps are neutral @hpty and negatively
charged when filled. The donor-type traps are neutral whieadl fdnd positively
charged when empty. RTS noise can be originated by both kihnlaps.
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mobile oxide charge (Q )

4 oxide trapped charge (Q )

fixed oxide charge (Q

_ interface trapped charge ﬁQ )
Si substrate

Figure 5.1: Different types of charges present at the Si-Sif@@erface and in the
bulk of the oxide.

In the previous chapter RTS noise was defined as the switchiig current
between a high and a low level. Its origin is due to such dsfectraps located
near the Si-SiQ interface or in the bulk of the oxide. In particular, a single
RTS is caused by an individual trap. The trapping/detrappirocess affects
the conductivity of the channel leading to the characterswitching between a
high and a low level in the drain current. More details on tkgegiments needed
to distinguish between acceptor and donor traps are givescison 5.2.2.

5.2 Modeling of RTS

The influence of a trap on the noise is mainly determined hyatsipation proba-
bility and by the influence of the occupation state of the tiaphe drain current.
Trapping and detrapping processes are usually modeledeb$hbckley-Read-
Hall (SRH) theory [63, 64]. SRH theory was originally devaal for traps lo-
cated in the bulk of silicon or at the Si-SjGnterface. Therefore, it has to be
modified in order to account for tunneling into/from trapsdted in the oxide.
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Figure 5.2: The basic processes involved in recombination by trapahelec-
tron capture, b) electron emission, c) hole capture, d) @elssion.

5.2.1 SRH theory

In this section the standard SRH theory is presented. Weitlesthe behav-
ior for a nMOS device, operating in inversion condition, iiah the charge
exchange happens mainly between the conduction band amhtheSome as-
sumptions must be made:

A trap can capture only one charge carrier and therefore bhange its
charge by the unit charge An acceptor trap can assume charge states 0
and—q while a donor trap 0 andg.

No exchange of charges between different traps occurs.

Trapping and detrapping processes are instantaneous.

The energy of a trafy is independent of its occupancy.

Trapping and detrapping processes between interface drapthe conduc-
tion and valence band are shown in Fig. 5.2. A trap in the aéstate can
capture an electron from the conduction band (a) or capturelectron from
the valence band (d) leaving therefore an hole in the valbaod. Process (b)
represents the emission of an electron and (c) the captuae loble.

The capture rate of an electron from the conduction band/endpy:

cn = numo (1 — f;) (5.1)
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wheren is the electron concentrationy, is the electron thermal velocity, is
the capture cross-section and- f; is the probability that the trap is empty and
so in the condition to capture an electron.

The emission rate of an electron to the conduction band enday:

€n = MU0 [ (5.2)

where f; is the probability that the trap is occupied amdis the electron con-
centration in the conduction band when the Fermi level &g (trap energy)
and is expressed as:

Er — Ecs
=N, —_ 5.3
ny cexp( T ) (5.3)
The electron concentration is given by Eq. 2.1 and it is hepented:
Er — Ecs
=N, _— 5.4
n CeXp( T ) (5.4)

At equilibrium the trapping/detrapping process follows Eermi-Dirac statis-
tic [63], hence the probability occupation of a trap is:

fe=1/[1+exp(Er — Er)/kT) (5.5)

In this analysis the trap and the electrons in the condub@mml are supposed
to be in thermal equilibrium so, they have the same Fermi.leve
The capture and emission time constants are given by:

Te = ! (5.6)

No UV,

and

1 _ eXH(EF — ET)/]{ZT]

Te = (5.7)
N0V, novy,
The capture and emission rates can be written as:
1 —
Cn = ft; en = ﬁ (5.8)
Te Te

Under constant bias conditions the detail balance priacigduires the cap-
ture rate to be equal to the emission rate. From Egs. 5.6 @hadeésget:
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Gate Sio, p—type substrate

/ [ 1 A%

Figure 5.3: Band bending of anMOSFET. An increase of the gate voltabes
correspond to a change in the band bending (dotted lin&sg). is the change
in the surface potential.Z; and E/. denote the trap energy before and after
changing the gate voltage.

Te Er — Ep
o exp( T ) (5.9)

Eq. 5.9 gives us an important result: emission and captue ¢bnstants assume
the same value when the trap enefgyis equal to the Fermi levely.

5.2.2 Vs dependence of..

If we consider an increase of the,s, the band bending (Fig. 5.3) and the elec-
tron concentratiom (Eg. 5.4) will increase. Analyzing now the expression for
the capture time constant (Eq. 5.6), we can notice thatill decrease. This
dependence allows to distinguish from experimental datheftrap producing
an RTS signal is an acceptor or a donor one [65]. An acceprisrnegatively
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charged when occupied by an electron and neutral when e plynor trap, on
the other hand, is neutral when filled by an electron and pe$itcharged when
empty [66, 67]. As we have seen in Chapter 4 an RTS signal sastbetween
a high and a low state corresponding in MOSFETS to a high amavadtain
current level. For both acceptor and donor traps the higél leerresponds to
a neutral trap due to a lower threshold voltage. Therefaneam acceptor trap,
the time spent by the current in the high level correspondbedime needed
by the trap to capture an electron. If the mean time spent &ygtinrent in the
high state decreases with increasing; it corresponds ta,, on the other hand,
the mean time spent in the low state corresponds.ttn our experiments, only
acceptor traps have been found. Normally donors traps aseredd only at
low-temperatures below 70K [66].

5.2.3 Vs dependence of-,

The emission time constamt depends on the trap enerdy-. According to
Eg. 5.7,7. seems to be independent of the applied gate voltage bedause
independent of ¥s. That holds only for traps located exactly at the Si-SiO
interface. The energy of a trap inside the oxide depends @mxide electric
field and is given by [68, 69]:

Er = Ero — qds — q:—t(VGs — Vi — ¢s — ¢p) (5.10)
wherezx; is the trap position inside the oxid&r, is the trap energy at flatband
condition,q is the electronic charge, is the surface potential, ang is the volt-
age drop across the gate electrode accounting for polyetiepl The reference
energy level is the intrinsic Fermi level in the bulk silicon

From Eq. 5.10 itis clear that for a trap located at the inte&f@,=0 nm), E'r
does not depend on the applied gate voltage. On the other harap located
inside the oxide shows a decrease of the energy With hence, from Eq. 5.7,
an increase of..

5.2.4 Trap position inside the oxide

Eq. 5.9 can be rewritten following the notation in Fig. 5.4 as
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Figure 5.4: The energy band diagram in the channel at the trap position.

T, 1

lnr_e =37 (Ecow — Er) — (Ec — Ep) — ¢o

T
+ 40+ a4 (Vos = Ves = 6. = 6)

ox

(5.11)

whereE,, is the bottom of the conduction band of the oxidg, is the bottom
of the conduction band in the bulk of the silicap, is the difference between
the electron affinity of the Si and the SiQp; is the surface potentiad, is the
voltage drop across the gate electrodeis the trap position inside the oxide,
andt,,, is the oxide thickness.

According to [70], the trap position inside the oxide is then calculated
based on the gate voltage dependence of the ratio by using Eq. 5.11:
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Figure 5.5: "Tunneling and Capture” (dotted arrows) and "Capture andnkl-
ing” (solid arrows) mechanisms for the capture and emisgionesses for a trap
locate at a distance inside the oxide. The arrows indicate electron transitions
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The extraction procedure requires the evaluation of thpeslaf the line that
provides a linear fitting of the gate bias dependencén¢f./7.). The slope
corresponds to the left-hand side of Eq. 5.12. It is indee@dssary to know the
oxide thickness,, and the dependence df s of the surface potential, and of
the voltage drop across the gate electrogle
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5.2.5 Tunneling mechanisms

To explain the capture and emission processes of electndregis located inside
the oxide, two different models have been proposed. Acagrth the "Tunnel-
ing and Capture” model [71], electrons from the conductiandfirst tunnel
into the oxide at the distance of the traps, and then are &ptwy traps (dot-
ted arrows in Fig. 5.5). The validity of this model has beetera@uestioned,
since measurement data did not support energy dissipatitimei oxide [72].
The "Capture and Tunneling” model [34] states that eledrnrst get trapped
by fast defects centers at the interface, and then tunreliat traps inside the
oxide (solid arrows in Fig. 5.5). In this latter model elects do not dissipate
energy in the oxide. A continuous trap energy distributigarche bandgap at
the interface is required for this process; the presenceidtf a distribution is
generally accepted for the Si-Sitnhterface. It is important to notice that for a
trap featuring an energy level higher than the conductiordlEnergy at the in-
terface, the "Capture and Tunneling” model has no anymo@ning and direct
tunneling of electrons in traps should be effective.

5.2.6 Capture cross-section

The capture cross-section)(of an electron trap is an effective area within which
an electron is captured by the trap. The larger the crosssds, the higher is
the probability for an electron to be captured and thus thalsms, (Eq. 5.6).

As we have seen in the previous section, in order to be captwye trap
located in the oxide an electron needs to tunnel to it. Tunget a quantum
mechanical process and to analyze such a process for theoalé@p system,
the knowledge of the structure of the trap would be necessatye atom level.
Unluckily this information is unavailable.

What normally can be done is to model the capture crosseseicicluding in
its equation simply the tunneling probability of an eleattbrough the potential
barrier given by the difference between the oxide barriggtiteand the energy of
the electrons that tunnel into the trap. The tunneling ddpaiso on the distance
that an electron must tunnel to be captured in a trap. Theetinghprobability
reduces exponentially with the distance. The capture €3esgon is then given
by [73]:

o(x1) = ooeXp(—z1/ M) (5.13)
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whereo is the capture cross-section prefactoy,is the trap distance into the
oxide, and\, is the attenuation wave function coefficient.

5.3 Comparison of RTS models with experimental
data

In the first part of this section we report the results of meaments and simula-
tion of emission{,) and capturex.) time constants as a function of gate voltage
for eight individual traps [74] in nMOS transistors. In thecend part, results
are reported for pMOS devices.

5.3.1 Experimental details

RTS noise has been measured in nMOSFETs manufactured. i3 am tech-
nology [26] with nitrided gate oxide and physical oxide #messt,,=2.2 nm.
Small-area devices with physical poly gate width W and gatgth L product
WxL= 0.16x0.1 um?, 0.4x0.1 pm?, 0.75x0.1 um? have been investigated in or-
der to detect the effect of single traps. Drain current flatns have been mea-
sured and recorded using a low noise amplifier and a digitallascope. The
experiments have been carried out in the linear mode of tper@ps=50 mV).
For each device, the gate bias is varied in order to deteciginature of a single
trap, i.e. a clear RTS switch superimposed to the DC draireatirOnce the trap
was found, the gate voltage was swept oveb@mV range with50 mV steps.
For each gate voltage a long time frame of the drain currgmtd@ minutes) is
recorded by the digital oscilloscope. For accurately exing the emission and
capture time constants, the time domain waveform contditsagt200 tran-
sitions between the high and the low state. Indeed, in o@ert miss any
transition, the sampling frequency of the oscilloscopeeisad leastl00 times
higher than the RTS corner frequency.

Each recorded waveform of drain current has been post-pseden order to
estimater, andr.. This is done by means of a simple software routine thatdilter
the high-frequency noise and discriminates between the dungl the low state
by a level-crossing algorithm.

All the measured traps are acceptor traps so the high culeeet corre-
sponds to the capture time and the low current level to thesom time.
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5.3.2 Modeling approaches

To model the gate bias dependence.aindr, we used the SRH model (Egs. 5.6,
5.7) and a modified version proposed by Schulz in [75] by ohiking an ad-
ditional Coulomb energy accounting for the Coulomb bloekaffect. For an
acceptor-type trap the expressiongfis modified including the Coulomb en-
ergy AE, while 7, remains the same:

CexpAE/KT)  expl(Ep — Er)/kT]

c e —

(5.14)

no () vy, no () vy,
When a trap captures an electron, electrostatic chargé® isubstrate, channel
and gate are modified. This charge variation expends thggoalied Coulomb
energyA FE, which must be provided and which reduces the capture piittlgab
according to Eq. 5.14.

Quantization effects

The equations 5.6, 5.7, 5.14 farandr, are valid for a 3D electron gas. As we
have seen in Chapter 2, in a MOSFET biased in inversion dongithe profile
of the conduction band in the vicinity of the-Ssi0, interface forms a triangular
potential well that induces substantial quantizationaffe Due to the confine-
ment introduced by this potential well, the energy compossociated to the
motion in the direction normal to the silicon-dielectridarface is quantized,
leading to the formation of subbands. Therefore, a desoniph terms of a 2D
electron gas is more appropriate.

Following [76, 77], quantization effects in the equationodndr, are taken
into account by means of a first order approximation (see t€na) where only
the first subband is modeled. The equivalent volume conaigortris obtained
by Egs. 2.4 and 2.6 as:

n = nop /Z @dz (5.15)
0

z
wheren,p is the electron concentration of the 2D electron gas forntiegin-
version layerp(z) is the probability function of finding electrons at depthnd
Z is the distance of the inversion charge centroid from theSBD, interface.
The capture and emission time constants (Eqgs. 5.6 and &.Apargiven by:

1 ] - exq(EF — ET)/]{?T]

Z p(z ? e Z p(z
Nap dea(xt)vth n2p J, %dza(xt)vth

0 z

(5.16)

Te =
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Tunneling mechanism and trap position

In order to model the tunneling we used the "Tunneling andt@ap model
earlier discussed supposing that electrons tunnel frorarikegy of the first sub-
band E,. For all the traps analyzed in this work, the energy levelhef first
subbandF, is always close to the energy level of the trAp, therefore this
approach seems reasonable. The capture cross-sectiordéen@as function
of the distance of the trap inside the oxide given by Eq. 5ricBthe parameter
A: Is evaluated by the WKB method taking into account the bigeeddence of
the energy barrier [78]. The capture cross-section prefagt is a model pa-
rameter and for some traps has been used as a fitting parameteier to fit
experimental data.
The trap position inside the oxide has been calculated USiné.12.

MOSFET electrostatic

In order to calculate the volume concentration of chanrestebns., the surface
potential ¢, and the voltage drop across the gate electroge we used two
different approaches.

The first approach (SCHR) consists in the numerical soluifdhe Poisson
and Schrodinger equations in a 1-D MOS structure using@t¢FED 2.0 solver
[79]. The simulation are performed directly on the webgitew.nanohub.org

In the second one (SRG) we used a modified version of the modpbped
by Siergiej in [76]. In the frame of the SRG approach, theaftd polysilicon
depletion is taken into account by an analytical approxiomatleading to the
following non-linear system of coupled equations:

¢s =Vas — Vip — tﬁ(QB + Qinv) — O (5.17)
Qo = 21y [— (5 +abr — au + AEo) /;ﬂ (5.18)
mh 2
QB - (2€sqNA¢s) (519)
_ (QB + Qinv)2
¢p = T 9Ny (5.20)

whereAFE, (EqQ. 2.5) is the energy distance betwdan(energy level of the first
subband) and the conduction band energy at theSED, interface Ecg), m;
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Figure 5.6: Experimental and simulategl and, as a function o5 (SCHR
approach). Estimated=0.79 nm.

andm; are the transverse and longitudinal effective mass of relest respec-
tively, Q5 is the MOSFET bulk charge),,,, is the inversion chargey, is the
forbidden band gapyr=(kT'/q)In(N 4/n;), n; is the intrinsic electron concen-
tration. The flatband volgaté- 3, the substrate doping concentrativp and the
polysilicon doping concentratioN» are treated as known technological parame-
ters. The system of Egs. 5.17-5.20 is solved through NeWRaplason iterations.

5.3.3 Results

Modeling of 7, and 7, requires the preliminary extraction of values for the trap
energy at flatbandv, and cross-section prefactey. For all the considered
traps, these parameters are set in order to fit experimemtg;focorresponding

to 50% trap occupation probability, thus (see Eq. 4.47) fier ¢ase in which
Te=Te.-

Figs. 5.6 and 5.7 report experimental and simulatexhdr, by the standard
SRH model (5.16) using both the SCHR and SRG approachesdprIlTrExper-
imentalr, andr, are represented by symbols while simulated data by lines. Th
gate voltage is swept betweerr and0.9 V with 50 mV steps, thus the device is
in inversion condition. As reported before, thigs is always set t60 mV assur-
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Figure 5.7: Experimental and simulated andr, as a function ofV;s (SRG
approach). Estimated=0.76 nm.

ing the linear operation mode. The capture time constawslacdecrease with
the gate voltage due to an increase of the electron contientra(Eq. 5.6). The
two approaches (SCHR and SRG) provide almost the samegghdtestimated
trap position ist;=0.79 nm andz,;=0.76 nm with the SCHR and SRG approach,
respectively, and the simulated gate bias dependenceaofdr, are pretty simi-
lar. This is valid for all the traps we have analyzed in thiskwand therefore we
will report results obtained by the simpler and more effit®RG approach. In
fact, while the electrostatic of the MOSFET in the SRG apgpihaa calculating
solving the system of Egs. 5.17-5.20 that takes into acconlytthe first sub-
band, the SCHR approach require to solve numerically, bynsieasimulation
by the SCHRED 2.0 simulator, the Poisson and Schrodingeaiteans.

Fig. 5.8 reports the gate voltage dependence of experiimemiasimulated
emission and capture time constants for a trap (Bpwith z,=1.12 nm. The
gate voltage is swept betwe@rt5 and0.85 V. Also in this case the standard
SRH model is able to provide a reasonable description of raxeatal data.
We obtained similar results also for two more traps (T8apnd Trap4), not
reported in figures, featuring different positions insile bxide and energies.
The relevant parameters of these traps are reported in $ablélso for Trap3
and Trap4 the emission and capture time constants are measurednaniat&ad
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Figure 5.8: Experimental and simulated andr, as a function ofi;s (SRG
approach). Estimated=1.12 nm.

¢ | Bro — Ecs a0
[nm] [eV] [cm?]
SCHR| 0.79 0.30 5.9x10°2!
SRG | 0.76 0.31 5.5x10°2!
Trap2 | SRG | 1.12 0.39 4.0x10°'8
Trap3 | SRG | 0.61 0.25 1.4x10°%0
Trap4 | SRG | 0.71 0.24 1.3x10°%°

Trap.1

Table 5.1: Extracted physical model parameters for 4 diffetraps in 4 dif-
ferent nMOS devices. For these traps the SRH model well depes thd/; 5

dependence of, andr,. Erq is the trap energy at flatband voltage alids is

the conduction band energy at the Si-Siterface.

for a gate voltage swept over280 mV range in inversion condition. Similar
results were shown in [60] where the standard SRH model mrteg to fit well
the V55 dependence of three traps.

Fig. 5.9 reports results for an additional trap (T*)docated at an estimated
distancer;=0.82 nm. The gate voltage is swept betwee& and1 V. It can be
noticed that for this specific trap the dependence.abn Vs is much larger
compared to the cases shown in Figs. 5.7 and 5.8. As a consagjube stan-
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Figure 5.9: Experimental and simulateg andr, as a function ofl;s (SRG
approach). Estimatec=0.82 nm.
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Figure 5.10: Experimental and simulatedd and, as a function o ;5 (SRG
approach). The model assumes an empirical adjustment,.of Estimated
r;=0.82 nm. In the inset the normalized values @f are reported as a func-
tion of V.
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vy | Ero — Ecs | 0o (7.=7e)
[nm] [eV] [cm?]
Trap5 | SRG| 0.82 0.36 2.2x10°20
Trap6 | SRG| 1.13 0.43 7.4x10°18
Trap.7 | SRG| 0.92 0.34 5.2x10°2°
Trap8 | SRG| 0.98 0.31 1.1x10°18

Table 5.2: Extracted physical model parameters for 4 diffetraps in 4 different
NMOS devices. Due to the large,s dependence of., an empirical adjustment
of og is necessary.Erq is the trap energy at flatband voltage ahds is the
conduction band energy at the Si-Sidterface.

dard SRH model provides a much lower gate bias dependenceoifmpared to
experiments. Also the simulated emission time constarg doeprovide a good
fitting of the experimentat.. Similar results were obtained in [77, 80] where, in
order to fit the experiments, an empiridals dependence of the capture cross-
section [77] or a modification of the trap energy due to thel@uob blockade
effect [80] were introduced.

In order to recover a better agreement between the expetahard the sim-
ulated data of Traf, we tried the approach discussed in [77, 81] empirically
varying the capture cross-section prefactgr Results for Tragb are shown in
Fig. 5.10 where both experimental emission and capture ¢onstants are well
reproduced by the modehl, must be increased with;s and this behavior is
also reported in [81]. The normalized values of the captuosszsection pref-
actor are reported in the inset of Fig. 5.10. In this particuase the capture
cross-section prefactor must be increased about of a fatidr for the explored
gate voltage.

Similar results are shown in Fig. 5.11 for another trap (Téafeaturing a
distance inside the oxide=1.13 nm. Also for this trap an empirical variation of
oo With the gate voltage is necessary in order to reproducetbegdependence
of the capture time constant dfys.

We have measured four different traps for which an empiadglistment of
the capture cross-section prefactor has been necessafyrtmuce the gate bias
dependence of emission and capture time constants. Thamelgarameters of
these traps are reported in Table 5.2. The value reporteithéocapture cross-
section prefactor is the extracted one atlthe that givesr.=7.,.

Trying to recover a good fitting with experiments for Tr&pwe tried also
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Figure 5.11: Experimental and simulated andr, as a function o ;5 (SRG
approach). The model assumes an empirical adjustment,.of Estimated
r;=1.13 nm. In the inset the normalized values @f are reported as a func-
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the approach proposed in [80] by accounting for the CoulofobKade effect.
Capture and emission time constants are modeled as repoifed 5.14 taking
into account quantization effects. The trap energy at ftatbaltageFr, and
the cross-section prefactog are set to fit experiments for the;s corresponding
to 7.=7.. 0y is kept constant for each gate voltage. The Coulomb enarkjyis
treated as a fitting parameter in order to reproduce the gidtige dependence
of 7.. Results of this approach are reported in Fig. 5.12. Whiestkperimental
7. Is perfectly reproduced, the model predicts an excessiperdience of, on
Vas. The values of the Coulomb energy are reported in the insEignf5.12
showing a variation between 60 and 0 mV; these values are aahble to the
ones reported in [80].

5.3.4 Discussion

From results previously reported it is interesting to netilsat it is not possible
to reproduce with a single model the gate bias dependencristi®n and cap-
ture time constants. In particular, some traps show a qtiteg dependence
of the capture time constant as a function of the bias apptidtie gate. For
such traps, the standard SRH model is not able to reprodyegiments, but an
empirical variation of the capture cross-section it is 138egy to recover a good
fitting of experimentat, andr,. The intersting fact is that we could not find any
correlation between the standard characteristics of #pstike the energy and
the position and the adequacy of the standard SRH modelcinaaalyzing for
example Tra? and Trap6, while they feature quite close values for estimated
xy, Erg andoy, only Trap6 requires a modification to the SRH model in order
to cope with the large bias dependence of

On the other hand, the modification of the SRH model by mearthef
Coulomb blockade effect can lead to a perfect agreementeleet\@xperimen-
tal and simulated, but gives an excessive dependence.ain the applied gate
voltage.

5.3.5 Extension for pMOSFETSs

We have analyzed the gate voltage dependence of emissionapgre time
constants also for pMOS transistors. Small-area pMOSF&dscated with the
same technology used for nNMOSFETSs [26] have been measurealyzZed de-
vices featurd¥VxL= 0.4x0.1 um?* and0.75x0.1 um? and gate oxide thickness
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Figure 5.13: Experimental and simulategl andr, for a pMOSFET as a func-
tion of |Vos| (SRG approach). Estimateg—=0.32 nm..

to»=2.2 nm. The same extraction procedure fplandr, described for nMOS-
FETs have been adopted. The drain-to-source voltage hasbeto -50 mV in
order to operate in linear regime. Once the RTS signal in tamaurrent due to
a trap has been clearly identified, the gate voltage has et sver a range of
200 mV with -50 mV steps. Modeling of the voltage dependeriegrossion and
capture time constants have been performed with the sta&RiH model even-
tually adopting an empirical variation of the capture crssstion prefactor. For
PMOSFETs we used only the single subband approach (SR@&fthersolving
the system of Egs. 5.17-5.20 considering now the apprepetitctive masses
for both the transport and the tunneling for holes instead for electrons [82].

Fig. 5.13 reports experimental (symbols) and simulated$l) emission and
capture time constants for a trap (Trapin a pMOSFET as a function of the
absolute value of/;5. The estimated trap position is=0.33 nm. It can be
noticed that both, andr, are well reproduced by the standard SRH model using
the single subband approach (SRG). We obtained similattsefeu other two
traps (Trap2 and Trap3) for which a good fitting of simulated emission and
capture time constants with experiments is achieved. Tleeaet parameters of
these traps are reported in Table 5.3.
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Ty Evs — Erg 0o
[nm] [eV] [em?]
Trapl | SRG| 0.33 0.20 1.0x10°22
Trap2 | SRG| 0.41 0.26 2.1x10°%
Trap3 | SRG| 0.85 0.31 1.2x10°%

Table 5.3: Extracted physical model parameters for 3 diffetraps in 3 dif-
ferent pMOS devices. For these traps the SRH model well depes thd/; 5

dependence of, andr.. Ep is the trap energy at flatband voltage afids is

the valence band energy at the Si-Sifterface.
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Figure 5.14: Experimental and simulated andr, for a pMOSFET as a func-
tion of |Vss| (SRG approach). The model assumes an empirical adjustrhent o
0. Estimatedr;=0.33 nm. In the inset the normalized valuesogfare reported

as a function of V|-

As for nMOS devices, also for some traps in pMOSFETSs it hasbeen
possible to obtain an adequdtgs dependence of emission and capture time
constants adopting the standard SRH model. For such trapspimical varia-
tion of the capture cross-section has been necessary teereggood fitting of
experimentat, andr.. An example is shown in Fig. 5.14 where experiments and
simulations are reported for a trap (Trdpfeaturing a distance inside the oxide
2;=0.32 nm. The necessary variation of thgis reported in the inset of the fig-
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v | Byg — Ero | 09 (T:=7)
[nm] [eV] [em?]
Trap4 | SRG| 0.32 0.18 9.8x10°23
Trap5 | SRG| 0.54 0.23 1.4x10°2!
Trap6 | SRG| 0.76 0.31 1.3x10°20
Trap.7 | SRG| 0.49 0.24 8.1x10°2!
Trap8 | SRG| 1.21 0.38 1.9x10°'8

Table 5.4: Extracted physical model parameters for 5 diffetraps in 5 different
pMOS devices. Due to the large;s dependence af., an empirical adjustment
of oy IS necessary.Ery is the trap energy at flatband voltage afds is the
valence band energy at the Si-Sidterface.

ure as a function oft;¢|. For other four measured traps we needed to empirical
vary the capture cross-section prefactor to reproduceateslgas dependence of
7. andr, (see Table 5.4).

Also for traps in pMOSFETSs it has not been possible to comellae ade-
quacy of the standard SRH model with the trap position infideoxide, the
trap energy, and the capture cross-section. In partictlap 1 and Trap4 show
quite similar values for;, £, andog, but while for Trapl the standard SRH
model well reproduces the gate voltage dependence of @miasd capture time
constants, that's not true for Tral for which an empirical variation of is
needed in order to obtain a good agreement with experiments.
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Chapter 6

Measurement of flicker and RTS
noise under switched bias
conditions

Flicker noise, as reported in previous chapters, may becestlin MOSFETs

cycled between strong inversion and accumulation. Tharoagflicker noise

is attributed to the random trapping and detrapping of ahaayriers into or
from traps located inside the oxide responsible for the R3iSen In this chap-
ter a study of the flicker and RTS noise under constant biasastdhed bias

conditions is proposed. Measurements of flicker noise haea Iperformed in
the frequency domain for nMOS and pMOS transistors adogifigrent bias

schemes, while RTS noise has been measured for small-ait®@&RETs both in

the time and in the frequency domain. The chapter is orgdr@gédollows: in the

first part we introduce the measurement setup used both teureeticker and

RTS noise. In the second part the flicker noise is analyzegeaomy the noise
under constant and switched bias conditions for differésd bchemes. A com-
parison of the noise in transistors with two different oxiiecknesses is also
reported. Finally, RTS noise is investigated both understamt and switched
bias conditions in order to find a correlation with resultsanfeed for flicker

noise.
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Figure 6.1: Schematic setup for measurement of flicker and RTS noiserund
constant and switched gate and substrate bias conditions.

6.1 Measurement setup

The measurement setup used to analyze flicker and RTS norspasted in
Fig. 6.1 [83]. The setup measures in a differential schemetitorrelated noise
in a matched pairs of MOSFETSs (T1 & T2). The two transistorgeheommon
gate, source and substrate connections. The uncorreletgdadirrent noise of
T1 and T2 is amplified by two low noise amplifiers (LNA) and thé& coming
signals are subtracted. This arrangement cancels outrgeedagnal perturbation
due to the switching gate and substrate signals and addeite powers of the
two transistors. Gate and bulk terminals of the test strectwe terminated by
50 € resistors (not shown in Fig. 6.1). The gate and the subsidtages of
the MOSFETSs are controlled by a pulse generator which pesvidr a constant
bias (CB) or a periodic switched bias (SB). The biasing ofdran terminals is
provided by the two low noise amplifiers. The spectum analyzeasures the
drain current noise PSD of the two transistors. Time domais Rieasurements
are performed with a digital oscilloscope. Calibration loé setup as well as a
measurement of the noise floor by measuring the noise-powen\the MOS-
FETs are 'OFF’ and the probes and the amplifiers are connéctbeé spectrum
analyzer have been done.
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Figure 6.2: Timing scheme for 1/f noise measurement with in-phase &)
180° out-of-phase (OP) switched substrate bitgs) with respect to the gate
voltage {/5s) timing.

6.2 Flicker noise measurements

In this part we report results of measurements of flickerenarsder constant and
switched bias conditions.

6.2.1 Measurement condition

In this analysis we measured both nMOS and pMOS devicescitbd in a
0.13 pm technology [26] with nitrided gate oxide with thicknelgs=2.2 nm.
NMOSFETSs have a gate lengih=0.3 um and a gate width’=6 um. pMOS-
FETs haveL=0.3 ym andW =12 um. The threshold voltage i8;5;=0.26 V
and Vyy=-0.3 V for n and pMOS devices, respectively. Measurements un-
der CB conditions are performed biasing the devices Wgh=Vps=1 V and
Vas=Vps=—1 V for n and pMOSFETS, respectively. The application of a
forward and reverse substrate bias has been investigateata€erization un-
der SB conditions is performed by applying to the gate teafénsquare wave
with 50% duty cycle switching between an ON- and an OFF-stltg (v and
Vas.orr) and a switching frequency,,,=2.5 MHz with rising and falling times
t,=t ;=8 ns. Under SB conditions different substrate biasing sclsdmaee been
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analyzed (Fig. 6.2): a) substrate bias with zero voltageB(Z8) constant sub-
strate bias with forward or reverse bias (FSB, RSB), c) fodwsubstrate bias
pulsing in-phase with respect to the gate pulsing (IP), gnidmvard substrate
bias pulsingl80° out-of-phase with respect to the gate switching bias (QP). |
the case b), while to the gate is applied a pulse switchingdest Vs oy and
Vas.orr With f,,=2.5 MHz, the applied forward or reverse substrate bias is kept
constant. In the case c) and d) the substrate bias is not aeykept constant
while the gate bias switches between the ON- and the OFE;$tatl ;5 is also
switched. In ¢) thé/zg is switched td) V when the gate pulse is set¥@s orr
(transistor in the OFF-state) and to a forwafgk o when the gate pulse is set
to Vas.on (transistor in the ON-state). Hence, the switching freqyeof the
pulse applied to the substrate is algg=2.5 MHz and has the same rising and
falling times as for the pulse applied to the gate. In d), adther hand, the
Vs is switched to a forward substrate biss o When the gate pulse is set
to Vas.orr and to0 V when the gate pulse is set¥@,5 o

The effect ofV;5 orr 0N the noise keeping the substrate bias to zero volt is
also analyzed.

The reported results, unless differently stated, are nbtHby averaging mea-
surements performed on at least 20 nominally identicalagsvi

6.2.2 Measurement results

Effect of substrate bias

Figs. 6.3 and 6.4 report the normalized noise power spedaasity of drain
current ,4/1,) as a function of frequency for constant (CB) and switches)) (S
gate bias conditions with ZSB and FSB for nMOSFETs and pMOR-Eespec-
tively. 1, represents the drain current in the ON-state. Under SB tiondithe
gate-to-source voltage in the ON-state has been set to the galue used un-
der CB conditions (nMOSV;s on=1V, pMOS: V55 on=—1 V), while in the
OFF-state is always set to zefd{s o rr=0 V).

The FSB is set td/35=0.6 V and Vzs=—0.6 V for nMOS and pMOS, re-
spectively.S;;/I; under CB conditions is divided by a factor of 4 in order to be
compared to the SB measurements accounting for the irdtndB attenuation
due to the ON-OFF modulation of the drain current with 50%yduicle [57].
From Figs. 6.3 and 6.4 it can be noticed that, with zero sateshias, SB slightly
reduces thé / f noise compared to CB. Application of a forward substrats bia
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Figure 6.3: Normalized noise power density,;;/I; for nMOSFET under
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(Ves=0V) and FSB {/35s=0.6 V) vs. frequency.

_13] i
107 —_CBAV, A0V | 3
NS CB/4V, =-0.6V|
V 10M%. —— SB V, =0V ]
T N =SB V=06V | ]
i 15: A
10F RN
_° 3
o . 16|
vy 10 pMOS
10—175_
10° 10" 10° 0 10°

1
Frequency [Hz]

Figure 6.4: Normalized noise power density;,; /I, for pMOSFET under CB
and SB conditions Wgs.on=—1 V, Vgs.orr=0 V, Vps=—1 V) with ZSB
(Ves=0V) and FSB {/5s=—0.6 V) vs. frequency.
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Figure 6.5: S;4/1; @ 1 Hz under CB and SB conditions vs. substrate bias
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Figure 6.7: S;4/1, vs. frequency for a single nMOS device under SB conditions
(Vas.on=1V, Vgs.orr=0V, Vps=1 V) with: zero substrate bias, in-phase and
180° out-of-phase substrate bias switching with respect to #te gwitching
bias.

under SB provides a strong reduction of the noise, while a &fiied under
CB condition hardly modifies the flicker noise. These consitiens hold for
both nMOS and pMOS transistors.

Another way to visualize the flicker noise is to plot the vatdi¢he normal-
ized power spectral density atHz. This is obtained by fitting thé;,;/1, as a
function of the frequency with a line and by extracting thiermept of this line
with the x-axis where the frequency is equalltblz. Such a method allows an
easy visualization of the noise power spectral densitys.F&5 and 6.6 report
the dependence df;;/ 1, at1 Hz on the substrate bidg;s under both CB and
SB conditions. Substrate bias is varied from reverse todaivbiases for both
n and pMOSFETSs: fron¥zs=—0.6 V to Vs=0.6 V for nMOSFETs and from
Vps=0.6 V to Vzg=—0.6 V for pMOSFETs. For both n and pMOSFETS, a
small effect ofV/z5 when applied under CB can be noticed. Under SB condi-
tions, the application of a forward substrate bias reduicgsfeantly the flicker
noise when compared to zero substrate bias, while a revebstrate bias has
only a marginal effect.

In order to investigate the effect of a FSB under SB conddjatifferent bi-
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asing schemes have been adopted. Results of these measisraneeshown in
Fig. 6.7 where the5;;/ I, for a single nMOS transistor is plotted as a function
of frequency under SB for different substrate bias sched88&, forward sub-
strate bias pulsing in-phase with respect to the gate muig®), and forward
substrate bias pulsing30° out-of-phase with respect to the gate switching bias
(OP). Therefore, in the IP case a FSB is applied when theistanss in the ON-
state and switched to zero volt when the transistor is in tRE-6tate; the OP
case is the opposite: the FSB is applied when the transsiarthe OFF-state
and switched to zero volt when the transistor is in the ONestéhe significant
reduction of flicker noise occurs when the FSB is appliedrduthe OFF-state
(OP) of the transistor; on the contrary, FSB is hardly effectvhen applied
during the ON-state (IP). Similar results have been obthatgo for pMOS tran-
sistors [83].

The results of Fig. 6.7 indicate that the impact on noise ef ghte bias
switching between the ON- and OFF-state is enhanced whemwari substrate
bias is applied during the OFF-state. Since the forwardtsatiesbias tends to
drive the MOS system towards accumulation, we may spedihiat¢éhe substrate
bias induced suppression of noise could be related to a¢rgresccumulation of
the silicon at the oxide interface.

Effect of gate OFF-voltage

In order to confirm the hypothesis made above, we measuredegpendence
of flicker noise on the gate OFF-voltage under zero subshiate Results are
reported in Figs. 6.8 and 6.9, for n and pMOSFETS, respdgtiBoth the tran-
sistors show similar qualitative results. The normalizeisa power spectral
densityS,,/ 1, shows a small reduction when the gate OFF-voltage is desleas
in magnitude towards the threshold voltage. A saturatiatealu is observed for
values of the gate OFF-voltage corresponding to sub-tbidstepletion con-
dition. When theVgs orr is further decreased (increased in the pMOS case),
driving the substrate at the gate oxide interface into acdation, a further sig-
nificant drop of the flicker noise occurs, a behavior not olesgrin previous
works [6, 84].

In addition to the observed saturation plateau, Figs. 6d86a@ show only a
small reduction in noise for a gate OFF-voltage around zettsvOur finding
is in good agreement with a previously reported noise rédiniatalue in [85]
for devices with similar gate oxide thickness. Additiogaii [85] a diminishing
noise reduction towards thinner oxides is found. Accordmthe results shown
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Figure 6.10: S,;/1; @ 1 Hz vs. substrate bia¥zs for nMOSFETS with
Vaeson=1V, Vas orr=0, =09V, Vpg=1V.
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Figure 6.11: S,;/1; @ 1 Hz vs. substrate bia¥zs for pMOSFETS with
Vas.on=—1V, Ves.orr=0,0.9V, Vps=—1 V.
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in this chapter a significant noise reduction is possible falsthin oxide devices
if a gate voltage beyond zero volts or a respective substdtage driving the
device into accumulation is provided.

In Figs. 6.10 and 6.11 the substrate bias dependensg; of, is compared
for two different gate OFF-voltages for n and pMOSFETSs, eesipely. As al-
ready reported, for a gate OFF-voltage of O V a strong depealef noise
on forward substrate bias is observed with a significativieenceduction. On
the other hand, for a gate OFF-voltage driving the deviceaitd&saccumulation
(Vas.orr=—0.9 V for nMOS andVss orr=0.9 V for pMOS devices), only a
very small noise variation with forward substrate bias cafdund. This behav-
ior additionally supports the assumption that accumutatibmajority carriers
is necessary for the noise reduction and the effect of fatvgabstrate bias on
noise reduction depends on the amount of accumulation edaaiheady by the
applied gate OFF-voltage.

Dependence on oxide thickness

In this section, the flicker noise measurements earlieropadd are compared
for devices having two different oxide thicknesses. Residt n and pMOS-
FETSs, with a,,=2.2 nm (SG,) andt,,=5.4 nm (DG,,) are reported.

In Fig. 6.12(a) the5;,/ I, normalized to the value &f;s o =0V as a func-
tion of the gate OFF-voltage for nMOS devices with,S@nd DG, is reported.
The ON-voltage is set in order to bias the transistors imsftiaversion. Com-
paring theS,,/ 1, for the two different,, it is evident that the higher sensitivity
of the S;;/1, on theVss orr Occurs for devices with a thicker oxide thickness
(DG,,). Fig. 6.12(b) reports th&;,/I, normalized to the value atzs=0 V as
function of the substrate bias for nMOS devices having,S®d DG,.. The ON-
voltage is set to operate the devices in strong inversiontla@él;s o =0 V.
Also in this case, devices with DG show a stronger sensitivity of the noise
on the substrate voltage. pMOSFETs show similar resuligs(F6.13(a) and
6.13(b).

The different sensitivity amongst devices with differexide thicknesses
may be related to the following fact: transistors with akleicoxide thickness re-
quire smaller negative voltages to reach accumulationt{pe$or pMOSFETS)
or smaller values of forward substrate bias. Hence, for MBRFwith DG,

a stronger reduction of the noise compared tqQ,SIGr smaller variation of the
Vas orr or of theVgg around zero volt can be found.
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Figure 6.12: NormalizedS;,;/1; @ 1 Hz under SB conditions for nMOS devices
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Figure 6.13: NormalizedS;,;/ I, @ 1 Hz under SB conditions for pMOS devices

with different oxide thicknesses.

6.2.3 Discussion

From results reported in the previous sections, we can satyfoinward sub-
strate bias concurs to suppress the flicker noise undertmutgate bias by
transiently inducing accumulation at the silicon-oxideenface during the OFF-
state. Since th&/f noise affecting MOSFET drain current is usually related to
the trapping/detrapping processes of minority carriet@/from traps located at
the silicon-oxide interface or inside the oxide, we coneltltat forward substrate
bias, by promoting the accumulation of majority carrierghatinterface, reduces
the trap emission time constant for emptying traps in the gatde during the
MOSFET OFF-state. The reduction in emission time is depeainde the gate
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to substrate voltage driving the transistor towards acdatian and most proba-
bly originates from an increased recombination rate offealbminority carriers
with accumulated majority carriers. Besides the accuradlatajority carriers
one possibly needs also to regard empty interface statesdahfd support the
recombination of trapped charges with majority carrienteriface states residing
in energy between conduction and valence band of the siiconocated at the
silicon-oxide interface are empty when they are above tienHevel during ac-
cumulation (nMOS case). Such empty interface states cooldge an effective
fast path for carrier recombination. For nMOSFETSs trapgdeatges released to
the conduction band could recombine via fast interfacest@aptunnel directly
to interface traps and recombine with the accumulated ntygjcarriers in the
valence band. Analog considerations hold for pMOSFETS.

Based on the results reported in Figs. 6.8 and 6.9, we maylumdthat
the strong reduction of flicker noise can also be obtainedicking the gate
bias, provided thaVss o is well below ground or above supply voltage, for
the n-channel and p-channel cases, respectively. In tSr@ate voltages below
ground and above supply voltage are more difficult to esthblHence, forward
substrate bias seems appropriate for noise reductiondnitsiusing scaled tech-
nologies and switched bias conditions. Especially thetfaaitforward substrate
bias is needed only during the transistor OFF-state sugjgest topologies and
biasing schemes in circuits [86, 87].

6.2.4 Measurement on a 45 nm technology

All the measurements proposed in the previous part of thegpten have been
made on &.13 pm technology. During this work, has been possible also to
measure flicker noise in devices fabricated #baam technology. n and pMOS-
FETs with nitrided gate oxide with#g, of 1.8 nm have been analyzed. The gate
length of the measured deviceslis-0.12 ym and the gate width i8/'=4 um
andW=8 pym for n and pMOSFETS, respectively. The switching frequenicy
the gate pulse ig,,=2.5 MHz with 50% duty cycle. Rising and falling times
aret,=t;=8ns.

Fig. 6.14 shows the dependence of thg/ I, on the gate OFF-voltage under
SB conditions with &/z5 on=1V andVps=1 V. Results are similar to the ones
obtained for the).13 um technology. The curve presents a saturation plateau
around zero volt and the noise is reduced for gate OFF-vedtaglow zero volt
bringing the devices into accumulation.
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Figure 6.14: S;;/1; @ 1 Hz vs. pulsed gate OFF-voltadge:s orr for a zero
volt substrate bias for nNMOSFETs with;s oy=1V, Vps=1 V.
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Fig. 6.15 shows the dependence of flicker noise on substi@geunder CB
and SB conditions. In particular, under SB conditions twifedént gate OFF-
voltages have been analyzéd;s o =0 and—0.8 V with a V;5 ony=1 V and
Vps=1 V. A forward substrate bias is hardly effective under CB atiads. A
reduction of the flicker noise is achieved when a forward satesbias is applied
with aVgs orr=0V compared to the casé;s=0 V. Once the device is brought
into accumulation s orr=—0.8 V), the noise reduction is already reached
for V=0 V and not further reduction occurs applying a forward sidistbias.
Similar results hold also for pMOSFETSs (Figs. 6.16 and 6.17)

Experimental results on & nm technology confirms the noise reduction
under SB conditions induced by applying a forward substo&éie observed in
an older0.13 um technology.

6.3 RTS noise measurement

In this part we report results of measurements of RTS noiseruconstant and
switched bias conditions in small-area nNMOSFETSs [88, 89].

6.3.1 Measurement condition

RTS noise measurements have been performed in small-ar€&SRMTs with
2.2 nm thick nitrided gate oxide, gate poly length-0.1 ;m and widthgV =0.4,
0.75 pm manufactured in 8.13 um technology [26]. RTS noise has been mea-
sured in both time and frequency domain using the diffeaés@t-up reported in
Fig. 6.1.

Measurements under CB conditions are performed as desorDeapter 5
and the gate bias dependencerpoandr, allows us to extract the trap distance
inside the oxide;) and to recognize between acceptor and donor traps. All the
analyzed traps are acceptor ones.

Time domain analysis of RTS noise under SB conditions witio5futy-
cycle is performed using the technique described in seeti6r?2 and proposed
in [60]. The switching frequency is set 15,=10 kHz. For each bias condition a
long time frame of the drain current in the ON-state (up to Butes) is recorded
by the digital oscilloscope. For each semi-period in the €&te an average al-
gorithm gives the level of the current, high or low, and a dergoftware extract
the capture+.) and the emissionr{) time constants. Therefore, a possible tran-
sition during a single semi-period is lost and the time resoh of the method is
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Figure 6.18: RTS PSD for: CB; SB; gate- and substrate-SB (OP). Forward
substrate bias applied OP with respect to the gate biasesdie low-frequency
plateau of the PSD.

0.1 ms. To prove the validity of this approach, for each trap aaxchebias point,
the measured power spectral density has been compared4oibdn which the
emission and capture time constants have been substitutiedhe respective
extracted values.

The drain-to-source voltage has been kepttg=1.0 V and the same bias
schemes used for flicker noise measurement have been athéiiyge6.2). The
effect on the PSD and on the time constants of the RTS noissubstrate bias
applied in-phase and out-of-phase with respect to the geitelsng bias has
been studied. Results on the impact of the o~ on the RTS noise have been
also reported.

6.3.2 Measurement results

Effect of substrate bias

Fig. 6.18 reports the power spectral density of a trap (Trpfeaturing esti-
mated trap position into the oxide=0.65 nm under. CB {;s=0.75 V), and
SB (Vas.on=0.75V andVss orr=0 V) with zero substrate bias and with a for-
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Figure 6.19: RTS PSD for: CB; gate and substrate SB (IP); gate SB andaoinst
FSB.

ward substrate bias switched OP with respect to the gaténgulin this latter
case the substrate bias in the ON-state is sEgta, =0V and in the OFF-state
to Vzs orr=0.2 V. It is interesting to notice that switching the gate betwea
ON- and an OFF-state only marginally affects the noise coatp#o the CB
case. In particular, SB slightly increases the low-freqygnateau of the PSD.
The application of a FSB during the OFF-state of the traosidecreases the
noise of about one order of magnitude in the low-frequenngea

In order to prove that the FSB is effective only in the OFRestae per-
formed measurements applying the FSB both in-phase wiffec¢do the gate
pulsing and with a constant value over all the switchinggugri.e. the FSB is
applied both during the ON- and the OFF-state. Results cktiheeasurements
for Trap.1 are reported in Fig. 6.19. In order to have the same biastooms] in
the CB case a constant FSBgs=0.2 V) has been applied. Fig. 6.19 shows that
the strong reduction of the low-frequency noise under SBpamed to CB occurs
only for a constant FSBI{z5=0.2 V), while applying FSB only in the ON-state
(VBs.on=0.2 V) only marginally affects the PSD. These measurementseprov
that, as for flicker noise, the application of a FSB concursuppress the RTS
noise only when applied during the OFF-state of the device.

Fig. 6.20 reports the dependence of the RTS PSD onlthe,rr under
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Figure 6.20: RTS PSD under gate- and substrate-SB (OP case) for differen
values of the substrate bi&%s o applied during the OFF-state. Increasing
Vis.orr the PSD plateau at low frequencies decreases.

gate SB for Trapl. The gate voltage is switched betweBns oy=0.75 V

and Vs orr=0 V while different values of the substrate bias are applied OP
with respect to the gate bias. In particular, starting frore\eerse substrate bias
Ves orr=—0.3 V, a forward substrate bidszs or»=0.3 V is reached. Results
of Fig. 6.20 show as the application of the reverse subshiakehardly affects
the RTS PSD compared to the case with zero substrate biatie@omtrary, the
low-frequency plateau of the PSD is significantly decreaserkasing the FSB
up to0.3 V.

As reported earlier in section 4.5.2, the low-frequencytgaa of the PSD
(Eg. 4.41) and the total power P (Eq. 4.43) associated to Ti&dRe influenced
by three factors: emission and capture time constants amdntuluctuation
amplitudeAI. We know that the maximum value of the low-frequency plateau
of the PSD and of the total power P occurs fge7.. In order to obtain in-
formation on the time constants and A, a time domain analysis of the RTS
noise is mandatory. In our experiments we measufebserving that its value
stays constant for each bias point. Thus, a decreasing &f3bBelow-frequency
plateau and of the total power P is caused by the values asgsoyrtbe capture
and the emission time constants.
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Figure 6.21: 7., 7. and RTS-noise power P under gate and substrate SB (OP
case) as a function of substrate bigs; o applied during the OFF-state. In-

creasind/zs orr 7. decreases affecting also the noise power that shows a strong
reduction.

In order to prove that we extracted and 7, under SB conditions with sub-
strate bias applied OP with respect to the gate switching. biResults are re-
ported in Fig. 6.21. In the upper part of Fig. 6.21 the sulstozas dependence
of emission and capture time constants under SB is shown.slibstrate bias
is applied OP with respect to the gate bias. Focusing onthedr, values at
zero substrate bidgzs o =0V, we can notice that they assume similar values
giving therefore the maximum value of the power P, lower p&Rig. 6.21. The
application of the reverse substrate biag; orr=—0.3 V hardly modifies both
7. and 7, and therefore also the power P. The strong reduction of thkeepas-
sociated to the RTS noise occurs for FSB and the reason istireake of the
emission time constant while the capture time constant steoslight increase
enhancing therefore the difference between the two timsteots. In fact, in-
creasing the FSB frorti to 0.3 V a more than one order of magnitude reduction
of ther, occurs. Practically, the trap is almost always empty ande@m elec-
tron is captured, it is emitted with a very fast emission teoastant.

We performed the same analysis also for another trap (Zydgaving an esti-
mated trap position inside the oxide=0.2 nm. Results are shown in Figs. 6.22,
6.23, and 6.24. Under switched bias condition the gate has bemmutated
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Figure 6.22: RTS PSD for: CB; SB; gate- and substrate-SB (OP). Forward
substrate bias applied OP with respect to the gate biasesdie low-frequency
plateau of the PSD.

between/ss on=0.7V andVgs o =0 V with a f,,=10 kHz.

Fig 6.22 shows that while under gate SB with zero appliedtsatesbias the
RTS PSD is only slightly influenced compared to the CB case attplication
of a FSB OP with respect to the gate bias strongly reducesothdrequency
plateau of the PSD. The applied value of the FSB during the-§&te is set to
Ves.orr=0.4 V.

The dependence of the PSD on different substrate bias vajydied always
during the OFF-state of the transistor are reported in F@3.6As for Trapl,
also for Trap2 a reverse substrate bi&gs orr=—0.4 V hardly influences the
PSD of the RTS noise compared to the case with zero substsste®n the con-
trary, increasing the substrate bias reachipg.o »=0.6 V strongly reduces the
noise. Comparing Traf to Trap2 (Fig. 6.20 and Fig. 6.23), a different sensi-
tivity on Vs o €an be noticed. In particular, while for Trapthe application
of Vzs orr=0.2 V already concurs to the suppression of the noise, for rép
is necessary to increa$&s o 10 0.4 V to appreciate a reduction of the PSD.
This fact is related to a different dependence of emissi@hcapture time con-
stants on the applied substrate bias. Fig. 6.24 shopeasdr, (upper part) and the
total noise power P (lower part) as a functionl@fs o . 7. andr, stay almost
constant, and hence also the power P, over the rafigeV < Vs orr < 0.2 V.
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Figure 6.23: RTS PSD under gate- and substrate-SB (OP case) for differen
values of the substrate bid%;s orr applied during the OFF-state. Increasing
Vss.orr the PSD plateau at low frequencies decreases.
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Figure 6.25: RTS PSD under gate SB for different values of the gate OFF-
voltageVis orr. Decreasind/gs orr the PSD plateau at low frequencies de-
creases.

As theVis orr is increased abov@2 V, a strong reduction of the emission time
constant concurs to the suppression of the noise power.

Effect of gate OFF-voltage

From previous measurements, we have seen that a strongicedotthe RTS
noise can occurs under SB conditions applying a forwardtsatiesbias during
the OFF-state of the device. The reduction is due to the deeref the emis-
sion time constant that, enhancing the difference with #dpure time constant,
concurs to the noise suppression. As for flicker noise measemts, we tried,
following investigations proposed in [7, 60], to study thepdndence of the RTS
noise for different gate OFF-voltages.

The PSD of RTS noise under SB condition for Tragor differentVgs orr
is shown in Fig. 6.25. As already reported in previous worksg0], driving
the device into accumulation, strongly reduces the RTSendis particular, the
decrease is higher for lower gate OFF-voltages.

Fig. 6.26 reports the emission and the capture time corssfapper part) and
the noise power P (lower part) as a function ofthe orr. The strong reduction



112 Measurement of flicker and RTS noise under switched biasoaditions

10_1 T T T
210 s
- 10° e~ 7"
v e~ - —art - Exper

109"~ @ -7, - Exper
- 10—5 . ] . ] . ] .

o

g

g Vas on=0.75V

[¢D]

g f, =10 kHz

1002 0.3 0.2 0.1 0
VGS_OFF V]

Figure 6.26: 7., 7. and RTS-noise power P under gate SB as a function of
gate OFF-voltag&;s orr. Decreasind/cs orr 7. decreases affecting the noise
power that shows a strong reduction.

of the PSD low-frequency plateau and the power P is assddiate decreasing
of the emission time constant withys orr.

6.3.3 Discussion

Results obtained for RTS noise show that a FSB applied dtine@FF-state of
the device strongly reduces the noise. From time domainumegents emission
and capture time constants have been extracted showinththatippression of
the RTS noise is related to a strong reduction of the emigsima constant that
enhances the difference with the capture time constant. partiere from the
conditionr.=7, implies a reduction of the power associated to the RTS noise.
The reduction of the emission time constant can be explaasefdllows: the
forward substrate bias tends to drive the MOS system towacdamulation;
hence, we conclude that the FSB-induced suppression of ooidd be related
to a transient accumulation of the silicon at the oxide fats leading to very
large recombination rate of trapped carriers with accutedl&oles during the
OFF-state.

Another way to bring the device into accumulation is to daseethe gate
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OFF-voltage well below the threshold voltage. Experimgmtsed that for the
same traps analyzed applying a forward substrate bias;hangt the device to
more negative voltages as zero volt, the RTS noise decrease® a reduction
of the emission time constant.

It is important to remark that in some cases the RTS noise ksanbe in-
creased by switching the gate bias and eventually by thécapipin of a forward
substrate bias compared to the constant bias case. Thislzappen in traps for
which the difference between emission and capture timetantssunder con-
stant bias is high, i.er.>7., and the application of a switched bias tends to
equilibrate the time constants increasing the RTS noiseepagsociated to such
traps.

However, the significant reduction of the RTS noise poweragg with large
noise contribution, hence featurimg~ 7. under constant bias conditions, could
justify the average suppression of flicker noise in largeaatevices affected by
several traps.

The application of a forward substrate bias could benefitidis using small-
area MOSFETSs, especially those showing a large noise siilalition such as
CMOS image sensors [5, 90].
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Chapter 7

Conclusions

In this thesis we have investigated low-frequency noise MIFETSs operating
under constant bias and switched bias conditions. Our waslaihmed to provide
useful results about the modeling and the characterizatidticker and RTS
noise in MOSFETS.

After a brief introduction on electrical characterizatwwe performed charge
pumping and mobility measurements in order to study thefate state den-
sity and the mobility of MOS transistors. We analyzed deviagth a different
process option that introduces a fluorine doping. Devicesngathis fluorine
doping step show a lower interface state density and a higbeéility. The rea-
son for that may be explained based on the hypothesis théiutirene doping
step improves the interface quality between the siliconthedyate oxide and a
less interface states are present compared to conventeniges. As a conse-
guence, the mobility is improved due to the less Coulomhbiedag.

Simulation of RTS noise under constant and switched biaslitons has
been performed by means of a Monte Carlo simulator. Trapamgdetrapping
processes have been simulated reproducing the occupatibalplity of a trap
both in time and in frequency domain. Under switched biaglitamm emission
and capture time constants are modulated by the square wplredito the gate.
This modulation could both increase and decrease the RTs® mompared to
the costant bias case. This fact depends on the modulatithre &mission and
capture time constants under switched bias conditions aoedpto their values
under constant bias conditions. The superposition ofiffetraps with different
time constants has been simulated to generate flicker nodser tboth constant
and switched bias conditions.

RTS noise has been analyzed in n and pMOSFETSs under congarddm-
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ditions, in particular, measuring and simulating the deleeice of the emission
and capture time constants on the applied gate bias. Timeidomeasure-

ments have been performed in small-area devices in ordez tble to isolate

the contribution of a single trap on the drain current. Thie das dependence
of the RTS noise allowed us to distinguish between acceptdrdmnor traps.

In our experiments we found only acceptor type traps. Theeatnogl based on

the standard Shockley-Read-Hall theory has shown thatsesnisnd capture

time constants can be reproduced only for a subset of thgzethtraps. For

the others, a much stronger dependence of the capture tinséard on the gate
bias can be modeled only by empirically varying the captuoss-section of the

traps. Similar results hold both for nMOS and for pMOS desice

Both flicker and RTS noise have been measured in n and pMO Strdes
constant and switched bias conditions analyzing diffelbeag schemes. We have
shown that the application of a forward substrate bias gtyaeduces the flicker
noise of transistors operating under switched bias canditivhen the gate is
switched between an ON-state in inversion and an OFF-suténs) V. We
proved that a forward substrate bias is effective when egaluring the OFF-
state of the device. We speculated that a forward substiegeldy promoting the
accumulation of majority carriers at the interface, redube trap emission time
constant for emptying traps in the gate oxide during the MEBPFF-state.
Similar results can be obtained for zero substrate biaeifyéite voltage in the
OFF-state is set well below V for nMOS and abovée V for pMOS devices.
These results show that reaching accumulation is mandetdrgve a reduction
of flicker noise. The method presented in this work for theuoidn of flicker
noise is of particular interest in circuits where it is difficto reach gate voltages
below ground and above supply voltage.

RTS noise measurements in time domain showed a strong red@attRTS
noise due to the reduction of the emission time constant \&Herward substrate
is applied during the OFF-state of a switched transistois iEithe case when the
application of a forward substrate bias enhances the diffax between emission
and capture time constants with respect to their valuesrwuaestant bias con-
ditions. We know that an increase of RTS noise can appear smdtehed bias
conditions. However, the significant reduction of the RT&ea@ower of traps
with large noise contribution under constant bias condgioould justify the av-
erage suppression of flicker noise in large-area devicestaffl by several traps.
The application of a forward substrate bias could be usefuetuce the RTS
noise in circuits using small-area MOSFETS, hence affelsyeslich a noise.
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