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Abstract

In this thesis we study some regularity problems for kinetic-type partial differential equa-

tions. These equations are characterized by the fact that their second order part is fully

degenerate, but the presence of a first order operator restores good properties for the solu-

tion. In the first part of the thesis we consider a class of Backward Kolmogorov equations

with rough coefficients, namely coefficients that are measurable in time and Hölder con-

tinuous in space. We prove optimal regularity for the fundamental solution and Schauder

estimates for the Cauchy problem. In the second part we study boundary regularity for a

kinetic Fokker-Planck equation with constant coefficients. We also prove a Nash inequality

for kinetic Sobolev spaces.

This thesis is based on the results presented in [71], [65] and [42].
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4.5.3 Establishing the Nash and Poincaré-type inequalities . . . . . . . . . 93

4.6 Controlling f on the isolated region: Lemma 4.4.3 . . . . . . . . . . . . . . . 103



Contents IV

4.7 Other technical lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.7.1 Understanding (x, v) in PR . . . . . . . . . . . . . . . . . . . . . . . . 108

4.7.2 Understanding (x, v) in OR . . . . . . . . . . . . . . . . . . . . . . . 109

4.7.3 Understanding (x, v) in NR . . . . . . . . . . . . . . . . . . . . . . . 111

4.8 The whole space case: Corollary 4.1.3 . . . . . . . . . . . . . . . . . . . . . . 112

4.A A kinetic version of Young’s convolution inequality . . . . . . . . . . . . . . 114

Bibliography 116



Introduction and motivations

In the last decades the Theory of Partial Differential Equations has seen an increasing

interest in kinetic-type equations. These equations are mathematically characterized by two

parts: the first is elliptic on a strict sub-vector space of the spacial domain only, and there-

fore the equations are fully degenerate, the second is a first order vector field, often referred

to as transport term, that allows to derive good regularity and asymptotic properties of

the solutions. This structural assumptions make the treatment on this subject challenging

from a mathematical point of view and one can confront many different problems. In fact,

these equations can be easily compared to classical parabolic equations: for this reason,

kinetic-type equations are sometimes referred as ultraparabolic equations (see [60]). This

analogy suggests that results holding for parabolic equations should have an ultraparabolic

counterpart: in recent literature we find many results along these lines, together with open

problems. Concurrently, the interest for this class of equations is also motivated by applica-

tions in different fields, from the more practical to the more theoretical ones. Kinetic-type

equations naturally arise in modeling many natural phenomena as well as in studying pure

mathematical results. We now give a brief overview of some of the most common applica-

tions.

Examples of applications and literature

In physics, kinetic-type equations arise in models from multiple brunches of the subject,

especially in evolution problems with interactions. Classical examples are Boltzmann-type

equations. Some classical monographs are [14], [15], [28], while a more recent survey on the

topic can be found in [85].

In statistical mechanics we find models with a similar structure for anharmonic chains

of oscillators forced by heat baths at different temperatures; we cite [29] as a reference

1



Introduction and motivations 2

for interested reader. In general, kinetic-type equations appear in stochastic Hamiltonian

systems or in some geophysics models (see, for example, [83] and [19]).

In mathematical finance, kinetic-type equations are used for modeling different objects

(see [75] for an introduction to the subject). Applying the classical Black-Scholes theory, we

can derive the equation for the value of an Asian option, that is a kinetic-type Kolmogorov

equation (see, for example, [7], or, for a very recent survey, [62]). A similar class of equations

can be obtained in the study of volatility models with path-dependent coefficients as the

Hobson-Rogers model (see [45] or [22]).

From the point of view of stochastic analysis, these equations are strongly related to a

class of degenerate stochastic differential equations (SDEs). In particular, the characteristic

operator (or generator) of a kinetic SDEs is a kinetic-type operator (see [34] for a general

introduction). These types of stochastic equations were initially studied by Kolmogorov

in [56], starting from the Langevin model (see also Hörmander [46]). The theory around

these equations has been developed to the present day: for example, strong uniqueness for

a general class of kinetic SDEs can be found in [18] or [41] (see also [4] for a recent review

on kinetic Kolmogorov equations).

Overview of this work

The main subject of this thesis will be the study of regularity for kinetic-type equations.

We will focus on two kind of kinetic-type equations in order to give precise estimates on the

solution in different settings: in one case, we consider equations with rough coefficients, in

the other one, we investigate boundary regularity for a kinetic constant coefficient equation.

In the first part of the thesis we consider a class of Backward Kolmogorov equations

with non-constant coefficients that are measurable in time and Hölder continuous in space:

together with the degeneracy of the equation, the challenge here is to deal with the low

regularity of the coefficients. There is a long stream of research that investigate Kolmogorov

equations in these settings: two of the main branches were introduced by Da Prato and

Lunardi in [20] and Lanconelli and Polidoro in [60] (see also [79]). In the present study, we

focus our attention on equations posed on a strip [0, T ] × RN , therefore on a limited time

domain and in the whole space.

In particular, in Chapter 1 we fix the settings for the results in Chapters 2 and 3. We

define a general class of Backward Kolmogorov operators with its structural assumptions.
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Then we define an anisotropic norm that captures the spatial multiscale nature of the equa-

tion. The crucial definitions of this chapter are those of the functional spaces that will be

used in the two chapters that follow: anisotropic Hölder spaces describe the regularity of

the coefficients of the equation, while intrinsic Hölder spaces describe the optimal regularity

of the solution of the equation. Understanding these spaces is important to appreciate the

results of Chapters 2 and 3 and to understand the proofs. Chapter 2 is devoted to the

construction of the fundamental solution for the same class of Kolmogorov operators and to

study its optimal regularity (in term of intrinsic Hölder spaces). We use a time-dependent

parametrix technique that is computationally heavy method, but strong in the results. Ex-

ploiting these results, in Chapter 3 we solve the associated Cauchy problem. In particular,

through Schauder estimates for the equation we give optimal regularity of the solution. Via

a Duhamel principle we represent the solution of the Cauchy problem using the fundamental

solution obtained in Chapter 2; using the regularity results that we have proved we are able

to obtain the desired estimates.

In the second part of the thesis, we study a kinetic Fokker-Planck equation with constant

coefficients. In this setting we are interested in facing the regularity problem on a domain

with (nonempty) boundary. From a physical point of view, the solution of this equation is

the density of particles in a point of the phase space at a certain time: the dynamics depends

on the initial distribution and the boundary condition assumed, together with the equation.

In this framework, interior regularity have been widely studied, leaving open problems on

the regularity of the solution close to the boundary. This is the direction taken in Chapter 4,

where we study a kinetic homogeneous Fokker-Planck equation on a half space domain (i.e.

R+ × Hd × Rd, where Hd =
{
(x1, . . . , xd) ∈ Rd : x1 > 0

}
). Precisely, we prove a Nash-type

inequality for functions in a kinetic Sobolev space with absorbing boundary condition and

use it to prove sharp regularity for the solution of the kinetic Fokker-Planck equation.

Future developments

We end this introduction pointing at future developments that might follow these results.

As it was already mentioned, Kolmogorov equations have a huge importance in the study of

SDEs. Results from the first part of the thesis can be applied to prove the uniqueness for

solutions of kinetic stochastic equations: it is well known that, in non-degenerate settings,

good properties for the solution of the Kolmogorov equation allow to prove the uniqueness
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for the solution of the SDE (see [31] for an introduction to the subject). This explains a

phenomenon that is often called regularization by noise: if we consider a ordinary differential

equation with non-Lipschitz continuous coefficients (for example, Hölder continuous), we do

not have uniqueness for the solution, but, as soon as we add a non-degenerate stochastic noise,

the obtained SDE has a path-by-path unique solution. In recent years, this phenomenon was

also studied in kinetic settings (see, for example, [18]), but open problems are left.

In the same spirit, another possible development is to extend the technique in order to

face different type of stochastic kinetic equations. For example, in the last decades there

was a growing interest for McKean-Vlasov (MKV) equations: in this case, the associated

Backward Kolmogorov operator also present a measure-argument derivative, making the

study even more challenging (see, for example, [16] and the references within). Recently,

these results have been investigated for kinetic MKV equations (see, for some recent results,

[55] and [40]). Our technique can be extended in order to prove results in this direction.

Another type of stochastic kinetic equations that can be studied following our approach

are equations driven by a Lévy alpha-stable process (instead of classical Brownian motion),

where the generators are non-local operators. Also in this case, the study at the PDE level

is useful as much as it is challenging (for a recent example, see [41]).

Finally, we refer to the introduction of Chapter 4 for extension and generalization of

results on the boundary regularity for the kinetic Fokker-Planck equation. We just add

here that in the literature for kinetic-type equations we found different definition of kinetic

Sobolev spaces (see, for example, [2] and [78]). We believe that it would be interesting to find

precise inclusion relations between these different spaces: this study would allow to better

understand the nature of these spaces and to extend some functional inequalities.
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Chapter 1

A class of degenerate Kolmogorov

operator and induced intrinsic

geometry

In this chapter we set the class of Kolmogorov operators that will be studied in Chapters 2

and 3. Together with that, we introduce the intrinsic geometry that these operators naturally

induce on RN+1. Based on these notions, we define the functional spaces that will be used

throughout Chapters 2 and 3.

1.1 Class of operators

For fixed d ≤ N and T > 0, we consider the second order operator on ST := [0, T ]× RN

in non-divergence form

L := A+ Y (1.1)

where

A =
1

2

d∑
i,j=1

aij(t, x)∂xixj
+

d∑
i=1

ai(t, x)∂xi
+ a(t, x), (t, x) ∈ ST

Y = ∂t + ⟨Bx,∇⟩ = ∂t +
N∑

i,j=1

bijxj∂xi
, x ∈ RN ,

(1.2)

where B is a constant matrix of dimension N × N . Here, A is an elliptic operator on Rd

and Y is a first order differential operator on R×RN , also called transport or drift term. We

6



1.1 Class of operators 7

mainly focus on the case d < N , that is when L is fully degenerate, namely no coercivity

condition on RN is satisfied.

Motivations for the study of L come from physics and finance. In its most basic form,

with N = 2 and d = 1,
1

2
∂x1x1 + x1∂x2 + ∂t (1.3)

is the backward Kolmogorov operator of the system of stochastic equationsdVt = dWt

dXt = Vtdt
(1.4)

where W is a real Brownian motion. In the classical Langevin model, (V,X) describes the

velocity and position of a particle in the phase space and is the prototype of more general

kinetic models (cf. [59], [52], [53]). In mathematical finance, (V,X) represents the log-price

and average processes used in modeling path-dependent financial derivatives, such as Asian

options (cf. [7], [73]). The study of the fundamental solution and its regularity properties is

a crucial step in tackling the martingale problem for the corresponding stochastic equations,

particularly for well-posedness and pathwise uniqueness problems.

Throughout Chapters 1, 2, and 3, L verifies the following two structural

Assumption 1.1.1 (Coercivity on Rd). The diffusion matrix A := (aij)i,j=1,...,d is sym-

metric and there exists a positive constant µ such that

µ−1|ξ|2 ≤
d∑

i,j=1

aij(t, x)ξiξj ≤ µ|ξ|2, x ∈ RN , ξ ∈ Rd,

for almost every t ∈ [0, T ].

Assumption 1.1.2 (Hörmander condition). The vector fields ∂x1 , . . . , ∂xd
and Y satisfy

rank Lie(∂x1 , . . . , ∂xd
, Y ) = N + 1. (1.5)

We refer to (1.5) as a parabolic Hörmander condition since the drift term Y plays a key

role in the generation of the Lie algebra.

Under Assumption 1.1.2, the prototype Kolmogorov operator

δ

2

d∑
i=1

∂xixi
+ Y (1.6)
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is hypoelliptic for any δ > 0. Kolmogorov [56] (see also [46]) constructed the explicit Gaus-

sian fundamental solution for (1.6), which is the transition density of the linear stochastic

differential equation in RN

dXt = BXtdt+ ΣdWt,

where Σ is a N × d matrix with the block form

Σ =

(
Id

0(N−d)×d

)

and (Wt)t≥0 is a d-dimensional Brownian motion.

Condition (1.5) is equivalent to the well-known Kalman rank condition for controllability

in linear systems theory (cf., for instance, [75]). Also, it was shown in [60] that (1.5) is

equivalent to B having the block-form

B =



∗ ∗ · · · ∗ ∗
B1 ∗ · · · ∗ ∗
0 B2 · · · ∗ ∗
...

...
. . .

...
...

0 0 · · · Bq ∗


(1.7)

where the ∗-blocks are arbitrary and Bj is a (dj−1 × dj)-matrix of rank dj with

d ≡ d0 ≥ d1 ≥ · · · ≥ dq ≥ 1,

q∑
i=0

di = N.

This allows to introduce natural definitions of anisotropic (quasi-)norm on RN .

Definition 1.1.3 (Anisotropic norm). For any x ∈ RN let

|x|B :=

q∑
j=0

d̄j∑
i=d̄j−1+1

|xi|
1

2j+1 , d̄j :=

j∑
k=0

dk. (1.8)

We also define Q the so-called homogeneous dimension of RN with respect to the quasi-norm

| · |B as

Q =

q∑
i=0

(2i+ 1)di. (1.9)
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The quasi-norm (1.8) can be directly related to the scaling properties of the underlying

diffusion process (cf. [21], [57]). For example, the anisotropic norm for the Langevin operator

(1.3) reads as |(v, x)|B = |v|+ |x| 13 for (v, x) ∈ R2 and reflects the time-scaling properties of

the stochastic system (1.4), i.e. (∆V )2 ≈ ∆t and (∆X)2 ≈ (∆t)3.

For convenience, we also fix here the following

Notation 1.1.4. Let κ = (κ1, . . . , κN) ∈ NN
0 be a multi-index, we define the B-length of κ

as

[κ]B :=

q∑
j=0

(2j + 1)

d̄j∑
i=d̄j−1+1

κi.

1.2 Hölder spaces

In this section, we introduce the anisotropic and intrinsic Hölder spaces that appear in

the main results of Chapter 2 and 3. Loosely speaking, the general idea behind the definition

of these spaces is the following:

• anisotropic Hölder spaces are defined for functions of x ∈ RN , assuming regularity in

all N directions w.r.t. an anisotropic distance that reflects the different time-scaling

properties of the underlying diffusion process. This distance is defined in term of

an anisotropic norm that assigns to each component of x ∈ RN a different weight

corresponding to the number of commutators of ∇d and Y that are required to reach

that direction. The definition then extends to functions defined on RN+1 by only

requiring measurability and local boundedness with respect to the time variable.

• intrinsic Hölder spaces are defined for functions of (t, x) ∈ RN+1 that are assumed

to be anisotropically Hölder continuous, in the sense above, uniformly in time. Ad-

ditional Hölder regularity in the direction of the drift Y is also assumed. By means

of the Hörmander condition, it is then possible to infer Hölder regularity jointly with

respect to all variables. As it is standard in the framework of functional analysis on

homogeneous groups (cf. [32]), the idea is to weight the Hölder exponent in terms of

the formal degree of the vector fields, which is equal to 1 for ∂x1 , . . . , ∂xd
and equal to

2 for Y .

We begin by fixing some general notation that will be utilized throughout Chapters 1, 2

and 3.
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Notation 1.2.1. Let g : RN → R. For any i = 1, . . . , N , we denote by ∂ig(x) the partial

derivatives of g with respect to xi. We also denote by ∇d the gradient operator (∂1, . . . , ∂d)

with respect to the first d components and by ∇2
d the Hessian operator (∂ij)i,j=1,...,d with

respect to the first d components. We also consider the natural extensions of the operators

∇d and ∇2
d to functions f = f(t, x) defined on R×RN . We set the following basic functional

spaces:

- Cb, the set of bounded continuous functions g : RN → R, equipped with the norm

∥g∥L∞ := sup
x∈RN

|g(x)|;

- L∞
t , for t > 0, the set of measurable functions f , defined on the strip St, such that the

norm

∥f∥L∞
t
:= sup

(s,x)∈St

|f(s, x)|

is finite.

Moreover, all the normed spaces in this section are defined for scalar valued functions and

naturally extend to vector valued functions by considering the sum of the norms of their

single components.

Definition 1.2.2 (Anisotropic Hölder spaces). Let α ∈ ]0, 3].

• The anisotropic Hölder norms on RN are defined recursively as

∥g∥Cα :=


∥g∥L∞ + sup

x,y∈RN

|g(x)−g(y)|
|x−y|αB

, α ∈ ]0, 1],

∥g∥L∞ + ∥∇dg∥Cα−1 + sup
(x,η)∈RN×RN−d

|g(x+(0,η))−g(x)|
|(0,η)|αB

, α ∈ ]1, 3].

We denote by Cα the set of functions g : RN → R such that the norm ∥g∥Cα is finite.

Set also C0 := Cb.

• For t > 0, the anisotropic Hölder norms on St are

(weighted) ∥f∥L∞
t,γ(C

α) := sup
s∈ ]0,t[

(
(t− s)γ∥f(s, ·)∥Cα

)
, γ ∈ [0, 1[,

(non-weighted) ∥f∥L∞
t (Cα) := ∥f∥L∞

t,0(C
α).

We denote by L∞
t,γ(C

α) and L∞
t (Cα) the set of measurable functions f : St → R such

that the norms ∥f∥L∞
t,γ(C

α) and ∥f∥L∞
t (Cα), respectively, are finite.
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Before introducing the intrinsic Hölder spaces, we recall the following

Definition 1.2.3 (Lie Hölder spaces and Lie derivative). For t > 0 and α ∈ ]0, 2] we

set

∥f∥Cα
Y,t

:= sup
(τ,x)∈St

sup
s∈ ]0,t[

∣∣f(s, e(s−τ)Bx)− f(τ, x)
∣∣

|s− τ |α2
.

We denote by Cα
Y,t the set of measurable functions f : St → R such that the norms ∥f∥Cα

Y,t

is finite.

Moreover, we say that f is a.e. Lie-differentiable along Y on St if there exists F ∈
L1
loc(]0, t[;Cb(RN)) such that

f(s, e(s−τ)Bx) = f(τ, x) +

∫ s

τ

F (r, e(r−τ)Bx)dr, (τ, x) ∈ St, s ∈ ]0, t[.

In that case, we set Y f = F and call it an a.e. Lie derivative of f on St.

Definition 1.2.4 (Intrinsic Hölder spaces). Let t > 0. The intrinsic Hölder norms on

St are defined recursively as:

∥f∥Cα
t
:=


∥f∥L∞

t (Cα) + ∥f∥Cα
Y,t
, α ∈ ]0, 1],

∥f∥L∞
t (Cα) + ∥∇df∥Cα−1

t
+ ∥f∥Cα

Y,t
, α ∈ ]1, 2],

∥f∥L∞
t (Cα) + ∥∇df∥Cα−1

t
+ ∥Y f∥L∞

t (Cα−2), α ∈ ]2, 3],

For α ∈ ]0, 3], we denote by Cα
t the set of functions f : St → R such that the norm ∥f∥Cα

t
is

finite.

We now give a few remarks concerning the latter definition.

Remark 1.2.5. Notice that the recursive Definition 1.2.4 mixes scalar and vector valued

functions: we recall that also here in the recursion the norm of a vector valued function is

the sum of the norms of their single components.

Remark 1.2.6 (Intrinsic vs anisotropic spaces). Obviously, the intrinsic space Cα
t is

strictly included in the anisotropic space L∞
t (Cα). Note that, for α ∈ ]0, 1], the addition

in the Cα
t -norm of the term ∥f∥Cα

Y,t
yields Hölder regularity jointly in the time and space

variables: in particular, it is standard to show that if f ∈ Cα
t then

|f(τ, x)− f(s, y)| ≤ C∥f∥Cα
t

(
|τ − s|

α
2 + |x− e(τ−s)y|αB

)
, (τ, x), (s, y) ∈ St.
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Remark 1.2.7 (Intrinsic Taylor formula). For α ∈ ]0, 1], the intrinsic spaces Cα
t and

C1+α
t are equivalent to those in [72] (see also [73]). However, C2+α

t is slightly weaker than

the one in [72] in that the Lie derivative Y f is not required to be in Cα
t but only in L∞

t (Cα).

This difference is dictated by our assumptions on the coefficients that are merely measurable

in the temporal variable: so, for a solution u of (3.1), one may expect that Y u exists in

the strong sense but, in general, is not more than bounded in the Y -direction. Despite this,

C2+α
t in Definition 1.2.4 is still strong enough to prove the following intrinsic Taylor formula

as in [72, Theorem 2.10]: if f ∈ C2+α
t then

|f(τ, x)−T2f
(
s, y;x−e(τ−s)By

)
| ≲ ∥f∥C2+α

t

(
|τ−s|+|x−e(τ−s)By|2+α

B

)
, (τ, x), (s, y) ∈ St,

(1.10)

where T2f is the second order intrinsic Taylor polynomial

T2f(s, y; z) = f(s, y) +
d∑

i=1

zi ∂if(s, y) +
1

2

d∑
i,j=1

zizj ∂ijf(s, y).

Furthermore, by adding the term (τ − s)Y u(s, y) to T2, the estimate can be improved by

obtaining a term of order o(|τ − s|), as τ − s→ 0, in place of |τ − s| in (1.10).

It is worth noting that, for f in the anisotropic space L∞
t (Cα), estimate (1.10) generally

holds only for s = τ : this is the best result that one can deduce from Schauder estimates of

anisotropic-to-anisotropic type.

Remark 1.2.8. To have a quick comparison with the literature on the regularity for Kol-

mogorov operators in (1.2), we recall that, for α ∈]0, 1]:

i) the Hölder space C2+α introduced in [66] (and adopted in [64], [81] to prove Schauder

estimates), consists of functions f that, together with their second order derivatives

∂xixj
f in the non-degenerate directions i, j = 1, . . . , d, are Hölder continuous w.r.t. the

anisotropic norm (1.8). This notion is weaker than Definition 1.2.4 both in terms of

the regularity of ∂xi
f and, more importantly, in terms of the Lipschitz continuity of

f along Y (cf. (3.5)) which reveals the regularizing effect of the associated evolution

semigroup;

ii) Definition 1.2.4 is similar in spirit to that proposed in [67], [24] and [72] for the study of

Kolmogorov operators with Hölder coefficients: according to their definition if f ∈ C2,α

then Y f exists and belongs Cα
t . This is the regularity that the fundamental solution
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enjoys in case the coefficients of A are Hölder continuous in both space and time.

By contrast, if f ∈ C2+α
t in the sense of Definition 1.2.4 then f is generally at most

Lipschitz continuous along Y : this is the optimal result one can prove without assuming

further regularity of the coefficients in the time variable other than measurability.

Remark 1.2.9. In [71], intrinsic Hölder spaces Ck,α
B (ST ), for α ∈]0, 1] and h = 0, 1, 2, are

recursively defined through the norms

∥f∥C0,α
B (ST ) := ∥f∥Cα

Y,T
+ ∥f∥Cα

∇d,T
,

∥f∥C1,α
B (ST ) := ∥f∥C1+α

Y,T
+ ∥∇df∥C0,α

B (ST ),

∥f∥C2,α
B (ST ) = ∥∇df∥C1,α

B (ST ) + ∥Y f∥L∞
T (Cα),

where

∥f∥Cα
∇d,T

:= sup
(s,x)∈ST

sup
h∈Rd

|f(s, x+ (h, 0))− f(s, x)|
|h|α

.

The main difference between this definition and Definition 1.2.4 is that ∥f∥Cα
∇d,T

has an

Hölder condition in the non-degenerate directions x1, . . . , xd only, while |f∥L∞
t (Cα) has an

Hölder condition in all the variables with respect to the anisotropic norm. Nevertheless

these two different definition for the intrinsic Hölder norms are equivalent. The argument

follows [72] and we omit the proof here. The main idea is that increments in the degenerate

directions can be obtained moving in the non-degenerate directions and along the integral

curve of the vector field Y : this is possible for the crucial Assumption 1.1.2.



Chapter 2

Optimal regularity for degenerate

Kolmogorov equations with rough

coefficients

We consider a class of degenerate equations satisfying a parabolic Hörmander condition,

with coefficients that are measurable in time and Hölder continuous in the space variables. By

utilizing a generalized notion of strong solution, we establish the existence of a fundamental

solution and its optimal Hölder regularity, as well as Gaussian estimates. These results

are key to study the backward Kolmogorov equations associated to a class of Langevin-type

diffusions.

Based on a joint work ([71]) with Profs. Stefano Pagliarani and Andrea Pascucci.

2.1 Main results

Throughout this chapter, we consider an operator L on ST0 of the form (1.1), for a

fixed T0 > 0, under Assumptions 1.1.1 and 1.1.2; moreover the coefficients of L satisfy the

following

Assumption 2.1.1. The coefficients aij, ai, a of L are in in L∞
T0
(Cα) for some α ∈ ]0, 1].

According to Assumption 2.1.1, the coefficients of A are intrinsically Hölder continuous

in the space variables and merely measurable in the time component. For Kolmogorov

operators with coefficients that are Hölder continuous in both space and time, the study

14
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of the existence of a fundamental solution goes back to the early papers [87], [51], [84] and

[68]. A modern and more natural approach based on the Lie group theory was developed by

[79], [23], [6] and [74]. Applications to the martingale problem for some degenerate diffusion

processes are given in [69] and [70].

Major questions in the study of Kolmogorov equations are the very definition of solution

and its optimal regularity properties. It is well-known that, in general, the fundamental

solution is not regular enough to support the derivatives ∂xi
, for d < i ≤ N , appearing in

the transport term Y . Indeed, under the Hörmander condition (1.5), these derivatives are

of order three and higher in the intrinsic sense. For this reason, even for equations with

Hölder coefficients, weak notions of solution have been introduced. In this regard we may

identify two main streams of research. In the semigroup approach initiated by [66], solutions

are defined in the distributional sense: in this framework, solutions do not benefit from the

time-smoothing effect that is typical of parabolic equations (see, for instance, Theorem 4.3 in

[81]). On the other hand, in the stream of research started by [79], solutions in the Lie sense

are defined by regarding Y as a directional derivative. In this approach regularity properties

in space and time are strictly intertwined: this allows to fully exploit the smoothing effect

of the equation but makes the analysis less suitable for applications to stochastic equations.

Recently, a third notion of solution, which is a cross between the two previous ones,

has been proposed in [77] with the aim of studying Langevin stochastic PDEs with rough

coefficients. Since we are specifically interested in operators whose coefficients are only

measurable in time, it seems natural to adopt this latter approach for our analysis. We

introduce the following definition that is a particular case of (1.3) in [77] when N = 2.

Definition 2.1.2 (Strong Lie solution). Let 0 < T ≤ T0 and f ∈ L1
loc(]0, T [;Cb(RN)). A

solution to equation

Au+ Y u = f on ST (2.1)

is a continuous function u such that there exist ∂xi
u, ∂xixj

u ∈ L1
loc([0, T [;Cb(RN)), for i, j =

1, . . . , d, and Y u = f −Au in the sense of Definition 1.2.3, i.e.

u(s, e(s−t)Bx) = u(t, x)−
∫ s

t

(
Au(τ, e(τ−t)Bx)− f(τ, e(τ−t)Bx)

)
dτ, (t, x) ∈ ST , s < T.

(2.2)

Remark 2.1.3. Notice that s 7→ (s, e(s−t)Bx) is the integral curve of Y starting from (t, x):
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for any suitably regular function u the limit

Y u(t, x) := lim
s→t

u(s, e(s−t)Bx)− u(t, x)

s− t
(2.3)

is the directional (or Lie) derivative along Y of u at (t, x). Thus, if the integrand in (2.2) is

continuous then u is a classical (pointwise) solution of (2.1). However, as noticed in Remark

2.2.9, in general a solution u in the sense of Definition 2.1.2 is only a.e. differentiable along

Y and equation (2.1) is satisfied for almost every (t, x) ∈ ST .

In order to state our first main result, we give the following

Definition 2.1.4 (Fundamental solution). A fundamental solution of A+Y is a function

p = p(t, x;T, y) defined for t < T and x, y ∈ RN such that, for any fixed (T, y) ∈ ST0 , we

have:

i) p(·, ·;T, y) is a solution of equation Au+Y u = 0 on ST in the sense of Definition 2.1.2;

ii) for any g ∈ Cb(RN) we have

lim
(t,x)→(T,y)

t<T

∫
RN

p(t, x;T, η)g(η)dη = g(y).

We draw attention to the fact that in point ii) of the previous definition the limit is

pointwise.

The following result states the existence of the fundamental solution p of A+ Y , as well

as uniform Gaussian bounds for p and its derivatives with respect to the non-degenerate

variables x1, . . . , xd.

Theorem 2.1.5 (Existence and Gaussian bounds). Under Assumptions 1.1.1, 1.1.2

and 2.1.1, L has a fundamental solution p = p(t, x;T, y) in the sense of Definition 2.1.4.

For every ε > 0 there exists a positive constant C, only dependent on T0, µ, B, ε, α and the

α-Hölder norms of the coefficients, such that

p(t, x;T, y) ≤ CΓµ+ε(t, x;T, y), (2.4)

|∂xi
p(t, x;T, y)| ≤ C√

T − t
Γµ+ε(t, x;T, y), (2.5)∣∣∂xixj

p(t, x;T, y)
∣∣ ≤ C

T − t
Γµ+ε(t, x;T, y), (2.6)
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for any (T, y) ∈ ST0, (t, x) ∈ ST and i, j = 1, . . . , d, where Γδ is the Gaussian fundamental

solution of (1.6), whose explicitly expression is given in (2.11). Moreover, there exist two

positive constants µ̄, c̄ such that

c̄Γµ̄(t, x;T, y) ≤ p(t, x;T, y), (2.7)

for any (T, y) ∈ ST0 and (t, x) ∈ ST .

The proof of Theorem 2.1.5 is based on a modification of Levi’s parametrix technique,

which allows to deal with the lack of regularity of the coefficients along the drift term Y .

The main tool is the fundamental solution of a Kolmogorov operator with time-dependent

measurable coefficients, also recently studied in [12]. This approach allows for a careful

analysis of the optimal regularity properties of the fundamental solution p: Theorem 2.1.6

below states that p belongs to the intrinsic Hölder space C2+α
T as given by Definition 1.2.4.

As the notation could be misleading, we explicitly remark that for u ∈ C2+α
T not even the

first order derivatives ∂xi
u, for i > d, necessarily exist. However, in general we cannot expect

higher regularity properties for solutions to (2.1) and C2+α
T -regularity is indeed optimal.

Theorem 2.1.6 (Regularity of the fundamental solution). Under the assumptions of

Theorem 2.1.5, p(·, ·;T, y) ∈ C2+β
τ for every (T, y) ∈ ST0, 0 < τ < T and β < α. Precisely,

there exists a positive constant C only dependent on T0, µ, B, β, α and the α-Hölder norms

of the coefficients, such that

∥p(·, ·;T, y)∥C2+β
τ

≤ C

(T − τ)
Q+2+β

2

.

Theorem 2.1.6 refines the known results about the smoothness of the fundamental solution

(cf. [66], [67], [24]) and exhibits its maximal regularity properties.

The rest of the chapter is structured as follows. Section 2.2 contains the construction of

the fundamental solution by means of the parametrix method: in particular, Section 2.2.2

includes the proof of Theorem 2.1.5. In Section 2.3 we prove the regularity estimates of

the fundamental solution, in particular Theorem 2.1.6. In Section 2.4 we state some more

properties for the fundamental solution. The appendices contain the Gaussian and potential

estimates that are employed in the proofs.

For reader’s convenience, we recall that we shall always denote by ST the strip ]0, T [×RN ;

also, in the following table we collect the notations used for the main functional spaces:
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Notation Functional space Reference

Cα Anisotropic Hölder spaces on RN Def. 1.2.2

Cα
Y,T Lie Hölder spaces on ST Def. 1.2.3

Cα
T , k = 0, 1, 2 Intrinsic Hölder spaces on ST Def. 1.2.4

2.2 Parametrix construction

Let Assumptions 1.1.1, 1.1.2 and 2.1.1 be satisfied. The first step of the parametrix

method is to set a kernel P = P(t, x;T, y) that serves as proxy for the fundamental solution,

called parametrix. We denote by A(s,v) the operator obtained by freezing the second-order

coefficients of A along the integral curve of the vector field Y passing through (s, v) ∈ ST0

and neglecting the lower order terms. Namely we consider the operator

A(s,v) :=
1

2

d∑
i,j=1

aij(t, e
(t−s)Bv)∂xixj

, (t, x) ∈ ST0 . (2.8)

One can directly prove that the fundamental solution of

A(s,v) + Y,

in the sense of Definition 2.1.4, is given by

Γ(s,v)(t, x;T, y) = G(C(s,v)(t, T ), y − e(T−t)Bx), (T, y) ∈ ST0 , (t, x) ∈ ST ,

where

G(C, z) := 1√
(2π)N det C

e−
1
2
⟨C−1z,z⟩

is the Gaussian kernel on RN and

C(s,v)(t, T ) :=

∫ T

t

e(T−τ)BA(s,v)(τ)e(T−τ)B∗
dτ, (2.9)

A(s,v)(τ) :=

(
A0(τ, e

(τ−s)Bv) 0

0 0

)
, A0 = (aij)i,j=1,...,d . (2.10)

Remark 2.2.1. Clearly Γ(s,v)(t, x;T, y) is of class C∞ as a function of x and only absolutely

continuous along the integral curves of Y as a function of (t, x).
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Remark 2.2.2. In the particular case of A0 ≡ δId for some δ > 0, where Id is the (d× d)-

identity matrix, the Kolmogorov operator A(s,v) + Y reads as in (1.6) and its fundamental

solution reduces to

Γδ(t, x;T, y) := G(δC(T − t), y − e(T−t)Bx), (2.11)

with

C(t) =
∫ t

0

e(t−τ)B

(
Id 0

0 0

)
e(t−τ)B∗

dτ. (2.12)

Proceeding as in [69] and [77], we define the parametrix function P(t, x;T, y) as

P(t, x;T, y) := Γ(T,y)(t, x;T, y), (T, y) ∈ ST0 , (t, x) ∈ ST , (2.13)

and we refer to it as to the time-dependent parametrix in order to emphasize the fact that

it is obtained by freezing only the space variable of the coefficients of A.

Remark 2.2.3. Since Γ(s,v) is the fundamental solution of A(s,v) + Y , we have

(A(T,y) + Y )P(·, ·;T, y) = 0 on ST , (2.14)

in the sense of Definition 2.1.2, for any (T, y) ∈ ST0 .

Remark 2.2.4. In [23], where the variable coefficients of A are assumed intrinsically Hölder

continuous in space and time, the parametrix is defined as the fundamental solution of the

operator obtained by freezing the second order coefficients of A in both time and space

variables, i.e.

1

2

d∑
i,j=1

aij(s, v)∂xixj
+ Y.

As we shall see below, the choice of freezing the coefficients only in the space variable, along

the integral curve of Y as in (2.8), is necessary in order to deal with the lack of regularity in

the time variable.

Once the parametrix function is defined, the parametrix construction prescribes that a

fundamental solution of A+ Y is sought in the form

p(t, x;T, y) = P(t, x;T, y) +

∫ T

t

∫
RN

P(t, x; τ, η)φ(τ, η;T, y)dηdτ, (2.15)
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where φ is an unknown function. We now perform some heuristic computations that will

lead to a fixed-point equation for φ. Assuming that p(t, x;T, y) in (2.15) is a fundamental

solution of A+ Y , we obtain

0 = (A+Y )p(t, x;T, y) = (A+Y )P(t, x;T, y)+(A+Y )

∫ T

t

∫
RN

P(t, x; τ, η)φ(τ, η;T, y)dηdτ.

Furthermore, by formally differentiating and employing p(t, x; t, ·) = δx we also have

(A+ Y )

∫ T

t

∫
RN

P(t, x; τ, η)φ(τ, η;T, y)dηdτ

=

∫ T

t

∫
RN

(A+ Y )P(t, x; τ, η)φ(τ, η;T, y)dηdτ − φ(t, x;T, y).

Therefore, φ(t, x;T, y) must solve the Volterra integral equation

φ(t, x;T, y) = (A+ Y )P(t, x;T, y) +

∫ T

t

∫
RN

(A+ Y )P(t, x; τ, η)φ(τ, η;T, y)dηdτ. (2.16)

Now, owing to Remark 2.2.3, equation (2.16) can be written as

φ(t, x;T, y) = (A−A(T,y))P(t, x;T, y) +

∫ T

t

∫
RN

(A−A(τ,η))P(t, x; τ, η)φ(τ, η;T, y)dηdτ,

(2.17)

whose solution can be determined by an iterative procedure, which leads to the series repre-

sentation

φ(t, x;T, y) =
∑
k≥1

φk(t, x;T, y) (2.18)

where
φ1(t, x;T, y) :=

(
A−A(T,y)

)
P(t, x;T, y),

φk+1(t, x;T, y) :=

∫ T

t

∫
RN

(A−A(τ,η))P(t, x; τ, η)φk(τ, η;T, y)dηdτ, k ∈ N.
(2.19)

In order to make the previous arguments rigorous one has to prove that:

• the series defined by (2.18)-(2.19) is uniformly convergent on ST . At this stage one

also obtains a uniform upper bound and a Hölder estimate for φ;

• p defined by (2.15) is actually a fundamental solution of A+ Y . In this step one also

establishes the Gaussian estimates on p and its derivatives that appear in Theorem

2.1.5.
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2.2.1 Convergence of the series and estimates on φ

Proposition 2.2.5. For every (T, y) ∈ ST0 the series in (2.18) converges uniformly in

(t, x) ∈ ST and the function φ = φ(t, x;T, y) solves the integral equation (2.17) on ST .

Furthermore, for every ε > 0 and 0 < δ < α, there exists a positive constant C, only

dependent on T0, µ, B, δ, α, ε and the α-Hölder norms of the coefficients, such that

|φ(t, x;T, y)| ≤ C

(T − t)1−
α
2

Γµ+ε(t, x;T, y), (2.20)

|φ(t, x;T, y)− φ(t, v;T, y)| ≤ C|x− v|α−δ
B

(T − t)1−
δ
2

(
Γµ+ε(t, x;T, y) + Γµ+ε(t, v;T, y)

)
, (2.21)

for any (T, y) ∈ ST0 and (t, x), (t, v) ∈ ST .

To avoid repeating the arguments already used in [23], we limit ourself to highlighting

the parts of the proof that differ significantly from the classical case.

Proof. We first prove that there exists a positive κ such that

|(A−A(T,y))P(t, x;T, y)| ≤ κ

(T − t)1−α/2
Γµ+ε(t, x;T, y), (T, y) ∈ ST0 , (t, x) ∈ ST .

(2.22)

Assume for simplicity that ai, a ≡ 0, the general case being a straightforward extension. By

definition (2.8) we have

|(A−A(T,y))P(t, x;T, y)| ≤ 1

2

d∑
i,j=1

|aij(t, x)− aij(t, e
−(T−t)By)| × |∂xixj

P(t, x;T, y)|(2.23)

(by the Hölder regularity of aij and the Gaussian estimate (2.B.3))

≤ κ
|x− e−(T−t)By|αB

T − t
Γµ+ε/2(t, x;T, y). (2.24)

The estimate (2.B.1) then yields (2.22).

For any (T, y) ∈ ST0 and (t, x) ∈ ST , (2.19) and (2.22) imply

|φ1(t, x;T, y)| ≤
κ

(T − t)1−α/2
Γµ+ε(t, x;T, y)

and

|φ2(t, x;T, y)| ≤
∫ T

t

∫
RN

∣∣(A−A(τ,η)
)
P(t, x; τ, η)

∣∣× |φ1(τ, η;T, y)|dηdτ
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≤ κ2
∫ T

t

1

(τ − t)1−α/2

1

(T − τ)1−α/2

∫
RN

Γµ+ε(t, x; τ, η)Γµ+ε(τ, η;T, y)dηdτ =

(by the Chapman-Kolmogorov identity and solving the integral in dτ)

= κ2
Γ2
Euler

(
α
2

)
(T − t)1−αΓEuler(α)

Γµ+ε(t, x;T, y).

Proceeding by induction, it is straightforward to verify that

|φn(t, x;T, y)| ≤ κn
Γn
Euler

(
α
2

)
(T − t)1−

αn
2 ΓEuler(

αn
2
)
Γµ+ε(t, x;T, y), n ∈ N.

This proves the uniform convergence of the series on ST , which in turn implies that φ satisfies

(2.17), as well as the estimate (2.20).

The proof of (2.21) is a technical modification of the arguments in [23, Lemma 6.1], which

is necessary to account for the different parametrix function. For sake of brevity, we leave

the details to the reader.

Remark 2.2.6. The proof above is particularly informative to understand the choice of the

parametrix function in relation to the lack of regularity of the coefficients with respect to

the time variable. In particular, in passing from (2.24) to (2.22), we take advantage of the

increment |x − e−(T−t)By|αB in order to recover the integrability of the singularity in time.

In the classical case, namely when the coefficient aij is also Hölder continuous in time, the

parametrix function is obtained by freezing the variable coefficients in both space and time

(see Remark 2.2.4). In (2.23), this choice leads to increments of type∣∣aij(t, x)− aij(T, y)
∣∣,

which is clearly not helpful if aij does not exhibit any regularity in time.

Furthermore, note that the coefficients have to be frozen in the space variable along the

integral curve of Y : freezing the coefficients at a fixed point y would yield an increment of

type |x− y|αB in (2.24), which does not allow to employ the Gaussian estimates in (2.B.1) to

control the singularity.

2.2.2 Proof that p is a fundamental solution and Gaussian bounds

We now prove the first part of Theorem 2.1.5, concerning the existence of the fundamental

solution of L. This is achieved by proving that the candidate solution p = p(t, x;T, y) defined
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through (2.15) satisfies points i) and ii) of Definition 2.1.4. The innovative part of the proof

consists in showing point i), which is p(·, ·;T, y) solves the equation

Au+ Y u = 0 on ST (2.25)

in the integral sense of Definition 2.1.2. Once more, we provide the details of the parts that

significantly depart from the classical case.

For any (T, y) ∈ ST0 , let us rewrite p(t, x;T, y) as

p(t, x;T, y) = P(t, x;T, y) + Φ(t, x;T, y), (t, x) ∈ ST ,

where we set

Φ(t, x;T, y) :=

∫ T

t

∫
RN

P(t, x; τ, η)φ(τ, η;T, y)dηdτ. (2.26)

The strategy of the proof is to first show that p possesses the regularity required in order to

qualify as a fundamental solution, and then to check that it actually solves equation (2.25).

As pointed out in Remark 2.14, the parametrix P = P(t, x;T, y) is an integral solution to

(2.14). In particular, it is smooth in the variable x and absolutely continuous along Y . As

for Φ = Φ(t, x;T, y), the next result shows that it is twice differentiable w.r.t. x1, . . . , xd and

states some Gaussian bounds on the derivatives.

Proposition 2.2.7. For any (T, y) ∈ ST0, (t, x) ∈ ST and i, j = 1, . . . , d, there exist

∂xi
Φ(t, x;T, y) =

∫ T

t

∫
RN

∂xi
P(t, x; τ, η)φ(τ, η;T, y)dηdτ,

∂xixj
Φ(t, x;T, y) =

∫ T

t

∫
RN

∂xixj
P(t, x; τ, η)φ(τ, η;T, y)dηdτ,

and, for any ε > 0 we have

|Φ(t, x;T, y)| ≤ C(T − t)
α
2 Γµ+ε(t, x;T, y),

|∂xi
Φ(t, x;T, y)| ≤ C

(T − t)
1−α
2

Γµ+ε(t, x;T, y),

∣∣∂xixj
Φ(t, x;T, y)

∣∣ ≤ C

(T − t)
2−α
2

Γµ+ε(t, x;T, y),

where C denotes a positive constant, only dependent on T0, µ, B, α, ε and the α-Hölder norms

of the coefficients.
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Proof. By the definition of Φ in (2.26) we have

Φ(t, x;T, y) =

∫ T

t

J(t, x; τ ;T, y)dτ,

with J defined as in (2.C.1). The potential estimates of Proposition 2.C.1 upon integrating

in τ , yield the result.

The following result shows that Φ(·, ·;T, y) is also Lipschitz continuous along the integral

curves of Y .

Lemma 2.2.8. For every (T, y) ∈ ST0 and (t, x) ∈ ST , we have

Φ
(
s, e(s−t)Bx;T, y

)
− Φ(t, x;T, y) = −

∫ s

t

F (τ, x;T, y)dτ, s ∈ [t, T [,

where

F (τ, x;T, y) :=

∫ T

τ

∫
RN

A(r,η)P
(
τ, e(τ−t)Bx; r, η

)
φ(r, η;T, y)dηdr + φ

(
τ, e(τ−t)Bx;T, y

)
.

(2.27)

Proof. For any s ∈ [t, T [ one can write

Φ
(
s, e(s−t)Bx;T, y

)
− Φ(t, x;T, y)

=

∫ T

s

∫
RN

(
P
(
s, e(s−t)Bx; r, η

)
−P(t, x; r, η)

)
φ(r, η;T, y)dηdr︸ ︷︷ ︸

=:G(t,x)

−
∫ s

t

∫
RN

P(t, x; r, η)φ(r, η;T, y)dηdr︸ ︷︷ ︸
=:H(t,x)

.

First, we study the term G(t, x). Remark 2.2.3 yields

G(t, x) =

∫ T

s

∫
RN

(∫ s

t

−A(r,η)P
(
τ, e(τ−t)Bx; r, η

)
dτ

)
φ(r, η;T, y)dηdr.

By (2.B.3) and Assumption 2.1.1, for every ε > 0 we have∣∣A(r,η)P(τ, e(τ−t)Bx; r, η)
∣∣ ≤ C

r − τ
Γµ+ε(τ, e(τ−t)Bx; r, η), t < τ < s < r < T.

Therefore, considering also (2.20), for any r ∈ ]s, T ], the function

(τ, η) 7→ |A(r,η)P(τ, e(τ−t)Bx; r, η)φ(r, η;T, y)|
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is integrable on [t, s]× RN . Thus Fubini’s theorem yields∫
RN

(∫ s

t

A(r,η)P
(
τ, e(τ−t)Bx; r, η

)
dτ

)
φ(r, η;T, y)dη

=

∫ s

t

∫
RN

A(r,η)P
(
τ, e(τ−t)Bx; r, η

)
φ(r, η;T, y)dηdτ.

Moreover, by the potential estimate (2.C.3) with δ = α
2
, for any ε > 0 we have∣∣∣∣∫

RN

A(r,η)P
(
τ, e(τ−t)Bx; r, η

)
φ(r, η;T, y)dη

∣∣∣∣ ≤ C

(T − r)1−
α
4 (r − τ)1−

α
4

Γµ+ε
(
τ, e(τ−t)Bx;T, y

)
.

(2.28)

As the right-hand side term is integrable over [t, s] × [s, T ] as a function of (τ, r), we can

apply once more Fubini’s theorem to conclude that

G(t, x) = −
∫ s

t

∫ T

s

∫
RN

A(r,η)P
(
τ, e(τ−t)Bx; r, η

)
φ(r, η;T, y)dηdrdτ. (2.29)

Let us consider H(t, x). For every n ∈ N, we define εn(r) := 1
n
(r − t). Note that, for

every r ∈ ]t, s[ we have r − εn(r) ≥ t. Hence

H(t, x) =

∫ s

t

∫
RN

P
(
r − εn(r), e

(r−εn(r)−t)Bx; r, η
)
φ(r, η;T, y)dηdr︸ ︷︷ ︸

=:H̃n(t,x)

−
∫ s

t

∫
RN

(
P
(
r − εn(r), e

(r−εn(r)−t)Bx; r, η
)
−P(t, x; r, η)

)
φ(r, η;T, y)dηdr︸ ︷︷ ︸

=:Hn(t,x)

.

Once more, Remark 2.2.3 yields

Hn(t, x) =

∫ s

t

∫
RN

(∫ r−εn(r)

t

A(r,η)P
(
τ, e(τ−t)Bx; r, η

)
dτ

)
φ(r, η;T, y)dηdr

(applying Fubini’s theorem as above)

=

∫ s

t

∫ r−εn(r)

t

∫
RN

A(r,η)P
(
τ, e(τ−t)Bx; r, η

)
φ(r, η;T, y)dηdτdr

(setting δn(τ) =
τ−t
n−1

and applying Fubini’s theorem again)

=

∫ s−εn(s)

t

∫ s

τ+δn(τ)

∫
RN

A(r,η)P
(
τ, e(τ−t)Bx; r, η

)
φ(r, η;T, y)dηdrdτ



2.2 Parametrix construction 26

(by (2.28) and applying Lebesgue’s dominated convergence theorem)

−−−→
n→∞

∫ s

t

∫ s

τ

∫
RN

A(r,η)P
(
τ, e(τ−t)Bx; r, η

)
φ(r, η;T, y)dηdrdτ.

On the other hand, by the potential estimate (2.C.2), for any n ∈ N we have∣∣∣∣∫
RN

P
(
r − εn(r), e

(r−εn(r)−t)Bx; r, η
)
φ(r, η;T, y)dη

∣∣∣∣ ≤ C
Γµ+ε(τ, e(τ−t)Bx;T, y)

(T − r)1−
α
2 (T − r)

Q
2

, r ∈ [t, s].

Thus Lebesgue’s dominated convergence theorem yields

lim
n→∞

H̃n(t, x) =

∫ s

t

lim
n→∞

∫
RN

P
(
r − εn(r), e

(r−εn(r)−t)Bx; r, η
)
φ(r, η;T, y)dη dr

(by (2.31), since η 7→ φ(r, η;T, y) is a bounded and continuous function for every r ∈ [t, s])

=

∫ s

t

φ
(
r, e(r−t)Bx;T, y

)
dr.

We have proved that

H(t, x) =

∫ s

t

∫ s

τ

∫
RN

A(r,η)P(τ, e(τ−t)Bx; r, η)φ(r, η;T, y)dηdrdτ +

∫ s

t

φ(τ, e(τ−t)Bx;T, y)dτ.

This and (2.29) prove the statement.

We are now in the position to prove Theorem 2.1.5, namely that p = p(t, x;T, y) defined

by (2.15) is a fundamental solution of A+ Y in the sense of definition Definition 2.1.4, and

that the Gaussian bounds from (2.4) to (2.7) are satisfied.

Proof of Theorem 2.1.5. Let p = p(t, x;T, y) be defined by (2.15).

Step 1. We show that p = p(t, x;T, y) satisfies point i) of Definition 2.1.4, namely that

p(·, ·;T, y) is an integral solution to (2.25) on ST in the sense of Definition 2.1.2. By Lemma

2.2.8, we have

p
(
s, e(s−t)Bx;T, y

)
− p(t, x;T, y) = P(s, e(s−t)Bx;T, y)−P(t, x;T, y)

+ Φ(s, e(s−t)Bx;T, y)− Φ(t, x;T, y)

= −
∫ s

t

(
A(r,η)P(τ, e(τ−t)Bx; r, η) + F (τ, x;T, y)

)
dτ.

(2.30)
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Furthermore, by (2.27) and since φ(t, x;T, y) solves the integral equation (2.16), we obtain

A(r,η)P(τ, e(τ−t)Bx; r, η) + F (τ, x;T, y) = AP(τ, e(τ−t)Bx;T, y)

+

∫ T

τ

∫
RN

AP(τ, e(τ−t)Bx; r, η)φ(r, η;T, y)dηdr

(by Proposition 2.2.7)

= AP(τ, e(τ−t)Bx;T, y) +AΦ(τ, e(τ−t)Bx;T, y)

= Ap(τ, e(τ−t)Bx;T, y),

which, together with (2.30), concludes the proof.

Step 2. We show that p = p(t, x;T, y) satisfies point ii) of Definition 2.1.4. In light of the

estimate (2.20), it is straightforward to see that

|Φ(t, x;T, y)| ≤ C(T − t)
α
2 Γµ+ε(t, x;T, y), (T, y) ∈ ST0 , (t, x) ∈ ST .

Therefore, it is enough to prove that, for any fixed (T, y) ∈]0, T0[×RN , we have

lim
(t,x)→(T,y)

t<T

∫
RN

P(t, x;T, η)f(η)dη = f(y), f ∈ Cb(RN). (2.31)

Recalling the definition of the parametrix P, we add and subtract to obtain∫
RN

P(t, x;T, η)f(η)dη =

∫
RN

Γ(T,η)(t, x;T, η)f(η)dη

=

∫
RN

Γ(T,y)(t, x;T, η)f(η)dη

+

∫
RN

(
Γ(T,η)(t, x;T, η)− Γ(T,y)(t, x;T, η)

)
f(η)dη︸ ︷︷ ︸

=:J(t,x)

.

Furthermore, by estimate (2.B.4), for every ε > 0 one has

|J(t, x)| ≤ C

∫
RN

|y − η|αBΓµ+ε(t, x;T, η)dη.

Eventually, (2.31) follows from classical arguments.

Step 3. We show the upper Gaussian bounds (2.4)-(2.5)-(2.6) for p and its derivatives.

The proof of the lower Gaussian bound (2.7) is similar to that of Theor. 4.7 in [76] and

Section 5.1.4. in [77], thus we omit it for sake of brevity.
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The Gaussian bounds of Proposition 2.B.2 and the definition of parametrix (2.13) yield

the estimates (2.4)-(2.5)-(2.6) for P = P(t, x;T, y). The estimates of Proposition 2.2.7 and

the fact that p = P+ Φ conclude the proof.

Remark 2.2.9. Any integral solution u to equation (2.2) on ST in the sense of Definition

2.1.2, is Lie-differentiable along Y almost everywhere on ST . Indeed, the setHT of (t, x) ∈ ST

such that Y u(t, x) in (2.3) exists finite, is measurable as the limit

lim sup
τ→t+

u
(
τ, e(τ−t)Bx

)
− u(t, x)

τ − t

is a measurable function of (t, x) and the same holds for lim inf. This is a straightforward

consequence of the continuity of u along the integral curves of Y . The fact that HT has

null Lebesgue measure stems from Fubini’s theorem, as u is absolutely continuous along the

integral curves of Y and the map

(τ, y) 7→ (τ, eτBy)

is a diffeomorphism on ST .

2.3 Regularity of the fundamental solution

In this section we prove Theorem 2.1.6. Since p(·, ·;T, y) can be represented as in (2.15),

we need to study the regularity of P(·, ·;T, y) and Φ(·, ·;T, y). While the former term can

be easily dealt with by means of the Gaussian estimates of Appendix 2.A, the latter has to

be treated more carefully. We start with the proof of Theorem 2.1.6, which is based on the

regularity estimates for Φ(·, ·;T, y) and P(·, ·;T, y) proved in Section 2.3.1 and Section 2.3.2,

respectively.

Proof of Theorem 2.1.6. Let β < α. For fixed (T, y) ∈ ST0 , we set

f(t, x) := p(t, x;T, y), (t, x) ∈ ST .

We first note that, by definition of fundamental solution, (3.5) is satisfied with fY = −Af .

Furthermore, for any t ∈]0, T [, by Definition 1.2.4 and the representation (2.15) we have

∥f∥C2+β
t

= NP,1 +NP,2 +NΦ,1 +NΦ,2,
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where

NP,1 :=
d∑

i=1

∥∂xi
P(·, ·;T, y)∥C1+β

Y,t
+

d∑
i,j=1

(
∥∂xixj

P(·, ·;T, y)∥Cβ
Y,t

+ ∥∂xixj
P(·, ·;T, y)∥L∞

t (Cβ)

)
,

NP,2 := ∥AP(·, ·;T, y)∥L∞
t (Cβ),

NΦ,1 :=
d∑

i=1

∥∂xi
Φ(·, ·;T, y)∥C1+β

Y,t
+

d∑
i,j=1

(
∥∂xixj

Φ(·, ·;T, y)∥Cβ
Y,t

+ ∥∂xixj
Φ(·, ·;T, y)∥L∞

t (Cβ)

)
,

NΦ,2 := ∥AΦ(·, ·;T, y)∥L∞
t (Cβ).

Now, the estimates of Lemma 2.3.4 yield

NP,1 ≤
C

(T − t)
Q+2+β

2

. (2.32)

To bound NP,2, first fix i, j = 1, . . . , d and note that, by estimate (2.B.3), we obtain

sup
x∈RN

∣∣∂xixj
P(s, x;T, y)

∣∣ ≤ C

(T − t)
Q+2
2

, s < t. (2.33)

Furthermore, (2.32) combined with Remark 1.2.7 yield

sup
x,v∈RN

|∂xixj
P(s, x;T, y)− ∂xixj

P(s, v;T, y)|
|x− v|βB

≤ C

(T − t)
Q+2+β

2

, s < t. (2.34)

Thus, by (2.33)-(2.34) we obtain

∥∂xixj
P(s, ·;T, y)∥Cβ

t
≤ C

(T − t)
Q+2+β

2

, s < t,

which in turn implies

∥∂xixj
P(·, ·;T, y)∥L∞

t (Cβ) ≤
C

(T − t)
Q+2+β

2

.

This, together with Assumption 2.1.1, prove

NP,2 ≤
C

(T − t)
Q+2+β

2

.

The bound for NΦ,1 stems from the estimates of Proposition 2.3.2, which yield

NΦ,1 ≤
C

(T − t)
Q+2−(α−β)

2

≤ C

(T − t)
Q+2+β

2

.

Eventually, the bound for NΦ,2 follows from the same arguments used to bound NP,2.
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The rest of this section is devoted to the results utilized in the proof of Theorem 2.1.6.

It is useful to introduce the following

Notation 2.3.1. Let f = f(t, x;T, y) be a function defined for (T, y) ∈ ST0 and (t, x) ∈ ST ,

suitably differentiable w.r.t. x. For any i = 1, . . . , N , we set

∂if(t, x;T, y) := ∂xi
f(t, x;T, y),

and we adopt analogous notations for the higher-order derivatives.

This notation is useful in order to compose partial derivatives with other functions. For

instance, if g = g(t, x) is a given function, then

∂if
(
t, g(t, x);T, y

)
= ∂zif(t, z;T, y)|z=g(t,x).

2.3.1 Regularity estimates of Φ

Now prove the Hölder estimates for Φ(·, ·;T, y). We recall that Q denotes the homoge-

neous dimension of RN as in (1.9).

Proposition 2.3.2. For every ε > 0 and 0 < β < α there exists a positive constant C, only

dependent on T0, µ, B, ε, α, β and the α-Hölder norms of the coefficients, such that, for any

i, j, k = 1, . . . , d, we have∣∣∂iΦ(s, e(s−t)Bx;T, y)− ∂iΦ(t, x;T, y)
∣∣ ≤ C(s− t)

1+β
2

(T − t)Q/2

(T − s)
Q+2−(α−β)

2

Γµ+ε(t, x;T, y),(2.35)

∣∣∂ijΦ(s, e(s−t)Bx;T, y)− ∂ijΦ(t, x;T, y)
∣∣ ≤ C(s− t)

β
2

(T − t)Q/2

(T − s)
Q+2−(α−β)

2

Γµ+ε(t, x;T, y),(2.36)

|∂ijΦ(t, x+ hek;T, y)− ∂ijΦ(t, x;T, y)| ≤ C|h|βΓ
µ+ε(t, x+ hek;T, y) + Γµ+ε(t, x;T, y)

(T − t)
2−(α−β)

2

,

(2.37)

for every (T, y) ∈ ST0, (t, x) ∈ ST , t < s < T and h ∈ R.

The proof of estimates (2.35)-(2.36) relies on the following

Lemma 2.3.3. Let (T, y) ∈ ST0. Then, for any i = 1, . . . , d, the function u := ∂iP(·, ·;T, y)
is a strong Lie solution to the equation

Au+ Y u = −
d+d1∑
j=1

bji∂jP(·, ·;T, y) on ST ,

in the sense of Definition 2.1.2.
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Proof. We note that

[∂i, Y ]P(t, x;T, y) = [∂i, ⟨Bx,∇⟩+ ∂t]P(t, x;T, y) =

d+d1∑
j=1

bji∂jP(t, x;T, y),

for every x ∈ RN and for almost every t ∈ [0, T [, where, in the last equality, we used that

bji = 0 if j > d+d1. While it is obvious that the previous identity holds for smooth functions

of (t, x), one can directly check that ∂i∂tP(t, x;T, y) = ∂t∂iP(t, x;T, y) and thus the identity

holds for the parametrix too. Therefore, we obtain

∂iP(s, e(s−t)Bx; τ, η)− ∂iP(t, x; τ, η)

=

∫ s

t

(Y ∂iP)(r, e(r−t)Bx; τ, η)dr

=

∫ s

t

(
(∂iYP)(r, e(r−t)Bx; τ, η)− [∂i, Y ]P(r, e(r−t)Bx; τ, η)

)
dr

(by Remark 2.2.3)

=−
∫ s

t

(
(∂iA(τ,η)P)(r, e(r−t)Bx; τ, η) +

d+d1∑
j=1

bji∂jP(r, e(r−t)Bx; τ, η)
)
dr

(since ∂iA(τ,η) = A(τ,η)∂i)

=−
∫ s

t

((
A(τ,η)∂iP

)
(r, e(r−t)Bx; τ, η) +

d+d1∑
j=1

bji∂jP(r, e(r−t)Bx; τ, η)
)
dr.

We are now in the position to prove Proposition 2.3.2.

Proof of Proposition 2.3.2. Let (T, y) ∈ ST0 , (t, x) ∈ ST , t < s < T and h ∈ R be fixed. Also

fix i, j, k ∈ {1, . . . , d}. First we prove (2.35). By adding and subtracting, we have

∂iΦ(s, e
(s−t)Bx;T, y)− ∂iΦ(t, x;T, y)

=

∫ T

s

∫
RN

(
∂iP(s, e(s−t)Bx; τ, η)− ∂iP(t, x; τ, η)

)
︸ ︷︷ ︸

=:I(τ,η)

φ(τ, η;T, y)dηdτ

−
∫ s

t

∫
RN

∂iP(t, x; τ, η)φ(τ, η;T, y)dηdτ︸ ︷︷ ︸
=:L

.
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We consider the first term. By Lemma 2.3.3 and swapping the integrals as in the proof of

Proposition 2.2.8, we have∫ T

s

∫
RN

I(τ, η)φ(τ, η;T, y)dηdτ

=−
∫ T

s

∫ s

t

∫
RN

((
A(τ,η)∂iP

)
(r, e(r−t)Bx; τ, η) +

d+d1∑
j=1

bji∂jP(r, e(r−t)Bx; τ, η)

)
φ(τ, η;T, y)dηdrdτ.

Therefore, the estimates of Proposition 2.C.1 with δ = (α− β)/2 yield∣∣∣∣ ∫ T

s

∫
RN

I(τ, η)φ(τ, η;T, y)dηdτ

∣∣∣∣
≤
∫ T

s

∫ s

t

C

(T − τ)1−
α−β
4 (τ − r)

3
2
−α+β

4

Γµ+ε(r, e(r−t)Bx;T, y)drdτ

(by a standard estimate on Γµ+ε(r, e(r−t)Bx;T, y))

≤ C

∫ T

s

∫ s

t

1

(T − τ)1−
α−β
4 (τ − r)

3
2
−α+β

4

drdτ︸ ︷︷ ︸
=:K

(
T − t

T − s

)Q/2

Γµ+ε(t, x;T, y). (2.38)

We now bound K:

K =

∫ s

t

∫ T

s

1

(T − τ)1−
α−β
4 (τ − r)

3
2
−α+β

4

dτdr

≤
∫ s

t

∫ T

s

1

(T − τ)1−
α−β
4 (τ − r)1−

α−β
4

dτ
1

(s− r)
1
2
−β

2

dr

(solving the integral in dτ)

≤C
∫ s

t

1

(T − r)1−
α−β
2

1

(s− r)
1
2
−β

2

dr

≤ C

(T − s)1−
α−β
2

∫ s

t

1

(s− r)
1−β
2

dr

≤ C

(T − s)1−
α−β
2

(s− t)
1+β
2 .

(2.39)

On the other hand, estimate (2.C.3) with δ = α− β yields

|L| ≤
∫ s

t

C

(T − τ)1−
α−β
2 (τ − t)

1
2
−β

2

dτ Γµ+ε(t, x;T, y)
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≤ C

(T − s)1−
α−β
2

∫ s

t

1

(τ − t)
1−β
2

dτ Γµ+ε(t, x;T, y)

≤ C

(T − s)1−
α−β
2

(s− t)
1+β
2 Γµ+ε(t, x;T, y).

This, together with (2.38)-(2.39), proves (2.35). Estimate (2.36) can be obtained following

the same arguments.

We finally prove (2.37). By Proposition 2.2.7 we have

∂ijΦ(t, x+ hek;T, y)− ∂ijΦ(t, x;T, y)

=

∫ T

t

∫
RN

(
∂ijP(t, x+ hek; τ, η)− ∂ijP(t, x; τ, η)

)
φ(τ, η;T, y)dη︸ ︷︷ ︸

=:I(τ)

dτ.

We first prove that

|I(τ)| ≤ C
|h|β

(T − τ)1−
α−β
4 (τ − t)1−

α−β
4

(
Γµ+ε(t, x+ hek;T, y) + Γµ+ε(t, x;T, y)

)
, τ ∈]t, T [.

We consider the case τ − t ≥ h2. By the mean-value theorem, there exists a real h̄ with

|h̄| ≤ |h| such that

|∂ijP(t, x+ hek; τ, η)− ∂ijP(t, x; τ, η)| = |h|
∣∣∂ijkP(t, x+ h̄ek; τ, η)

∣∣ .
Therefore, by the estimate (2.C.3) with δ = (α− β)/2, we have

|I(τ)| ≤ C
|h|

(T − τ)1−
α−β
4 (τ − t)

3
2
−α+β

4

Γµ+ε(t, x+ h̄ek;T, y)

(since τ − t ≥ h2)

≤ C
|h|β

(T − τ)1−
α−β
4 (τ − t)1−

α−β
4

Γµ+ε(t, x+ h̄ek;T, y)

(by standard estimates on Γµ+ε(t, x+ h̄ek;T, y) with τ − t ≥ h2)

≤ C
|h|β

(T − τ)1−
α−β
4 (τ − t)1−

α−β
4

(
Γµ+ε(t, x+ hek;T, y) + Γµ+ε(t, x;T, y)

)
.

We now consider the case τ − t < h2. Employing triangular inequality and estimate (2.C.3)

with δ = (α− β)/2, we get

|I(τ)| ≤ C

(T − τ)1−
α−β
4 (τ − t)1−

α+β
4

(
Γµ+ε(t, x+ hek;T, y) + Γµ+ε(t, x;T, y)

)



2.3 Regularity of the fundamental solution 34

(since τ − t < h2)

≤ C
|h|β

(T − τ)1−
α−β
4 (τ − t)1−

α−β
4

(
Γµ+ε(t, x+ hek;T, y) + Γµ+ε(t, x;T, y)

)
.

Therefore, combining the previous estimates, we obtain∣∣∣∣ ∫ T

t

I(τ)dτ

∣∣∣∣ ≤ C|h|β
∫ T

t

1

(T − τ)1−
α−β
4 (τ − t)1−

α−β
4

dτ
(
Γµ+ε(t, x+ hek;T, y) + Γµ+ε(t, x;T, y)

)
≤ C|h|β 1

(T − t)1−
α−β
2

(
Γµ+ε(t, x+ hek;T, y) + Γµ+ε(t, x;T, y)

)
,

which proves (2.37).

2.3.2 Regularity estimates for the parametrix

We have the following Hölder estimates for P.

Lemma 2.3.4. Let 0 ≤ β ≤ α. Then for every ε > 0 there exists a positive constant C,

only dependent on T0, µ, B, ε, α, β and the α-Hölder norms of the coefficients, such that for

any i, j, k = 1, . . . , d we have∣∣∂iP(s, e(s−t)Bx;T, y)− ∂iP(t, x;T, y)
∣∣ ≤ C(s− t)

1+β
2

(T − t)Q/2

(T − s)
Q+2+β

2

Γµ+ε(t, x;T, y), (2.40)

∣∣∂ijP(s, e(s−t)Bx;T, y)− ∂ijP(t, x;T, y)
∣∣ ≤ C(s− t)

β
2

(T − t)Q/2

(T − s)
Q+2+β

2

Γµ+ε(t, x;T, y), (2.41)

∣∣∂ijP(t, x+ hek;T, y)− ∂ijP(t, x;T, y)
∣∣ ≤ C|h|β 1

(T − t)
2+β
2

(
Γµ+ε(t, x+ hek;T, y) + Γµ+ε(t, x;T, y)

)
,

(2.42)

for any (T, y) ∈ ST0, (t, x) ∈ ST , t < s < T and h ∈ R.

Proof. We first consider (2.40). By Lemma 2.3.3 we have

∂iP(s, e(s−t)Bx;T, y)− ∂iP(t, x;T, y) = −
∫ s

t

(
A(T,y)∂iP(r, e(r−t)Bx;T, y) +

d+d1∑
j=1

bji∂jP(r, e(r−t)Bx;T, y)
)
dr.

Therefore, by boundedness of the coefficients of A(T,y) and the estimates of Proposition 2.B.2,

we obtain∣∣∂iP(s, e(s−t)Bx;T, y)− ∂iP(t, x;T, y)
∣∣ ≤ ∫ s

t

C

(T − r)
3
2

Γµ+ε(r, e(r−t)Bx;T, y)dr
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≤
∫ s

t

C

(T − r)
3
2

dr

(
T − t

T − s

)Q/2

Γµ+ε(t, x;T, y)

(for any β ≤ 1)

≤ C
(s− t)

1+β
2

(T − s)1+
β
2

(
T − t

T − s

)Q/2

Γµ+ε(t, x;T, y).

The proof of (2.41) is based on analogous arguments.

We finally prove (2.42). As for (2.37), we first consider the case T − t ≥ h2. By the

mean-value theorem, there exists a real h̄ with |h̄| ≤ |h| such that

|∂ijP(t, x+ hek;T, y)− ∂ijP(t, x;T, y)| = |h|
∣∣∂ijkP(t, x+ h̄ek;T, y)

∣∣
(by estimate (2.B.3))

≤ C
|h|

(T − t)
3
2

Γµ+ε(t, x+ h̄ek;T, y)

(since T − t ≥ h2 and by standard estimates on Γµ+ε(t, x+ h̄ek;T, y))

≤ C
|h|β

(T − t)1+
β
2

(
Γµ+ε(t, x+ hek;T, y) + Γµ+ε(t, x;T, y)

)
.

We now consider T − t < h2. Employing triangular inequality and estimate (2.B.3) yields

|∂ijP(t, x+ hek;T, y)− ∂ijP(t, x;T, y)| ≤ C

T − t

(
Γµ+ε(t, x+ hek;T, y) + Γµ+ε(t, x;T, y)

)
(since T − t < h2)

≤ C
|h|β

(T − t)1+
β
2

(
Γµ+ε(t, x+ hek;T, y) + Γµ+ε(t, x;T, y)

)
.

This concludes the proof of (2.42).

2.4 More properties for the fundamental solution

The following proposition contains further useful properties that allow to view the fun-

damental solution as the transition probability density of a Markovian process. We omit the

proofs that are based on rather standard arguments.
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Proposition 2.4.1. Under the assumptions of Theorem 2.1.5 we have:

i) the Chapman-Kolmogorov identity

p(t, x;T, y) =

∫
RN

p(t, x; s, η)p(s, η;T, y)dη, t < s < T, x, y ∈ RN ;

ii) if the zeroth order coefficient a of A is constant, i.e. a(t, x) = ā, then∫
RN

p(t, x;T, y)dy = eā(T−t), t < T, x ∈ RN .

2.A Gaussian estimates

We prove Gaussian estimates that are crucial in the analysis of Sections 2.2 and 2.3. Here

we follow the ideas in [23, Section 3], but with some technical difference. Namely, in the afore-

mentioned paper the Kolmogorov operator acts on the forward variables of Γ(s,v)(t, x;T, y),

whereas here we consider L = A + Y acting on the backward variables (t, x). This has

an impact on the spatial derivatives, which contain additional factors that require a careful

analysis.

Throughout the appendix we suppose that Assumptions 1.1.1, 1.1.2 and 2.1.1 are satisfied

and fix (s, v) ∈ ST0 . Denoting by B0 the matrix B with null ∗-blocks, we define the N ×N

matrices

C0(t) :=
∫ t

0

e(t−τ)B0

(
Id 0

0 0

)
e(t−τ)B∗

0dτ,

C(s,v)
0 (t, T ) :=

∫ T

t

e(T−τ)B0A(s,v)(τ)e(T−τ)B∗
0dτ,

with A(s,v) as defined in (3.10). As an immediate consequence of Assumption 1.1.1 we can

compare the quadratic forms associated to C(s,v) (as in (2.9)), C(s,v)
0 with C(T − t) (as in

(2.12)), C0(T − t), respectively:

1

µ
C(T − t) ≤ C(s,v)(t, T ) ≤ µC(T − t),

1

µ
C0(T − t) ≤ C(s,v)

0 (t, T ) ≤ µC0(T − t), (2.A.1)

for any t ≤ T . Moreover, an asymptotic comparison near 0 of C(s,v) and C(s,v)
0 holds:
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Lemma 2.A.1. There exist two positive constants C and δ, only dependent on µ and B,

such that

1

2µ
C0(T − t) ≤ C(s,v)(t, T ) ≤ 2µC0(T − t),

1

(2µ)N
det C0(T − t) ≤ det C(s,v)(t, T ) ≤ (2µ)N det C0(T − t),

for any 0 < T − t < δ. Analogous estimates hold for
(
C(s,v)(t, T )

)−1
.

Proof. It follows from the same arguments of [60, Lemma 3.1]: the proof is only based on

the properties of the matrices A and B, and it is not relevant whether A has constant or

time-dependent entries.

Remark 2.A.2. We note that | · |B is homogeneous with respect to the family of dilations

defined by the matrices

D(λ) := diag(λId, λ
3Id1 , . . . , λ

2q+1Idq), λ ≥ 0.

In [60, Proposition 2.3] it is proved that

C0(t) = D(
√
t)C0(1)D(

√
t), t ≥ 0. (2.A.2)

Therefore, for 0 < T − t < δ with δ as in Lemma 2.A.1,

(T − t)Q

(2µ)N
det C0(1) ≤ det C(s,v)(t, T ) ≤ (2µ)N (T − t)Q det C0(1).

To compute the spatial derivatives of Γ(s,v)(t, x;T, y) it is useful noticing that

Γ(s,v)(t, x;T, y) = G
(
H(s,v)(t, T ), e−(T−t)By − x

)
, (T, y) ∈ ST0 , (t, x) ∈ ST ,

where

H(s,v)(t, T ) := e−(T−t)BC(s,v)(t, T )e−(T−t)B∗
.

Since C(s,v)(t, T ) is symmetric positive definite and e−(T−t)B is non-singular, then H(s,v)(t, T )

is symmetric and positive definite for every 0 ≤ t < T .

In order to give estimates on the matrix H(s,v) we need to study the elements of etB. We

recall the block partition (1.7) of the matrix B: for h, k = 0, . . . , q, we denote the dh × dk

block of B by

Qhk := (bij) i=d̄h−1+1,...,d̄h
j=d̄k−1+1,...,d̄k

,
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with d̄h as in (1.8). Note that by (1.7) we have
Qhk = 0dh×dk if h > k + 1,

Qhk = Bh if h = k + 1,

Qhk = ∗ if h < k + 1.

(2.A.3)

Analogously, for n ∈ N, we can consider the same block decomposition for Bn. We denote

by Q(n)
hk the dh × dk block of Bn.

Lemma 2.A.3. Let h, k = 0, . . . , q and n ∈ N. Then

Q(n)
hk = 0dh×dk , h > k + n, (2.A.4)

which is (Bn)ij = 0 if i ∈ {d̄h−1 + 1, . . . , d̄h} and j ∈ {d̄k−1 + 1, . . . , d̄k}.

Proof. We proceed by induction on n. The case of n = 1 is obvious (see (2.A.3)). Now we

assume that (2.A.4) holds for a certain n ∈ N. For h > k + n+ 1 we have

Q(n+1)
hk =

q∑
m=0

Q(n)
hmQmk.

If m < h − n, then Q(n)
hm = 0dh×dm by inductive hypothesis; if m ≥ h − n, then m > k + 1

and Qmk = 0dm×dk . Therefore Q(n+1)
hk = 0dh×dk .

Lemma 2.A.4. Let h, k = 1, . . . , q such that h−k =: n ∈ N. For any i ∈ {d̄h−1+1, . . . , d̄h}
and j ∈ {d̄k−1 + 1, . . . , d̄k} we have(

etB
)
ij
= O(tn), as t→ 0.

Proof. From Lemma 2.A.3 we have that (Bm)ij = 0 for every m = 0, . . . , n − 1, since

Q(m)
hk = 0dh×dk for h− k = n > m. Therefore

(etB)ij =
tn(Bn)ij

n!
+O(tn+1), as t→ 0.

Lemma 2.A.5. There exists a positive constant C that only depends on µ, B and T0 such

that, for every i, j = 1, . . . , d and k = d+ 1, . . . , d+ d1,∣∣(H(s,v)(t, T )−1x
)
i

∣∣ ≤ C√
T − t

∣∣D(
√
T − t)−1e(T−t)Bx

∣∣, (2.A.5)
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∣∣(H(s,v)(t, T )−1
)
ij

∣∣ ≤ C

T − t
, (2.A.6)∣∣(H(s,v)(t, T )−1x

)
k

∣∣ ≤ C

(T − t)
3
2

∣∣D(
√
T − t)−1e(T−t)Bx

∣∣, (2.A.7)

∣∣(H(s,v)(t, T )−1
)
ik

∣∣ ≤ C

(T − t)2
, (2.A.8)

for any 0 < T < T0 and (t, x) ∈ ST .

Proof. We prove the first inequality. Setting τ = T − t, we have∣∣(H(s,v)(t, T )−1x
)
i

∣∣ = 1√
τ

∣∣∣(D(
√
τ)eτB

∗C(s,v)(t, T )−1eτBx
)
i

∣∣∣
≤ 1√

τ

N∑
n=1

∣∣∣(D(
√
τ)eτB

∗
D(

√
τ)−1

)
in

∣∣∣ ∥∥D(
√
τ)C(s,v)(t, T )−1D(

√
τ)
∥∥ ∣∣D(

√
τ)−1eτBx

∣∣ .
By Lemma 2.A.1 there exists a positive constant δ such that, if 0 < τ < δ, we have∥∥D(

√
τ)C(s,v)(t, T )−1D(

√
τ)
∥∥ ≤ sup

|y|=1

⟨D(
√
τ)C(s,v)(t, T )−1D(

√
τ)y, y⟩

≤ 2µ sup
|y|=1

⟨C0(τ)−1D(
√
τ)y,D(

√
τ)y⟩ = 2µ∥C0(1)−1∥,

where the last equality follows from (2.A.2). If δ ≤ τ < T0, by equation (2.A.1) we have∥∥D(
√
τ)C(s,v)(t, T )−1D(

√
τ)
∥∥ ≤ µ

∥∥D(
√
τ)C(τ)−1D(

√
τ)
∥∥ ,

which is bounded by a constant that depends only on µ, T0 and B.

In order to conclude the proof of (2.A.5), we let hn be the only h ∈ {0, . . . , q} such that

d̄h−1 + 1 ≤ n ≤ d̄h. Then, by Lemma 2.A.4, since i ∈ {1, . . . , d}, we obtain(
D(

√
τ)eτB

∗
D(

√
τ)−1

)
in
=D(

√
τ)ii
(
eτB

∗)
in
D(

√
τ)−1

nn

=τ
1
2

(
eτB
)
ni
τ−

2hn+1
2 = O(1) as τ → 0.

Estimate (2.A.6) follows from (2.A.5) choosing x = ej. Estimates (2.A.7) and (2.A.8)

can be proved following the same arguments, noticing that for k = d+1, . . . , d+ d1 we have

D(τ)kk = τ 3.

2.B Gaussian estimates

Finally, we provide Gaussian estimates for Γ(s,v)(t, x;T, y) and its derivatives up to the

fourth order that will be used to study the Hölder regularity of the second order derivatives
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of the fundamental solution via the representation (2.15)-(2.19). The following result can be

proved as [23, Proposition 3.5].

Lemma 2.B.1. For every β ≥ 0 and ε > 0 there exists a positive constant C, only dependent

on T0, µ, B, ε and β, such that

|wi|β Γ(s,v)(t, x;T, y) ≤ CΓµ+ε(t, x;T, y), (T, y) ∈ ST0 , (t, x) ∈ ST , i = 1, . . . , N,

(2.B.1)

where

w = D(
√
T − t)−1

(
y − e(T−t)Bx

)
.

Combining Lemmas 2.A.5 and 2.B.1 with [23, Proposition 3.1, 3.6 and Lemma 5.2], some

lengthy but straightforward computations show the following

Proposition 2.B.2. We have

1

µN
Γ

1
µ (t, x;T, y) ≤ Γ(s,v)(t, x;T, y) ≤ µNΓµ(t, x;T, y). (2.B.2)

for any (T, y) ∈ ST0 and (t, x) ∈ ST . Moreover, for every ε > 0 and ν ∈ NN
0 with [ν]B ≤ 4,

there exists a positive constant C, only dependent on T0, µ, B and ε, such that

|∂νxΓ(s,v)(t, x;T, y)| ≤ C

(T − t)
[ν]B
2

Γµ+ε(t, x;T, y), (2.B.3)

∣∣∂νxΓ(s,v)(t, x;T, y)− ∂νxΓ
(s,w)(t, x;T, y)

∣∣ ≤ C
|v − w|αB
(T − t)

[ν]B
2

Γµ+ε(t, x;T, y), (2.B.4)

for any (T, y) ∈ ST0, (t, x) ∈ ST and w ∈ RN .

2.C Potential estimates

We study Φ = Φ(t, x;T, y) in (2.26) and its derivatives w.r.t. to the variables x1, . . . , xd.

To do so, we have to deal with some singular integrals. We follow the steps in [23, Section

5], but we remark that the estimates of Proposition 2.C.1 extend the ones in the aforemen-

tioned paper to higher order derivatives. This is needed to prove the optimal regularity of

Φ(t, x;T, y) and thereafter of p(t, x;T, y).

We set

J(t, x; τ ;T, y) :=

∫
RN

P(t, x; τ, η)φ(τ, η;T, y)dη, (T, y) ∈ ST0 , (t, x) ∈ ST , τ ∈]t, T [.

(2.C.1)
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Proposition 2.C.1. For every ε > 0, ν ∈ NN
0 with [ν]B ≤ 4 and 0 < δ < α, there exists a

positive constant C, only dependent on N, T0, µ, B, δ, α and ε, such that,

|J(t, x; τ ;T, y)| ≤ C

(T − τ)1−
α
2

Γµ+ε(t, x;T, y) (2.C.2)

|∂νxJ(t, x; τ ;T, y)| ≤
C

(T − τ)1−
δ
2 (τ − t)

[ν]B−(α−δ)

2

Γµ+ε(t, x;T, y), (2.C.3)

for every (T, y) ∈ ST0, (t, x) ∈ ST and τ ∈]t, T [.

Proof. The proof relies on Proposition 2.2.5: (2.C.2) can be easily obtained by applying

estimate (2.B.2) toP(t, x; τ, η), estimate (2.20) to φ(τ, η;T, y) and the Chapman-Kolmogorov

identity.

We provide a full proof of (2.C.3) in the case of ∂νx = ∂xixj
, with i, j ≤ d, the proof for

higher order derivatives being analogous. The idea is to combine (2.21) with the techniques

in [23, Proposition 5.3] and [79, Proposition 3.2]. Let (t, x) ∈ ST and τ ∈]t, T [ be fixed. By

estimates (2.B.3) and (2.20), we have

∂xixj
J(t, x; τ ;T, y) =

∫
RN

∂xixj
P(t, x; τ, η)φ(τ, η;T, y)dη.

We set t̄ = t+T
2

and consider two separate cases:

Case t̄ < τ < T . By (2.B.3) and (2.20), we have that for every ε > 0 and 0 < δ < α there

exists a positive constant C such that

|∂xixj
J(t, x; τ ;T, y)| ≤

∫
RN

C

(T − τ)1−
α
2 (τ − t)

Γµ+ε(t, x; τ, η)Γµ+ε(τ, η;T, y)dη

(by the Chapman-Kolmogorov equation)

≤ C

(T − τ)1−
α
2 (τ − t)

Γµ+ε(t, x;T, y)

(since T − τ < τ − t)

≤ C

(T − τ)1−
δ
2 (τ − t)1−

α−δ
2

Γµ+ε(t, x;T, y).

Case t < τ ≤ t̄. Here we need to handle with care the singularity of ∂xixj
P(t, x; τ, η) for

small τ − t. Note that in this case the following inequalities hold true:

τ − t ≤ T − t

2
≤ T − τ < T − t. (2.C.4)
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We have

∂xixj
J(t, x; τ ;T, y) = K1 +K2 +K3,

where, setting ξ = e(τ−t)Bx,

K1 :=

∫
RN

∂xixj
Γ(τ,η)(t, x; τ, η)

(
φ(τ, η;T, y)− φ(τ, ξ;T, y)

)
dη,

K2 := φ(τ, ξ;T, y)

∫
RN

(
∂xixj

Γ(τ,η)(t, x; τ, η)− ∂xixj
Γ(τ,v)(t, x; τ, η)

∣∣
v=ξ

)
dη,

K3 := φ(τ, ξ;T, y)

∫
RN

∂xixj
Γ(τ,v)(t, x; τ, η)

∣∣
v=ξ

dη.

We first consider K1. By (2.21) and (2.B.3), for every ε > 0 and 0 < δ < α there exists a

positive constant C such that

|K1| ≤
C

(T − τ)1−
δ
2

∫
RN

|η − ξ|α−δ
B

(τ − t)
Γµ+ ε

2 (t, x; τ, η)
(
Γµ+ε(τ, ξ;T, y) + Γµ+ε(τ, η;T, y)

)
dη

(by (2.B.1))

≤ C

(T − τ)1−
δ
2

∫
RN

1

(τ − t)1−
α−δ
2

Γµ+ε(t, x; τ, η)
(
Γµ+ε(τ, ξ;T, y) + Γµ+ε(τ, η;T, y)

)
dη

(integrating in η and by the Chapman-Kolmogorov identity)

≤ C

(T − τ)1−
δ
2 (τ − t)1−

α−δ
2

(
Γµ+ε(τ, ξ;T, y) + Γµ+ε(t, x;T, y)

)
(by (2.C.4))

≤ C

(T − τ)1−
δ
2 (τ − t)1−

α−δ
2

Γµ+ε(t, x;T, y).

Consider now K2. By (2.20) and (2.B.4), we obtain

|K2| ≤ C
Γµ+ε(τ, ξ;T, y)

(T − τ)1−
α
2

∫
RN

|η − ξ|αB
τ − t

Γµ+ε(t, x; τ, η)dη

(by (2.B.1) and integrating in η)

≤ C

(T − τ)1−
α
2 (τ − t)1−

α
2

Γµ+ε(τ, ξ;T, y)

(again by (2.C.4))

≤ C

(T − τ)1−
δ
2 (τ − t)1−

α−δ
2

Γµ+ε(t, x;T, y).
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Finally, K3 = 0 since∫
RN

∂xixj
Γ(τ,v)(t, x; τ, η)dη = ∂xixj

∫
RN

Γ(τ,v)(t, x; τ, η)dη = 0

for any v ∈ RN .



Chapter 3

Optimal Schauder estimates for

kinetic Kolmogorov equations with

time measurable coefficients

We prove global Schauder estimates for kinetic Kolmogorov equations with coefficients

that are Hölder continuous in the spatial variables but only measurable in time. Compared

to other available results in the literature, our estimates are optimal in the sense that the

inherent Hölder spaces are the strongest possible under the given assumptions: in particular,

under a parabolic Hörmander condition, we introduce Hölder norms defined in terms of the

intrinsic geometry that the operator induces on the space-time variables. The technique is

based on the existence and the regularity estimates of the fundamental solution of the equa-

tion, recently proved in [71]. These results are essential for studying backward Kolmogorov

equations associated with kinetic-type diffusions, e.g. stochastic Langevin equation.

Based on a joint work ([65]) with Profs. Stefano Pagliarani and Andrea Pascucci.

3.1 Introduction

In recent years, several sharp Schauder estimates have been proved for Kolmogorov equa-

tions with coefficients that are Hölder-continuous in the space-variables but only measurable

in time. In this chapter we prove global Schauder estimates which we claim to be opti-

mal, meaning that the inherent Hölder spaces are the strongest possible under the given

44
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assumptions on the coefficients. In particular, our results include and improve some known

estimates in the framework of non-divergence form operators satisfying a parabolic Hörman-

der condition.

A prototype example of the class under consideration is

σ2(t, v, x)

2
∂vv + v∂x + ∂t, (t, v, x) ∈ R3,

which is the backward Kolmogorov operator of the system of stochastic differential equationsdVt = σ(t, Vt, Xt)dWt,

dXt = Vtdt,

where W is a real Brownian motion. The study of these models is motivated by several

applications, including kinetic theory and finance. In the classical Langevin model, (V,X)

describes velocity and position of a particle in the phase space and is a pilot example of more

complex kinetic models (cf. [59], [52], [53]). In mathematical finance, (V,X) represents the

log-price and average processes utilized in modeling path-dependent financial derivatives,

such as Asian options (cf. [7], [75]).

We consider the Cauchy problemLu = f on ST ,

u(T, ·) = g on RN ,
(3.1)

posed on the strip

ST := ]0, T [×RN .

Generally speaking, Schauder estimates give a bound of some Hölder norm of the solution

u in terms of some (possibly different) Hölder norms of the data, namely the coefficients of

L, the non-homogeneous term f and the datum g. The “strength” of a Schauder estimate

depends on the norms involved and this is a sensitive issue in the theory of degenerate

PDEs: clearly, for a given Hölder norm on the solution u, the weaker the norms on the data,

the stronger the Schauder estimate; conversely, if the norms on the data are given, then

the stronger the norm on u the stronger the Schauder estimate. Now, in the literature on

degenerate Kolmogorov equations, we may recognize at least two notions of Hölder norm

as well as variants of them: the so-called anisotropic and intrinsic norms, whose precise

definitions are given in Section 1.2. Intuitively, the former norm takes into account the
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anisotropic behavior in space induced by the underlying diffusion, but does not require any

time-regularity. The intrinsic norm, by opposite, is induced by the geometric properties of

the differential operator L and takes into account the regularity along the vector field Y

(and thus along the time variable). Therefore, the intrinsic norm is stronger in the sense

that it allows to see the full regularizing effect (in both space and time) of the fundamental

solution of L.
Roughly speaking, we may catalogue the known Schauder estimates for solutions to (3.1)

as follows:

• anisotropic-to-anisotropic: the anisotropic norms of the data bound the anisotropic

norm of the solution, as in [66], [64], [81], [17] and [44];

• intrinsic-to-intrinsic: the intrinsic norms of the data bound the intrinsic norm of the

solution, as in [67], [24], [43], [52] and [80];

• anisotropic-to-intrinsic: the anisotropic norms of the data bound the intrinsic norm of

the solution. This class is stronger than the two above: only recently, partial results

were proved in [26] and [8].

Our main result, Theorem 3.2.2, provides an optimal anisotropic-to-intrinsic global Schauder

estimate which improves the results in [26] and [8] in a subtle but crucial way, as explained in

Section 3.2.2. For instance, the Hölder norm we adopt for the solution u is strong enough to

derive intrinsic Taylor formulas and therefore also an Itô formula for the underlying diffusion

processes, which is a fundamental tool in stochastic calculus.

Our estimate is global in that it holds all the way up to the boundary, with an explosion

factor that depends on the regularity of g, namely (T − t)− 2+α−β
2 : here α and β represent the

Hölder exponents of the solution u and of the terminal datum g, respectively. In particular,

it is possible to recognize two limiting cases: β = 2+α, no explosion close to the boundary;

β = 0 (g only continuous), maximum explosion rate. As a corollary, we obtain a sharp

regularity estimate (Corollary 3.2.3) in the Y direction, at the boundary t = T . Although

this is an expected phenomenon, the quantitative characterization of the penalty term is

novel, to the best of our knowledge, for degenerate Kolmogorov operators in the context of

variable coefficients or of intrinsic Hölder spaces. We refer the reader to [88] for the case of

constant diffusion coefficients and anisotropic Besov-Hölder spaces. We also mention that
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intrinsic embedding theorems of Sobolev type were recently proved in [35] and [78], and Lp

global Schauder estimates recently appeared in [25].

Theorem 3.2.2 comprises a well-posedness result for (3.1). The proof of Theorem 3.2.2

goes as follows. First we define a candidate solution u via Duhamel principle. After proving

that it is actually a solution to (3.1), we prove the regularity estimates for the two convolution

terms that constitute u, from which the Schauder estimate follows. The proof critically

relies on the recent results in [71], where the existence of the fundamental solution of L was

established, together with optimal Hölder estimates, by means of a suitable modification of

the parametrix technique, already employed in [79] and [23] in the case of intrinsic Hölder-

continuous coefficients.

The rest of the chapter is organized as follows. Section 3.2 contains the main results and

a detailed comparison with the related literature. Precisely, in Section 3.2.1 we state our

main result, Theorem 3.2.2, and comment on it; Section 3.2.2 contains the comparison with

the literature. Section 3.3 is entirely devoted to the proof Theorem 3.2.2.

3.2 Schauder estimates

In this section we state the main results of this chapter. We start by introducing the

assumption on the regularity for the coefficients of L, that is exactly Assumption 2.1.1 in

slightly different setting:

Assumption 3.2.1. The coefficients aij, ai, a of L are in L∞
T (Cᾱ) for some ᾱ ∈ ]0, 1].

3.2.1 Main result

We remark that if u ∈ L∞
T (C2+α) or u ∈ C2+α

T then the derivatives ∂xi
u, ∂xixj

u exist in

the classical sense only for 1 ≤ i, j ≤ d. Indeed, u is not regular enough to support even the

first-order derivatives ∂xi
for d < i ≤ N and the full gradient ∇u appearing in the drift of L

must be interpreted in a suitable way. Thus, in accordance with the intrinsic Hölder spaces

defined above, we consider solutions for the kinetic equation in the sense of Definition 2.1.2.

Moreover, for g ∈ C(RN), a solution to the Cauchy problem (3.1) is a solution u to (2.1),

which can be extended continuously to ]0, T ]× RN with u(T, ·) = g.
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Theorem 3.2.2. Let Assumptions 1.1.1, 1.1.2 and 3.2.1 be in force. Then, for any α ∈ ]0, ᾱ[,

g ∈ Cβ with β ∈ [0, 2 + α] and f ∈ L∞
T,γ(C

α) with γ ∈ [0, 1[, there exists a unique bounded

strong Lie solution u to the Cauchy problem (3.1). Furthermore, we have

∥u∥C2+α
t

≤ C
(
(T − t)−

2+α−β
2 ∥g∥Cβ + (T − t)−γ∥f∥L∞

T,γ(C
α)

)
, 0 < t < T, (3.2)

where C is a positive constant which depends only on T,B, ᾱ, α, β, γ and on the norms

L∞
T (Cᾱ) of the coefficients of A. In particular, C does not depend on t.

We illustrate the Schauder estimate through particular instances; by linearity, we can

treat the cases g = 0 and f = 0 separately:

• [Case g = 0] Estimate (3.2) reads as

∥u∥C2+α
t

≤ C(T − t)−γ∥f∥L∞
T,γ(C

α), 0 < t < T. (3.3)

In particular, if γ = 0 then f is bounded and (3.3) holds true up to the boundary

t = T :

∥u∥C2+α
T

≤ C ∥f∥L∞
T (Cα).

• [Case f = 0] We have two extreme cases:

⋄ If β = 0, that is g is only bounded and continuous, then the solution has the same

explosion behavior of the fundamental solution as t→ T− (cf. [71]), which is

∥u∥C2+α
t

≤ C(T − t)−
2+α
2 ∥g∥L∞ .

⋄ If β = 2 + α then the solution is (2 + α)-Hölder continuous up to the boundary

∥u∥C2+α
t

≤ C∥g∥C2+α . (3.4)

Estimate (3.4) entails a regularity result along Y at the boundary t = T , which is reported

in the following

Corollary 3.2.3. Let the assumptions of Theorem 3.2.2 be in force with γ = 0. The solution

u to the Cauchy problem (3.1) satisfies

∥u(t, eB(T−t)·)− u(T, ·)∥L∞ ≤ C(T − t)
β
2 , 0 < t < T,

if β ∈ ]0, 2] and

∥u(t, eB(T−t)·)− u(T, ·) + Y u(T, ·)(T − t)∥L∞ ≤ C(T − t)
β−2
2 , 0 < t < T,

if β ∈ ]2, 2 + ᾱ[.
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Remark 3.2.4. Recall that (see Remark 1.2.7) Theorem 3.2.2 does not imply, under the

assumptions therein, that the Lie derivative Y u is jointly continuous in time and space

variables. However, under the additional assumption that f and aij, ai, a are continuous on

ST , it can be seen by Definitions 1.2.4 and 2.1.2, together with Remark 1.2.6, that Y u turns

out to be continuous on ST . In particular, u is Lie differentiable along Y everywhere on ST ,

and thus equation (2.1) is satisfied pointwise everywhere on ST .

3.2.2 Comparison with the literature

Global anisotropic-to-anisotropic Schauder estimates were proved by Lunardi [66], Lorenzi

[64], Priola [81], Menozzi [17] under different assumptions on the coefficients, stronger or

equivalent to ours. These estimates read as follows: if u is a solution of the Cauchy problem

(3.1) then

∥u∥L∞
T (C2+α) ≤ C

(
∥g∥C2+α + ∥f∥L∞

T (Cα)

)
. (3.5)

Estimate (3.5) is similar to (3.2) for the particular choice β = 2 and γ = 0; however, by

Remark 1.2.6, estimate (3.5) is weaker than (3.2) due to the strict inclusion of intrinsic

into anisotropic spaces. Moreover, the above mentioned papers assume a smooth datum,

g ∈ C2+α, missing the smoothing effect of the equation, which is well-known in the uniformly

parabolic case (cf. [61]). On the other hand, the class of equations considered by Menozzi

[17] allows for more general drift terms. Zhang [88] proved general estimates in the context

of Besov-Holder spaces, which, at order two read as

∥u∥L∞
T (C2+α) ≤ C(T − t)−

2+α−β
2 ∥g∥Cβ . (3.6)

Once more, this estimate is proved for the anisotropic Hölder norm and thus only catches

the smoothing effect of the kernel with respect to the spatial variables. Also, (3.6) is proved

in the case of A with constant coefficients.

Global intrinsic-to-intrinsic Schauder estimates were obtained by Imbert and Mouhot

[52] for B as in (3.8), assuming coefficients in Cα
T . As noticed in [26], the results in

[52] do not cover the case of some elementary smooth functions, for instance, d = 1 and

f(t, x1, x2) = sinx2. We also mention that interior estimates were obtained by Manfre-

dini [67], Di Francesco and Polidoro[24], Henderson and Snelson [43] and very recently by

Polidoro, Rebucci and Stroffolini [80] for operators with Dini continuous coefficients.
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Global anisotropic-to-intrinsic Schauder estimates were obtained by Biagi and Bramanti

[8] under the additional assumption that the ∗-blocks in (1.7) are null and therefore L is

homogeneous w.r.t. a suitable family of dilations: if u is a solution to Lu = f then

∥∇2
du∥L∞

T (Cα) + ∥Y u∥L∞
T (Cα) + ∥∇du∥Cα

T
+ ∥u∥Cα

T
≤ C

(
∥u∥L∞

T
+ ∥f∥L∞

T (Cα)

)
. (3.7)

Estimate (3.7) is weaker than (3.2) because the norm on the l.h.s. of (3.7) is smaller than

the norm in C2+α
T : the Hölder semi-norms ∥∇du∥C1+α

Y,T
and ∥∇2

du∥Cα
Y,T

along the direction Y

are missing. Moreover, the optimal regularity for the second derivatives ∇2
du is obtained

only locally.

The closest results to ours were recently obtained by Dong and Yastrzhembskiy [26] for

the Langevin operator in R2d+1, that is for B in (1.7) in the particular form

B =

(
0 0

Id 0

)
, (3.8)

where Id is the d× d identity matrix and for the Cauchy problem with null-terminal datum,

g = 0. The techniques in [26] are based on a kernel free approach inspired by Campanato’s

ideas. Despite the proof is quite different, the estimates are very similar to ours except they

miss the optimal regularity along Y of the first order derivatives ∇du: we remark that this

piece of information is crucial to guarantee the validity of Taylor formulas like (1.10). As

already mentioned, the latter is a basic tool to prove probabilistic results such as the Itô

formula (cf. [57]), as well as analytical (cf. [52]) and asymptotic results (cf. [73]).

3.3 Proof of Theorem 3.2.2

The proof of Theorem 3.2.2 relies on the results of Chapter 2 (see also [71]); for the

readers’ convenience we recall them here. A fundamental solution to the operator L was

constructed in the form

p(t, x;T, y) = P(t, x;T, y) + Φ(t, x;T, y), 0 < t < T, x, y ∈ RN , (3.9)

where:

• the function P is a so-called parametrix, which is defined as

P(t, x; s, y) := Γ(s,y)(t, x; s, y), 0 < t < s < T, x, y ∈ RN ,
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where, for (τ, v) ∈ ST , we set

Γ(τ,v)(t, x; s, y) := G
(
C(τ,v)(t, s), y − e(s−t)Bx

)
, 0 < t < s < T, x, y ∈ RN ,

with

G(C, z) := 1√
(2π)N det C

e−
1
2
⟨C−1z,z⟩,

and

C(τ,v)(t, s) :=

∫ s

t

e(s−r)BA(τ,v)(r)e(s−r)B∗
dr,

A(τ,v)(r) :=

(
A0(r, e

(r−τ)Bv) 0

0 0

)
, A0 = (aij)i,j=1,...,d ; (3.10)

• the function Φ(t, x;T, y) is a remainder enjoying suitable regularity estimates, which

are recalled in Proposition 3.3.6 below.

The strategy of our proof is to define a candidate solution to the Cauchy problem (3.1) in

the form

u(t, x) :=

∫
RN

p(t, x;T, η)g(η)dη −
∫ T

t

∫
RN

p(t, x; τ, η)f(τ, η)dηdτ, (t, x) ∈ ST , (3.11)

and prove that u: (i) is the unique bounded solution to (3.1) and (ii) satisfies the estimate

(3.2).

Note that u in (3.11) can be written as

u(t, x) = Vg(t, x)− VP,f (t, x)− VΦ,f (t, x), (t, x) ∈ ST (3.12)

with

Vg(t, x) =

∫
RN

p(t, x;T, η)g(η)dη,

and

VP,f (t, x) :=

∫ T

t

∫
RN

P(t, x; τ, η)f(τ, η)dηdτ, VΦ,f (t, x) :=

∫ T

t

∫
RN

Φ(t, x; τ, η)f(τ, η)dηdτ.

We now prove our main result, Theorem 3.2.2. The proof is based on the sharp regularity

estimates for Vg, VP,f and VΦ,f contained in Propositions 3.3.11 and 3.3.10.
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Proof of Theorem 3.2.2 (well-posedness of (3.1)). The uniqueness of the solution follows from

standard arguments: we refer to [33] for a detailed proof.

We prove that u as defined in (3.11) is a solution to the Cauchy problem (3.1) in the

sense of Definition 2.1.2. The facts that ∇du,∇2
du have the required regularity on ST , and

that u can be extended continuously to the closure of ST in a way that u(T, ·) ≡ g, are

straightforward consequences of the estimates of Propositions 3.3.10-3.3.11 and of the Dirac

delta property of p, that is

lim
(t,x)→(T,y)

t<T

∫
RN

p(t, x;T, η)φ(η)dη = φ(y), φ ∈ Cb(RN).

To prove that Y u = f − Au in the sense of Definition 1.2.3, we can consider separately,

by linearity, two cases. We state here, once and for all, that all the applications of Fubini’s

theorem throughout this proof are justified by the estimates of Propositions 3.3.10 and 3.3.11.

Case f ≡ 0. We have

u(s, e(s−t)Bx)− u(t, x) = Vg(s, e
(s−t)Bx)− Vg(t, x)

=

∫
RN

(
p(s, e(s−t)Bx;T, η)− p(t, x;T, η)

)
g(η)dη

((Y +A)p(·, ·;T, η) = 0 on ST in the sense of Definition 2.1.2)

= −
∫
RN

∫ s

t

Ap(r, e(r−t)Bx;T, η)dr g(η)dη = −
∫ s

t

Au(r, e(r−t)Bx)dr,

where, in the last equality, we employed Fubini’s theorem and (3.25)-(3.26) to move the

operator A out of the integral on RN .

Case g ≡ 0. We have

u(s, e(s−t)Bx)− u(t, x) = −
∫ T

s

∫
RN

(
p(s, e(s−t)Bx; τ, η)− p(t, x; τ, η)

)
f(τ, η)dηdτ︸ ︷︷ ︸

=:I

+

∫ s

t

∫
RN

p(t, x; τ, η)f(τ, η)dηdτ.

As (Y +A)p(·, ·; τ, η) = 0 on Sτ in the sense of Definition 2.1.2, for any τ ∈]s, T [, we have

p(s, e(s−t)Bx; τ, η)− p(t, x; τ, η) = −
∫ s

t

Ap(r, e(r−t)Bx; τ, η)dr.
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Therefore, by Fubini’s theorem, we have

I =

∫ s

t

∫ T

s

∫
RN

Ap(r, e(r−t)Bx; τ, η)f(τ, η)dηdτdr

=

∫ s

t

∫ T

r

∫
RN

Ap(r, e(r−t)Bx; τ, η)f(τ, η)dηdτdr

−
∫ s

t

∫ s

r

∫
RN

Ap(r, e(r−t)Bx; τ, η)f(τ, η)dηdτdr

=I1 + I2.

By moving the operator A out of the integral in dηdτ , we obtain

I1 = −
∫ s

t

Au(r, e(r−t)Bx)dr,

and thus, to show (Y +A)u = f on ST , we need to prove that

I2 = −
∫ s

t

f(r, e(r−t)Bx)dr +

∫ s

t

∫
RN

p(t, x; τ, η)f(τ, η)dηdτ. (3.13)

By applying Fubini’s theorem we obtain

I2 =

∫ s

t

∫ τ

t

∫
RN

Ap(r, e(r−t)Bx; τ, η)f(τ, η)dη dr︸ ︷︷ ︸
=:J(τ)

dτ.

Now, for any ε ∈ ]0, τ − t[, we can write

J(τ) =

∫
RN

∫ τ−ε

t

Ap(r, e(r−t)Bx; τ, η)f(τ, η)drdη︸ ︷︷ ︸
=:Jε

1 (τ)

+

∫ τ

τ−ε

∫
RN

Ap(r, e(r−t)Bx; τ, η)f(τ, η)dη dr︸ ︷︷ ︸
=:Jε

2 (τ)

.

As (Y +A)p(·, ·; τ, η) = 0 on Sτ , we obtain

Jε
1(τ) = −

∫
RN

(
p(τ − ε, e(τ−ε−t)Bx; τ, η)− p(t, x; τ, η)

)
f(τ, η)dη,

and since f(τ, ·) is bounded and continuous, the Dirac delta property of p yields

Jε
1(τ) → −f(τ, e(τ−t)Bx) +

∫
RN

p(t, x; τ, η)f(τ, η)dη, as ε→ 0+. (3.14)

We finally consider Jε
2 . By the estimates of Lemma 3.3.4 and of Proposition 3.3.6, together

with (3.9), we have∣∣∣∣∫
RN

Ap(r, e(r−t)Bx; τ, η)f(τ, η)dη

∣∣∣∣ ≤ C

(T − τ)γ(τ − r)
2−α
2

∥f∥L∞
T,γ(C

α),
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that is integrable in dr on [t, τ ]. Then, Lebesgue dominated convergence theorem yields

Jε
2(τ) → 0, as ε→ 0+.

This and (3.14) yield (3.13).

Proof of Theorem 3.2.2 (estimate (3.2)). As u is a solution to (3.1), Y u = f − Au is a Lie

derivative of u on ST . Therefore, we have

∥u∥C2+α
t

≤ ∥u∥L∞
t (C2+α) + ∥∇du∥C1+α

t
+ ∥Au∥L∞

t (Cα) + ∥f∥L∞
t (Cα).

Now we recall that, for α ∈]0, 1], the intrinsic spaces Cα
t ,C

1+α
t are exactly equivalent to

those in [72]. This is a consequence of the intrinsic Taylor formula of Theorem 2.10 in the

latter reference, with n = 0, 1. In particular, we have

∥∇du∥C1+α
t

≤ C(∥∇du∥L∞
t
+ ∥∇2

du∥L∞
t
+ ∥∇du∥C1+α

Y,t
+ ∥∇2

du∥Cα
Y,t

+ ∥∇2
du∥Cα

∇d,t
).

Therefore, the estimates of Propositions 3.3.10 and 3.3.11 yield

∥∇du∥C1+α
t

≤ C
(
(T − t)−

2+α−β
2 ∥g∥Cβ + (T − t)−γ∥f∥L∞

T,γ(C
α)

)
.

To obtain the same estimate for ∥u∥L∞
t (C2+α), it is enough to prove it for

sup
s∈]0,t[

sup
(x,η)∈RN×RN−d

|u(s, x+ (0, η))− u(s, x)|
|(0, η)|2+α

B

,

which can be done by proceeding as in the proofs of (3.30) and (3.41): we omit the de-

tails for brevity. The same estimate for ∥u∥L∞
t (C2+α) holds. Furthermore, by the regularity

assumptions on the coefficients of A, we have

∥Au∥L∞
t (Cα) ≤ C(∥u∥L∞

t (Cα) + ∥∇du∥C1+α
t

).

Finally, we have ∥f∥L∞
t (Cα) ≤ (T − t)−γ∥f∥L∞

T,γ(C
α) and thus (3.2).

The rest of the section is devoted to proving the regularity estimates employed in the proof

of Theorem 3.2.2. Hereafter, we denote, indistinctly, by C any positive constant depending

at most on T,B, µ, ᾱ, α, β, γ and on the L∞
T (Cᾱ) norms of the coefficients of A. We also

introduce the following
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Notation 3.3.1. For any f = f(t, x;T, y) and i = 1, . . . , N , we set

∂if(t, x;T, y) := ∂xi
f(t, x;T, y),

and we adopt analogous notations for the higher-order derivatives. Thus, ∂i always denotes

a derivative with respect to the first set of space variables. Some caution is necessary when

considering the composition of f with a given function F = F (x): ∂if
(
t, F (x);T, y

)
denotes

the derivative ∂zif(t, z;T, y)|z=F (x), and similarly for higher order derivatives. We also denote

by ek the k-th element of the canonical basis of RN .

3.3.1 Preliminaries results

We first recall the useful result [71, Lemma 3.3]:

Lemma 3.3.2. Let (t, y) ∈ ST . Then, for any i = 1, . . . , d, the function u := ∂iP(·, ·; t, y)
is a strong Lie solution to the equation

A(t,y)u+ Y u = −
d+d1∑
j=1

bji∂jP(·, ·; t, y) on St,

in the sense of Definition 2.1.2.

In order to state the next preliminary lemma, we fix the following

Notation 3.3.3. Let κ = (κ1, . . . , κN) ∈ NN
0 be a multi-index. Recalling (1.8), we define

the B-length of κ as

[κ]B :=

q∑
j=0

(2j + 1)

d̄j∑
i=d̄j−1+1

κi.

Moreover, we recall the definition of the homogeneous dimension Q in (1.9).

We have the following potential estimates, whose proof is identical to the one of [71,

Proposition B.2].

Lemma 3.3.4. For any κ ∈ NN
0 with [κ]B ≤ 4, we have∣∣∣∣∫

RN

P(t, x; τ, η)f(τ, η)dη

∣∣∣∣ ≤ C

(T − τ)γ
∥f∥L∞

T,γ(C
α) (3.15)∣∣∣∣∫

RN

∂κxP(t, x; τ, η)f(τ, η)dη

∣∣∣∣ ≤ C

(T − τ)γ(τ − t)
[κ]B−α

2

∥f∥L∞
T,γ(C

α) (3.16)

for every 0 < t < τ < T and x ∈ RN .
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We now recall the estimates for P and Φ proved in [71, Propositions 2.7-3.2 and Lemma

3.4], which are stated in terms of the Gaussian density Γδ defined, for any δ > 0, by

Γδ(t, x; τ, y) := G
(
δC(τ − t), y − e(τ−t)Bx

)
, 0 ≤ t < τ ≤ T, x, y ∈ RN ,

with

C(t) =
∫ t

0

e(t−τ)B

(
Id 0

0 0

)
e(t−τ)B∗

dτ.

We also recall that µ is fixed in Assumption 1.1.1 as the ellipticity constant for the matrix

A.

Proposition 3.3.5. For any i, j, k = 1, . . . , d, we have

|P(t, x; τ, y)| ≤ C Γ2µ(t, x; τ, y),

|∂iP(t, x; τ, y)| ≤ C

(τ − t)
1
2

Γ2µ(t, x; τ, y),

|∂ijP(t, x; τ, y)| ≤ C

τ − t
Γ2µ(t, x; τ, y),

and∣∣∂iP(s, e(s−t)Bx; τ, y)− ∂iP(t, x; τ, y)
∣∣ ≤ C

(s− t)
1+α
2 (τ − t)

Q
2

(τ − s)
Q+1+α

2

Γ2µ(t, x; τ, y),

∣∣∂ijP(s, e(s−t)Bx; τ, y)− ∂ijP(t, x; τ, y)
∣∣ ≤ C

(s− t)
α
2 (τ − t)

Q
2

(τ − s)
Q+2+α

2

Γ2µ(t, x; τ, y), (3.17)

|∂ijP(t, x+ hek; τ, y)− ∂ijP(t, x; τ, y)| ≤ C|h|αΓ
2µ(t, x+ hek; τ, y) + Γ2µ(t, x; τ, y)

(τ − t)
2+α
2

, (3.18)

for any 0<t < s < τ<T , x ∈ RN and h ∈ R.

Proposition 3.3.6. For any i, j, k = 1, . . . , d, we have

|Φ(t, x; τ, y)| ≤ C(τ − t)
ᾱ
2 Γ2µ(t, x; τ, y), (3.19)

|∂iΦ(t, x; τ, y)| ≤
C

(τ − t)
1−ᾱ
2

Γ2µ(t, x; τ, y), (3.20)

|∂ijΦ(t, x; τ, y)| ≤
C

(τ − t)
2−ᾱ
2

Γ2µ(t, x; τ, y), (3.21)

and∣∣∂iΦ(s, e(s−t)Bx; τ, y)− ∂iΦ(t, x; τ, y)
∣∣ ≤ C

(s− t)
1+α
2 (τ − t)

Q
2

(τ − s)
Q+2+α−ᾱ

2

Γ2µ(t, x; τ, y), (3.22)
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∣∣∂ijΦ(s, e(s−t)Bx; τ, y)− ∂ijΦ(t, x; τ, y)
∣∣ ≤ C

(s− t)
α
2 (τ − t)

Q
2

(τ − s)
Q+2+α−ᾱ

2

Γ2µ(t, x; τ, y), (3.23)

|∂ijΦ(t, x+ hek; τ, y)− ∂ijΦ(t, x; τ, y)| ≤ C|h|αΓ
2µ(t, x+ hek; τ, y) + Γ2µ(t, x; τ, y)

(τ − t)
2−(α−ᾱ)

2

, (3.24)

for any 0<t < s < τ<T , x ∈ RN and h ∈ R.

By the Lemma 3.3.4 and Proposition 3.3.6, we have the following, direct,

Proposition 3.3.7. For F = P,Φ, we have

∇dVF,f (t, x) =

∫ T

t

∫
RN

∇dF(t, x; τ, η)f(τ, η)dηdτ,

∇2
dVF,f (t, x) =

∫ T

t

∫
RN

∇2
dF(t, x; τ, η)f(τ, η)dηdτ,

for any 0 < t < T and x ∈ RN .

The following identities directly stem from the boundedness assumption on g and from

Propositions 3.3.5 and 3.3.6.

Proposition 3.3.8. We have

∇dVg(t, x) =

∫
RN

∇d p(t, x; τ, y)g(y)dy, (3.25)

∇2
dVg(t, x) =

∫
RN

∇2
d p(t, x; τ, y)g(y)dy, (3.26)

for any 0 < t < τ < T , x ∈ RN .

In the sequel we will make use of the special functions 2F1 and B, which denote the

Gaussian hypergeometric function and the incomplete Beta function, respectively.

Remark 3.3.9. We recall the following known properties. For any γ ∈ [0, 1) and α ∈ (0, 1)

we have:

(a) 2F1

(
α−1
2
, γ; 1+α

2
; ·
)
is bounded on [0, 1/2];

(b) there exists κ = κ(α, γ) > 0 such that

B(x, α/2, 1− γ) ≤ κxα/2, x ∈ [0, 1].
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3.3.2 Hölder estimates for VP,f and VΦ,f

In this section we prove the following Hölder estimates for VP,f and VΦ,f , on which the

proof of Theorem 3.2.2 relies.

Proposition 3.3.10. For F = P,Φ, and for any i, j, k = 1, . . . , d, we have

|VF,f (t, x)| ≤ C(T − t)−γ+1∥f∥L∞
T,γ(C

α), (3.27)

|∂iVF,f (t, x)| ≤ C(T − t)−γ+ 1+α
2 ∥f∥L∞

T,γ(C
α), (3.28)

|∂ijVF,f (t, x)| ≤ C(T − t)−γ+α
2 ∥f∥L∞

T,γ(C
α), (3.29)

and

|∂ijVF,f (t, x+ hek)− ∂ijVF,f (t, x)| ≤ C|h|α(T − t)−γ∥f∥L∞
T,γ(C

α), (3.30)

|∂iVF,f

(
s, e(s−t)Bx

)
− ∂iVF,f (t, x)| ≤ C(s− t)

1+α
2 (T − s)−γ∥f∥L∞

T,γ(C
α), (3.31)

|∂ijVF,f

(
s, e(s−t)Bx

)
− ∂ijVF,f (t, x)| ≤ C(s− t)

α
2 (T − s)−γ∥f∥L∞

T,γ(C
α), (3.32)

for any 0 < t < s < T , x ∈ RN and h ∈ R.

Proof of Proposition 3.3.10 for F = P. Estimates (3.27)-(3.28)-(3.29) are a straightforward

consequence of estimates (3.15), (3.16) with ∂κ = ∂i, and (3.16) with ∂κ = ∂ij, respectively.

We now fix 0 < t < T , x ∈ RN and prove (3.30) in two separate cases.

Case 2h2 ≤ T − t. We define

I(τ) :=

∫
RN

(
∂ijP(t, x+ hek; s, y)− ∂ijP(t, x; s, y)

)
f(s, y)dy

so that

|∂ijVP,f (t, x+ hek)− ∂ijVP,f (t, x)| =
∫ T

t+h2

I(τ)dτ︸ ︷︷ ︸
=:I1

+

∫ t+h2

t

I(τ)dτ︸ ︷︷ ︸
=:I2

.

We consider I1. By the mean-value theorem, there exists a real h̄ with |h̄| ≤ |h| such that

|∂ijP(t, x+ hek; τ, η)− ∂ijP(t, x; τ, η)| = |h|
∣∣∂ijkP(t, x+ h̄ek; τ, η)

∣∣ .
Therefore, by the estimate (3.16) with ∂κx = ∂ijk we have

|I1| ≤ C

∫ T

t+h2

|h|
(T − τ)γ(τ − t)

3−α
2

dτ ∥f∥L∞
T,γ(C

α). (3.33)
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Now, a direct computation yields∫ T

t+h2

1

(T − τ)γ(τ − t)
3−α
2

dτ

=
ΓE

(
α−1
2

)
(T − t)γ

(
(T − t)

α−1
2

ΓE(1− γ)

ΓE

(
1+α
2

− γ
) − |h|α−1

2F1

(α− 1

2
, γ;

1 + α

2
;
h2

T − t

))
,

where ΓE and 2F1 denote, respectively, the Euler Gamma and the Gaussian hypergeometric

functions. This, together with (3.33), 2h2 ≤ T − t and Remark 3.3.9-(a), proves

|I1| ≤ C|h|α∥f∥L∞
T,γ(C

α)(T − t)−γ.

We now consider I2. By employing triangular inequality and estimate (3.16) with ∂κx = ∂ij

we obtain

|I2| ≤
∫ t+h2

t

C

(T − τ)γ(τ − t)
2−α
2

dτ ∥f∥L∞
T,γ(C

α). (3.34)

A direct computation yields∫ t+h2

t

1

(T − τ)γ(τ − t)
2−α
2

dτ = (T − t)
α
2
−γB

( h2

T − t
,
α

2
, 1− γ

)
,

where B denotes the incomplete Beta function. This, together with (3.34) and Remark

3.3.9-(b), proves

|I2| ≤ C|h|α∥f∥L∞
T,γ(C

α)(T − t)−γ,

and thus (3.30) when 2h2 ≤ T − t.

Case 2h2 > T − t. By employing the triangular inequality and estimate (3.16) with ∂κx = ∂ij

we obtain

|∂ijVP,f (t, x+ hek)− ∂ijVP,f (t, x)|

≤ C

∫ T

t

∥f∥L∞
T,γ(C

α)

(T − τ)γ(τ − t)
2−α
2

dτ

≤ C ∥f∥L∞
T,γ(C

α)(T − t)α/2−γ

≤ C |h|α∥f∥L∞
T,γ(C

α)(T − t)−γ,

as T − t ≤ 2h2.
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We now prove (3.31). By adding and subtracting, we have

∂iVP,f

(
s, e(s−t)Bx

)
− ∂iVP,f (t, x)

=

∫ T

s

∫
RN

(
∂iP(s, e(s−t)Bx; τ, η)− ∂iP(t, x; τ, η)

)
f(τ, η)dηdτ

−
∫ s

t

∫
RN

∂iP(t, x; τ, η)f(τ, η)dηdτ

=I + L.

Estimate (3.16) with ∂κx = ∂i yields

|L| ≤ C

∫ s

t

1

(T − τ)γ(τ − t)
1−α
2

dτ∥f∥L∞
T,γ(C

α) ≤ C(s− t)
1+α
2 (T − s)−γ∥f∥L∞

T,γ(C
α).

We now prove

|I| ≤ C(T − s)−γh
1+α
2 ∥f∥L∞

T,γ(C
α). (3.35)

Set h := s− t and consider, once more, two separate cases.

Case 2h < T − s. We split the integral

I =

∫ s+h

s

∫
RN

(
∂iP(s, e(s−t)Bx; τ, η)− ∂iP(t, x; τ, η)

)
f(τ, η)dη︸ ︷︷ ︸

=:H1

+

∫ T

s+h

∫
RN

(
∂iP(s, e(s−t)Bx; τ, η)− ∂iP(t, x; τ, η)

)
f(τ, η)dη︸ ︷︷ ︸

=:H2

.

We estimate H1. By the triangular inequality and (3.16) with ∂κx = ∂i we have

|H1| ≤ C

∫ s+h

s

1

(T − τ)γ

(
1

(τ − s)
1−α
2

+
1

(τ − t)
1−α
2

)
dτ ∥f∥L∞

T,γ(C
α)

(since τ − s < τ − t)

≤ C

∫ s+h

s

1

(T − τ)γ(τ − s)
1−α
2

dτ ∥f∥L∞
T,γ(C

α)

(by a direct computation)

≤ C(T − s)−γ(T − s)
1+α
2 B

( h

T − s
,
1 + α

2
, 1− γ

)
∥f∥L∞

T,γ(C
α).
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Therefore by Remark 3.3.9-(b) we have

|H1| ≤ C(T − s)−γh
1+α
2 ∥f∥L∞

T,γ(C
α). (3.36)

We now consider H2. By Lemma 3.3.2 and by Fubini’s theorem we have

H2 = −
∫ T

s+h

∫ s

t

∫
RN

((
A(τ,η)∂iP

)
(r, e(r−t)Bx; τ, η)+

d+d1∑
j=1

bji∂jP(r, e(r−t)Bx; τ, η)

)
f(τ, η)dηdrdτ.

Therefore, the estimates (3.16) with [κ]B = 3 and the regularity assumptions on the coeffi-

cients yield

|H2| ≤ C∥f∥L∞
T,γ(C

α)

∫ T

s+h

∫ s

t

1

(T − τ)γ(τ − r)
3−α
2

drdτ

≤ Ch∥f∥L∞
T,γ(C

α)

∫ T

s+h

1

(T − τ)γ(τ − s)
3−α
2

dτ

(by direct computation)

= Ch∥f∥L∞
T,γ(C

α)

ΓE

(
α−1
2

)
(T − s)γ

×

(
(T − s)

α−1
2

ΓE(1− γ)

ΓE

(
1+α
2

− γ
) − h

α−1
2 2F1

(α− 1

2
, γ;

1 + α

2
;

h

T − s

))
.

(as 2h ≤ T − s and by Remark 3.3.9-(a))

≤ C(T − s)−γh
1+α
2 ∥f∥L∞

T,γ(C
α),

which, together with (3.36), yields (3.35).

Case 2h ≥ T − s. By triangular inequality, and by (3.16) with ∂κx = ∂i, we obtain

|I| ≤ C

∫ T

s

1

(T − τ)γ

(
1

(τ − s)
1−α
2

+
1

(τ − t)
1−α
2

)
∥f∥L∞

T,γ(C
α)dτ

(since τ − s < τ − t)

≤ C

∫ T

s

1

(T − τ)γ(τ − s)
1−α
2

dτ∥f∥L∞
T,γ(C

α)

≤ C(T − s)
1+α
2

−γ∥f∥L∞
T,γ(C

α)



3.3 Proof of Theorem 3.2.2 62

(as T − s ≤ 2h)

≤ Ch
1+α
2 (T − s)−γ∥f∥L∞

T,γ(C
α),

which is (3.35). The proof of (3.32) is completely analogous, and thus is omitted for brevity.

Proof of Proposition 3.3.10 for F = Φ. Estimates (3.27)-(3.28)-(3.29) can be easily obtained

from estimates (3.19)-(3.20)-(3.21), respectively. The details are omitted for sake of brevity.

By (3.24) we obtain

|∂ijVΦ,f (t, x+ hek)− ∂ijVΦ,f (t, x)|

≤ C

∫ T

t

∫
RN

|h|αΓ
2µ(t, x+ hek; τ, η) + Γ2µ(t, x; τ, η)

(T − τ)γ(τ − t)
2−(ᾱ−α)

2

dη dτ ∥f∥L∞
T,γ(C

α)

(integrating in η)

≤ C|h|α
∫ T

t

1

(T − τ)γ(τ − t)
2−(ᾱ−α)

2

dτ∥f∥L∞
T,γ(C

α)

≤ C|h|α(T − t)−γ+ ᾱ−α
2 ∥f∥L∞

T,γ(C
α),

which proves (3.30).

We now prove (3.31). By adding and subtracting, we have

∂iVΦ,f

(
s, e(s−t)Bx

)
− ∂iVΦ,f (t, x) =

∫ T

s

∫
RN

(
∂iΦ(s, e

(s−t)Bx; τ, η)− ∂iΦ(t, x; τ, η)
)
f(τ, η)dη︸ ︷︷ ︸

=:I(τ)

dτ

−
∫ s

t

∫
RN

∂iΦ(t, x; τ, η)f(τ, η)dηdτ︸ ︷︷ ︸
=:L

.

We first bound the first integral. By applying (3.22) in the case s− t < τ − s, and (3.20) in

the case s− t ≥ τ − s, we obtain

I(τ) ≤ C∥f∥L∞
T,γ(C

α)(s− t)
1+α
2 (T − τ)−γ(τ − s)−1+ ᾱ−α

2 ,

which yields ∣∣∣ ∫ T

s

I(τ)dτ
∣∣∣ ≤ C∥f∥L∞

T,γ(C
α)(T − s)−γ+ ᾱ−α

2 (s− t)
1+α
2 . (3.37)
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As for L, estimate (3.20) yields

|L| ≤ C

∫ s

t

1

(T − τ)γ(τ − t)
1−ᾱ
2

∫
RN

Γ2µ(t, x; τ, η)dηdτ∥f∥L∞
T,γ(C

α)

(by integrating in η, and since T − s ≤ T − τ)

≤ C(T − s)−γ

∫ s

t

1

(τ − t)
1−ᾱ
2

dτ∥f∥L∞
T,γ(C

α) ≤ C(T − s)−γ+ ᾱ−α
2 (s− t)

1+α
2 ∥f∥L∞

T,γ(C
α),

which, together with (3.37), proves (3.31).

The proof of (3.32) is completely analogous, by employing (3.21)-(3.23) in place of (3.20)-

(3.22).

3.3.3 Hölder estimates for Vg

In this section we prove the following Hölder estimates for Vg, on which the proof of

Theorem 3.2.2 relies.

Proposition 3.3.11. For any i, j, k = 1, . . . , d, we have

|Vg(t, x)| ≤ C∥g∥Cβ , (3.38)

|∂iVg(t, x)| ≤ C(T − t)−
(1−β)∨0

2 ∥g∥Cβ , (3.39)

|∂ijVg(t, x)| ≤ C(T − t)−
(2−β)∨0

2 ∥g∥Cβ , (3.40)

and

|∂ijVg(t, x+ hek)− ∂ijVg(t, x)| ≤ C|h|α(T − t)−
2+α−β

2 ∥g∥Cβ , (3.41)

|∂iVg
(
s, e(s−t)Bx

)
− ∂iVg(t, x)| ≤ C(s− t)

1+α
2 (T − s)−

2+α−β
2 ∥g∥Cβ , (3.42)

|∂ijVg
(
s, e(s−t)Bx

)
− ∂ijVg(t, x)| ≤ C(s− t)

α
2 (T − s)−

2+α−β
2 ∥g∥Cβ , (3.43)

for any 0 < t < s < T , x ∈ RN and h ∈ R.

Recall that, by assumption, g ∈ Cβ with β ∈ [0, 2 + α]. Therefore, for any fixed x̄ ∈ RN ,

the following truncated Taylor polynomials are well defined

T̃β,x̄g(y) :=


ψ(y − x̄)g(x̄), if β ∈]0, 1],

ψ(y − x̄)
(
g(x̄) +

d∑
i=1

∂ig(x̄)(yi − x̄i)
)
, if β ∈]1, 2],

ψ(y − x̄)
(
g(x̄) +

d∑
i=1

∂ig(x̄)(yi − x̄i) +
1
2

d∑
i,j=1

∂ijg(x̄)(yi − x̄i)(yj − x̄j)
)
, if β ∈]2, 3],
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for any y ∈ RN , where ψ is a cut-off function such that ψ(x) = 1 if |x|B ≤ 1. We also set

the remainder

Rg
β,x̄(y) := g(y)− T̃β,x̄g(y), x̄, y ∈ RN .

The next lemma is a straightforward consequence of the definition of anisotropic norm

∥ · ∥Cβ .

Lemma 3.3.12 (Taylor formula). We have

|Rg
β,x̄(y)| ≤ C∥g∥Cβ |y − x̄|βB, y, x̄ ∈ RN .

Remark 3.3.13. For any x̄ ∈ RN , we have

∥T̃β,x̄g∥C2+α
T

+ ∥(Y +A)T̃β,x̄g∥L∞
T (Cα) ≤ C∥g∥Cβ . (3.44)

Now set ux̄(t, x) := Vg(t, x)− T̃β,x̄g(x) so that

Vg(t, x) = T̃β,x̄g(x) + ux̄(t, x).

By the first part of Theorem 3.2.2, Vg is the solution to the Cauchy problem 3.1 with f = 0.

Therefore, it is easy to check that ux̄ is the solution to the Cauchy problem 3.1 with

f = −(Y +A)T̃β,x̄g

and terminal datum given by Rg
x̄,β. In particular (see (3.12)), ux̄ is of the form

ux̄ = VRg
x̄,β

− VP,f − VΦ,f .

Therefore, owing to Proposition 3.3.10 and to (3.44), in order to prove the inequalities in

Proposition 3.3.11, it is sufficient to prove them for VRg
x̄,β
, with an arbitrary x̄ ∈ RN .

Proof of Proposition 3.3.11. Let 0 < t < s < T , x ∈ RN and h ∈ R be fixed. For brevity, we

only prove (3.40), (3.41) and (3.43), the proofs of (3.38), (3.39) and (3.42) begin simpler.

We first prove (3.40). By Remark 3.3.13, it is enough to prove the estimate for VRg
ξ,β

with

ξ := e(T−t)Bx. By (3.26), which remains true for VRg
ξ,β
, and Lemma 3.3.12, we obtain

|∂ijVRg
ξ,β
(t, x)| ≤ C∥g∥Cβ

∫
RN

Γ2µ(t, x;T, η)

T − t
|η − ξ|βBdη
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(by the Gaussian estimates in [71, Lemma A.6], and integrating in η)

≤ C∥g∥Cβ(T − t)−
2−β
2 .

We now prove (3.41) by considering two separate cases.

Case h2 ≥ T − t. By employing triangular inequality, we have

|∂ijVg(t, x+ hek)− ∂ijVg(t, x)| ≤ |∂ijVg(t, x+ hek)|+ |∂ijVg(t, x)|

(by (3.40) that we have just proved)

≤ C

(T − t)
2−β
2

∥g∥Cβ ≤ C
|h|α

(T − t)
2−β+α

2

∥g∥Cβ ,

where we used T − t ≤ h2 in the last inequality.

Case h2 < T − t. Once more, by Remark 3.3.13, it is enough to prove the estimate for VRg
ξ,β

with ξ := e(T−t)Bx. First we note that, setting ξ′ := e(T−t)B(x+hek), [71, Lemma A.4] yields

|ξ′ − ξ|B =|he(T−t)Bek|B ≤ C

q∑
j=0

|h(T − t)j|
1

2j+1 ≤ C(T − t)
1
2 ,

and thus

Γ2µ(t, x+ hek;T, η)|η − ξ|βB ≤ Γ2µ(t, x+ hek;T, η)(|η − ξ′|βB + |ξ′ − ξ|βB)

(by [71, Lemma A.6])

≤ C(T − t)
β
2Γ3µ(t, x+ hek;T, η) + Γ2µ(t, x+ hek;T, η)|ξ′ − ξ|βB

≤ C(T − t)
β
2Γ3µ(t, x+ hek;T, η). (3.45)

By Proposition 3.3.8 and Lemma 3.3.12, we obtain

|∂ijVRg
ξ,β
(t, x+ hek)− ∂ijVRg

ξ,β
(t, x)|

≤ C∥g∥Cβ

∫
RN

|∂ijp(t, x+ hek;T, η)− ∂ijp(t, x;T, η)||η − ξ|βBdη

(by (3.18)-(3.24))

≤ C∥g∥Cβ |h|α
∫
RN

Γ2µ(t, x+ hek;T, η) + Γ2µ(t, x;T, η)

(T − t)
2+α
2

|η − ξ|βBdη
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(by the estimate (3.45) and, once more, the Gaussian estimates in [71, Lemma A.6])

≤ C∥g∥Cβ |h|α
∫
RN

Γ3µ(t, x+ hek;T, η) + Γ2µ(t, x;T, η)

(T − t)
2+α−β

2

dη

(integrating in η)

≤ C∥g∥Cβ |h|α(T − t)
−2−α+β

2 .

We finally prove (3.42) by considering two separate cases.

Case s− t ≥ T − s. By employing triangular inequality, we have

|∂ijVg
(
s, e(s−t)Bx

)
− ∂ijVg(t, x)|

≤ |∂ijVg
(
s, e(s−t)Bx

)
|+ |∂ijVg(t, x)|

(by (3.40))

≤ C∥g∥Cβ

(
(T − t)

−2+β
2 + (T − s)

−2+β
2

)
≤ C∥g∥Cβ(s− t)

α
2 (T − t)

−2−α+β
2 ,

where we used T − s ≤ s− t ≤ T − t in the last inequality.

Case s − t < T − s. Once more, by Remark 3.3.13, it is enough to prove the estimate for

VRg
ξ,β

with ξ := e(T−t)Bx. By Proposition 3.3.8 and Lemma 3.3.12 we obtain

|∂ijVRg
ξ,β

(
s, e(s−t)Bx

)
− ∂ijVRg

ξ,β
(t, x)|

≤ C∥g∥Cβ

∫
RN

|∂ijp(s, e(s−t)Bx;T, η)− ∂ijp(t, x;T, η)||η − ξ|βBdη

(by (3.17)-(3.23), and since s− t < T − s)

≤C∥g∥Cβ

(s− t)
α
2

(T − s)1+
α
2

∫
RN

Γ2µ(t, x;T, η)|η − ξ|βBdη

(by the Gaussian estimates in [71, Lemma A.6], and integrating in dη)

≤ C∥g∥Cβ(T − s)
−1−α+β

2 (s− t)
α
2 .



Chapter 4

A kinetic Nash inequality and precise

boundary behavior of the kinetic

Fokker-Planck equation

In this chapter, we prove a kinetic Nash type inequality and adapt it to a new functional

inequality for functions in a kinetic Sobolev space with absorbing boundary conditions on the

half-space. As an application, we address the boundary behavior of the kinetic Fokker-Planck

equations in the half-space. Our main result is the sharp regularity of the solution at the

absorbing boundary and grazing set.

Based on a joint work ([42]) with Profs. Christopher Henderson and Weinan Wang.

4.1 Introduction

4.1.1 The equation

We study the homogeneous kinetic Fokker-Planck equation in the half-space with ab-

sorbing boundary conditions:
(∂t + v · ∇x)f = ∆vf in R+ ×Hd × Rd,

f(t, x, v) = 0 on R+ × γ−,

f(0, ·, ·) = fin in Hd × Rd,

(4.1)

67
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where we let R+ = (0,∞), R− = (−∞, 0),

Hd =
{
(x1, . . . , xd) ∈ Rd : x1 > 0

}
, and γ± = {(x, v) : x1 = 0,∓v1 > 0}.

We assume that fin is a nonnegative, measurable function that is an element of a certain

weighted L1-space. We refer to γ− as the incoming portion of the boundary and γ+ as the

outgoing portion of the boundary. The sign convention may appear strange above, but we

follow the standard notation in the general case: the minus sign corresponds to the negativity

of v · ηx, where ηx is the outward pointing unit normal on the physical space boundary. In

our case ηx = (−1, 0, · · · , 0). The set where v · ηx = 0 is called the “grazing set.” In our case

this is when x1 = 0 = v1.

4.1.2 Informal discussion of the main results

Our goal is to understand the precise boundary behavior of (4.1). In particular, we are

interested in the sharp regularity on γ−. We note that the interior regularity is quite well-

understood; see [56] for the homogeneous equation and [1, 3, 5, 6, 8, 11, 24, 26, 27, 37, 39, 43,

44, 52, 60, 63, 67, 71] for more recent results with varying degrees of inhomogeneity. More

generally, we refer to the review [4]. Let us note that the literature is quite large, so the above

is unfortunately only a small sample of related works. Briefly, though, the major source of

difficulty for (4.1) is the lack of diffusion in x. Instead, one must use “hypoellipticity” to

import the v-regularity (generated by the ∆v term on the right hand side) to (t, x)-regularity

via the transport term ∂t + v · ∇x.

To illustrate the boundary regularity, let us briefly introduce a (nontrivial) steady solution

to (4.1). As it is convenient to introduce a steady solution to the adjoint problem at the

same time, we do so here. These solutions arev · ∇xφ = ∆vφ in Hd × Rd,

φ = 0 on γ−,
and

−v · ∇xφ̃ = ∆vφ̃ in Hd × Rd,

φ̃ = 0 on γ+.

It is easy to see that, with an abuse of notation,

φ(x, v) = φ(x1, v1) = φ̃(x1,−v1).
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Following [38, Lemma 2.1], we have the asymptotics of φ, and, thus, also φ̃, given by

φ(x, v) ≈


x1

v
5/2
1

exp
{
− v31

9x1

}
if 0 ≤ x1 ≤ v31,

x
1/6
1 if x1 ≥ |v1|3,√
|v1| if 0 ≤ x1 ≤ −v31.

(4.2)

Given this, it is natural to expect that the behavior f is, roughly, exponentially small as

x1 → 0 with v1 > 0 and C
1/6
x C

1/2
v as (x1, v1) → (0, 0). This aligns with what is well-understood

about kinetic equations: the bottleneck to regularity occurs at the “grazing set.”

Our goal is to make this precise by both identifying exactly the behavior conjectured

in the previous paragraph and understanding the norms that control f near the boundary.

Our approach is to develop a kinetic boundary Nash inequality that allows for an L1
w → L2

estimate, where “w” stands for “weighted.” By using adjointness, we get then an L2 → L∞
w

estimate. In analogy with the heat equation, one expects

f(t, x, v) ≲
∥φ̃fin∥L1

t2d+1/2
φ(x, v), (4.3)

where the power of t follows by scaling arguments and the φ̃ appears because ∥φ̃f(t)∥L1 is

a conserved quantity. To dwell on the last point a moment longer, observe that

d

dt

∫
Hd×Rd

f(t, x, v)φ̃(x, v) dx dv =

∫
Hd×Rd

[(∆v − v · ∇x) f ] φ̃ dx dv

=

∫
Hd×Rd

f (∆v + v · ∇x) φ̃ dx dv = 0.

(4.4)

This approach to (4.3) is outlined in greater detail in Section 4.2. Using standard interior

estimates along with (4.3), one can easily show that f is C
1/2
kin ≈ C

1/3
t C

1/6
x C

1/2
v up to the

boundary and smooth in the interior.

Actually, (4.3) does not hold! Roughly, if fin is supported where φ̃ is exponentially small,

that is, v1 ≪ −1 and −v1 ≪ x1 ≪ −v31, the right hand side of (4.3) will be exponentially

small. On the other hand, f(1, x, v) will remain constant order in v1+supp(fin); that is, the

set obtained by applying transport to the support of supp(fin). This behavior is clearly not

consistent with (4.3). Roughly, this is related to the fact that φ̃ “feels” infinite time scales

while f only “feels” the time interval [0, t]. This is important here (and not for the heat

equation) because transport does not (locally in v) have infinite speed of propagation while

diffusion does. Regardless, (4.3) is a good indication of our main result Theorem 4.1.1 and

how the proof proceeds.
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In the process of proving our boundary Nash inequality, we develop a whole-space Nash

inequality (Theorem 4.1.2). This easily yields the sharp time decay estimate

f(t, x, v) ≲
∥fin∥L1

t2d
, (4.5)

for solutions of (4.1) posed on R+ × Rd × Rd. Actually, one can easily include a uniformly

elliptic (rough) diffusion matrix in (4.1) in the arguments deriving (4.5). This is the content

of Corollary 4.1.3. It is interesting to note that estimates of this form, suitably weighted,

have been used in the parabolic setting to obtain Harnack inequalities and regularity in the

classic work of Fabes and Stroock [30]. It is possible that this could provide a new method

to understand estimates of the fundamental solution. See [58] for a related approach based

on a kinetic Sobolev inequality and Moser’s iteration.

4.1.3 Precise statements of main results: boundary behavior on

the half-space

Theorem 4.1.1. Suppose that f solves (4.1). There is a constant α > 0 and a nonnegative

smooth function µ bounded by 1, satisfying

µ(t, x, v) = µ(t, x1, v1) ≈


0 if v1 < α

√
t or x1 ≥ |v1|3

α
,

1 if αtv1 ≤ x1 ≤ v31α,

e
−αtv1

x1 if v1 ≥ α
√
t and x1 ≤ αtv1,

such that f may be decomposed as

f(t, x, v) = φ(x, v)h1(t, x, v) + t
1/4µ(x, v)h2(x, v),

where, for i = 1, 2,

∥hi(t, ·, ·)∥L∞(Hd×Rd) ≲
1

t2d+1/2

(∫
finφ̃ dx dv + t

1/4

∫
finµ̃ dx dv

)
, (4.6)

where µ̃(t, x1, v1) = µ(t, x1,−v1) (see Section 4.1.6).

Theorem 4.1.1 is quite a bit to digest, so let us discuss it briefly. First, µ is defined in

Lemma 4.4.3 (note: µ̃(t, x, v) = µ(t, x,−v) in Lemma 4.4.3).
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Second, let us consider the simple case where fin is compactly supported. Then, for t

sufficiently large, the right hand side of (4.6) reduces to

1

t2d+1/2

∫
finφ̃ dx dv.

Let us also only consider here the case v1 ≤ α
√
t.

In this case, we see the following behavior near the “grazing set” x1 = v1 = 0: if

0 < x1, |v1| ≪ 1,

f(t, x, v) = φ(x, v)h1(x, v) ≲
φ(x, v)

t2d+1/2
.

Using (4.2), we see precisely the C
1/6
x C

1/2
v -regularity at (t, 0, 0).

Next, consider the behavior near γ−: fix any v1 ∈ (0, α
√
t) and take 0 < x1 ≪ 1. Similarly

to the above, we find

f(t, x, v) ≲
φ(x, v)

t2d+1/2
≈ x1

v
5/2
1 t2d+1/2

e
− v31

9x1 .

In other words, we recover a precise form of the super-polynomial decay observed by Silvestre

in [82]. It should be noted that Silvestre considers a much more irregular model than (4.1).

The case when v1 ≥ α
√
t is essentially the same, although with the addition of an

exponentially decaying (in v1/x1) term due to µ. Thus, just as in the previous case, we see

“fast” decay in v1/x1.

As we mentioned above, the bottleneck to regularity up to the boundary is precisely

in understanding the decay of f as x1 → 0. As such, it is straightforward to use interior

regularity estimates, suitably scaled, to deduce that

f ∈ C
1/2
kin ≈ C

1/2
t C

1/6
x C

1/2
v

from Theorem 4.1.1; see [48, 49] for one approach to this. We omit the details. Since it is

not the main focus of this work, we also do not clarify precisely the spaces Cα
kin beyond the

rough statement above.

Finally, let us discuss the meaning and necessity of the µ and µ̃ terms. As referenced in

the discussion of (4.3), they arise due to the “isolated” region

It = {(x, v) : v1 ≤ −O(
√
t), O(t)v1 ≤ x1 ≤ v21}. (4.7)

This set contains particles that are too far from the outgoing boundary γ+ to travel there

by transport in time t and are too far from the incoming boundary γ− to have made it
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there following transport for time t and then making “jump” in velocity of size O(
√
t). The

“allowed” jump size is determined by scaling, although it comes up in more concrete ways

in our arguments.

Given this isolation, one expects the L1-norm of f on It to be roughly constant for times

[0, t]. From a microscopic point of view, this says that the density of particles in It is roughly

constant. Intuitively, particles can leave It in two ways. First, a particle can make a velocity

jump, leaving It through the top. Here φ̃ is “large” and we can control this quantity with a

term of the form
1

t1/4

∫
fφ̃ dx dv =

1

t1/4

∫
finφ̃ dx dv

(recall (4.4)). Let us note that the time scaling is not obvious at this point. Second, a particle

can follow transport and leave It through the left (because v1 < 0). This is accounted for by

the exponential part of µ̃, which is the appropriate density for these dynamics. Indeed,

(∂t − v · ∇x −∆v)e
αtv1
x1 ≤ 0

for x1 ≤ −O(t)v1 and v1 ≤ −O(
√
t).

Previous results

The closest works to ours are those of Hwang, Jang, and Velázquez [49] and Hwang, Jang,

and Jung [48]; see also [50]. In these remarkable works, the authors prove many results, the

most relevant to the current work being the C
α/3
x Cα

v -regularity of f for any α < 1/2 given

fin ∈ L1 ∩ L∞. They prove that the decay rate at the boundary controls the regularity. To

understand the decay rate, they construct highly nontrivial supersolutions by a clever change-

of-variables and a careful patching of special functions. Our approach is quite different than

their comparison principle based one, and one advantage is that we are able to identify the

precise regularity, time decay, and controlling quantities (the L1
φ̃ and L1

µ̃-norms of fin) of the

boundary behavior.

A more general approach is given by the De Giorgi methods of Silvestre [82] and Zhu [89].

Allowing rough coefficients in (4.1), these works obtain Cα
kin estimates of f , where α depends

on the bounds of the coefficients. Silvestre also observed that, as (x, v) → (0, v+) with

v+ > 0, f(t, x, v) ≲ xp for any p > 0. As discussed above, we obtain a precise version of this.

We also mention the recent preprint [47].
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Let us finally note that hypocoercivity is another approach to overcoming the lack of

diffusion in x for kinetic equations. We point out Villani’s classic memoir [86] for a discussion

of this topic; however, this area remains quite active. See, for example, [9, 10, 13]. That

approach is quite different from our own.

Generalizations

It is clear that, for a general convex domain Ωx, our results immediately give, via the

comparison principle, the upper bound in Theorem 4.1.1 when (4.1) is posed on R+×Ωx×Rd
v.

One need only rotate and translate {0} × Rd−1 to be a supporting hyperplane of ∂Ωx.

A more interesting question is how to generalize the results to the case of a general

nonconvex domain Ω or the case with nonconstant coefficients

(∂t + v · ∇x)f = ∇v(a∇vf) + (lower order terms). (4.8)

Let us focus on the latter as the former is, in some sense, a subcase of the after applying a

suitable boundary flattening change of coordinates.

If a ≡ Id, then our results above are immediately applicable to obtain x
1/6
1 and v

1/2
1 decay

near x1 = 0 = v1. The only difference is that the lower order terms may cause norm growth,

so that the t2d+1 term in the numerator of Theorem 4.1.1 may be changed.

When a ̸= Id and a is sufficiently smooth, a change of variables and a rescaling takes a

to the identity plus a small perturbation, locally. This is a typical technique in the proof of

Schauder estimates (see, e.g., [44, Section 2.2]). In principle, one should be able to use this

to recover the x
1/6
1 and v

1/2
1 decay estimates in Theorem 4.1.1.

When a is “rough,” one does not expect the x
1/6
1 and v

1/2
1 decay to hold by analogy with

(divergence form) elliptic equations. In this case, the results of Silvestre [82] and Zhu [89]

are likely the best one can hope for: Cα
kin-regularity up to the boundary with α depending

on the ellipticity bounds of a.

Let us point out that an advantage to our approach is the boundary behavior of generic

solutions reduces to understanding the boundary behavior of a single solution to each of the

equation (4.1) and the adjoint equation (4.10). Here, we use the steady solution; however,

significantly less is actually required. Indeed, we only use mild control of the asymptotic

growth of φ̃ in certain regimes (e.g., Lemma 4.4.2) and that the growth of∫
f(t, x, v)φ̃(x, v) dx dv
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is controlled in time. Thus, in the general case (4.8), we need only find g with the appropriate

boundary behavior and asymptotic growth in NR such that∫
f(t, x, v)g(t, x, v) dx dv

(at most) grows in a controlled way. This last requirement is true of any function g such

that

(∂t + v · ∇x +∇v · a∇v)g ≲ g.

4.1.4 Precise statements of main results: Nash inequalities and

the whole space case

As we discuss in Section 4.2, we obtain the main functional inequality (Lemma 4.4.1) for

Theorem 4.1.1 by interpolating between boundary Poincaré-type inequalities and a localized

Nash inequality. The localized Nash inequality may be of independent interest, so we state

it here. Let us note that the kinetic notation δ·, ·−1, and H1
kin are defined in Section 4.3.

Theorem 4.1.2. Fix s0 > 0 and sets Ω1,Ω2 ⊂ R+ × R2d such that there is a bounded open

set B with

Ω1 ◦ (δsB)−1 ⊂ Ω2 for all s ∈ [0, s0].

Then, for any g ∈ H1
kin and s ∈ (0, s0], we have

∥g∥2L2(Ω1)
≲ sJgKH1

kin(Ω2)∥g∥L2(Ω2) +
1

s4d+2
∥g∥2L1(Ω2)

.

The implied constant depends only on the choice of B and the dimension.

With this in hand, we can immediately deduce a simple time-decay estimate for the

whole-space kinetic Fokker-Planck equation. This estimate is not new; one can derive it

from existing results on fundamental solutions; see, e.g., [6, 58], although these proofs are

quite different from our own. We only include it here because it is essentially immediate

from Theorem 4.1.2. It is not our main interest in this study.

Corollary 4.1.3. Suppose that a is a symmetric, uniformly elliptic matrix:

|ξ|2 ≲ ξ · a(t, x, v)ξ for all (t, x, v) ∈ R+ × R2d and ξ ∈ Rd.
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If f is a nonnegative solution to(∂t + v · ∇x)f = ∇v · (a∇vf) in R+ × R2d,

f = fin on {0} × R2d,
(4.9)

then

f(t, x, v) ≲
1

t2d

∫
fin dx dv.

If one includes lower terms such as b · ∇vf + cf in (4.9), the bounds above will hold with

(possibly) an additional exponentially growing in t factor depending only on ∥c∥∞ and ∥b∥∞.

Finally, we note that the well-posedness of (4.1) and (4.9) with merely weighted L1
w

initial data follows simply using ideas in [49, 89] and standard approximation schemes. By

the established regularity theory, solutions will be classical in the interior (and up to the

boundary in x) and continuous in time up to t = 0 in L1
w. As such, we omit further discussion

of this.

4.1.5 Organization of the chapter

To aid the reader, we give a discussion of the general strategy of the proof in the parabolic

setting in Section 4.2. It is here that we also give an indication of the main difficulties in

this chapter.

The main functional analysis and group theory setup that is appropriate for kinetic

equations is given in Section 4.3.

The proof of Theorem 4.1.1 occurs in Sections 4.4 and 4.5. The former contains the proof

of Theorem 4.1.1 subject to a few inequalities that are stated there. The main inequality

stated in Section 4.4 (Lemma 4.4.1) relies on a decomposition of Hd×Rd into a “Nash” region

NR and two “Poincaré” regions PR and OR. See Figure 4.1. This main inequality, proved

in Section 4.5, follows by establishing a localized Nash inequality in NR and Poincaré-type

inequalities in PR and OR. These proofs are also contained in Section 4.5.

The construction of µ occurs in Section 4.6, and several technical lemmas are proved in

Section 4.7.

Finally, the whole space case is briefly considered in Section 4.8.
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4.1.6 Notation

We use z to denote a generic point (t, x, v). When z is decorated with notation, the

coordinates inherit that decoration; e.g., z′ = (t′, x′, v′).

We write A ≲ B is A ≤ CB for a constant C depending only on dimension. We write

A ≈ B if A ≲ B and B ≲ A.

In order to clearly define when we use the dynamics associated to (4.1), we reserve f for

its solutions and use g (or other letters) for any generic element of H1
kin.

Whenever the domain of integration is not specified, it is assumed to be in Hd ×Rd if it

is an integral with respect to dvdx, Hd if it is an integral with respect to dx, or Rd if it is an

integral with respect to dv.

We write v = (v1, v), where v ∈ Rd−1. Similarly, x = (x1, x). We use the tilde to denote

reflection in v:

f̃(t, x, v) = f(t, x,−v).

This is defined similarly for functions that depend only on (x, v) or only on v. We use the

star to denote taking the adjoint of an operator; that is A∗ is the adjoint of an operator A.

Note that this is some overlap here because the adjoint equation of (4.1) is
(∂t − v · ∇x)f̃ = ∆vf̃ in R+ ×Hd × Rd,

f̃(t, 0, v) = 0 on R+ × γ+,

f̃(0, ·, ·) = f̃in in Hd × Rd

(4.10)

whose solution is f̃ if f solves (4.1).

We sometimes use Y as shorthand for the transport operator:

Y = ∂t + v · ∇x.

While there are some downsides to this notation – it is opaque and it suppresses the depen-

dence on v – it simplifies many expressions significantly and it follows a standard convention.
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4.2 The strategy of the proof

4.2.1 Boundary behavior for the heat equation

Let us recall a simple approach to understanding the boundary behavior for the heat

equation in one dimension:
ht = hxx in R+ × R+,

h(t, 0) = 0 for all t > 0,

h(0, x) = hin(x) for all x > 0.

(4.11)

This will give the basic outline of our proof for the kinetic Fokker-Planck equation (4.1).

We observe that the equation above is formally self-adjoint and x is a steady solution to

it; hence,
d

dt

∫ ∞

0

xh dx =

∫ ∞

0

xhxx dx = 0. (4.12)

Next, we notice the energy equality

d

dt

∫ ∞

0

h2 dx = −
∫ ∞

0

|hx|2 dx. (4.13)

In the whole space, it suffices to use the Nash inequality,(∫
g2 dx

)3
≲
(∫

|gx|2 dx
)(∫

g dx
)4

for all g ≥ 0,

to control the right hand side of (4.13). However, we need to use the added information

in (4.12).

To this end, we fix an arbitrary R > 0, apply the Poincaré inequality on (0, R) and the

Nash inequality on (R,∞): for any g,∫ ∞

0

g2 dx ≲ R2

∫ R

0

|gx|2 dx+
(∫ ∞

R

|gx|2 dx
)1/3(∫ ∞

R

g dx
)4/3

. (4.14)

Here we are assuming that the Nash inequality can be localized. The usual proof using the

Fourier transform does not allow this, but it is not difficult to develop a different proof that

does. Then we add an x/R factor to the L1-term to obtain∫ ∞

0

g2 dx ≲ R2

∫ R

0

|gx|2 dx+
1

R4/3

(∫ ∞

R

|gx|2 dx
)1/3(∫ ∞

R

xg dx
)4/3

. (4.15)
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Optimizing in R yields∫ ∞

0

g2 dx ≲
(∫ ∞

0

|gx|2 dx
)3/5(∫ ∞

0

xg dx
)4/5

. (4.16)

Applying (4.16) to h and folding it into (4.13), we deduce

d

dt

∫ ∞

0

h2 dx ≲ −

( ∫
h2 dx

)5/3

( ∫
xh dx

)4/3
= −

( ∫
h2 dx

)5/3

( ∫
xhin dx

)4/3
, (4.17)

where the equality is due to (4.12). Solving this differential inequality gives us the desired

L1
x → L2 bound: (∫ ∞

0

h(t, x)2 dx
)1/2

≲
1

t3/4

∫ ∞

0

xhin dx.

Letting St : L
1
x → L2 be the solution operator to (4.11), this translates to

∥St∥L1
x→L2 ≲

1

t3/4
.

On the other hand, the adjoint operator S∗
t : L2 → L∞

1/x is also a solution operator to (4.11)

because (4.11) is formally self-adjoint and must satisfy

∥S∗
t ∥L2→L∞

1/x
= ∥St∥L1

x→L2 ≲
1

t3/4
.

Hence, we have

∥h(t)∥L∞
1/x

= ∥S∗
t/2St/2hin∥L∞

1/x
≲

1

t3/4
∥St/2hin∥L2 ≲

1

t3/4
1

t3/4
∥hin∥L1

x
.

In other words,

h(t, x) ≲
x

t3/2

∫
yhin dy,

which provides the desired (sharp) boundary regularity.

4.2.2 Basic ideas in the kinetic setting

The energy equality and the H1
kin-norm

Let us point out the basic changes that must occur to put the above plan into action.

First, we already see a difference in the energy equality for (4.1):

1

2

d

dt

∫
f 2 dx dv +

∫
|∇vf |2 dx dv +

∫
γ+

|v1|fdx dv = 0, (4.18)
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where x = (x1, x). One might be tempted to drop the boundary term above since it has a

“good” sign; however, we see below that this is not possible.

Using the definition of the H1
kin-norm in (4.21), we immediately obtain, from (4.1),

JfKH1
kin([T1,T2]×Hd×Rd) ≈ ∥∇vf∥L2([T1,T2]×Hd×Rd). (4.19)

In this sense, we immediately obtain bounds on the H1
kin-norm of f by integrating (4.18) in

time.

At this point, we notice our first roadblock to the strategy above: theH1
kin-norm involves a

time integral, meaning that any inequality following from a Nash-type inequality will involve

time integrals. Thus, no differential inequality, such as (4.17) is possible. This, however, is

not too difficult to overcome – it essentially amounts to using the integral form of Grönwall’s

inequality instead of the differential form.

The Poincaré bound

Next, after determining the appropriate notion of distance, we may start to follow the

decomposition in (4.14). First, we can define the set PR of points (x, v) within distance R

to the boundary γ− on which we have zero boundary data. See Figure 4.1. This requires

some technical care, but follows a general method of proving the Poincaré inequality by

integrating Y f and ∇vf along a path starting on γ−. Here we are able to follow the ideas

of [2] to obtain an inequality like

∥f∥L2([T,T+R]×PR) ≲ R∥f∥H1
kin([T,T+O(R)]×P2R). (4.20)

See Proposition 4.5.1 for the actual inequality.

The outgoing region

Next, by analogy with the heat equation, one might hope to have a Nash inequality on

Pc
R and follow the step (4.15) in which the steady solution is brought into the integral up

to an R factor. For this, we would need φ̃ ≳ Rp, for some p, on Pc
R. In view of (4.2), φ̃ is

exponentially small when x1 ≪ −v31. Hence, this is not immediately possible.

This leads us to the observation that many of the particles in Pc
R leave the domain

through γ+. Defining OR to be these outgoing particles (over a time interval of size O(R)),
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O(R3/2)

O(
√
R)

x1
=
O(
Rv

1
)

x
1 =

O(R|v
1 |)

x1 = |v1|3

PR

NR

OR IR

v1

x1

Figure 4.1: A cartoon picture of each of the key domains. The Poincaré region PR is the

blue crosshatched region, the Nash region NR is the violet dotted region, and the outgoing

region OR is the red shaded region. The subregion IR ⊂ NR is the black striped region. The

rough asymptotics of the boundaries separating each region are given as well.

we can argue as in the Poincaré case to obtain a similar inequality to (4.20) that includes

the boundary term from (4.18).

It is easy to see OR is approximately those particles such that v1 ≤ −O(
√
R) and x1 ≤

−O(R)v1. The latter reflects that particles can be taken to the boundary by pure transport

over time O(R).

The Nash region

At this point, we have no choice but to take the Nash inequality on the set NR of points

greater than distance R from γ±. See Theorem 4.1.2 and Proposition 4.5.2. The issue is in

connecting the L1-norm that appears there with φ̃. When x1 ≥ −O(R)v31, we have φ̃ ≳ R1/4,

and we can argue exactly as in (4.15). This, however, is not the entirety of NR.

We prove the Nash inequality via an interpolation argument. It proceeds by suitably
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smoothing g to obtain gε, writing

∥g∥L2 ≤ ∥gε∥L2 + ∥gε − g∥L2 ,

bounding the first term by the L1-norm of g via a kinetic Young’s inequality, and then

bounding the second term by the H1
kin-norm of g. This second term requires some technical

care due to the H−1
v -H1

v pairing in the H1
kin-norm (see (4.21)). The result Proposition 4.5.2

follows by varying ε.

The isolated region

This leaves the isolated region IR ⊂ NR of points −O(R)v1 ≤ x1 ≤ −v31, on which φ̃ is

small. This is the region where, phenomenologically, the behavior of (4.1) is most different

from (4.11). In the other regions, the computations, while technically more complicated,

bore some resemblance towards their analogues for the heat equation.

This region and its role was discussed around (4.3) and (4.7). There it is pointed out

that no inequality is possible purely using φ̃. As mentioned there, we overcome this by the

construction of a weight µR that encapsulates the movement of particles into and out of IR.

We summarize by noting that we get an inequality like

∥f∥L1([T,T+R]×IR) ≲ R
3/4

∫
finφ̃ dx dv +R

3/4

∫
finµ̃R dx dv.

See Lemma 4.4.3 and (4.32).

4.3 Kinetic functional analysis

4.3.1 The functional space H1
kin

Let us define the space

H1
kin,0((T1, T2)× Ω× Rd) = {f ∈ H1

kin((T1, T2)× Ω) : f(t, x, v) = 0 if (x, v) ∈ ∂kinΩ}.

where

∂kinΩ = {(x, v) : x ∈ ∂Ω, v · η(x) < 0} ,

and η(x) is the outward pointing normal vector to ∂Ω. We define the semi-norm on this by

JfKH1
kin

= ∥∇vf∥L2 + sup
h∈H1

kin,∥∇vh∥L2=1

∫ T2

T1

∫
Ω×Rd

(Y f)(t, x, v)h(t, x, v) dv dx dt. (4.21)
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In some sense, the last integral should really be understood as an H−1
v -H1

v pairing in the

v-variable that is equal to the integral if u and g are sufficiently smooth. We abuse notation,

however, and simply write the integral. This is justified due to the density of smooth

functions; see discussion in [2]. A norm on H1
kin,0 is obtained by including the L2-norm as

well. One can then construct H1
kin,0 as the closure of C∞

c functions under this norm.

Let us note that there is not accepted convention on the “correct” kinetic Sobolev space.

There are several approaches to kinetic Besov and Sobolev spaces, e.g. [2, 36, 78]. We use

the one proposed by Albritton, Armstrong, Mourrat, and Novack in [2] as it appears to pair

well with the equation (4.1). Indeed, using (4.21), one immediately obtains an H1
kin-bound

from the energy equality (4.18) (see the discussion below (4.18)).

4.3.2 The Lie group structure, kinetic distance, and kinetic con-

volution

To aid the reader, let us review standard facts on the scaling and Lie group structure

relevant to kinetic Fokker-Planck equations. This simplifies many arguments notationally

and technically.

The equation (4.1) has a 2-3-1 scaling law; that is, it is invariant under dilations

δrz = (r2t, r3x, rv).

Given z, z′, we define

z ◦ z′ = (t+ t′, x+ x′ + t′v, v + v′).

Roughly, this reflects the structure of (4.1) that allows mass to move by diffusion in v and

by transport in (t, x). Indeed, if a unit of mass is at (x, v) and we move forward in time by

t′ units, our mass shifts to x 7→ x+ t′v. In fact, one sees that, for a fixed z0, f̃(z) = f(z0 ◦ z)
solves the first equation in (4.1). This is sometimes referred to as the Galilean invariance

of (4.1) and is at the heart of why ◦ is the appropriate nothing of translation.

Clearly this action is invertible with

z−1 = (−t,−x+ tv,−v),

whence

z−1 ◦ z̃ = (t̃− t, x̃− x− (t̃− t)v, ṽ − v) and

z ◦ z̃−1 = (t− t̃, x− x̃− t̃(v − ṽ), v − ṽ).
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Note the group action is non-commutative but associative.

Given two sets A,B ⊂ R2d+1, we can analogously define the Lie action between them:

A ◦B = {a ◦ b : a ∈ A, b ∈ B}. (4.22)

and we also define the set of inverses

B−1 = {b−1 : b ∈ B}.

This will play a role in understanding how A and Aε relate to each other integrals of the

form ∫
Aε

uε dz ≈
∫
A

u dz,

where uε is defined via convolution of u with a compactly supported mollifier (see Lemma 4.A.1).

There are several norms and distances that one may choose. Here, we follow [54] and use

dkin(z
′, z) = ~z−1 ◦ z′~ and ~z~ = min

w∈Rd

[
max

{
|t|1/2, |x− tw|1/3, |v − w|, |w|

}]
. (4.23)

We point out that this norm respects the 2-3-1 scaling and Galilean invariance of the equa-

tion (4.1). Indeed,

dkin(δrz1, δrz2) = rdkin(z1, z2) and dkin(z ◦ z1, z ◦ z2) = dkin(z1, z2).

An advantage to this choice of distance and norm is that

~z ◦ z′~ ≤ ~z~ + ~z′~,

so that the triangle inequality for dkin holds:

dkin(z1, z3) = ~z−1
3 ◦ z1~ = ~z−1

3 ◦ z2 ◦ z−1
2 ◦ z1~

≤ ~z−1
3 ◦ z2~ + ~z−1

2 ◦ z1~ = dkin(z2, z3) + dkin(z1, z2).
(4.24)

One can easily check that dkin is symmetric and positive definition, and, hence, it is a metric

(see [53, Proposition 2.2]). Naturally, one defines the kinetic cylinders

Qr(z0) = {z : t ≤ t0, dkin(z, z0) ≤ r}.

We will, importantly, consider the distance between a point and a set. This is defined in

the traditional way:

dist(S, z) = inf
s∈S

dkin(s, z).



4.4 Statement of the main propositions and proof of the main theorem 84

It is sometimes useful to use the obvious equality

dist(S, z) = inf {~z′~ : z ◦ z′ ∈ S} . (4.25)

Indeed, for every s ∈ S, we can take z′ = z−1 ◦ s, whence ~z′~ = dkin(s, z).

Finally, we define the kinetic convolution:

(f ∗ g)(z) =
∫
f(z̃)g(z̃−1 ◦ z) dz̃. (4.26)

We note that this conflicts with the standard notation for convolution; however, as that does

not appear in this work, there is no risk of confusion. We sometimes convolve f and g where

g has no time dependence. In this case, we abuse notation and denote it the same way. We

note that, for any i,

∂vi(f ∗ g) = f ∗ (∂vig) and Y (f ∗ g) = f ∗ (Y g). (4.27)

We refer to [54, Section 3.3] and [82, Section 2] for more in-depth discussion.

4.4 Statement of the main propositions and proof of

the main theorem

4.4.1 The Poincaré, Nash, and outgoing regions

We first decompose Hd × Rd into natural subdomains on which different functional in-

equalities hold. Let
PR = {(x, v) ∈ Hd × Rd : dist(R× γ−, (0, x, v)) ≤

√
R},

OR = {(x, v) ∈ (Hd × Rd) \ PR : dist(R× γ+, (0, x, v)) ≤
√

R/10}, and

NR = {(x, v) ∈ Hd × Rd : dist(R× ∂Hd × Rd, (0, x, v)) ≥
√

R/10}.

(4.28)

The reason for the difference in choice of distance for OR and NR is technical and related to

the fact that we want v1 to be bounded away from zero when (x, v) ∈ OR.

Clearly PR ∪ OR ∪ NR is a decomposition of Hd × Rd. In the proof we handle the

estimates on each set separately. Along these lines, we require cutoff functions with nice

scaling properties for each set. For this, it is useful to note that

PR = δ1/√RP1, OR = δ1/√RO1, and NR = δ1/√RN1. (4.29)
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It is sometimes helpful to keep in mind that we eventually choose R = O(t). In this sense,

OR and PR are, roughly, the sets in which transport can connect (x, v) to the boundaries

γ− and γ+, respectively, in time O(t). The one subtlety is that, for PR, we allow “jumps” in

velocity of size O(
√
R), while we use pure transport in OR.

4.4.2 The main propositions and lemmas

The proof of Theorem 4.1.1 involves combining two estimates: the first is a general

functional inequality that holds for any g ∈ H1
kin, the second is a bound on how solutions f

to (4.1) have far to the “bottom right,” that is, where x1 ≫ 1 and v1 ≪ −1 (the isolated

region IR in Figure 4.1). This latter region is, on the time scale t ≈ R, isolated from the

boundaries, but is not on the infinite time scales on which φ̃ and φ are defined. We break

these into separate estimates at this point because both may be of an independent interest.

Let us state our general functional inequality here. It arises by, roughly, combining

Poincaré type inequalities for x1 ≪ max{|v1|3, |v1|} with the Nash inequality (Proposi-

tion 4.5.2) when x1 ≫ max{|v1|3, |v1|}. Its proof is in Section 4.5.

Lemma 4.4.1. Fix R, δ > 0. Suppose that g ∈ H1
kin,0

(
[T1 − 2R, T2]×Hd × Rd

)
with T1 ≥

2R. Then∫ T2

T1

∫
g(z)2 dz − δ

∫ T2

T1−2R

∫
g(z)2 dz

≲
R

δ
JgK2H1

kin([T1−2R,T2+R]×Hd×Rd) +R

∫ T2+R

T1

∫
Rd−1×H̃d

|v1|g(t, (0, x), v)2 dx dvdt

+
1

R2d+1
∥g∥2L1([T1−2R,T2]×NR/2)

.

The first two terms on the right hand side are exactly as we would expect for the energy

equality (4.18) associated to solutions of (4.1). The last term, however, is not what we desire

because it does not include the steady solution to the adjoint equation φ̃. On a portion of

NR, we can “sneak in” a factor of φ̃/R1/4. Indeed, using (4.2), we can deduce the following

lemma, whose proof is in Section 4.7:

Lemma 4.4.2. Fix R > 0. If (x, v) ∈ NR and x1 ≥ −v31, then

φ̃(x, v) ≳ R
1/4.
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Thus, on this subdomain, we can always replace the L1-norm of g with R−1/4∥gφ∗∥L1 ,

which is a quantity conserved by the equation (4.1).

On the other hand, when x ≤ −v3, we have no lower bound on φ∗ and can not appeal to

∥fφ∗∥L1 . This region is “too far” from the boundary to be influenced by it on a time-scale

t = O(R). Thus, we have the following estimate that quantifies how isolated it is.

Lemma 4.4.3. Fix R > 0. Let f be a solution to (4.1). There exists a nonnegative function

µ̃R ≲ 1 such that

µ̃R(x, v) = 1 if (x, v) ∈ NR ∩ {x1 ≤ −v31},

µ̃R(x, v) ≲


0 if v1 > −1

2

√
R
10

or x1 ≥ 2|v1|3,

e
Rv1
10x1 if v1 ≤ −

√
R
10

and x1 ≤ −Rv1
10

,

(4.30)

and

(∆v + v · ∇x)µ̃R ≲
1

R5/4
φ̃. (4.31)

As discussed in the introduction, the construction of this cutoff-type function requires

some care as it has to encode the physics of the situation – particles in the x ≈ −Rv1 region
will exit the region NR∩{x1 ≤ −v31} in R units of time. That said, the proof of Lemma 4.4.3

is rather tedious, so we relegate it to Section 4.6.

Before continuing on, let us note that the R/10 is somewhat arbitrary. It comes from the

R/10 taken in the definition of NR, which is mainly taken for convenience. This can certainly

be improved, although it is not clear exactly what the optimal exponential decay rate is.

We now combine all estimate into one that will be the main functional inequality in the

proof of Theorem 4.1.1.

Proposition 4.4.4. Fix T1, T2, R, δ > 0 with T2 > T1 > 2R. Suppose that f ∈ H1
kin,0

(
[0, T2]×Hd × Rd

)
solves (4.1). Then∫ T2

T1

∫
f(z)2 dz − δ

∫ T2

T1−2R

∫
f(z)2 dz

≲
R

δ
JfK2H1

kin([T1−2R,T2+R]×Hd×Rd) +R

∫ T2+R

T1

∫
Rd−1×H̃d

|v1|f(t, (0, x), v)2 dx dvdt

+
((T2 − T1)

4

R2d+7/2
+

1

R2d−1/2

)(∫
finφ̃ dx dv

)2
+

(T2 − T1)
2

R2d+1

(∫
finµ̃R dx dv

)2
.
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Proof. For convenience, let us write

NR/2 = WR/2 ∪ IR/2,

where

IR/2 = {(x, v) ∈ NR/2 : v1 ≤ 0, x1 ≤ −v31} and WR/2 = NR/2 \ IR/2.

Here IR/2 is the “isolated region,” where the effects of the boundary have not “yet” been felt.

In this region, we use Lemma 4.4.3. Its complement, WR/2, is the “weighted region”, where

φ̃ can be included directly in the integral via Lemma 4.4.2.

First, we note that, by Lemma 4.4.3,

d

dt

∫
f(t, x, v)µ̃R(x, v) dx dv =

∫
[(∆v − v · ∇x) f(t, x, v)] µ̃R dx dv

=

∫
f(t, x, v) (∆v + v · ∇x) µ̃R dx dv

≲
1

R5/4

∫
f(t, x, v)φ̃(x, v) dx dv =

1

R5/4

∫
fin(x, v)φ̃(x, v) dx dv.

The last equality holds by (4.4). We deduce that∫
IR/2

f(t, x, v) dx dv ≤
∫
f(t, x, v)µ̃R(x, v) dx dv

≲
t

R5/4

∫
finφ̃ dx dv +

∫
fin(x, v)µ̃R(x, v) dx dv.

Next, we use Lemma 4.4.2 to find∫
WR/2

f(t, x, v) dx dv ≲
1

R1/4

∫
WR/2

f(t, x, v)φ̃ dx dv =
1

R1/4

∫
WR/2

finφ̃ dx dv.

In total, we deduce that

∥f∥L1([T1−2R,T2]×NR/2) ≲
(T2 − T1)

2

R5/4

∫
finφ̃ dx dv + (T2 − T1)

∫
fin(x, v)µ̃R(x, v) dx dv

+R
3/4

∫
finφ̃ dx dv.

(4.32)

The combination of this inequality with Lemma 4.4.1 completes the proof.
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4.4.3 Proof of the main result: Theorem 4.1.1

Proof. The proof takes several steps. All but the last aim for a weighted L1 → L2 type

estimate. The last step bootstraps that to a weighted L2 → L∞ type estimate.

# Step one: setting notation. For ease, let us denote the “energy” and “dissipation” as

E(t) =

∫
f(t, x, v)2 dx dv and D(t) =

∫
|∇vf(t, x, v)|2 dx dv. (4.33)

Although physically it is not correct to call E the energy, we abuse terminology and do so in

analogy with work for parabolic equations. It is also useful to set notation for the boundary

term

B(t) =

∫
γ+

|v1|f(t, (0, x), v) dx dv.

Applying (4.18) yields, for any nonnegative t1 < t2,

E(t2) +

∫ t2

t1

(D(s) +B(s)) ds ≤ E(t1). (4.34)

We see that E is decreasing.

# Step two: applying the weighted Nash inequality Proposition 4.4.4. With

δ, ϵ ∈ (0, 1/100) be to chosen, we let

R = εt, T1 − 2R = t/2, and T2 +R = t.

Then, in the notation above and in view of the correspondence (4.19) between D and the

H1
kin-norm, Proposition 4.4.4 yields∫ (1−ε)t

1+4ε
2

t

E(s) ds− δ

∫ (1−ε)t

t/2

E(s) ds

≲
εt

δ

∫ t

t/2

(D(s) +B(s)) ds+
1

ε2d+7/2t2d−1/2

(∫
finφ̃ dx dv

)2
+

1

ε2d+1t2d−1

(∫
finµ̃εt dx dv

)2
.

Combining this with (4.34), we see that∫ (1−ε)t

1+4ε
2

t

E(s) ds− δ

∫ (1−ε)t

t/2

E(s) ds

≲
εt

δ
E(t/2) +

1

ε2d+7/2t2d−1/2

(∫
finφ̃ dx dv

)2
+

1

ε2d+1t2d−1

(∫
finµ̃εt dx dv

)2
.

(4.35)
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# Step three: setting up a “first touching” argument. Fix ᾱ, β ≫ 1 be constants to

be chosen, and let

α = α
(∫

finφ̃ dx dv
)2

and β = β
(∫

finµ̃εt0 dx dv
)2
. (4.36)

Define

t0 = sup
{
t : E(s) ≤ α

t2d+1/2
+

β

t2d

}
.

Up to approximation, we may assume that fin is smooth and compactly supported, whence

t0 > 0. Our goal is to show that t0 = ∞. Hence, we argue by contradiction assuming that

t0 is finite.

Let us note that, we immediately have, from the definition of t0,

E(s) ≲
α

t2d+1/2
+

β

t2d
for all s ∈ [t0/4, t0]. (4.37)

We use this frequently in the sequel.

# Step four: obtaining a contradiction to the definition of t0. Moving the nega-

tive integral term on the left hand side of (4.35) to the right hand side and applying the

definition (4.37) of t0, we deduce that

t0E ((1− ε)t0) ≲
εt

δ
E(t/2) + δ

∫ (1−ε)t

t/2

E(s) ds+
1

ε2d+7/2t2d−1/2

(∫
finφ̃ dx dv

)2
+

1

ε2d+1t2d−1

(∫
finµ̃εt dx dv

)2
≲
(ε
δ
+ δ
) α

t
2d−1/2
0

+
(ε
δ
+ δ
) β

t2d−1
0

+
1

ε2d+7/2t
2d−1/2
0

(∫
finφ̃ dx dv

)2
+

1

ε2d+1t2d−1
0

(∫
finµ̃εt0 dx dv

)2
.

Recalling the definition (4.36) of α and β, we find

E ((1− ε)t0) ≤
α

t
2d+1/2
0

(
ε

δ
+ δ +

1

αε2d+7/2

)
+

β

t2d0

(
ε

δ
+ δ +

1

βε2d+1

)
.

Recalling again that E is decreasing, we have

E((1− ε)t0) ≥ E(t0) =
α

t
2d+1/2
0

+
β

t2d0
.
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In summary,

α

t
2d+1/2
0

+
β

t2d0
≤ α

t
2d+1/2
0

(
ε

δ
+ δ +

1

αε2d+7/2

)
+

β

t2d0

(
ε

δ
+ δ) +

1

βε2d+1

)
.

Choosing ε small, then δ small (depending on ε), and then choosing ᾱ and β large (depending

on both ε and δ, we obtain a contradiction.

It follows that t0 = ∞ and, hence, for all t > 0,

E(t) ≤ ᾱ

t2d+1/2

(∫
finφ̃ dx dv

)2
+

β̄

t2d

(∫
finµ̃εt dx dv

)2
. (4.38)

# Step five: some functional analysis and the conclusion. The inequality (4.38)

implies that the solution operator of (4.1)

St : Xt → L2(Hd × Rd)

is well-defined and bounded. In other words, Stfin = f(t) if fin ∈ Xt. Here, we define the

Banach space

Xt = L1
φ̃ ∩

(
t−

1/4L1
µ̃εt

)
=
{
h ∈ L1

loc(Hd × Rd) :

∫
|h|(φ̃+ µ̃εt) dx dv <∞

}
with the norm

∥h∥Xt =

∫
|h|φ̃ dx dv + t

1/4

∫
|h|µ̃εt dx dv.

Hence, (4.38) translates to the bound

∥St∥Xt→L2 ≲
1

td+1/4
. (4.39)

By using the fact that f̃ solves (4.10) if f solves (4.1), we also obtain the bound

∥S̃t∥X̃t→L2 ≲
1

td+1/4
.

where

S̃t : X̃t → L2(Hd × Rd)

is the solution operator of (4.10) and

X̃t = L1
φ ∩

(
t−

1/4L1
µεt

)
=
{
h ∈ L1

loc(Hd × Rd) :

∫
|h|(φ+ µεt) dx dv <∞

}
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with the norm

∥h∥X̃t
=

∫
|h|φdx dv + t

1/4

∫
|h|µεt dx dv.

Let us note that since (4.1) and (4.10) are adjoint to one another,

S̃∗
t : L2 → X∗

t

is also a solution operator to (4.1). By standard results on adjoint operators, we deduce that

∥S̃∗
t ∥L2→X̃∗

t
= ∥S̃t∥X̃t→L2 ≲

1

td+1/4
. (4.40)

It is easy to identify X̃∗
t as

X̃∗
t = L∞

1/φ + t
1/4L∞

1/µεt
= {h : h = φh1 + t

1/4µεth2, hi ∈ L∞},

with the norm

∥h∥X̃∗
t
= inf

h=φh1+t1/4µεth2

(∥h1∥L∞ + ∥h2∥L∞) .

We now conclude using the semigroup property

f(t) = S̃∗
t/2St/2fin.

Indeed, recalling (4.39) and (4.40),

∥f(t)∥X̃∗
t/2

= ∥S̃∗
t/2St/2fin∥X̃∗

t
≲

1

td+1/4
∥St/2fin∥L2 ≲

1

t2d+1/2
∥fin∥Xt/2

.

The proof is finished after unpacking the definitions of the norms.

4.5 The main functional inequality: Lemma 4.4.1

We decompose Hd×Rd into three regions PR, NR, and OR, depending on the influence of

the boundary. Recall that these are defined in (4.28). We state L2-estimates on each regime,

postponing their proofs until Section 4.5.3. In Section 4.5.2, we combine these estimates to

prove Lemma 4.4.1.
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4.5.1 The functional inequalities on each region

We begin by stating the Poincaré-type inequality. This inequality is on the portion of

the domain that is “close” to the boundary γ−, where particles are absorbed. It quantifies

this effect.

Proposition 4.5.1 (Poincaré inequality on the incoming region PR). Fix any positive num-

bers R, T1, and T2 such that 2R < T1 < T2. Suppose that g ∈ H1
kin,0([T1−2R, T2]×Hd×Rd).

Then

∥g∥2L2([T1,T2]×PR) ≲RJgK2H1
kin([T1−2R,T2]×Hd×Rd)

+
√
RJgKH1

kin([T1−2R,T2]×Hd×Rd)∥g∥L2([T1−2R,T2]×Hd×Rd).
(4.41)

Let us note that the norms on the right hand side can be localized to PcR, for an appro-

priate c > 1, with some extra care in the proof. We opt for simplicity here.

Next, we state the Nash-type inequality. This inequality is on the portion of the domain

that is “far” from all boundaries. It quantifies the fact that the evolution of (4.1) is on

R×Hd×Rd is essentially the same it would be on R×Rd×Rd. Let us make note that NR/2

is larger than NR.

Proposition 4.5.2 (Nash inequality on NR). Suppose that g ∈ H1
kin

(
[T1, T2]×Hd × Rd

)
,

and fix R, ε > 0. If ε is sufficiently small,∫ T2

T1

∥g∥2L2(NR) dt ≲
√
εRJgKH1

kin([T1−εR,T2]×NR/2)
∥g∥L2([T1−εR,T2]×NR/2)

+
1

(εR)2d+1
∥g∥2L1([T1−εR,T2]×NR/2)

.

Finally, we state Poincaré-type inequality of a different flavor. Particles near the outgoing

part of the boundary γ+, will likely leave the domain. In the context of (4.1), this quantifies

the effect of the boundary in (4.18). The following estimate quantifies that.

Proposition 4.5.3 (Poincaré inequality on the outgoing region OR). Fix any positive num-

bers R, T1, and T2 such that 2R < T1 < T2. Suppose that g ∈ H1
kin([T1 − 2R, T2]×Hd ×Rd).

Then

∥g∥2L2([T1,T2]×OR) ≲RJgK2H1
kin([T1,T2+R]×Hd×Rd)

+
√
RJgKH1

kin([T1,T2+R]×Hd×Rd)∥g∥L2([T1,T2+2R]×Hd×Rd))

+R

∫ T2+R

T1

∫
Rd

∫
Rd−1

|v1|f(t, (0, x), v)2 dx dv dt.
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As we noted after Proposition 4.5.1, the norms on the right hand side of the inequality

in Proposition 4.5.3 can be localized with some extra care.

We remind the reader that the proofs of these lemmas can be found in Section 4.5.3.

4.5.2 The proof of Lemma 4.4.1

Proof. It is clear that this is a simple consequence of Propositions 4.5.1 to 4.5.3 combined

with Young’s inequality. We omit the details.

4.5.3 Establishing the Nash and Poincaré-type inequalities

The proof of the Poincaré-type inequality on PR

To begin, we first show that the Poincaré regime can be characterized in a simple way,

depending on (x, v). This is useful in understanding “paths” from any point in PR to the

boundary γ+ that are at the heart of the proof of Proposition 4.5.1. The proof is postpone

to Section 4.7.

Lemma 4.5.4. Suppose that (x, v) ∈ PR. Then

x1 ≤ Rmax{v1, 3
√
R} and − 2

√
R ≤ v1.

Additionally, if (x, v) ∈ OR, then
x1
|v1|

≤ R.

We now proceed with our Poincaré-type estimate. For the proof of Proposition 4.5.1, let

us make the convention that every norm is taken on [T1−2R, T2]×Hd×Rd unless otherwise

specified. For example, by writing

∥g∥L2 we mean ∥g∥L2([T1−2R,T2]×Hd×Rd).

This saves significant space and does not cost clarity.

Proof of Proposition 4.5.1. Let us extend g to g by

g(t, x, v) =

g(t, x, v) if x1 > 0,

0 if x1 ≤ 0 < v1.
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Take any mollifier: a nonnegative, smooth function ψ such that∫
ψ(z) dz = 1.

Up to translation and dilation, we may assume that

suppψ ⊂ (0, 1)×Hd × H̃d = {t ∈ (0, 1), x1 > 0, v1 < 0}.

Define, for any s ∈ (0,
√
εR],

gs(z) = (ψs ∗ g)(z) =
∫
ψ(δ1/s(z̃))g(z̃

−1 ◦ z) dz̃

s4d+2
=

∫
ψ(z̃)g(δs(z̃)

−1 ◦ z) dz̃,

where, for all z,

ψs(z) :=
1

s4d+2
ψ
(
δ1/s(z)

)
satisfies

∫
ψs dw dy ds = 1

We observe a few simple facts about gs. First, after changing variables, we see that gs is

smooth. Second, from (4.27), it is clear that

lim
s→0

∥gs − g∥H1
kin

= 0.

Hence, we need only prove (4.41) for gs. Finally, due to the choice of support of ψ, we see

that gs is well-defined on

[T1 − εR, T2]× Γ := [T1 − εR, T2]× {x1 ≥ 0 or both x1 ≤ 0 and v1 ≥ 0},

and that

gs(t, x, v) = 0 for any x1 ≤ 0, v1 ≥ 0.

We use the notation Γ here because this region, when d = 1, looks approximately like a

“backwards” Γ. See Figure 4.2.

Let χPR
be a cutoff function for PR such that

χPR
≡ 1 in PR and χPR

≡ 0 in Pc
3R/2 (4.42)

while

∥∇vχPR
∥L∞ ≲

1√
R

and ∥∇xχPR
∥L∞ ≲

1

R3/2
. (4.43)
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x1

v1

Figure 4.2: The region Γ. Notice that it looks like a backwards Γ.

This can easily be constructed when R = 1 and the general case follows by letting

χPR
(z) = χP1

(
δ1/

√
R(z)

)
. (4.44)

Notice that we use the scaling (4.29).

Fix any (x, v) ∈ suppχPR
, and let

vR = v + 10e1
√
R

for succinctness. Here e1 = (1, 0, . . . , 0) is the first canonical basis vector. Let us note that,

if s is sufficiently small in a way depending only on ε and R,

gs(x− 2RvR, vR) = 0

because, recalling that (x, v) ∈ P3R/2 and using Lemma 4.5.4,

x1 − 2Rv1 − 20R
3/2 < 0 < v1 + 10

√
R.

Hence, we may write

gs(t, x, v)
2 = −2

∫ 10
√
R

0

(gs ∂v1gs)(t, x, v + re1) dr − 2

∫ 2R

0

(gs Y gs)(t− s, x− rvR, vR) dr.

We deduce that∫ T2

T1

∫
PR

gs(t, x, v)
2 dz ≤

∫ T2

T1

∫
Hd×Rd

gs(t, x, v)
2χPR

(x, v)2 dz

= −2

∫ T2

T1

∫
Hd×Rd

(∫ 10
√
R

0

(gs ∂v1gs)(t, x, v + re1) dr
)
χPR

(x, v)2 dt dx dv

− 2

∫ T2

T1

∫
Hd×Rd

(∫ 2R

0

(gs Y gs)(t− s, x− rvR, vR) dr
)
χPR

(x, v)2 dt dx dv

=: I1 + I2.
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We estimate each term in turn.

Let us handle I1 first as it is simpler. Then

|I1| ≈
∣∣∣ ∫ 10

√
R

0

∫ T2

T1

∫
Hd×Rd

(gs ∂v1gs)(t, x, v)χPR
(x, v − re1)

2 dt dx dv dr
∣∣∣

≤
∫ 10

√
R

0

∥∂vgsχPR
(·, · − re1)∥L2([T1,T2]×Hd×Rd)∥gsχPR

(·, · − re1)∥L2([T1,T2]×Hd×Rd) dr

≲
√
RJgsKH1

kin
∥gs∥L2 .

(4.45)

We now consider I2. We first change the order of integration and change variables:

−1

2
I2 =

∫ 2R

0

∫ T2

T1

∫
Hd×Rd

(gs Y gs)(t− r, x− rvR, vR)χPR
(x, v)2 dt dx dv dr

=

∫ 2R

0

∫ T2−r

T1−r

∫
Hd×Rd

(gs Y gs)(t, x, v)χPR
(x+ rvR, v − 10

√
Re1)

2 dt dx dv dr.

In the second equality, we used that gs(t, x, v) ≡ 0 for x1 < 0 < v1 and χPR
(x, v−10

√
Re1) ≡

0 if v1 ≤ 0 (see Lemma 4.5.4 and (4.42)). We now use that H−1
v -H1

v pairing of Y gs with

gsχPR
. We find

|I2| ≲
∫ 2R

0

JgsKH1
kin
∥∇v

(
gsχPR

(·+ rvR, · − 10
√
Re1)

)
∥L2([T1,T2]×Hd×Rd) dr

≲ JgsKH1
kin

∫ 2R

0

(
∥∇vgs∥L2 + ∥gs∥L2

(
r

R3/2
+

1√
R

))
dr

≲ RJgsK2H1
kin

+
√
RJgsKH1

kin
∥gs∥L2 .

(4.46)

where the second inequality follows from a simple computation of ∥∇vχPR
(· + svR, vR)∥L∞

using (4.43). The combination of (4.45) and (4.46) finishes the proof.

The proof of the Nash-type inequality on NR

Proof of Proposition 4.5.2. Our proof proceeds by an interpolation argument using a mol-

lifier. With this in mind, take any compactly supported, nonnegative, smooth function ψ

such that ∫
ψ(z) dz = 1. (4.47)

Up to translation and dilation, we may assume that

suppψ ⊂ {z ∈ (1/2, 1)× R2d : dkin(0, z) ≤ 1}. (4.48)
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For ε ∈ (0, 1) to be chosen and any s ∈ (0,
√
εR], define

gs(z) = g ∗ ψs(z) =

∫
g(z ◦ z̃−1)ψ(δ1/s(z̃))

dz̃

s4d+2
=

∫
g(z ◦ δs(z̃)−1)ψ(z̃) dz̃,

where, for all z,

ψs(z) :=
1

s4d+2
ψ
(
δ1/s(z)

)
satisfies

∫
ψs dw dy ds = 1

by (4.47) and a standard change of variables. Clearly, gs → g as s→ 0.

We note that the order of convolution does not matter here; in our arguments, only the

scaling plays an important role. Indeed, one could argue similarly using gs = ψs ∗ g instead.

For later, we note that, recalling the definition in (4.24),

(suppψs)
−1 ⊂ {z ∈ [0, s]× R2d : dkin(0, z) ≤ s}−1 = Qs. (4.49)

In order to localize g to the domain NR, we use a cutoff function χNR
such that

χNR
≡ 1 in NR and χNR

≡ 0 in N c
3R/4, (4.50)

while

∥∇vχNR
∥L∞ ≲

1√
R

and ∥∇xχNR
∥L∞ ≲

1

R3/2
. (4.51)

This can be constructed exactly as in (4.42)-(4.44) for χPR
.

Before embarking on the estimate, let us understand the supports of the various functions.

First, clearly, up to decreasing ε,

supp
(
χR g√εR

)
⊂ N3R/4

and ∫ T2

T1

∫
NR

g2 dz ≤
∫
ΩR

χR g
2 dz

due to (4.50)-(4.51). Here we have made the change of notation to

ΩR := [T1 − εR, T2]×NR/2

for simplicity. Hence, we have∫ T2

T1

∫
NR

g2 dz ≤
∫ T2

T1

∫
χRg

2√
εR
dz +

∫ T2

T1

∫
χR(g

2 − g2√
εR
) dz =: I1 + I2. (4.52)
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Our goal is to show that

I1 ≲
1

(εR)2d+1
∥g∥2L1(ΩR), (4.53)

and

I2 ≲
√
εRJgKH1

kin(ΩR)∥g∥L2(ΩR). (4.54)

Indeed, this would complete the proof.

# Step one: applying Young’s convolution inequality to I1. We begin by analyzing

I1, which is the simpler of the two cases. Here, we simply use the kinetic version of Young’s

inequality for convolutions: Lemma 4.A.1. Indeed, we have

I1 ≤ ∥g ∗ ψ√
εR∥

2
L2([T1,T2]×N3R/4)

≤ ∥g∥2L1(([T1×T2]×N3R/4)◦Q√
εR)∥ψεR∥2L2 ,

where we used (4.49) to analyze the support of ψ√
εR. Using only the definition of N· and

the triangle inequality for dkin, it is easy to see that, up to decreasing ε, we have((
[T1, T2]×N3R/4

)
◦Q√

εR

)
⊂ [T1 − εR, T2]×NR/2 = ΩR,

as desired. Additionally, a straightfoward computation yields

∥ψ√
εR∥

2
L2 ≲

1

(εR)2d+1
.

Hence, (4.53) is proved.

# Step two: rewriting I2 as a series of integrals. Let us alter our notation:

ga,b,c(z) :=

∫
g
(
z ◦ (0, 0, a(−ṽ + x̃/̃t)) ◦ (−bt̃, 0, 0) ◦ (0, 0, − cx̃/̃t)

)︸ ︷︷ ︸
=:ga,b,c(z;z̃)

ψ(z̃) dz̃.

In the sequel, this is useful because the first and third group actions correspond to shifts in

v, which are represented in the H1
kin-norm by the L2-norm of ∇vg, while the second group

action corresponds to a shift along transport, which is represented in the H1
kin-norm by the

L2
t,xH

−1
v -norm of Y g.

We clearly have

g0,0,0(z) = g(z) and gs,s2,s(z) = gs(z).
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The fundamental theorem of calculus then yields

g(z)2 − g√εR(z)
2 =− 2

∫ √
εR

0

ga,0,0(z)∂aga,0,0(z) da

− 2

∫ εR

0

g√εR,b,0(z)∂bg
√
εR,b,0(z) db

− 2

∫ √
εR

0

g√εR,εR,c(z)∂cg
√
εR;εR,c(z) dc.

(4.55)

Let us write I2, defined in (4.52), as

I2 = I21 + I22 + I23,

where each of I2k above corresponds, respectively, to a term in (4.55).

# Step three: bound I21. This case is simple. It follows by, in turn, directly computing

the a derivative in (4.55), changing the order of integration, using the Cauchy-Schwarz

inequality, and noticing that ∣∣∣∣−ṽ + x̃

t̃

∣∣∣∣ ≲ 1,

due to the choice (4.48) of the support of ψ. Indeed, we find:

I21 = −2

∫ T2

T1

∫
χR(z)

∫ √
εR

0

∫
ga,0,0(z; z̃)∂aga,0,0(z; z̃)ψ(z̃) dz̃ da dz

= −2

∫ T2

T1

∫
χR(z)

∫ √
εR

0

∫
g

(
t, x, v + a

(
−ṽ + x̃

t̃

))
(
−ṽ + x̃

t̃

)
· ∇vg

(
t, x, v + a

(
−ṽ + x̃

t̃

))
ψ(z̃) dz̃ da dz

= −2

∫ √
εR

0

∫ ∫ T2

T1

∫
χR(x, v + aṽ − ax̃

t̃
)g(z)

(
−ṽ + x̃

t̃

)
· ∇vg(z)ψ(z̃) dz dz̃ da

≲
∫ √

εR

0

∫ ∫ T2

T1

∫
∥g∥L2(ΩR)∥∇vg∥L2(ΩR)ψ(z̃) dz̃ da

≤
√
εR∥g∥L2(ΩR)JgKH1

kin(ΩR).

(4.56)

In the first inequality, we used that

[T1, T2]× suppx,v χR(·, ·+ aṽ − ax̃/̃t) ⊂ [T1 − εR, T2]×NR/2 = ΩR. (4.57)
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The inclusion in the time variable is simply due to enlarging the domain. We show the

inclusion of the spatial and velocity variables by using the triangle inequality, the fact that

|a| ≤
√
εR, and by decreasing ε if necessary. Indeed, fix any point

(x, v) ∈ suppχR(·, ·+ aṽ)

and any point z∂ ∈ R× ∂Hd × Rd. Then, by triangle inequality

dkin (z∂, (0, x, v)) ≥ dkin (z∂, (0, x, v + aṽ − ax̃/̃t))− dkin ((0, x, v + aṽ − ax̃/̃t), (0, x, v))

≥
√

3R

4
− ~(0,−x,−v) ◦ (0, x, v + aṽ − ax̃/̃t)~

≥
√

3R

4
− ~(0, 0, aṽ − ax̃/̃t)~ =

√
3R

4
− a~(0, 0, ṽ − x̃/̃t)~.

The conclusion then follows by using that |a| ≤
√
εR and the choice (4.48) of support of ψ,

which makes ~(0, 0, ṽ − x̃/̃t)~ ≲ 1 uniformly over the support of ψ.

A bound of the type (4.54) then follows from applying Young’s inequality to in the last

line of (4.56).

# Step four: bound I22. This is the most difficult term as it involves because it requires

arguing by the H−1
v -H1

v pairing. To access this, we begin by directly computing the b

derivative in (4.55), changing the order of integration, and then changing variables:

I22 = 2

∫ T2

T1

∫
χR(z)

∫ εR

0

∫
g√εR,b,0(z; z̃)∂bg

√
εR,b,0(z; z̃)ψ(z̃) dz̃ da dz

= 2

∫ εR

0

∫
t̃ψ(z̃)

∫ T2

T1

∫
χR(z)g

[
t− bt̃, x− bt̃

(
v +

√
εR(−ṽ + x̃/̃t)

)
, v +

√
εR(−ṽ + x̃/̃t)

]
× (Y u)

[
t− bt̃, x− bt̃

(
v +

√
εR(−ṽ + x̃/̃t)

)
, v +

√
εR(−ṽ + x̃/̃t)

]
dz dz̃ da

= 2

∫ εR

0

∫
t̃ψ(z̃)

∫ T2−bt̃

T1−bt̃

∫
χR

[
x+ bt̃

(
v +

√
εR(−ṽ + x̃/̃t)

)
, v +

√
εR(−ṽ + x̃/̃t)

]
g(z)(Y u)(z) dz dz̃ da.

We momentarily simplify the notation for the cutoff term χR, letting

χR(x, v; b; z̃) = χR

(
x+ bt̃

(
v +

√
εR(−ṽ + x̃/̃t)

)
, v +

√
εR(−ṽ + x̃/̃t)

)
.

Next, arguing as in the justification of (4.57), we see that

[T1 − bt̃, T2 − bt̃]× suppx,v χR(·, ·; b; z̃) ⊂ ΩR,
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for any z̃ ∈ suppψ and any b ∈ [0, εR]. We recall the choice of support of ψ in (4.48). Hence,

using the H−1
v -H1

v pairing, we have

I22 ≲
∫ εR

0

∫
ψ(z̃) ∥∇v (g χR(·, ·; b; z̃))∥L2(ΩR) JgKH1

kin(ΩR) dz̃ da.

A direct computation using (4.51), it is easy to see that

∥∇v (g χR(·, ·; b; z̃))∥L2(ΩR) ≲ ∥∇vg∥L2(ΩR) +

(
b

R3/2
+

1√
R

)
∥g∥L2(ΩR)

≲ JgKH1
kin(ΩR) +

(
b

R3/2
+

1√
R

)
∥g∥L2(ΩR) .

Hence,

I22 ≲
∫ εR

0

∫
ψ(z̃)

(
JgKH1

kin(ΩR) +

(
b

R3/2
+

1√
R

)
∥g∥L2(ΩR)

)
JgKH1

kin(ΩR) dz̃ db

≲ εRJgKH1
kin(ΩR) +

√
εR ∥g∥L2(ΩR) JuKH1

kin(ΩR).

Again, the proof is then finished after applying Young’s inequality.

# Step five: bound I23. The proof of this is exactly the same as the proof of the bound

of I21 in step two. Indeed, this is only a shift in v, which is the simplest case. As such, we

omit it. This concludes the proof of (4.48) and, thus, Proposition 4.5.2.

The proof of the Poincaré-type inequality on OR

While PR and NR are, respectively, increasing and decreasing in R, OR is not monotonic

in R. This monotonicity was useful in constructing cutoff functions. In this case, we must

define, for any R′ > 0,

ΘR′ = {(x, v) ∈ (Hd × Rd) \ PR′/2 : dist(R× γ+) ≤
√

R′/10}.

In the proof of Proposition 4.5.3, we use a cutoff function on that is one on OR and zero

on Θc
2R. A key aspect of the proof is working with the ratio x1/|v1|, so we state a lemma to

bound that now. The proof is postponed to Section 4.7.

Lemma 4.5.5. Fix any (x, v) ∈ ΘR. Then

x1
|v1|

≤ R

4
.
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For the proof of Proposition 4.5.3, let us make the convention that every norm is taken

on [T1, T2 +R]×Hd × Rd unless otherwise specified. For example, by writing

∥g∥L2 we mean ∥g∥L2([T1,T2+R]×Hd×Rd).

This saves significant space and does not cost clarity.

Proof of Proposition 4.5.3. We extend g to g on [T1, T2 +R]×Rd × (R− ×Rd−1) as follows:

g(t, x, v) =

f(t, x, v) if x1 ≥ 0,

f(t− x1/v1, (0, x), v) if x1 < 0,

where x := (x2, . . . , xd). Notice that

Y f = 0 for x1 < 0. (4.58)

Next, we take a cutoff function χOR
such that

χOR
≡ 1 in OR, and χOR

≡ 0 in Θ2R,

while

∥∇vχOR
∥L∞ ≲

1√
R

and ∥∇xχOR
∥L∞ ≲

1

R3/2
. (4.59)

This can be constructed easily using the scaling properties in (4.29); see the discussion

around (4.42)-(4.43).

By the fundamental theorem of calculus we have that, for any z ∈ [T1, T2]×Θ2R,

g(t, x, v)2 =− 2

∫ x1
|v1|

0

g(t+ r, x+ rv, v)Y g(t+ r, x+ rv, v) dr + g(t+ x1/|v1|, (0, x), v)
2

=− 2

∫ R

0

g(t+ r, x+ rv, v)Y g(t+ r, x+ rv, v) dr + g(t+ x1/|v1|, (0, x), v)
2 ,(4.60)

where the second equality follows from (4.58) and Lemma 4.5.4. Therefore,∫ T2

T1

∫
OR

g(z)2 dz ≤
∫ T2

T1

∫
Hd×Rd

χOR
g(z)2 dz

=− 2

∫ T2

T1

∫
Hd×Rd

∫ R

0

g(t+ r, x+ rv, v)Y g(t+ r, x+ rv, v) dr dx dv dt

+

∫ T2

T1

∫
Hd×Rd

χOR
(x, v)f(t+ x1/|v1|, (0, x), v)

2 dx dv dt = I1 + I2,
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where we passed from the first to the second line rewriting f(t, x, v)2 according to (4.60).

We first see, by a change of variables, that

I1 =− 2

∫ R

0

∫ T2+r

T1+r

∫
Rd

∫
R−×Rd−1

χOR
(x− rv, v)g(t, x, v)Y g(t, x, v) dx dv dt dr

=− 2

∫ R

0

∫ T2+r

T1+r

∫
Hd×Rd

χOR
(x− rv, v)g(t, x, v)Y g(t, x, v) dx dv dt dr.

In the second equality, we used (4.58) again to reduce the domain of the integral.

Let χ̄OR
(r, x, v) = χOR

(x− rv, v). Then, by the H−1
v -H1

v pairing, we get

|I1| ≲
∫ R

0

∥∇v (χ̄OR
g) ∥L2([T1+r,T2+r]×Hd×Rd)JgKH1

kin([T1+r,T2+r]×Hd×Rd)dr

≲JfKH1
kin

∫ R

0

((
1√
R

+
r

R3/2

)
∥g∥L2 + ∥χOR

∇g∥L2

)
dr

≲
√
RJgKH1

kin
∥f∥L2 +RJgK2H1

kin
.

In the second line follows from estimates (4.59).

We now estimate I2. Changing variables yields

I2 =

∫
Hd×Rd

χOR
(x, v)

∫ T2+x1/|v1|

T1+x1/|v1|

g(t, (0, x), v)2 dt dx dv

≤
∫
Hd×Rd

χOR
(x, v)

∫ T2+R

T1

g(t, (0, x), v)2 dt dx dv

=

∫ T2+R

T1

∫
Rd

∫
Rd−1

χOR
(x, v)x1g(t, (0, x), v)

2 dx dv dt,

where we used Lemma 4.5.5 and the fact that the integrand is positive to obtain the second

line.

Applying once again Lemma 4.5.5, we find

I2 ≤
R

4

∫ T2+R

T1

∫
Rd

∫
R−×Rd−1

|v1|g(t, (0, x), v)2dx dv dt.

This concludes the proof.

4.6 Controlling f on the isolated region: Lemma 4.4.3

We begin with a lemma that is simple to prove. It essentially says if a point (x, v) is

distance ρ to the boundary, then the path from (x, v) to the boundary that simply follows

transport (without any changes in velocity) has to take at least time ρ.
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Lemma 4.6.1. If (x, v) ∈ NR, then

x1 ≥
R

10
|v1|.

Proof. This is trivially true if v1 = 0, so we assume that v1 ̸= 0. Recall from (4.28), that

dist(R× ∂Hd × Rd, (0, x, v)) ≥
√

R/10.

In view of (4.25), it follows that√
R
10

≤ ~ζ~ where ζ = (τ, ξ, ω) =

(
x1
v1
, (−x1 − τv1, 0), 0

)
.

Unpacking the definition of ~ · ~ with the choice w = 0, we deduce that(R
10

)1/2

≤ |τ |1/2,

which is precisely the claim.

The proof of Lemma 4.4.3 is fairly straightforward, if tedious.

Proof of Lemma 4.4.3. To simplify the notation in this proof, let us set

R =
R

10
.

For ψ and E to be chosen, we define

µ̃R(x, v) = E

(
−Rv1
x1

)
ψ

(
−v

3
1

x1

)
ψ

(
− 2v1√

R
− 1

)
. (4.61)

Below, it will be helpful to suppress the arguments, while keeping track of the three individual

functions that make up µ̃R. To this end, we write

µ̃R(x, v) = Eψψ̂,

where ψ is shorthand for ψ(−v31/x1) and ψ̂ is shorthand for ψ(−2v1/
√

R − 1).

To aid the reader, let us stress that, in all nontrivial cases in this proof, v1 < 0. Thus,

−v1, −v31, etc. are positive quantities.

Take E to be a decreasing function

E(ρ) = 1 if ρ ≤ 1, and E(ρ) ≈ e−ρ if ρ ≥ 0
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such that

E ′′ + E ′ ≤ 0 for all ρ ≥ 0. (4.62)

Moreover, we may take E such that

|E ′′|, |E ′| ≲ E.

Roughly, E is a mollification of min{1, e1−ρ}. This is somewhat simple to construct, so we

omit its proof. Additionally, we let ψ be any increasing function such that

ψ(ρ) =

1 if ρ ≥ 1,

0 if ρ ≤ 1/2.

Let us first check that, with these choices, µ̃R satisfies (4.30). This is straightforward,

except for the first case when (x, v) ∈ NR ∩ {x1 ≤ −v31}. Clearly ψ satisfies the correct

bound. From Lemma 4.6.1, we have that x1 ≤ R|v1|. This implies that

E (−v1R/x1) ≥ E(1) ≈ 1.

Finally, we notice that

R ≤ x1
|v1|

≤ |v1|3

|v1|
= |v1|2.

It follows that ψ̂ = 1.

We now need to show the main estimate (4.31). This proceeds by considering each of

the subdomains on which µR is nonzero one at a time. Given its definition (4.61), there are

eight cases to check: there are three functions, each having one region where it takes the

constant value one and one region where it varies.

# Case one:
−Rv1
x1

≥ 1,
−v31
x1

≥ 1, and
2v1√
R

− 1 ≥ 1.

Let us note that the last inequality yields

v21 ≥ R. (4.63)

In this case, letting ρ = −Rv1
x1

,

∆vχ+ v · ∇xµ̃R =
R

2

x21
E ′′ +

Rv21
x21

E ′ =
z2

v21

(
E ′′ +

v21
R
E ′
)

≤ z2

v21
(E ′′ + E ′) ≤ 0.
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The second-to-last inequality follows by (4.63) and the fact that E ′ ≤ 0. The last inequality

follows by (4.62). This is clearly (4.31) in this case.

# Case two:
−Rv1
x1

≥ 1,
−v31
x1

≥ 1, and
−2v1√
R

− 1 ∈ (1/2, 1). (4.64)

In this case,

(∆v + v · ∇x) µ̃R =

(
R

2

x21
E ′′ψ̂ +

4
√
R

x1
E ′ψ̂′ +

4

R
Eψ̂′′

)
+

(
v21R

x21
E ′ψ̂

)

≤ R
2

x21
E ′′ψ̂ +

4

R
Eψ̂′′.

(4.65)

In the inequality, we used that E is decreasing, while ψ̂ is increasing.

Notice that for any ε > 0 and z ≥ 0,

1 ≲
x1
|v1|3

e
− εv31

x1 and |E ′(ρ)|, |E ′′(ρ)|, E(ρ) ≲ e−ρ.

We look only at the first term in (4.65); however, the second term is handled similarly. Then,

R2

x21
E ′′ψ̂ ≲

R
2

x21
e

v1R
x1 ≲

R
2

x21
e

v1R
x1

( x31
|v1|9

e
− εv31

x1

)
=
R

13/4

R
5/4

x1
|v1|9

e
v1R
x1 e

− εv31
x1 ≤ R

13/4

R
5/4

x1
|v1|9

e
v31
x1 e

− εv31
x1

≈ R
13/4

R
5/4

x1

R
13/4|v1|5/2

e
v31
x1 e

− εv31
x1 ≲

1

R
5/4
φ̃(x, v).

In the inequality on the second line and in “≈” on the last line, we used that, by the third

item in (4.64),

3
√
R

4
≤ −v1 ≤

√
R.

This is clearly (4.31) in this case.

# Case three:

−v1R
x1

≥ 1, −v
3
1

x1
∈ (1/2, 1) and − 2v1√

R
− 1 ≥ 1.

We claim that this case cannot happen. Indeed, the first and third inequalities above yield

x1 ≤ −v1R ≤ −v31,
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while the second implies that

x1 > −v31.

This is a contradiction. Hence, case three cannot occur.

# Case four:

−v1R
x1

≥ 1, −v
3
1

x1
∈ (1/2, 1), and − 2v1√

R
− 1 ∈ (1/2, 1).

This case involves the most derivatives since all three cutoff functions are varying. That

said, it is fundamentally the same as case two, while being slightly easier because

x1 ≈ −v31 ≈ R
3/2

and φ̃(x, v) ≈
√
−v1.

As such, we omit its proof.

# Case five:

−v1R
x1

< 1, −v
3
1

x1
≥ 1, and − 2v1√

R
− 1 ≥ 1.

This case is precisely when µ̃R ≡ 1. Hence

(∆v + v · ∇x)µ̃R = 0,

which clearly yields (4.31) in this case.

# Case six:

−v1R
x1

< 1, −v
3
1

x1
≥ 1 and − 2v1√

R
− 1 ∈ (1/2, 1). (4.66)

This case cannot occur. Indeed, the first and second inequalities in (4.66) imply that

−v1R < x1 ≤ −v31,

which implies that v21 > R. On the other hand, the last inequality in (4.66) implies that

−v1 <
√
R.

These are in contradiction (recall that −v1 ≥ 0).

# Case seven:

−v1R
x1

< 1, −v
3
1

x1
∈ (1/2, 1) and − 2v1√

R
− 1 ≥ 1.
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From the first and second inequalities, we see that

x1 ≈ −v31 ≳ R
3/2
.

Hence,

φ̃(x, v) ≈
√
−v1.

We also notice that ψ is the only term in µ̃R not equal to 1 on this domain. Hence,

(∆v + v · ∇x) µ̃R =
9v4

x2
ψ′′ − 6v

x
ψ′ +

v4

x2
ψ′

≲
1

v21
≲

√
−v1
R

5/4
≈ φ̃(x, v)

R
5/4

.

Thus, we have established (4.31).

# Case eight:

−v1R
x1

< 1, −v
3
1

x1
∈ (1/2, 1), and

2v1√
R

− 1 ∈ (1/2, 1).

In this case, we have

x1 ≈ −v31 ≈ R
3/2
.

From this point, the proof is essentially the same as in the previous case, and, thus, is

skipped. This completes the proof of Lemma 4.4.3.

4.7 Other technical lemmas

4.7.1 Understanding (x, v) in PR

Proof of Lemma 4.5.4. Let z = (0, x, v) for ease. It is easy to see that the infimum in (4.25)

is attained, up to including the boundary ({0} × Rd−1)2, so we fix ζ = (τ, ξ, ω) such that

z ◦ ζ ∈ R× γ− and

~ζ~ = dist(R× γ−, z) ≤
√
R.

(4.67)

Since z ◦ ζ = (τ, x+ ξ + τv, v + ω), then we have the constraints

0 = x1 + ξ1 + τv1 and v1 + ω1 > 0. (4.68)
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It is clear from the second inequality in (4.67), as well as the definition (4.23) of ~ · ~, that

|ω1| ≤ 2
√
R,

This can be seen by noting that

√
R ≥ min

w
max{|ω − w|, |w|} ≥ |ω|

2
. (4.69)

Hence, the second line of (4.68) yields

−v1 < ω1 ≤ 2
√
R,

as desired.

Next, notice that the definition (4.23) of ~ · ~ and the second line of (4.67) implies that

|τ | ≤ R. Hence, if

|ξ1| ≤ 3R
3/2 (4.70)

then we immediately have

x1 = −ξ1 − τv1 ≲ max{3R3/2, Rv1},

as desired.

To see (4.70), let w be the minimizer in the definition (4.23) of ~ · ~. Then, by arguing

exactly as in (4.69), we find |w| ≤ 2
√
R. We deduce that

R
3/2 ≥ |ξ − τw| ≥ |ξ| − 2R

3/2,

from which (4.70) follows. This concludes the proof.

4.7.2 Understanding (x, v) in OR

Proof of Lemma 4.5.5. By the symmetry of γ− and γ+, we immediately see that

x1 ≤
R

10
max{−v1, 3

√
R/10} (4.71)

since dist(R× γ−, (0, x, v)) ≤
√

R/10; see Lemma 4.5.4. This is useful in the sequel.

If −v1 ≥
√

R/2, then we find

x1
|v1|

≤


3R

103/2
√

1/2
if − v1 ≤ 3

√
R/10,

R
10

if − v1 ≥ 3
√

R/10.
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Hence,
x1
|v1|

≤ R

5
,

and the proof is finished in this case.

Next consider when

|v1| = −v1 <
√

R/2. (4.72)

In view of (4.71), this yields

x1 ≤
3R3/2

103/2
<
R3/2

23/2
. (4.73)

By definition, we find

dist(R× γ−, (0, x, v)) ≥
√

R/2.

Letting

ζ =
(
R
4
,
(
−x1 − R

4
v1, 0

)
, (−v1, 0)

)
we have that z ◦ ζ ∈ R× γ− and, hence,

~ζ~ ≥
√

R/2.

Taking w = 0 in the definition (4.23) of ~ · ~, we find

max
{
|R
4
|1/2,

∣∣x1 + Rv1
4

∣∣1/3 , |0|, |v1 − 0|
}
≥
√

R/2.

By (4.72), it follows that (R
2

)3/2

≤
∣∣∣∣x1 + Rv1

4

∣∣∣∣ .
If the term in the absolute value is negative, we find

x1 < −Rv1
4

=
R|v1|
4

from which the conclusion follows. If the term in absolute value is nonnegative, we find(R
2

)3/2

+
R|v1|
4

≤ x1.

This contradicts (4.73). The proof is concluded.
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4.7.3 Understanding (x, v) in NR

Proof of Lemma 4.4.2. Fix ε > 0 to be chosen. Let us first consider the case where |v1| ≥
ε
√
R. Applying Lemma 4.6.1, we see that

x1 ≥
R|v1|
10

≥ εR3/2

10
. (4.74)

If x1 ≥ |v1|3 then, by (4.2),

φ̃(x, v) ≈ x
1/6
1 ≳ R

1/4.

We used (4.74) in the last inequality.

If x1 < |v1|3, then, applying the assumption v1 > 0 and, by (4.2),

φ̃(x, v) ≈
√
v1 ≳ R

1/4.

This finishes the proof in this case.

Now we consider the case |v1| ≤ ε
√
R. Recall from (4.28), that

dist(R+ × ∂Hd × Rd, (0, x, v)) ≥
√

R
10
.

Let

ζ = (τ, ξ, 0) = (R/20, (−x1 − τv1, 0), 0),

and notice that 0 = x1 + ξ1 + τv1. Hence,√
R
10

≤ dist(R+ × ∂Hd × Rd, (0, x, v)) ≤ ~ζ~.

Taking w = 0 in the definition (4.23) of ~ · ~, we find√
R
10

≤ max
{
|R/20|1/2, |x1 + τv1|

1/3, |0|, |0|
}
.

It follows that √
R
10

≤ |x1 + τv1|
1/3.

Rearranging this, we find
R3

103
− R

20
|v1| ≤ x1.

Using that |v1| ≤ ε
√
R and possibly decreasing ε, we deduce that

R3

104
≤ x1.

Further decreasing ε, if necessary, we see that |v1|2 ≤ x1, whence

φ̃(x, v) ≈ x
1/6
1 ≳ R

1/4.

Here, we once again used the asymptotics of φ̃ given in (4.2). This concludes the proof.
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4.8 The whole space case: Corollary 4.1.3

The proof of Theorem 4.1.2 follows exactly the outline of the proof of Proposition 4.5.2.

The only modification to be made is to take the cutoff function ψ in (4.47)-(4.48) to be

supported on B. As such, we omit the proof.

In this section, we provide a brief outline of the proof of the whole-space time decay. The

work here is similar to, but much simpler than, the proof of Theorem 4.1.1.

Proof of Corollary 4.1.3. Let us note that

d

dt

∫
f dx dv =

∫
(∇ · (a∇vf)− v · ∇xf) dx dv = 0.

Hence, the L1-norm is conserved:

∥f(t, ·, ·)∥L1(R2d) =

∫
fin dx dv. (4.75)

The main step is obtaining an L1 → L2 bound on the solution operator Stfin = f(t). We

do this by combining the Nash inequality with the energy equality.

Let us begin with the energy equality. Multiplying (4.9) by f , integrating, and then

integrating by parts, we obtain, for any 0 ≤ t′ ≤ t,

E(t) +

∫ t

t′
D(s) ds ≲ E(t) +

∫ t

t′

∫
∇vfa∇vf dz ≤ E(t′), (4.76)

where we borrow the notation for E and D from the proof of Theorem 4.1.1 (see (4.33)).

Let us point out that, as a result of (4.76), E is decreasing in time.

As in the proof of Theorem 4.1.1, we note that∫ t

t′
D(s) ds ≈ JfK2H1

kin([t
′,t]×R2d)

(recall (4.19)).

Now we introduce the Nash inequality to control the quantities in (4.76). Indeed, applying

Theorem 4.1.2 with the choices s0 =
√

t/4, s =
√
εt for ε ∈ (0, 1/4) to be chosen,

Ω1 = [t/2, t]× R2d, Ω2 = [t/4, t]× R2d, and B = {z ∈ (0, 1]× R2d : dist(z, 0) ≤ 1},

we deduce that∫ t

t/2

E(s) ds ≲
εt

δ

∫ t

t/4

D(s) ds+ δ

∫ t

t/4

E(s) ds+
t2

(εt)2d+1

(∫
fin dx dv

)2
, (4.77)
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where δ > 0 is a parameter to be chosen and where we applied (4.75).

Fix α > 0 to be chosen and let

α = α
(∫

fin dx dv
)2
.

Define

t0 = sup
{
t : E(s) ≤ α

s2d
for all s ∈ (0, t]

}
.

Up to approximation, we may assume that fin is smooth and compactly supported, whence

t0 > 0. Our goal is to show that t0 = ∞. Hence, we argue by contradiction assuming that

t0 is finite.

Clearly E(t0) = αt−2d
0 and E(s) ≤ αs−2d for all s ≤ t0. Using this in (4.77) and recalling

that E is decreasing in time yields

α

t2d−1
0

= t0E(t0) ≲
εt0
δ

∫ t0

t0/4

D(s) ds+
δα

t2d−1
0

+
α

ᾱε2d+1(εt0)2d−1
. (4.78)

Using (4.76) and the definition of t0, we have∫ t0

t0/4

D(s) ds ≤ E(t0/4) ≤ 42dα

t2d0
.

Including this in (4.78), we find

α

t2d−1
0

≲
ε

δ

α

t2d−1
0

+
δα

t2d−1
0

+
α

ᾱε2d+1(εt0)2d−1
.

This is clearly a contradiction after choosing, in order, δ and ϵ small and α large. It follows

that t0 = ∞.

The rest of the proof is simple functional analysis. From the fact that t0 = ∞, we deduce

that ∫
R2d

f(t, x, v)2 dx dv ≲
1

t2d

∫
fin dx dv.

This can be rephrased as

∥St∥L1→L2 ≲
1

td
.

Of course, the same inequality follows for the solution operator S̃t adjoint equation

(∂t − v · ∇x)f = ∇v · (a∇vf) in R+ × R2d.
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Hence, the operator S̃∗
t : L2 → L∞, which is again a solution operator of (4.9), satisfies

∥S̃∗
t ∥L2→L∞ ≲

1

td
.

Writing f(t) = S̃∗
t/2S̃

∗
t/2fin, we deduce

∥f(t)∥L∞(R2d) = ∥S̃∗
t/2St/2fin∥L∞(R2d) ≲

1

td
∥St/2fin∥L2(R2d) ≲

1

td
1

td
∥fin∥L1(R2d),

which concludes the proof.

4.A A kinetic version of Young’s convolution inequal-

ity

Let us note that the main inequality in the following lemma is well-known. Indeed, it

is known as Young’s convolution inequality for integrals with respect to the bi-invariant

Haar measure associated to a locally compact group. In our case, the group is (R2d+1, ◦).
We include it here for completeness and, importantly, because the change in domain of

integration is crucial to our results above.

Lemma 4.A.1. Fix any measurable sets A,B ⊂ R2d+1. Let g and ψ be measurable functions,

and let the indices r, p, q ∈ [1,∞] satisfy

1

r
+ 1 =

1

p
+

1

q
.

If suppψ ⊂ B, then

∥g ∗ ψ∥Lr(A) ≤ ∥g∥Lp(A◦B−1)∥ψ∥Lq(B).

We recall the definition (4.22) of A◦B−1 and the definition (4.26) of the kinetic convolution.

Proof. Fix any z ∈ A. Let us note that

1

r
+
r − p

rp
+
r − q

rq
=

1

p
+

1

q
− 1

r
= 1.

Hence, applying the generalized Hölder inequality to the suitably re-written convolution, we
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have

|(g ∗ ψ)(z)| ≤
∫
B

|g(z ◦ z̃−1)||ψ(z̃)| dz̃

=

∫
B

|g(z ◦ z̃−1)|1+
p
r
− p

r |ψ(z̃)|1+
q
r
− q

r dz̃

=

∫
B

|g(z ◦ z̃−1)|
p
r |ψ(z̃)|

q
r |g(z ◦ z̃−1)|1−

p
r |ψ(z̃)|1−

q
r dz̃

=

∫
B

(
|g(z ◦ z̃−1)|p|ψ(z̃)|q

) 1
r |g(z ◦ z̃−1)|

r−p
r |ψ(z̃)|

r−q
r dz̃

≤
∥∥∥(|g(z ◦ ·−1)|p|ψ|q

) 1
r

∥∥∥
Lr(B)

∥∥∥|g(z ◦ ·−1)|
r−p
r

∥∥∥
L

pr
r−p (B)

∥∥∥|ψ| r−q
r

∥∥∥
L

qr
r−q (B)

.

We simplify two of the norms above. First, we clearly have∥∥∥|ψ| r−q
r

∥∥∥
L

qr
r−q (B)

= ∥ψ∥
r−q
r

Lq(B) .

Additionally, by using that z ◦B−1 ⊂ A ◦B−1, we see that∥∥∥|g(z ◦ ·−1)|
r−p
r

∥∥∥
L

pr
r−p (B)

=
∥∥g(z ◦ ·−1)

∥∥ r−p
r

Lp(B)
= ∥g(z ◦ ·)∥

r−p
r

Lp(B−1) ≤ ∥g∥
r−p
r

Lp(A◦B−1). (4.A.1)

Here, we used that the Jacobian associated to z̃ 7→ z̃−1 is one.

In summary, we have arrived at, for any fixed z ∈ A,

|(g ∗ ψ)(z)| ≤
(∫

B

|g(z ◦ z̃−1)|p|ψ(z̃)|q dz̃
)1/r

∥g∥
r−p
r

Lp(A◦B−1) ∥ψ∥
r−q
r

Lq(B) .

We now integrate over all z ∈ A, use the Fubini-Tonelli theorem, and enlarge the domains

as we did in (4.A.1) to find:

∥g ∗ ψ∥rLr(A) ≤ ∥g∥r−p
Lp(A◦B−1) ∥ψ∥

r−q
Lq(B)

∫
A

(∫
B

|g(z ◦ z̃−1)|p|ψ(z̃)|q dz̃
)
dz

≤ ∥g∥r−p
Lp(A◦B−1) ∥ψ∥

r−q
Lq(B)

∫
B

|ψ(z̃)|q
(∫

A

|g(z ◦ z̃−1)|p dz
)
dz̃

≤ ∥g∥r−p
Lp(A◦B−1) ∥ψ∥

r−q
Lq(B)

∫
B

|ψ(z̃)|q
(∫

A◦B−1

|g(ζ)|p dζ
)
dz̃

= ∥g∥rLp(A◦B−1) ∥ψ∥
r
Lq(B) .

The proof is complete after taking each side to the 1/r power.
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