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abstract 
 

This is an exploratory research project to investi-
gate how to develop a cognitive situated approach 
to studying aspects of simultaneous interpreting in 
quantitative, confirmatory research approaches. 
On the surface, this project studied the potential 
benefits of using InterpretBank in twenty-two Chi-
nese L1 and English L2 interpreting trainees. This 
dissertation also aims to open up new possibilities 
while it strives to connect with our rich tradition—
in particular, it combines emergent tendencies and 
trends that seem to lead in the right direction. For 
these reasons, sometimes it may feel like a hybrid. 

Enrolled in Chinese MA interpreting pro-
grams, the informants were mostly 2nd-year, fe-
males, with an average age of 24.7. The source 
materials for these tasks were (topic-, register- and 
speaker) matching pairs of the transcripts of popu-
lar science podcasts. Informants worked on one 
transcript from each pair to compile their glossa-
ries. The other text in each pair was edited for SI 
and enhanced with 33 potential problem triggers 
(unigrams, bigrams, trigrams). Three terms out of 
those 33 were repeated twice to study rehearsal 
and recall. Added terms were selected using 
BootCaT and AntConc. The scripts were validated 
by an English L1 interpreter and interpreting 
trainer, recorded by three English L1 speakers, and 
streamed via Microsoft Stream. 

This exploratory study adopted a pretest and 
posttest design, collecting data remotely through 
screen recording (TechSmith Capture), keylogging 
(Pynput), and surveys (Microsoft Forms and 
PsyToolkit) in three cycles, each corresponding to 
one text pair. The independent variable was the use 
of Excel or InterpretBank. After Cycle I (pre-test 
and baseline), the sample was split into control (Ex-
cel) and experimental (InterpretBank) groups. All 
informants received a treatment. Excel informants, 
on searching multimodal information; experi-
mental informants, on the use of relevant Interpret-
Bank features. Tool choice was compulsory in Cycle 
II (post-test 1), but not in Cycle III (post-test 2). In-
dividual glossaries were replaced by master 

glossaries that informants revised before each RSI 
task. We adopted a cluster of fluency and accuracy 
indicators plus ear-key span and eye-voice span.  

All informants complied their own glossaries 
on the text A in each pair, which were merged and 
adapted by the researcher into master glossaries 
that were then returned to informants for them to 
review, tweak, and use such master glossaries in 
the booth tasks. InterpretBank informants spent 
less time on glossary compilation, generated more 
terms, and took less time per term than Excel in-
formants did when compiling their glossaries. 
However, InterpretBank glossaries compiled with 
automatic term extraction were less diverse and 
longer. No significant differences between groups 
were noted in fluency indicators across the cycles, 
except for an increase in bumps (production flow 
gaps between 200 and 600ms) in Cycle II for the In-
terpretBank group. InterpretBank informants pro-
duced more correct renditions in Cycles II and III, 
but no statistically significant difference was ob-
served per cycle between groups in other accuracy 
indicators (i.e., correct, adequate, wrong, and 
skipped terms).  

Five interpreting PhD volunteers holistically 
assessed the quality of informants’ renderings. 
Their assessments were checked for inter-rater re-
liability and also cross-referenced with the clusters 
of fluency and accuracy quantitative performance 
indicators. InterpretBank informants consistently 
outperformed Excel informants in quality ratings 
throughout the cycles, suggesting a positive impact 
of InterpretBank on RSI rendering quality. Some In-
terpretBank implementations may raise concerns 
regarding cognitive ergonomics, particularly in the 
context of logographic languages like Chinese, po-
tentially diminishing its utility. In a nutshell, from 
the perspective of determining the potential bene-
fits of using InterpretBank for Chinese interpreting 
trainees, results were mixed. From the perspective 
of developing methods for the cognitive situated 
study of interpreting, I humbly think the project 
holds promise.
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riassunto 
 
Questo progetto è incentrato sullo studio dei potenziali 
benefici dell'uso di InterpretBank in ventidue interpreti 
(L1 cinese e L2 inglese). Tutti i partecipanti hanno 
svolto tre cicli di attività, ciascuno composto da un task 
di compilazione di glossari e un task in cabina RSI. Il 
primo ciclo è stato utilizzato come punto di riferimento 
comportamentale. In seguito, gli informatori sono stati 
divisi in due gruppi e trattati in maniera differente, ov-
vero svolgendo i cicli II e III utilizzando strumenti di-

versi (Excel o InterpretBank). La scelta dello strumento 
era obbligata nel Ciclo II e libera nel Ciclo III. I dati sono 
stati raccolti da remoto. 

I partecipanti, iscritti a un master di interpreta-
riato in una università cinese di alto livello, erano per lo 
più studenti del secondo anno, di sesso femminile, con 
un'età media di 24,7 anni. I materiali usati come fonte 
per i task erano coppie di script (con dei temi e i rispet-
tivi relatori) di podcast di divulgazione scientifica. I par-
tecipanti hanno lavorato con un testo della coppia per 
compilare i loro glossari, mentre l'altro testo è stato mo-
dificato per l'interpretazione simultanea e arricchito 

con 33 potenziali trigger di problemi (unigrammi, bi-
grammi, trigrammi). Nei testi di interpretazione simula-
tanea, tre di quei 33 termini sono stati ripetuti due volte 
per studiare gli effetti della ripetizione e del richiamo. I 
termini aggiunti sono stati selezionati utilizzando Boot-
CaT e AntConc. Gli script sono stati convalidati da un in-
terprete madrelingua inglese e docente di 
interpretariato, registrati da tre parlanti nativi inglesi e 
trasmessi tramite Microsoft Stream. 

Questo studio esplorativo ha adottato un design di 
pre-test e post-test, raccogliendo dati da remoto attra-
verso la registrazione dello schermo (TechSmith Cap-

ture), il keylogging (Pynput) e sondaggi (Microsoft 
Forms e PsyToolkit) in tre cicli, ciascuno corrispondente 
a una coppia di testi. La variabile indipendente era l'uso 
di Excel o InterpretBank. Dopo il Ciclo I (pre-test e punto 
di riferimento), il campione è stato diviso in gruppi, di 
controllo (Excel) e sperimentale (InterpretBank). I par-
tecipanti che hanno lavorato con Excel si sono concen-
trati sulla ricerca di informazioni multimodali, mentre i 
partecipanti sperimentali si sono concentrati sull'uso di 

funzionalità rilevanti di InterpretBank. La scelta dello 
strumento era obbligata nel Ciclo II (post-test 1), ma 
non nel Ciclo III (post-test 2). I glossari individuali sono 
stati sostituiti da glossari generali che gli informatori 
hanno revisionato prima di ogni task RSI. Nello studio è 
stato adottato un gruppo di indicatori di fluenza e di ac-
curatezza, oltre all'ear-key span e all'eye-voice span.  

Tutti i partecipanti hanno compilato i propri glos-
sari sul testo A di ogni coppia. I glossari individuali sono 

stati uniti e adottati come glossari generali dai parteci-
panti nei task in cabina. 

I partecipanti che hanno utilizzato InterpretBank 
hanno impiegato meno tempo nella compilazione dei 
glossari, hanno generato più termini e hanno impiegato 
meno tempo per ogni termine rispetto agli utenti di Ex-
cel. Tuttavia, i glossari InterpretBank compilati con l'e-
strazione automatica dei termini sono risultati meno 
diversificati e più lunghi. Non sono state rilevate diffe-
renze significative tra i gruppi negli indicatori di fluidità 
nei vari cicli, a eccezione di un aumento dei "bump" 
(vuoti di produzione tra 200 e 600 ms) nel II ciclo per il 

gruppo InterpretBank. Gli informatori di InterpretBank 
hanno prodotto un maggior numero di rese corrette nei 
cicli II e III, ma non è stata osservata alcuna differenza 
statisticamente significativa tra i gruppi per quanto ri-
guarda gli altri indicatori di accuratezza (ovvero, ter-
mini adeguati, errati e omessi). 

Cinque volontari tra gli studenti di dottorato in in-
terpretazione hanno valutato olisticamente la qualità 
della resa degli informatori. Le loro valutazioni sono 
state controllate per verificare l'affidabilità inter-rater e 
sono state incrociate con i cluster di indicatori di perfor-
mance quantitativi di fluidità e accuratezza. 

Gli informatori di InterpretBank hanno costante-
mente superato gli informatori di Excel nelle valutazioni 
della qualità durante tutti i cicli, suggerendo un impatto 
positivo di InterpretBank sulla qualità dei rendering RSI. 
Tuttavia, alcune implementazioni di InterpretBank pos-
sono sollevare problemi di ergonomia cognitiva, in par-
ticolare nel contesto di lingue logografiche come il 
cinese, riducendone potenzialmente l'utilità. 

 



 

 ix 

 
 

glossary 
 
 

ASR Automatic Speech Recognition 

CAI Computer Assisted Interpreting 

CI Consecutive Interpreting 

cognitive demand Environmental or task-related factors which tend to induce a 
certain level or degree of cognitive efforts 

cognitive effort Level or degree of mental resources or energy applied to meet 
self-generated, environmental or task demands 

cognitive load a broad term that may refer to either the demand or the effort, 
or both 

CSV comma-separated values 

CTIS Cognitive Translation and Interpreting Studies 

E2K ear-key span 

I2V eye-voice span 

EVS ear-voice span 

EVS1 Chunk-initial EVS 

EVS2 Chunk-final EVS 

IKI Inter keystroke Interval (time span between two keypresses) 

multimodal ethograms Grid of synchronized, aligned behavioral data including the 
source speech soundtrack, multimodal movie with voice-over, SI 
rendering/source speech soundtrack and keylogging data. 

RSI Remote Simultaneous Interpreting 

RT reaction time or response time 

SI   Simultaneous Interpreting 

WM   working memory 
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Chapter 1 
 

introduction 

 
 
Computer-assisted interpreting (CAI) tools have been used for a decade, and a new 
generation now adds voice recognition that may be incorporated in consecutive 
interpreting (S. Chen & Kruger, 2023) and simultaneous interpreting. The COVID 
pandemic led to an explosion in the remote interpreting market and a few studies 
have found that CAI tools may be beneficial for interpreters when at task (e.g., De-
francq & Fantinuoli, 2021; Fantinuoli et al., 2022; Prandi, 2023). 
 The goal of this doctoral research project was to develop and formulate a sit-
uated approach to the assessment of CAI tool use that will take on board the cog-
nitive dynamics of full tasks of remote SI, mainly to capture the impact of glossary 
compilation on the booth task. It further aimed to test the usefulness of Interpret-
Bank as an example of third-generation CAI tools for Chinese-L1 interpreting 
trainees and its potential effects on the quality of renderings. 

To elucidate this subject matter, we shall first explicate the terminology 
employed, subsequently focusing on the area of remote interpreting and its 
correlation with documentation behavior and conclude with an examination of 
computer-assisted interpreting tools. Documentation behavior, in the present 
study, refers to the full cycle of finding, processing, storing, and retrieving 
information. Finding information involves activities like performing web searches 
(e.g., using keywords in search engines) and consulting online reference materials 
(print sources are included but rare). Processing information entails analyzing, 
summarizing, or reorganizing the found information (e.g., translation, 
pronunciation) to make it more understandable and applicable. Storing information 
covers actions such as creating new entries in a glossary, knowledgebase, or 
database, as well as taking notes or writing documentation. Retrieving information 
refers to searching for and accessing information stored in glossaries, 
knowledgebases, personal notes, or documentation when needed.  

Some parameters in behavioral research defy comprehensive quantification, 
but quantitative research in this exploratory study is not solely about computing 
numbers, but about reaching intersubjectively valid understandings. This should 
make this research project more reliable, but reliability should not be confused 
with exhaustivity. We caution readers against expecting definitive conclusions 
about the quality and utility of InterpretBank; rather, our objective is modest—we 
aim to glean insights through selected quantitative indicators, but our focus is on 
the methods. In particular, we aim to test several approaches, constructs and in-
dicators that might substantiate a cognitive translatological (situated) approach 
(among others) to studying interpreting behavior and task results. The present 
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study is thus mainly exploratory, so rather than looking at a target and see a bullet 
hit it, it may sometimes feel more like watching fireworks in the dark. Yet precisely 
because it explores new venues for empirical, quantitative, confirmatory research, 
it sometimes seems to be close to it. 

This dissertation adopted the IMRaD (introduction, methods, results, and dis-
cussion) structure to organize the content. The first chapter lays the foundation 
for the research by providing a cognitive framework for language, communication, 
and interpreting. It discusses human-computer interaction and reviews existing re-
search on CAI tools, specifically InterpretBank. The chapter also covers the quality 
evaluation of interpreting renditions (see § 1.6), including terminology accuracy and 
evaluating the performance of CAI tool users. It outlines the research question and 
hypotheses in § 1.7. This chapter culminates with the formulation of a research ques-
tion and hypotheses concerning the utilization of CAI-supported interpreting activi-
ties, followed by a brief conclusion. Bridging the gap between theoretical exposition 
and CAI tool, the ensuing chapter transitions from a general discussion on the princi-
ples of CTIS to a focused exploration of the specific impacts and implications of Inter-
pretBank in the realm of CAI study. 

The second chapter describes the research methods employed in the study. It 
details the profiling of 22 informants, the input materials (source text preparation, 
potential problem triggers, and source speech recording), and the application var-
iables (Excel and InterpretBank). The data collection applications, including Mi-
crosoft Stream, Pynput (keylogger), and TechSmith Capture (screen recording), are 
also included. The study design is composed of glossary tasks, booth tasks, Inter-
pretBank training, surveys, and holistic assessment (see § 2.5). Finally, the chapter 
outlines the data collection and analysis procedures, including data cleaning, coding 
behaviors, and calculating indicators. 
 The third chapter presents the results of the study. It analyzes behavioral data 
collected from individual glossary compilation. Quantitative indicators in fluency 
analysis have been examined regarding false starts, self-corrections, fillers, repeti-
tions, bumps, respites, chunk-initial and chunk-final ear-voice spans (EVS), and the 
duration of source speech chunks and EVS (see § 3.2). Term accuracy analysis was 
also performed by evaluating the rendering of potential problem triggers both as 
first-time terms and repeated terms (see § 3.3). The search behavior of the Inter-
pretBank group in Cycles II and III was analyzed, covering search workflows, ear-
key span, and eye-voice span, problem triggers with InterpretBank search, and 
search duration and dropped chunks. The chapter also presents survey results for 
both the InterpretBank and Excel groups, covering overall opinions, glossary tasks, 
and booth tasks. Finally, it covers also the results of holistic assessment by raters, 
whose performance was analyzed through inter-rater reliability analysis but also 
attending to individual differences in the potential impact of typical quantitative 
quality parameters, to critically assess the validity of the approach to interpreting 
quality evaluation. 

The fourth chapter opens with the discussion of the research hypotheses. It 
further discusses the compilation of glossaries and search behavior findings from 
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the InterpretBank group, the duration of source speech chunks and EVS, and ho-
listic assessment by raters. Chapter five addresses the general conclusions and im-
plications of the research, highlighting the main findings and their implications for 
relevant stakeholders. It also acknowledges the limitations of the study and pro-
vides suggestions for future work in the field of CAI and RSI within a cognitive-
situated perspective. 

Throughout this dissertation, the pronoun we will be used to refer to myself. 
The use of we is not merely a way to show modesty; rather, it implies that the work 
has been promoted and carried out not just by the author, but also by those who 
have contributed to the research in various ways. This includes but is not limited to, 
those who helped create the source speech, those who assisted in spreading the 
word for recruiting informants, and those who contributed to the research design. 
However, I am the sole author of this dissertation, in the most legal, restrictive sense. 
This work is thus mine; I assert it is original, and I am the only one to blame. 

 
 

1.1 Cognitive framework  
 
The cognitive study of simultaneous interpreting has traditionally focused on 
memory, and the use of glossaries in interpreting may also be approached, in 
terms of extended cognition (Clark & Chalmers, 1998; Sprevak, 2019), as resorting 
to an external memory to support other cognitive functions. Cognitive psychology 
and psycholinguistics entertain over 20 types of memories, understood from dis-
tinct perspectives. Systematic research on memory truly began in the 1960s, with 
Atkinson & Shiffrin’s (1968) model, which included a sensory register and two 
stores, one for short-term remembering, and the other one for long-term memo-
ries. Since then, the short memory or working memory (WM) store sparked debates 
on its nature and functions and stimulated further models. 

Baddeley & Hitch (1974) proposed a multicomponent model of WM, 
incorporating elements for processing visual and auditory information. Baddeley 
(2000) enlarged this model to include an episodic buffer. This new component aimed 
to provide a more comprehensive, modular explanation of WM processes. Baddeley 
& Hitch’s model has undergone further significant changes, evolving to be more 
situated and multimodal (Muñoz & Tiselius, in press). The central executive has been 
replaced by Norman & Shallice’s (1986) supervisory attention system. The episodic 
buffer has become a slave store linked to long-term memory. The visuospatial 
sketchpad now processes haptic feedback, and the phonological loop now also deals 
with sign and lip reading, as well as environmental sounds (Yao, 2021). 

In contrast to this multi-component framework, Cowan (1999) proposed a 
simpler model of WM. In his view, memory is a single repository for storing and 
manipulating information. In order to be used, information needs to be activated, 
and this can happen to various degrees. The information activated in your (long-
term) memory is your “working memory”. Here, WM is like a pan where various 
types of information can be placed and manipulated. Cowan’s model does not 
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negate the contributions of previous models (Cowan, 2017), but rather offers a 
more consolidated explanation, suggesting a singular, flexible memory system 
capable of various manipulations. Cowan’s WM model is not only noteworthy for 
its simple, Occamian approach, but also for its emphasis on the role of attention, a 
factor that previous models may not have sufficiently addressed. This aspect is 
crucial because, as defined by Merriam-Webster dictionary, attention is ‘the act or state 
of applying the mind to something’. This is intimately linked with our understanding of 
memory within cognitive translatology (see Muñoz, 2010, 2023; Muñoz & González, 
2021), a situated approach that we justify below. 

In Cowan’s framework, memory is seen as supporting action through steering 
attention. For instance, when trying to remember the password of a website, we 
may allocate more memory resources to this focus of interest by focusing our 
attention on it. Rehearsing the symbol string in memory becomes a task by itself, 
which shows the practical and realistic workings of this model. Cowan’s approach 
is particularly relevant in our study of interpreters’ behaviors when using CAI tools 
(see also Mizuno, 2005). Cowan’s emphasis on the interplay between memory and 
attention provides a robust framework for explaining the cognitive processes our 
informants engage in during RSI tasks with the support of CAI tools. In adopting this 
model, we move away from the traditional focus in interpreting research on the 
stable capacities of interpreters and even on the purported innate faculties of their 
cognitive systems and into the changing patterns of cognitive resource management 
and allocation, the way interpreters steer their attention while multitasking and 
regulate their mental efforts while interacting with the environment.  

In other words, multicomponent WM models are not considered so important 
in the present study, even though we acknowledge that WM is as crucial as 
portrayed in other research approaches. We adopt, in brief, a situated approach 
that is distinctively human-oriented. Departing from this point, we discuss the 
cognitive demand (input) and cognitive effort (output) in the interaction between 
human, environment, and stimuli. Cognitive demand refers to the tendency of 
environmental stimuli and tasks to prompt different degrees of cognitive effort 
that can be linked to goal-oriented, adaptive behavior. Demands may be measured 
by focusing on relevant independent variables, such as sentence length, 
vocabulary frequency, term density, and speech delivery rate. Cognitive effort 
refers to mentally investing higher amounts of metaphorical mental energy to 
carry out a task or handle several tasks simultaneously. Cognitive effort is an 
adaptive response that is affected by demands; it is usually measured through 
physiological indicators, such as pupil dilation and heart rate variability, and 
behavioral indicators, such as the frequency and length of fillers and pauses. 
Cognitive demands should reflect the general tendency, whereas cognitive effort is the 
actual individual and changing response involving the allocation and management of 
attentional resources to meet those demands (Muñoz, personal communication). 
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1.2 Situating the human mind 
 
Comprising approximately 100 billion neurons (Herculano-Houzel, 2009), the hu-
man brain exhibits a rich interconnectivity. Neurons are dynamically activated, 
and continually altered by experiences and environmental factors. Traveling 
waves of electrical activity are ubiquitous in neural networks, regardless of 
whether one is awake or asleep (Erazo-Toscano & Osan, 2023). Reading this text 
or listening to speech activates neurons and sparks interactions and connections 
of relevant information in your mind that draw from prior experience and build 
meaning for the incoming stimuli. Neuron activation spreads like a fire, wave-like 
activity (Foster & Scheinost, 2024), and activating one piece of information can ac-
tivate the next, and the next, and perhaps an area that we may consider a self-con-
tained whole (e.g., a term, a concept, a memory). So re-reading these words will 
strengthen the neural connections that make those patterns and increase the 
depth of your learning (Sousa, 2022). Artificial neural networks (ANNs) only 
vaguely resemble the real ones. There is a small (but growing) number of ANNs 
but more than 200 biological natural networks. ANNs are organized in layers, usu-
ally up to 20, whereas biological neural networks may have thousands of them, 
since it can rather be seen as a biological, changing, multidimensional mesh. Con-
nections in biological networks are more across than within neural networks, so 
that the whole brain can be described as a single neural network. Furthermore, 
biological networks have a refractory period when they cannot fire (immediately 
after having done so) that does not exist in ANNs that, in turn, need back-propa-
gation to learn, which is unnecessary in neurons. The brain is plastic, and neurons 
grow and die, and change their connections, whereas ANNs can adjust but remain 
basically the same.  

There are other differences between human cognition and digital processing. 
However, we cannot cover them all. For instance, in computers, transmission delays 
are often due to the response time of transistors, which switch within 5 nanoseconds. 
In contrast, human neuron responses typically take 1−5 milliseconds (ms) due to 
biochemical processes and synaptic mechanisms (Groh & Gazzaniga, 2003). 
Compared to machines, brain reactions are slower. Yet human brains predict the next 
stimulus to come and get ready for it by adjusting the activated information in 
memory, as priming effects  have consistently shown (Cowan, 1988; Altarriba & 
Basnight-Brown, 2007; Chmiel, 2018). Computers do not do that. To find the 
appropriate term, they often need to look for it through the whole stored information. 
Thus, despite computers performing faster than humans at first glance, the 
fundamental nature of linear information processes in computers remains unchanged. 

Humans engage with their environment through sensory receptors: sight, 
hearing, smell, touch, and taste. The human brain activates a widespread system of 
neurons that appear to integrate sensory information with states of sensory inputs 
and behavioral responses (Lovallo, 2016). Each sense plays a distinct role in our 
perception and interpretation of stimuli. For instance, the eyes process visual inputs, 
such as observing slides in a conference or reading text on a screen. Ears and 
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kinesthetic awareness detect auditory cues and the navigation of spaces, crucial for 
tasks like using digital devices in conference interpreting. Computers also lack the 
ability to process and integrate sensory information holistically (Doherty, 2020). 

Multisensory integration enables us to coordinate sensory inputs, tailoring our 
responses to the specific demands of our attention, especially in multimodal 
information processing (Muñoz, personal communication). For instance, interpreters 
may simultaneously watch a presenter’s slides and listen to their spoken words 
through headphones. In such scenarios, interpreters might not notice a colleague 
passing a note in the booth, not because they cannot do it, but due to their attention 
being focused on a different source (or, rather, sources) of information (e.g., text in 
the slides, and auditory signal of speeches). Our brain dynamically filters certain 
sensory inputs over others, depending on situational needs in a specific scenario. 
This phenomenon is a key aspect of situated cognition. 

Situated cognition approaches cognitive processes with a special focus on 
interacting with the environment in realistic social situations (Robbins & Aydede, 
2009), emphasizing the dynamic brain activity also during problem-solving 
(Anderson, 2007). It aims to “...understand the development and constitution of 
cognitive systems in changing environments or real-world situations” (Krickel, 
2023, p. 4). Situated cognition asserts that cognitive states are far too ephemeral 
and complex to be conceived of as stable entities. They are rather processes, and 
these mental processes are not brain-internal, self-contained activities isolated 
from the rest of the body and the environment. Cognitive processes unfold as we 
interact with the physical or social environment. In other words, cognition can be 
external to the brain, in that it results from actions involving tools, digital devices, 
and social interactions (Krickel, 2023). 

By extending cognition beyond the brain boundary and considering 
interactions with the environment, new possibilities for thinking and action 
emerge. A fundamental characteristic of situated cognition is that both agents and 
environments shape human interaction, there is no divide between internal and 
external factors. For instance, when we consult a term in a glossary, we depart 
from an “internal” need generated by an “external” input (the source speech). We 
may “internally” seek in our memory and then “externally” in a glossary, but we do 
so with the support of “internal” processes such as reading and assessing the 
information. Once we “internally” choose a certain rendering from the “external” 
palette of options, we process it into the “internal” action plan and then we utter 
it, turning it into an “external” input for other parties to process, whose reaction 
we often assess “internally” as feedback hints. This is the dynamic interaction with 
the environment that situated approaches such as cognitive translatology (see 
Muñoz, 2010, 2023; Muñoz & González, 2021) are mainly interested in.  

Heersmink (2015) proposes three types of information flow in situated 
cognitive systems: (1) One-way information flow from artifact to agent, (e.g., 
websites and dictionaries), where the agent typically does not influence the 
informational content. (2) Two-way information flow, from agent to artifact and 
back. This is common when humans offload information onto their environment 
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to ease memory burdens, creating cognitive artifacts like notetaking for 
interpreters. (3) Reciprocal information flow, where cognitive artifacts are integral 
to ongoing information-processing tasks. For instance, during SI tasks, term 
retrieval using CAI tools and checking screen information involves multiple 
subtasks. Typing letters into the CAI tool to look for a glossary entry, and the results 
from the CAI tool may influence the interpreter’s subsequent rendering. This 
process, whereby interpreters may tend to offload part of their cognitive demands 
onto the CAI tool, may shape later steps in the interpreting process. 

In situated cognitive systems, multiple agents or artifacts can interact within 
the environment (Heersmink, 2015). For instance, interpreters listen to speakers, 
speak out the rendering via a remote interpreting platform, and check translations 
on a CAI tool in another device. In remote interpreting, interpreters may 
collaborate with a boothmate on a single task, taking turns and utilizing different 
CAI tools, exemplifying distributed cognition where a collective of agents performs 
a task using cognitive artifacts. For instance, in RSI, interpreters engage in complex 
cognitive processes. They listen to speakers and produce rendering in a target 
language, often through a remote interpreting platform. Additionally, they may 
consult various CAI tools on separate devices for translation search. This setup 
exemplifies interpreters being embedded in a context that involves interacting 
with multiple artifacts. Taking it a step further, remote interpreting scenarios often 
involve collaboration with a boothmate via a remote interpreting platform. 
Interpreters work together on a single interpreting task, engaging in turn-taking 
and potentially employing different CAI tools. This situation illustrates another 
instance of distributed cognition, where a collective of agents collaborates to solve 
a specific problem or perform a cognitive task. The use of diverse cognitive artifacts 
in this process reflects the dynamic and distributed nature of cognition in RSI. 
 
 
1.3 Language and communication 
 
Language has a double nature. On the one hand, it structures and mediates but does 
not necessarily constrain the workings of our minds. On the other hand, it is part of a 
complex, interactive, imperfect system of symbolic communication (Brice, 2021). 
Language is imperfect because there are as many versions of language as there are 
speakers, organized in language families, dialects, sociolects, registers, uses, and the 
like. That is why interpreters have always been the companions of progress and civi-
lization. In ancient China, 舌人 ‘tongue man’ referred to official interpreters during 
the Zhou dynasty (1046–771 BC). They were expected to be well-versed in foreign 
languages and familiar with different places (Lung, 2005). Their early role highlights 
the longstanding human effort to overcome language barriers. 

Language is dynamic; it evolves in interaction, leading to coining new words 
and forgetting others into the annals of history due to lack of use. This fluid nature 
of languages emerges through interaction. Language is not confined to 
combinations of symbols from a closed set. The material forms these symbols 
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adopt when used entail speech, intonation, pace, body language, gestures, facial 
expressions, references to visual elements in the environment, etc. Tools like 
smartphones, the Internet, and large language models (LLMs) are revolutionizing 
human interaction. This diversification has broadened the palette of our 
interactions, as digitalization impacts nearly all aspects of everyday life. For 
interpreters, “augmented reality” applications exemplify this trend (Gieshoff & 
Schuler, 2022). We can also use natural language to interact with machines, such 
as for prompting image generation in tools like Midjourney and Stable Diffusion.1 
This showcases the evolving landscape of language interaction and its potential 
future developments. 

Meaning is the business of language. Muñoz & Rojo (2018) argue that it results 
from a cognitive constructive process, which is not directly transferrable, and is 
rooted within the human mind. Objects like books, tables, and printed words do not 
inherently possess meaning; instead, they are interpreted thanks to accumulated 
life experience. For instance, consider a three-year-old child encountering a ball for 
the first time. The child initially lacks knowledge about it. However, if the parents 
consistently refer to it as 球 (qiú, ‘ball’) in Chinese, the child gradually forms a 
mental representation of 球 through repeated exposure to the word, alongside 
visual and auditory stimuli. Eventually, the child responds to the auditory stimulus 
of 球 by gazing at or reaching for a ball, illustrating the interplay between language 
and accumulated experiences in information processing. Meaning is thus not 
merely individual, but it is also a social construct that we interiorize. Our mental 
experience is richer than what we codify. That is one of the main reasons that make 
communication possible at all (Muñoz & Rojo, 2018).  

The reading process prompts an interaction between newly acquired 
knowledge and existing knowledge, influenced by experience. That is, reading 
involves cognitive processes to recognize and comprehend stimuli by aligning our 
perceptions with our stored knowledge (Levering & Kurtz, 2019). During this 
process, readers tend to develop a model that we can simplify as consisting of 
three levels of mental elaboration in a (narrative) text (Dijk & Kintsch, 1983; 
Kintsch, 1998): the text surface, the textbase, and the situation model.  

Apprehending the text surface enables conceptualization beyond immediate 
sensory experience. In this model, readers develop the text surface, which 
symbolically reproduces verbatim text information. It is a superficial engagement 
with the text, focusing on word-to-word information without deep comprehension 
(Wannagat et al., 2022). It may be likened to entering the stimulus into the short-
term memory. The second level, the textbase, involves readers grasping the ideas 
described in the text as a progressively aggregated whole, rather than a string of 
specific words or concepts (Zwaan & Rapp, 2006). It is a construction process that 
still does not adopt any particular perspective and can be likened to the immediate 
product resulting from processing a text structure in working memory. The highest 
level of representation, the situation model, involves constructing a mental 

 
1 Midjourney: https://www.midjourney.com/ 
Stable Diffusion: https://stability.ai/ 
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representation of the situation described in the text, activating knowledge that 
extends beyond the explicitly stated content (Kintsch, 1998). Readers often rely on 
their prior knowledge to fill gaps in the text. This is when we make sense of what 
we read. That is, we establish links with the rest of the information we have in our 
long-term memory. 

The situation model is central to comprehension (Zwaan & Rapp, 2006) and is 
thought to govern both production and discourse comprehension (Kintsch & van 
Dijk, 1978; Morales et al., 2022). Generally, when people comprehend, they 
construct mental models by integrating the incoming information with their 
stored knowledge (Morales et al., 2022). Kintsch’s model involves more than just 
constructing the mental representation of the text itself. It also involves 
comprehending and constructing the mental representation of what the text is 
about, integrating the information derived from the text in a step-by-step bottom-
up manner. During the process of constructing the mental representation, the 
model also heavily relies on inference generation in language comprehension 
(Davoudi & Moghadam, 2015). Inference making is an essential process for 
language comprehension, as it allows the generation of information that is not 
explicitly stated in the text (Cain & Oakhill, 1999). Readers, therefore, are not 
passive receivers of information; instead, they play an active role in making 
inferences, in predicting what comes next. 

 
 

 
 

Figure 1. A representation of cascade processing. 
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The Cascade Model of discourse comprehension, as proposed by McClelland 
(1979), illustrates the scheme of discourse information processing at a macro-
level. The concept of a cascade can be likened to that of a waterfall, as depicted in 
Figure 1 after Oakes & Rakiso’s (2019, p. 103) representation. 

In this analogy, information flow is likened to water cascading down a water-
fall, starting at the top and traveling downwards, taking various paths influenced 
by intervening elements. Ultimately, all streams converge in a pool at the bottom, 
symbolizing the culmination of the information processing journey (Harley, 2014; 
Oakes & Rakison, 2019). So, discourse information processing is complex in that it 
entails parallel threads, and not a linear, successive, straightforward process. The top 
level of processing influences tasks that require a high degree of information inte-
gration (e.g., inference and prediction, formerly labeled anticipation as well), like 
taking different paths among stones in the waterfall. 

More than a simple hierarchical structure, the Cascade Model highlights the 
dynamic nature of language use (both with successive and overlapping processes). 
In this model, information flows continuously, allowing each processing stage to 
activate the subsequent stage without necessarily waiting for the completion of 
the previous one. That is, there are overlaps in the processing stages (McClelland, 
1979; Harley, 2014). For instance, cascaded models suggest that phonological 
word forms can activate before lexical selection is finalized (McClelland, 1979). 
This means that as a speaker is preparing to say a word, the sounds of that word 
(phonology) begin to get ready even before the speaker has fully selected the exact 
word she intends to use (see Morsella & Miozzo, 2002; Navarrete & Costa, 2005; 
Goldrick & Blumstein, 2006; and also Q. Zhang et al., 2018; Bao et al., 2023 on Chi-
nese spoken word production).  

In psychology and human behavior analysis, the Cascade Model is broadly ap-
plied to emphasize parallel, looping mental processes, spanning from comprehen-
sion to production. Díaz (2011, 2020) examined SI preparation as related to 
situation models. The cascade analogy can be a useful way to conceptualize infor-
mation processing. In the picture of a cascade, you can imagine each flat or level 
represents a different processing stage, with information (like water) flowing 
through and undergoing transformations simultaneously. However, the cascade 
analogy only captures certain aspects of processing. For example, bottom-up pro-
cesses, where lower-level features are integrated into higher-level representa-
tions, are not well represented in this analogy. Readers of this dissertation should 
be aware that the cascade analogy is limited in its ability to depict all facets of in-
formation processing. It primarily illustrates how processing branches out and 
can occur at different levels concurrently but does not fully encapsulate other 
mechanisms like bottom-up integration. The analogy should be treated as a partial 
metaphor rather than a comprehensive model. 
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1.4 Interpreting 
 
Interpreters read many documents, a time-consuming task that entails building 
knowledge structures in their minds (Moss & Schunn, 2015). Faced with time-sen-
sitive preparation tasks, interpreters often experience stress and anxiety due to 
scarce domain knowledge, compared to that of the speakers. Interpreters may im-
merse themselves in materials related to the coming speech they will interpret, 
from domain knowledge to conference specifics. This reading process, often time-
consuming, does not merely cram background information into the interpreter’s 
mind. Instead, it activates and integrates relevant knowledge, enabling interpret-
ers to align their understanding closely with the speech content. 

Preparation materials may include, e.g., previous conference proceedings, col-
leagues’ glossaries, and minutes from earlier meetings. Additionally, interpreters 
often receive supplementary materials such as PowerPoint slides, speech drafts, 
or other documents prior to the conference (Díaz, 2011; Jiang, 2013). However, 
most non-analogical resources (e.g., manuscripts, images, and audio recordings) 
are often beyond the reach of CAI tools’ digital search capabilities. During the 
preparation phase/process, interpreters can construct their understanding of the 
source texts and activate stored information including that from experience. More-
over, the process also widens and deepens the interpreters’ familiarity with the topic, 
and this, in turn, impacts interpreting quality, information completeness, delivery flu-
ency, etc (Chen et al., 2021).  

Despite the benefits of the preparation phase, interpreters often face challenges 
in this process. The comprehension process may be influenced by factors such as 
task requirements (Díaz & Torres, 2019) and individual differences, including time 
constraints, the volume of documents, unfamiliar terms, and pertinent specialized 
terms. To face these challenges, a personalized glossary can prove to be invaluable. 
This glossary aids not only in understanding the documents but also in preparing 
for the potential linguistic structures and terminology in the forthcoming speech, 
especially with challenging specialized terms. 

The connection between experience and the mental representation of source 
texts is relevant for both novice and experienced interpreters (Ho 2021) because 
this kind of information has usually undergone multisensory (multimodal) inte-
gration. Discourse comprehension is of course not limited to the stage of prepar-
ing for interpreting, but it expands into the interpreting process, where a high 
level of multitasking is required. We humans do not necessarily excel at, or get 
totally used to multitasking, but interpreting, particularly SI, is widely recognized 
as a complex cognitive task where multitasking is a paramount skill. 
 Mellinger & Hanson (2019) show that interpreters are better than non-interpreters 
at tasks requiring them to remember and process what one hears and sees. Interpret-
ers tend to be skilled at handling both auditory (hearing) and visual (seeing) infor-
mation (Ghiselli, 2022). This is important because interpreters sometimes have to 
work with both spoken language and written texts. Response times are claimed to be 
a significant factor in interpreting performance in these tasks. Furthermore, the 
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response duration in WM tasks has been shown to correlate with the prediction of 
academic skills and achievements. For instance, in SI, interpreters listen to the source 
language (L2) and rapidly switch tasks to produce speech in the target language (L1) 
while selectively inhibiting specific elements of the L2 content mapping with their 
renditions. This selective inhibition is a sophisticated cognitive feature of task switch-
ing. Moving from one task to the next, people shift their focus of attention and adjust 
their actions by bringing up relevant information and changing their behavior accord-
ingly (Dong & Li 2020; Muñoz & Apfelthaler 2021). 
 Compared to monolingual comprehension, simultaneous interpreting is an ex-
treme case of language processing (Obler, 2012). It requires detailed control, mon-
itoring, and access to both receptive (listening) and productive (speaking) 
processes in two languages simultaneously. It is a non-natural cognitive activity 
that requires extensive training and improvement through experience.  

Cowan’s WM model (1999, 2000) emphasizes the role of attention in relation 
to WM capacity, and Cowan et al. (2003) highlight the critical role of attention-
switching in reading and listening span tasks. The focus of attention refers to “… 
subjective or phenomenological idea of the information of which one is aware at a 
given moment” (2005, p. 7). Interpreters are required to rapidly shift their focus 
between listening and speaking, a cognitive process facilitated by the ability to con-
centrate on one task at a time. They can do this because the phonological infor-
mation stays in their memory for a short time, allowing them to recall and interpret 
it even after they have heard it (Cowan, 2000). 

Undoubtedly, memory, attention, and multitasking control are inextricably 
linked in interpreters’ minds, which hold various types of information simultane-
ously in chunks. That is, in “[...] stored units formed from integrating smaller pieces 
of information” (Eysenck & Keane, 2020, p. 804). Chunking actually refers to two 
complementary, simultaneous, interacting but opposed processes: bottom-up and 
top-down chunking. Bottom-up chunking involves combining smaller bits of infor-
mation as represented into larger ones. Top-down chunking involves dividing the 
input flow into smaller units or chunks. Chunking allows us to break down com-
plex information into manageable pieces and also to reconstruct it into coherent 
wholes. When applied to SI, chunking refers to the process by which interpreters 
“[…] segment the input into smaller fragments that can be encoded without having 
to wait for the entire sentence to unfold” (Seeber, 2011, p. 194). Cowan argued 
that separate items or chunks can be combined into a single, larger chunk only if 
they can be present in the focus of attention at the same time (Cowan, 2000, 2001). 
Chunks may thus include sentence-based information, names, entities, numbers, 
or unfamiliar terms. 
 As for remote interpreting, it involves interpreting a speaker from a location dif-
ferent from that of the interpreter, facilitated by information and communications 
technology, as described by ISO 18841:2018 (en) Interpreting services—General re-
quirements and recommendations. Remote interpreting is closely associated with 
processing information with the support of technology. The technologies employed 
in remote interpreting may include devices such as videophones, web cameras, and 



 

 13 

computer screens (Corpas, 2016). Virtual meetings are on the rise, promising sub-
stantial savings for interpreters in time, and for clients in cost (Annalisa, 2015).  

Recent developments have directed research toward remote simultaneous in-
terpreting (RSI), focusing on aspects such as interpreters’ physiological stress 
(Bower 2015; Li et al. 2022; Olalla et al. 2023), technology literacy (Drechsel, 
2019), automatic speech recognition (Fantinuoli et al., 2022), CAI tool design 
(Corpas, 2022), user perspectives (Gilbert et al., 2022; Frittella, 2023), note-taking 
effort (Kuang & Zheng, 2023), and live captioning (Yuan & Wang, 2023). These 
areas of RSI research are all new compared to on-site SI research, but the focus 
increasingly gravitates toward the capabilities of the technology used (Corpas, 
2016), and human-computer interaction (Salaets & Brône, 2020). Such shift may 
“[…] alter the interpreting task and paradigm” (Mellinger & Hanson, 2018, p. 369), 
and it probably entails changes in the cognitive demands placed on interpreters. 

The use of appropriate terminology is of utmost importance in facilitating the 
delivery of high-quality interpretation services (Xu, 2018; Prandi, 2023). In pre-
paring for interpreting tasks, interpreters may opt for using technology to compile 
glossaries. Tools for interpreters to prepare, store, and share their glossaries have 
proliferated (Riccardi et al. 2020). Some CAI tools or online services argue that in-
terpreters can rely on glossaries automatically compiled through their built-in spe-
cific algorithms. As discussed, preparatory reading is both taxing in terms of time 
and cognitively demanding. However, glossaries built by reading and extracting 
terms personally entail reading comprehension, which is also beneficial in con-
structing a text-based understanding and furthering domain knowledge. Building a 
read-first glossary (see § 1.5.3) not only provides close domain knowledge about 
the upcoming tasks but also activates prior knowledge from experience.  

During RSI, interpreters need to navigate a complex work environment with 
numerous variables that may influence their behavior. For instance, as speech sig-
nals unfold rapidly, interpreters must allocate cognitive resources effectively and 
maintain selective attention to process multimodal information, such as auditory sig-
nals and graphic text from monitors, and integrate them to produce a coherent target 
output. The cognitive demands in such a situated environment are dynamic and con-
stantly evolving within the interpreting tasks. However, research is scarce that ex-
plores how CAI tools influence the cognitive processes and demands within RSI. 

 
 

1.5 Computer-assisted interpreting tools 
 
Human-computer interaction (HCI) investigates how technology supports cogni-
tive processes, which is relevant for understanding how computer-assisted inter-
preting (CAI) tools can enhance interpreters’ performance. CAI tools, such as 
InterpretBank, offer features like term extraction, automatic speech recognition, 
and term retrieval. Research has arguably shown that these tools can improve 
term accuracy and reduce errors and omissions in interpreting (see § 1.5.3). Even 
though InterpretBank is less well-known among Chinese interpreters and trainees. 
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Limited studies conducted in China have reported potential benefits of using In-
terpretBank in improving term accuracy (e.g., Ge, 2023). 
 
1.5.1 Human-computer interaction 
Human-computer Interaction (HCI) covers scenarios where a variety of technolo-
gies and human actions coexist and can even be thought of as a unified system. In 
order to effectively establish cognitive ecosystems with out-of-skull tools, we need 
a profound comprehension of the intricate cognitive interactions that underlie mul-
tilectal mediated processes of oral communication. HCI and social cognition are fun-
damental concepts in comprehending how technology enhances human cognition. 
Grinschgl & Neubauer (2022) emphasize that individuals often rely on technology to 
amplify their cognitive abilities. 
 HCI primarily focuses on the user experience. Distributed cognition (Hutchins, 
1995; Hollan et al., 2000), posits that cognitive processes are not confined to an 
individual, but rather distributed across individuals, artifacts, and their environ-
ment (but see Muñoz, 2023, pp. 131–140). This notion is especially pertinent to 
address HCI in interpreting, as it explores how technologies, such as computers 
and software applications, support cognitive processes. HCI research has ex-
panded to consider how humans interact with computers in task execution, with 
an emphasis on the role of distributed cognition and also extended cognition. One 
popular aspect of extended cognition is cognitive offloading, whereby individuals 
or groups transfer cognitive tasks to their environment, often through the use of 
technology. In this process, people employ physical actions to modify the infor-
mation processing demands of a task, thereby reducing cognitive effort (Morrison 
& Richmond, 2020; Grinschgl et al., 2021).  

In Cognitive Translatology, Muñoz (2010, 2023; Muñoz & González, 2021) 
suggests that the implications of distributed cognition become apparent when ex-
amining the work of translators and translator trainees, particularly in group set-
tings. When employing computer-assisted translation, the cognitive processes 
involved in translation are facilitated and distributed among individuals as they col-
laborate, either implicitly or explicitly, with computers. To conclude, the interplay 
between HCI and social, extended, and distributed cognition underscores the role 
of technology in enhancing both individual and group-level cognitive processes. 

 
1.5.2 Research on CAI tools  
Interpreters have always used tools to support their performance, such as pen and 
paper. Technological advancements have made remote interpreting possible in 
ways that telephone interpreting could not have imagined. With the widespread 
accessibility of computers, it was only natural that interpreting tools would also 
be computerized. Computer-assisted interpreting tools (CAI tools) are all digital 
tools that support and aid interpreters in many ways. CAI tools have replaced tra-
ditional information resources, such as paper dictionaries with electronic versions, 
replaced communication channels with instant messaging and other digital 
sources of information, and even enabled remote consultation for information or 
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interpreter collaboration. In time, applications specifically designed for interpret-
ers have emerged. Hence, a second, narrower, or more specialized take on the no-
tion of CAI tool restricts it to dedicated software packages designed for 
interpreting tasks. Hence, a second, narrower, or more specialized take on the no-
tion of CAI tool restricts it to dedicated software packages designed for the tasks.  

Some common features of CAI tools, in the narrow sense, are terminology 
management, speech recognition, note-taking, and audio/video recording, as well 
as virtual booths for collaborative interpreting. According to Fantinuoli (2023), 
the first generation of CAI tools simply replaced traditional tools for compiling or 
using glossaries. The second generation of tools takes advantage of features that 
only computers make possible, such as automatic glossary extraction and glossary 
memorization aids. The third generation of tools integrates artificial intelligence 
features (e.g., automatic speech recognition). Since documentation behavior is the 
main topic of our project, unless otherwise specified, the label CAI tool here will 
mainly refer to (terminology management features in) a CAI tool package.  

When evaluating the impact of a specific tool on interpreters’ performance, 
researchers tend to focus on results, e.g., SI delivery. Xu’s study evaluated the ef-
fectiveness of corpus-based tools in improving SI term accuracy for 22 Chinese 
interpreting trainees from a UK university, who were divided into a test group us-
ing corpus tools (i.e., Syllabs Tools and Sketch Engine) and a control group em-
ploying traditional methods by manually extracting terms (Xu, 2018). Xu found 
that the test group exhibited significantly higher terminological accuracy and 
fewer omissions, compared to the control group. Participants using corpus tools 
also reported better term recall. However, Xu’s observation that corpus-based tools 
required less preparation time needs further exploration. It only considered limited 
aspects (e.g., terminological accuracy), and there was no discussion on term extrac-
tion results. Furthermore, an interpreter’s experience in preparing a glossary might 
impact its retrieval during interpretation tasks. Xu’s study did not explore the po-
tential relationship between glossary compilation and interpreting quality. 

Pérez’s (2018) also examined the impact of using a corpus management pro-
gram on vocabulary preparation for interpreting assignments. The study, con-
ducted with 27 final-year Translation and Interpreting students at the University 
of Málaga, aimed to determine whether using a corpus management program 
would positively influence interpreting outcomes. Participants were divided into 
two groups: Group 1 prepared vocabulary without a corpus management program, 
while Group 2 used a corpus management tool (either AntConc or WordSmith). 
Both groups used tools to extract relevant vocabulary and terminology from input 
documents. Students in Group 2 were found to consistently perform better across 
various topics, as evidenced by a higher percentage of matches (terms correctly 
interpreted) in their renderings. 

CAI tools’ advanced functions—such as automated term extraction and auto-
matic speech recognition paired with automated retrieval of pre-set glossary en-
tries—have been shown to benefit users in digital working environments 
(Defrancq & Fantinuoli, 2021; Frittella & Rodríguez, 2022; Tammasrisawat & 
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Rangponsumrit, 2023). In these studies, term accuracy is widely discussed for 
evaluating interpreters’ performance when working with different CAI tools, but 
few studies have explored aspects of documentation for RSI preparation from a 
cognitive perspective. In fact, documentation uses multimodal information re-
sources, which require interpreters’ demanding cognitive activities: integrating 
target or rich content knowledge from different information resources and main-
taining working memory contents to remember some terms to comprehend the 
domain knowledge.  

Both integrating contents and keeping them active in memory contribute to 
cognitive difficulties, particularly for inexperienced interpreting trainees. They 
have to complete the RSI preparation and proceed with RSI tasks with limited do-
main-specific knowledge from glossary preparation. Their rendering quality may 
not remain constant but evolves and changes as they progress through the task. 
Meanwhile, the choice of digital assistance tools could possibly draw their atten-
tion to the tools’ operation and usage, rather than the essential elements of novel 
knowledge. Under these circumstances, if users approve of the CAI’s function 
model, they could more effectively select novel terms, and organize, and integrate 
term retrieval with the CAI tools into the RSI workflow. Based on this notion, we 
raised the fifth hypothesis, which merges the first four, as will be seen in § 1.7: 
considering the aforementioned scenarios, those who perform efficiently in docu-
mentation with InterpretBank, have a good quality of RSI rendering, and show indi-
vidual attitudes of liking InterpretBank, would continue using InterpretBank. 

The above considerations regarding a human-computer interaction approach 
to preparing for an RSI task materialize in aspects such as that the testing scenario 
is remote interpreting and that informants had to split their attention toward dif-
ferent input and output information resources like typing letters on the keyboard, 
keeping eyes on the screen movements which may locate correct terms in the mas-
ter glossary, acoustic signal from the source speech recording, and monitoring 
their own delivery. The integration of CAI tools into the RSI process is already taking 
place in many real-world scenarios, with PCs or tablets and other emerging technol-
ogies of remote interpreting blurring the line between the booth task and infor-
mation-seeking platforms (see, e.g., Corpas, 2021). Human-computer interaction 
may scaffold the exploratory discussion on the cognitive benefits that CAI tools pro-
vide for interpreting trainees.  

Prandi’s (2023) study compared the process and performance of simultane-
ous interpreting using traditional digital glossaries, CAI tools, and CAI tools with 
integrated automatic speech recognition (ASR), involving nine advanced inter-
preting students. The experiment collected data through performance measures, 
behavioral measures, and a questionnaire, using speeches with inserted terminol-
ogy and an ASR-CAI mock-up simulating perfect ASR performance. Results 
showed that terminological accuracy was highest with the ASR-CAI tool, followed 
by the CAI tool and the PDF glossary, with fewer severe errors and omissions oc-
curring when using the ASR-CAI tool. Behavioral measures, such as ear-voice span 
and fixation durations, also improved with the ASR-CAI tool, which participants 
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rated as most useful and least distracting, despite its inability to look up terms not 
automatically recognized. 

Fantinuoli et al. (2022) evaluated KUDO Interpreter Assist Tool (actually, the per-
formance of informants’ use of the tool) using datasets of glossaries and speech audio 
files. They assessed term extraction quality as rated by professional interpreters and 
real-time suggestion performance through precision/recall against expected results. 
While target-term accuracy was rated well, term relevance judgments varied. The 
tool performed strongly for specialized terms and numerals after ASR fine-tuning but 
recall of general speeches was not so full of promise. To the best of my knowledge, 
this might be the first time that recall has been raised in relation to the CAI tool per-
formance assessment.  

Previous research failed to check whether correctly or wrongly rendered 
terms had actually been searched. Human memory may store information accord-
ing to salience, and also according to its relevance for the person who remembers. 
Hence, terms that have been entered in the glossary because they seem relevant 
or particularly salient may later be remembered without the interpreters resort-
ing to the glossary. This might distort or raise doubts regarding the CAI tool’s real 
support. Furthermore, prior CAI tool assessments did not consider the powerful im-
pact of repetition. The interpreters’ likelihood of consulting the terms in the glos-
sary very probably becomes less and less pressing with more and more repetitions 
of a given term. Any task evolves over time, and performance varies from the onset 
to later stages. In brief, those assessments did not envision glossary use as situated 
activities building on prior experience and co-occurrence dynamics.  

To address these gaps, the present study focused both on glossary compilation 
and glossary consultation, and their interrelationships. We adopted some strate-
gies and decisions from Prandi’s (2017) study of InterpretBank. She had inform-
ants interpret three short speeches of similar length and lexical density, using 
InterpretBank, Excel, and Word glossaries. Prandi’s source speeches were de-
signed with a fixed internal structure, containing 36 terms each (18 at the end of 
sentences, 18 in the middle; 12 unigrams, 12 bigrams, 12 trigrams). Half of the 
terms were expected to require a glossary search. We also drew inspiration from 
Frittella (2022) evaluation of the SmarTerp, another CAI tool.2 

Building on these studies, the present research project set out to study the 
benefits of using a terminology management tool for interpreting, from comple-
mentary or alternative perspectives. Atabekova et al. (2018) surveyed the tools 
the interpreters use to manage their multilingual glossaries and found that 63% 
of the respondents mentioned using InterpretBank for their professional activities. 
The tool is popular due to its versatility and the various modes it provides for man-
aging glossaries and using them during interpreting sessions. Hence, our choice 
fell on InterpretBank.  

 
 

 
2 SmarTerp: https://www.eitdigital.eu/fileadmin/2021/innovation-factory/new/digital-tech/EIT-Digi-
tal-Factsheet-Smarterp.pdf 
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1.5.3 InterpretBank 
InterpretBank is a 3rd-generation CAI tool developed by Dr Claudio Fantinuoli.3 It 
offers two types of term extraction: automated and manual. In the automated term 
extraction mode, InterpretBank autonomously identifies and extracts terms from 
the source text. Manual term extraction involves reading the source text, selecting 
terms, and entering them into InterpretBank’s records. We will call this procedure 
read-first glossary compilation since manual is a misleading label, however popu-
lar. Read-first term extraction with InterpretBank is quite similar to doing it with 
a text processor and using an Excel spreadsheet to compile the glossary. 

We refer to manual extraction as read-first, to highlight that it entails reading 
the text to choose the entries for the glossary. This may happen in different ways. 
Compilers may read a bit as a first step and then stop to select terms, or they may 
read the whole text or a good section thereof, and then go back to the text they 
read to select terms. The actual procedure may vary, but reading the text is always 
a part of it. Such read-first glossary compilation might have a differential impact 
on the memory of the compiler, compared to automatic extraction, which will very 
likely not provide the same level of understanding. In this context, read-first glos-
sary compilation facilitates more contextual understanding and it can help com-
pilers better comprehend texts and build not just the textbase (not just passively 
receiving information at the language level), but also the situation model (activat-
ing and connecting the novel information with the compilers’ prior knowledge in 
their memories) for the glossary compiler (cf. Kintsch, 1998, 2013).  

Within read-first term extraction, there are at least two approaches. One ap-
proach is to identify an unfamiliar term, stop reading, search for its translation, 
enter it, and then return to reading. Let us call this the read-first looping approach. 
The other approach is to identify unfamiliar terms, transfer them into a spread-
sheet, and continue reading. Let us call this one the read-first straight-through ap-
proach. The read-first looping and straight-through approaches represent two 
activities for dealing with novel information. If read-first extraction is conducted 
without checking definitions while reading and simply selecting terms, these 
terms become isolated words, disconnected from each other, and unlikely to be 
memorized as easily as with the looping approach.  

If users work on one term at a time, stop reading the source text to check defini-
tions, and then return to it, they may benefit in two ways. One benefit involves check-
ing translations, which requires maintaining items active in mind for searching, 
typing, or validating translations. This process probably fosters the activation of prior 
knowledge. The specific way of encoding memory traces is unknown, but search ac-
tivities are known to enhance the memorization of novel terms (Spink et al., 2002; 
Rosman et al., 2016). Another benefit is that, with prior exposure to definitions, read-
ers allocate less attention to new words during the reading process, as noted by Elgort 
et al. (2023). This approach thus aids in the reading of the source text, particularly in 
reducing the mental demands placed by lengthy texts. 

 
3 InterpretBank: https://www.interpretbank.com 
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Recently, InterpretBank has garnered interest due to its purported impact on 
interpreters’ performance from various perspectives. Guo et al. (2022) reviewed 
27 empirical studies on CAI tools and found that six utilized InterpretBank, mak-
ing it the most studied CAI tool in interpreting research. InterpretBank’s booth 
support has been explored on European users. Despite its popularity in Europe, 
where InterpretBank is “the tool students are most often introduced to, followed 
by Interplex and Interpreter’s Help” (Prandi, 2020, p. 4), it is less known among 
Chinese interpreters and trainers. Wan & Yuan (2022) surveyed interpreting 
trainees in China and found that InterpretBank was not even part of their toolkit, 
whose most frequently used CAI tool was online dictionaries. Liu (2022)’s discus-
sion on InterpretBank’s limitations, such as financial implications, platform de-
pendency, and learning curve, echoes these findings. The financial burden of a 
commercial license for InterpretBank is also highlighted by Costa et al. (2017). 

Defrancq & Fantinuoli (2021) compared first-time users’ English to Dutch per-
formance with and without InterpretBank’s support for numbers (through auto-
matic speech recognition) and explored their interaction with the application. 
They found that InterpretBank was very precise (96%), and its latency was low 
enough to offer interpreters a transcript before they had to deliver the number. 
The application generally met ergonomic requirements, and the participants were 
moderately satisfied with the system’s usability. The participants’ interactions 
with ASR support were varied, and they consulted the renditions in just over half 
of the cases. ASR use improved performance, in that the share of complete rendi-
tions increased in most cases and for almost all types of numbers. Defrancq & Fan-
tinuoli (2021) concluded that, despite limitations and challenges, their informants 
appreciated the ASR support system, especially as a safety net. The system dis-
played numbers with an average latency below the interpreters’ average ear-voice 
span (EVS), so it did not interfere with the interpreting process. However, the indi-
vidual analysis yielded a significant beneficial effect only in two of the six informants. 

Fantinuoli & Montecchio (2023) investigated the maximum system latency 
that is cognitively acceptable for interpreters performing SI. That is, the maximum 
EVS that interpreters can cope with while using InterpretBank without negatively 
impacting their performance. They found that interpreters can cope with a system 
latency of three seconds without any major impact on the rendition of the original 
text, both in terms of accuracy and fluency. These results may be influenced by the 
controlled testing environment, and the limited number of studies in this area sug-
gests a need for further research to comprehensively understand user response 
times and reactions in real-world settings. Moreover, in their study, the conditions 
were not randomized: the participants interpreted with a latency of 1 second (s), 
then 2 s, and finally 3 s. Without prior practice with ASR support, there may have 
been a learning effect, albeit moderate. 

Three empirical studies have been conducted in China, in master’s theses—
(Zhou, 2019; J. Zhang, 2021; Ge, 2023)—investigating InterpretBank’s impact on 
trainee interpreters’ performance. They all conclude that InterpretBank brings ben-
efits to term accuracy. For instance, Ge (2023) used a pretest-posttest design and 
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reported a 23.1% improvement in term efficiency and a 16.7% higher share of cor-
rect term renderings in eight MA interpreting trainees, as judged by four profes-
sional interpreters. Although these results should be interpreted with caution, they 
highlight the potential benefits of using InterpretBank. These findings raise the 
question of whether it should be used for and by Chinese interpreting trainees. 

Tammasrisawat & Rangponsumrit (2023) studied four trainee interpreters 
who performed SI from English to Thai with and without InterpretBank’s ASR sup-
port. With a glossary prepared by the researchers in advance, using InterpretBank 
led to a significant reduction in the rates of errors and omissions, improving the 
quality of term rendition. They also found that data visualization could signifi-
cantly impact the interpreting process and interpreters’ rendition quality. In cases 
when InterpretBank failed to provide any suggestions or when multiple suggestions 
were displayed at once on the interface, the interpreting process could potentially 
break down, and it caused interpreters to make mistakes in their renditions.  

InterpretBank may be used without ASR. In this case, users need to enter 
searches themselves. Two options are available: regular, and fuzzy search. The 
regular search works like standard dictionary searches: alphabetically, from the 
beginning of any word in a term. That is, it may be found by typing a string of the 
second or third word in a complex, plurilexical term. Fuzzy search, in contrast, al-
lows users to enter any correlative string of characters in a term to retrieve it, 
whether initial or not. Fuzzy search allows users to enter any correlative string of 
characters in a term to retrieve it, whether initial or not. Of course, keys pressed 
in either kind of search may be in a wrong order, so that the resulting characters 
in the search bar of InterpretBank do not match the correct character string stored 
in the glossary. Typos may happen anytime with or without corrections and users 
may or may not correct their input before they enter the last keypress. For in-
stance, an informant in the present study typed dopinemne without any correction, 
and another informant typed dopamine without any correction. The final charac-
ter strings shown in the search bar are dopamine and dopinemne. The retrieval 
results from InterpretBank are different in these cases because only dopamine is 
in the master glossary. Dopinemne cannot match any terms in the InterpretBank.  
 
 
1.6 Quality evaluation of CAI-supported interpreting  
 
The rapid development of CAI tools has witnessed the development of several per-
formance evaluation approaches for various SI tasks. A noteworthy challenge as-
sociated with these advancements is the need to take in all factors that may 
impinge on results. That is, isolated, micro-analyses focused on accuracy measures 
tend to ignore the environment and important variables. Often, they may not scru-
tinize the implicit choices in their methods and even their notion of interpreting 
quality. Do CAI tool quality studies measure the performance of the tool or of the 
interpreter? Evaluating interpreters’ performance tends to fall into two main tra-
ditions, variously portrayed as quantitative vs qualitative, or rubric-based vs 
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holistic. The evolution of assessment methodologies in language testing has been 
significantly influenced by research on teacher assessment strategies. Although 
the assessment by trainers has been a long-standing concern in language testing, 
research on teacher assessment has shed light on two fundamental approaches, 
holistic and analytical, and their interaction (Sadler, 2009; Crisp, 2017; Phung & 
Michell, 2022). 

Both have problems and advantages that cannot be ignored. Our approach 
was to perform a quantitative analysis of typical SI quality indicators (§ 1.6.1) but 
only for descriptive purposes. The quality of the informants’ renderings was ho-
listically assessed by raters other than the researcher (§ 1.6.2). Then both results 
were cross-referenced. In brief, § 1.6.1 and § 1.6.2 will dive into the literature on 
the evolving evaluation approaches and the key indicators of interest in this study. 
 
1.6.1 Terminology accuracy 
This section only refers to interpreters’ rendering performance in the booth tasks. 
Terminological work requires domain-specific terminology and specialized phra-
seology (Corpas, 2022) but there is no gold standard to assess efficiency in termi-
nology management in the booths. In the present study, efficiency is understood 
as a function of (assumed) invested cognitive effort and quality of the rendering, 
instead of more restricted interpretations of the notion that limit it to aspects such 
as time spent or delivery speed. In other words, we believe that the less effort in-
terpreters exert, the better quality of their renderings—and, thus, the more effi-
cient their behavior.  

Prandi (2023) studied CAI tool users’ performanceperformance under three 
conditions: with automatic speech recognition (sim-ASR), CAI (no-ASR), and tra-
ditional glossary consultation (with PDF) in simultaneous interpreting. She found 
that terminological accuracy was highest in the sim-ASR condition (96.3%), fol-
lowed by no-ASR (86.26%), and the PDF condition (78%). Statistically significant 
differences were found between sim-ASR and PDF, and between sim-ASR and no-
ASR, indicating that automatic term recognition in sim-ASR facilitated more accu-
rate renditions compared to manual lookups. Fewer severe term errors and omis-
sions were observed in the sim-ASR condition compared to the PDF glossary, with 
the CAI tool falling in between. Significantly fewer sentences were omitted in the 
sim-ASR condition compared to the PDF condition, suggesting that sim-ASR sup-
port reduced errors and omissions related to term searches more effectively than 
the PDF condition, with the CAI tool providing some benefits but not as many as 
sim-ASR. The actual consultations were not reported upon.  

Frittella (2023) reported on the performance of another CAI tool, SmarTerp, 
and found the tool to be effective for simple, isolated items like acronyms and 
named entities. Interpreters achieved 90-100% accuracy, but accuracy dropped 
to 45-79% on more complex items with multiple co-occurring problems. Frittella 
focused on the cognitive ergonomics of the interface and did not address the pos-
sible costs of higher cognitive efforts when performing RSI with SmarTerp. Specific 
issues included pronunciation errors for rare named entities despite transcriptions, 
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misunderstandings of numerical magnitudes like trillion, and omissions of contex-
tual information not displayed by the tool. Hence, factors such as the size of chunks 
being interpreted, familiarity with the terms, and background knowledge may have 
played a role, and multitasking may have been more demanding. 

Both InterpretBank and SmartTerp have been argued to support high accu-
racy in terminology rendering in SI tasks, but the studies might have limitations 
that were out of scope or that have been overlooked, including a focus on isolated 
informants’ renditions, absence of process analysis of users’ response to problem 
triggers, and potential challenges in effectively managing intricate terminology in 
real-time interpreting scenarios. For instance, Tarasenko & Amelina (2020) argue 
that the effectiveness of mastering terminology resources in CAI systems largely 
depends on prior knowledge. In brief, these quantitative indicators are relevant 
and informative, but they do not exhaust the available options for a comprehen-
sive CAI tool evaluation regarding documentation. Furthermore, no matter how 
accurate SI rendering is, this is one aspect of quality, which is usually evaluated by 
addressing it in an implicit, intuitive, and holistic manner. 
 
1.6.2 Evaluating the performance of CAI tool users 
Quality assessment in interpreting may not raise as many doubts and eyebrows as 
it does in Machine Translation, but concerns about how close expert assessment is 
to the impressions end users have been legitimate. Blind and undirected evaluation 
refers to a holistic assessment approach where the raters evaluate the overall inter-
preting quality based on their intuition and general impression, rather than focus-
ing on specific aspects or errors of interpreting delivery. This, in principle, avoids 
the risk of the assessment to include artifacts imposed by the researcher. This is 
why we chose this approach in this present study and, consequently, no explicit cri-
teria were provided to the raters, and they were not required or encouraged to fol-
low any explicit criteria were provided to the raters, and they were not required or 
encouraged to follow any particular rating guidelines. The only exception was in a 
rating trial conducted with the raters prior to the actual assessment, which involved 
some technical guidance on assessment procedures and answering raters’ doubts 
and questions. This was carried out in the most neutral fashion possible to the best 
of our knowledge.  

Chen et al. (2022, p. 16) found that the use of a holistic approach resulted in 
comparatively more reliable scores, irrespective of the interpreting instructions. 
Opinions are not unanimous, though. Han (2022b) discussed a scoring approach 
called multi-methods scoring, used by several testing agencies in the USA to assess 
interpreting performance. This method integrates two assessment techniques: 
itemized/atomistic analysis, where raters determine the accuracy of the test tak-
ers’ rendition of specific words or phrases from the source language, and rating 
scale-based assessment, which employs a Likert-type scale to gauge the overall 
quality of the interpreting performance. Nevertheless, the absence of a well-estab-
lished framework for integrating the scores from these two methods may pose 
challenges when trying to make accurate and reliable decisions based on the 
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results. So far, there is no standard or golden rule for interpreting quality assess-
ment. In this present study, we explored holistic assessment as well. By investigat-
ing this combination of assessment methods, we aimed to contribute to the 
development of more reliable and accurate evaluation methods for interpreting 
performance. After all, quality assessment plays a role, even if implicit, in many 
interpreting research projects adopting cognitive views. In our case, measuring 
the impact and support of a CAI tool implies a notion of quality and likely involves 
an approach to operationalizing that notion into an assessment method. 

Comprehensive assessments play a pivotal role within a situated approach, i.e., 
in the present study. The raters’ perception is dynamic and continuously evolving. 
They can perceive elements in the environment that are influenced by emotions, 
intonation, and accent of the speakers, among other factors. These explicit and im-
plicit influencing factors may remain unchanged with alterations in the assess-
ment criteria (Muñoz & Conde, 2007; Conde, 2009, 2012a, 2012b; Du & Muñoz, in 
preparation). Biases in human assessment may be due to differences between the 
characteristics of the raters and the testing environment, particularly when de-
parting from idiosyncratic initial impressions. To address and minimize such bi-
ases, novel approaches to rater training can be implemented to enhance language 
testing skills and regulate factors that contribute to the variability of assessments 
(Lumley & McNamara, 1995). In this study, our strategy was to perform a holistic 
assessment, but to contrast it with an analytic approach (see § 2.5.5 and § 2.7.2). 

 
 

1.7 Research question and hypotheses 
 
Readers of this dissertation will be familiar with research on information search 
and management in translation (e.g., Enríquez, 2013). In simultaneous interpret-
ing, focused empirical studies on information search and management are more 
scarce but see, for instance, Will (2008) and Fantinuoli (2017). Discussions about 
practices largely remain in the general realm of interpreting preparation, and just 
a few empirical studies have tested the effectiveness of tool use by evaluating in-
formants’ SI rendering quality. These studies provide a point of departure and may 
sharpen our understanding of HCI processes. However, the relationship between 
glossary compilation with digital tools in SI tasks is relatively under-researched, 
leaving much room for further investigation into interpreting trainees’ infor-
mation-seeking behaviors. 

The main goal of this project was to explore how InterpretBank impacts in-
formants’ performance from a cognitive perspective. The overall research ques-
tion was: 

is InterpretBank useful for Chinese-speaking 
interpreting trainees before and during SI booth tasks? 

 
The research question was unpacked into five hypotheses to scaffold the design of 
this exploratory study. Our hypotheses are necessarily wider than in confirmatory 
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research. The discussion is organized around the stated hypotheses, which were 
the following:  
 
H1: InterpretBank improves efficiency at glossary compilation 
H2: InterpretBank improves the quality of RSI rendering  
H3: InterpretBank improves efficiency when producing the RSI rendering 
H4: Improved documentation performance will yield better RSI rendering quality (H3) 
H5: Improvements using InterpretBank but also attitudes, will lead to keeping using it 

 
These hypotheses form a sequence. This progressive exploration is like peeling an 
onion, helping us to gradually narrow down the research core by focusing on the 
influences of InterpretBank in each indicator for Chinese interpreting trainees. 
For a precise understanding of constructs such as documentation behavior, please 
refer to their operationalization (see § 3.1). 
 

 
1.8 Summary 
 
This chapter delves into the evolving role and implications of CAI tools, with a spe-
cial emphasis on InterpretBank, within the contexts of SI and RSI. It initiates with 
an overview of the advancement of CAI tools, particularly highlighting their ex-
pansion and increased relevance during and following the COVID-19 pandemic. 
This discussion points out the potential benefits these tools offer in both consecu-
tive and simultaneous interpreting scenarios. 

Central to this introduction is the cognitive framework (cognitive translatol-
ogy) applied to study interpreting activities. We review the literature on various 
models of working memory (WM), including Baddeley & Hitch’s multicomponent 
model and Cowan’s single repository model, emphasizing their relevance in un-
derstanding the cognitive processes of interpreters during SI tasks. Other aspects 
include but are not limited to, memory in general and the interactive processes of 
the formation and adjustment of memory and knowledge structures. These mod-
els are pivotal in explaining how interpreters manage cognitive load, especially in 
complex tasks like SI and RSI. Therefore, situated cognition emerges as a key con-
cept, suggesting that cognitive processes in interpreting are not isolated brain 
phenomena but the changing product of interactions with the physical and social 
environment. This perspective underscores the dynamic nature of cognition in RSI, 
where interpreters interact with various technological tools and their environ-
ment. Language and communication are explored in the context of interpreting, 
emphasizing the dynamic and interactive nature of language. The chapter also 
highlights the challenges and complexities inherent in language as a system of 
symbolic communication. The interpreting process, particularly in SI, is presented 
as demanding high levels of multitasking. The importance of memory, attention, 
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and the ability to process and integrate multimodal information is underscored, 
illustrating the cognitive complexity of interpreters’ tasks. 

This chapter also explores various aspects of RSI, including the effects of stress, 
technology literacy, and the use of CAI tools like InterpretBank, are briefly discussed, 
indicating a growing research interest in this area. It then specifically focuses on CAI 
tools, especially InterpretBank. The challenges of using InterpretBank in various in-
terpreting contexts are also reviewed, highlighting its influence on interpreters’ ef-
ficiency and rendering quality. 

Finally, the chapter addresses the challenges in evaluating the quality of CAI-
supported interpreting, discussing methodologies and key indicators such as ter-
minology efficiency and accuracy. It concludes with research questions and hy-
potheses centered on the effectiveness of InterpretBank for Chinese interpreting 
trainees, aiming to investigate its impact on improving the efficiency and quality 
of RSI rendering.   



 

 26 

 
  



 

 27 

 
 

Chapter 2 
 

materials and methods 
 
 
This chapter provides an overview of the Chinese-speaking informants and the 
methodology used in the present study. Methods in this research project were ap-
proved by the ethical committee of the University of Bologna. We will first profile 
informants and explain how we split them into the InterpretBank group and Excel 
group (see § 2.1). Then we will explain how the source texts were manipulated, 
involving editing transcripts of six online podcast episodes (§ 2.2).  

Two applications, Excel and InterpretBank, were employed in the study, along 
with non-intrusive data collection tools including a Webplayer (MS Stream), a cus-
tomized, python-based keylogger (Pynput), and a screen recorder (TechSmith 
Capture). Informants used their laptops or PCs to undertake glossary tasks and 
booth tasks (see below), simulating a remote interpreting scenario. All computer 
activities (screen, mouse movements, keystrokes, audio) were recorded by those 
data collection tools while informants autonomously played the source speech 
soundtracks in MS Stream. 

The study was divided into four sessions: 
 

(a) Cycle I: baseline, pretest; full sample 

(b) online InterpretBank training: treatment; (different per group) 

(c) Cycle II: control + experimental groups, compulsory tools, post-test 1  

(d) Cycle III (control + experimental groups, no condition, post-test 2. 
 

Each data collection session (Cycles I, II, and III), but not the online training, com-
prised an SI glossary task and an SI booth task. During the 2½ hour glossary task 
in each cycle, informants extracted terms and compiled individual glossaries from 
a source script (see § 2.2). InterpretBank’s automatic extraction feature would 
make glossaries compiled with it identical. Variation would thus be potentially 
concentrated on Excel informants. Furthermore, source scripts for the glossary 
compilation task and its corresponding booth task were reasonably similar but 
not identical. Particularly important for our goals was to make sure that the qual-
ity of the actual glossary did not undermine booth performance. Thus, after each 
glossary task, we collected all individual glossaries and compiled them into a mas-
ter glossary, which included (1) all entries chosen by at least two informants, plus 
(2) all entries chosen by InterpretBank, plus (3) the missing entries from the list 
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of 33 specifically chosen or added terms by the researcher as potential problem 
triggers in the booth source speech. 

The informants received the master glossary back 30 minutes before the 
booth task. They had been instructed to review it and were also allowed to intro-
duce as many changes as they deemed appropriate. Hence, the informants were 
able find what they expected but also what they might have missed, making thus 
their booth delivery independent of their skills at glossary compilation. We as-
sumed that, with this strategy, memory effects derived from different glossary com-
pilation approaches would remain more or less intact, but a shared master glossary 
would prevent differences to be related to poor glossary compilation skills. 

In the booth tasks, informants performed SI from English into Chinese, with 
source-speech recordings averaging 13 minutes in each cycle. The informants’ 
renditions were analyzed in terms of both typical and novel quantitative indica-
tors, and a holistic assessment was performed to evaluate the interpreting quality 
of the informants across the three cycles. Then quantitative and qualitative ap-
proaches to quality were cross-referenced. The study also investigated the inform-
ants’ perceptions of using CAI tools through surveys. To sum up, chapter 2 covers 
the data collection procedures, followed by an explanation of the data analysis 
procedures. This includes the process of data cleaning and the indicators involved 
in the analysis. 
 
 
2.1 Informants 
 
Twenty-two informants took part in this project as interpreters. All of them were 
Chinese L1 speakers with English as their L2 (Female: 11, Male: 11, age range: 22–
34, average age: 24.7 ± 2.9). All informants were trainees in competitive programs 
in conference interpreting at Chinese universities and had completed at least two 
semesters of SI training before enrolling in this study. The informant profiles leave 
room for substantial individual variations. However, we can only hope to have 
captured the most relevant, defining factors. It seems that this fuzziness can only 
be fixed through impossibly large samples of a population ([trainee] simultaneous 
interpreters in the world) whose clear and extract delimitation seems hardly fea-
sible. Prior to their participation, informants signed an informed consent form ap-
proved and provided by the University of Bologna. The informants were 
compensated for their participation with electronic gift cards worth 600 RMB, 
equivalent to approximately 77 euros. We used convenience sampling. Although 
informants were personally recruited by the researcher, there was no prior ac-
quaintance between anyone involved in the project.  

Drawing from Direnga et al.’s (2016) criteria for Self-generated identification 
codes, the profiling survey’s final question in Appendix A asked informants to cre-
ate a unique code consisting of the first two letters of their mother’s last name, the 
number of their siblings, and their birth month, for instance, XI0009. This is a sim-
ple approach, yet it aligns with the requirements for participant anonymity and 
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consistent data linkage over time. Self-generated identification codes enhance pri-
vacy but, as noted by Calatrava et al. (2022), they do not guarantee complete anonym-
ity and could potentially reveal group features (Excel group or InterpretBank group). 
 Since our study focused on introducing a new digital tool in an otherwise cus-
tomary environment, to prevent confounders, informants needed to use their own 
computers. Six of them used macOS systems, while the others operated Windows. 
The use of different operating systems led to the need to install keylogging software 
that would work with these operating systems. To the best of our knowledge, there 
is no single keylogging solution that is compatible with both Windows and macOS 
systems, so we had to consider a customized keylogger. Besides, six of 22 informants 
reported experience with InterpretBank (see Appendix A). Further profiling details 
on the informants can be found in Appendix B. 

At the beginning of the study—in Cycle I (pre-test)—the informants were 
treated as a single group. Afterward, they were split into two subgroups, an Inter-
pretBank group and an Excel group with 12 and 10 informants, respectively. This 
grouping was based on a preliminary evaluation of Cycle I performance, while also 
considering the informants’ prior experience with InterpretBank. The informants 
were quite evenly matched as to their performance, but those with that experience 
were assigned to the InterpretBank group to ensure that the differences between 
the InterpretBank and Excel groups were not due to this potential confounder. 
Although an equal split of 11 informants per group was possible, we intentionally 
assigned 12 informants to the InterpretBank group and 10 to the Excel group for 
two reasons: (1) to collect more data from the InterpretBank group, as that is the 
primary focus of the research. Having additional informants in this group helps 
ensure that sufficient data is captured and (2) to have additional informants in the 
InterpretBank group provides a buffer against potential attrition, maximizing data 
collection from a limited number of informants.  

Later on, we divided the informants into two groups. InterpretBank inform-
ants received training on how to use InterpretBank for glossary compilation be-
fore SI tasks and term retrieval during the SI tasks (see § 2.5.3). For the Excel 
group, we provided a mini-lecture on multimodal information search methods, 
such as Google search syntax, images, video, e-books, and the like. 

Each group used either InterpretBank or MS Excel for glossary and booth 
tasks in Cycle II (post-test). Since we adopted a situated approach to study the 
informants' interaction with digital tools, the differential impacts for the corre-
sponding tools were not assumed to be one-shot. We extended the analyses to 
cover more conditions (e.g., the impact of the strategies employed at glossary com-
pilation on later glossary use) and factors (e.g., ultimate implicit judgment and mo-
tivation) in the data collection. Half of the InterpretBank informants came with 
prior experience, and we recommended them to practice before data collection 
sessions. Experience could thus be offset but in ways we could not control: no con-
firmation of practice was collected, so as not to be invasive. We thus simply as-
sumed that the InterpretBank informants would be uneven, but that is not 
necessarily too problematic when the difference between them and the Excel 
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informants is in focus: novelty is disruptive as well. We had Cycle I and Cycle II 
because we had experiences from Cycle I that informed Cycle II. We told the Inter-
pretBank informants to practice before the second data collection session (Cycle 
II). We knew that they might have different levels of experience, so we recom-
mended practice, but we did not formally test it or require reporting, so it would 
not be invasive. 

For these reasons, a third cycle was added. In Cycle III (post-test) the inform-
ants were allowed to use the tool of their choice. This resulted in one member in 
each group using a tool other than the one assigned to their group. To preserve 
the integrity of the data, these two informants were omitted from the analysis of 
Cycle III, so as to ensure that the results accurately represented each group’s con-
sistent and, at least in Cycle III, willful use of either Excel or InterpretBank 
throughout the study. 

 
 

2.2 Input 
 
This study examined the incorporation of multiple sensory stimuli, encompassing 
both modified and prepared textual material for glossary tasks and booth tasks. A 
sequence of potential problem triggers was developed to establish a benchmark 
to assess terminological accuracy. 
 
2.2.1 Source text preparation 
We first chose an adequate, naturalistic source. Dr. Huberman Lab Podcast series, 
hosted by Andrew Huberman, a Stanford neurobiology associate professor, ex-
plores various health topics for the wide audience of this reputed popular science 
series.4 Each episode in the Dr. Huberman Lab Podcast series is labeled with spe-
cific topic tags. We selected three of these tags and identified all corresponding 
episodes: time perception and dopamine (1); immune system (2); and emotions (3). 
For each tag, we selected two episodes from the same speaker, Dr. Huberman, to 
ensure consistency in the speech and style features. The speeches were then as-
signed to Cycles I, II, and III respectively (see Figure 2). 

The podcast transcripts served as a point of departure, authentic source ma-
terial from a domain expert, providing terminology usage in context and introduc-
ing the podcast topics. The six episodes were downloaded as .mp3 files and 
transcribed into English automatically with the Microsoft Stream service. This ap-
proach was chosen because acquiring terminology and subject knowledge prior 
to interpreting usually requires the transcription of spoken speeches (Gaber et al., 
2020). Stream service provides an interactive editing feature to correct the ma-
chine-generated script. Thus, we can check contents by listening to all audio 
stored in MS Stream and manually eliminate errors. 
 
 

 
4 Dr. Huberman Lab: https://www.hubermanlab.com/podcast 
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Figure 2. Source speech arrangement.  
 
For each episode pair sharing the same topic, one was randomly chosen for the 
glossary task, using it as the source text for compiling the glossary. The remaining 
episode in each pair became the source text for speech recording preparation for 
the respective booth task. Editing followed two steps. First, irrelevant elements 
from the opening and closing sections, such as sponsors and advertising, were re-
moved to leave a structured text, closer to SI typical sources. Then, terms were 
added to increase the density of relevant vocabulary (see below). After that, an 
English L1 interpreter and interpreter trainer, Prof Richard Samson from the Uni-
versity of Vic, Spain, reviewed them for naturalness and to ensure naturalness and 
an appropriate total word count balanced for a simultaneous interpretation task 
(see linguistic features of these six texts in Table 1). 

 
task glossary booth 

Cycle I II III I II III 

word count 8432 8247 8228 1686 1673 1752 
complex word count*  1303 1044 1068 228 239 181 
complex word share 15.45 12.66 12.98 13.31 14.28 10.33 
avg. word frequency for content words 2.37 2.29 2.4 2.28 2.29 2.38 
avg. word frequency for all words 3.10 3.06 3.13 3.07 2.99 3.13 
full words % (lexical density) 50.66 49.76 47.31 51.43 52.6 49.29 
nouns % 26.22 24.58 22.44 29.36 27.62 28.01 
adjectives % 7.15 7.98 6.71 7.12 8.49 6.90 
verbs % 10.40 10.53 11.06 10.68 11.48 9.30 
sentence count 481 398 405 86 84 84 
passive sentences count  59  66  85 25  19  17  
passive sentences % 12.27 16.58 20.99 29.06 22.62 20.48 
sentence length, number of words, mean 11.89 13.83 16.1 8.9 8.78 9.58 
number of long sentences**  110 128 108 19 18 20 
* Complex words are those those with three or more syllables. 
** As a rule of thumb, sentences with more than 25 words are considered long. 
 

Table 1. Linguistic features of texts in glossary tasks and booth tasks. 
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2.2.2 Potential problem triggers 
To facilitate comparisons between InterpretBank and MS Excel use among inform-
ants, potential problem triggers were selected from the raw source speech script 
for booth tasks, always specialized terms to be delivered to a non-specialized au-
dience. The terms were chosen to be not too frequent, but the selection should not 
be based on our preferences.  

First, we will explain the process of selecting problem triggers and the ra-
tionale behind the choice of terms (see Figure 3). Then, we will describe the con-
ditions of potential problem triggers. In order to select appropriate potential 
problem triggers, we first extracted keywords from the raw speech transcript for 
the booth task using AntConc (Anthony, 2022), a typical corpus analysis program, 
freely available in Win/Mac/Linux. 
 

 
 

Figure 3. Procedures to identify 33 potential problem triggers. 
 
Second, we selected eight terms from the specialized terms from AntConc based 
on the frequency—four unigrams and four plurilexical expressions—as seeds for 
BootCaT queries (Baroni & Bernardini, 2004). BootCaT is a Web crawler to com-
pile full-text web-based corpora by extracting information from online resources. 
It employs keywords as seeds for web queries, similar to Google search. However, 
unlike Google search, BootCaT can conduct multiple Google API web queries con-
currently with various keyword combinations (referred to as tuples in BootCaT). 
Users can configure the tuple length (i.e., the number of seeds included). In our 
study, we used four unigrams and four multi-word expressions as seeds, setting 
up tuples with 2 seeds for combination queries. Consequently, BootCaT automati-
cally executed Google searches using these tuple combinations, efficiently 
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harvesting relevant full-text documents from the web. This methodology led to the 
creation of a customized, domain-specific monolingual corpus. 

Third, we used AntConc again to further refine our keyword selection. 
AntConc allowed us to extract keywords from a domain corpus by BootCaT, which 
were then compared to the terms in the speech script for the booth task. We im-
ported the domain corpus compiled by BootCaT into AntConc, using the ukWaC 
corpus (Baroni et al., 2008) as a reference. The ukWaC corpus, with 2 billion words, 
was created from web content within the .uk domain, employing medium-fre-
quency content words from the British National Corpus as the starting points for 
its web crawl (Baroni et al., 2008). This corpus, representing a broad spectrum of 
language use and a reference for medium-frequency word usage, helped establish 
that the domain terms were actually used in the domain context. The ukWaC cor-
pus acted as a benchmark to validate that these domain terms have real usage in 
domain-specific texts, scaffolding their adequacy. So, our approach involved im-
porting the domain corpus compiled by BootCaT into AntConc, using the ukWaC 
corpus as a benchmark. By doing this, we got a keyword list based on the domain 
corpus. In brief, these terms are frequently used within domain-specific infor-
mation resources. This is because the selection of terms was based on their 
keyness value within AntConc’s keyword list, prioritizing those terms most re-
lated to the topic of the corresponding speech.  

Then we conducted an overlap assessment between the keywords extracted 
from AntConc with the terms present in the raw speech transcript. Terms have 
different lengths (e.g., plurilexical), and we wanted to account for the different 
conditions of terms. We decided to have them evenly distributed in case they had 
different impacts. Building on this overlap, we selected a set of 33 first-time terms 
as potential problem triggers, consisting of the 11 most frequent unigrams, 11 
most frequent bigrams, and 11 most frequent trigrams. 

This approach ensured a principled selection and validation process, to sup-
port that our compilation of potential problem triggers authentically reflected the 
regular and specialized language usage within the domain. We replicated these 
steps across all booth tasks in three cycles. To further enrich our analysis, we in-
cluded two repetitions of one term from each category (i.e., unigrams, bigrams, 
and trigrams), totaling six repeated terms within each raw speech script. There 
were some other repetitions in the text, but this was a part of a side study. A study 
on other repetitions would require a second exploratory study. 

These repetitions were intended to work as stimuli to observe and analyze the 
informants’ ability to remember and accurately interpret terms that were not new 
under the potential cognitive difficulties faced while at the booth task. In other 
words, this complementary approach focused on the informants’ WM mainte-
nance, or failure to maintain and recall, in SI tasks. This side project within the 
dissertation aims to test the importance of cognitive dynamics in task perfor-
mance. If the results prove interesting, further studies should consider incorpo-
rating a higher number of stimuli in different conditions to expand on these 
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findings. We included a minimal number of items to determine whether it is worth 
further exploring it because it is actually a whole different dissertation. 

Consequently, the total count of strategically placed potential problem trigger 
terms in each speech script can be seen as 39, consisting of 33 first-time terms and 
six repeated terms, or else as 33, plus six repetitions that study something else. In 
any case, as a result, the potential problem triggers belong to two categories: first-
time terms and repeated terms. We will analyze the six repetitions separately 
when considering recall, but no distinction will be made when analyzing potential 
problem triggers because there is no way to discern whether informants actually 
remembered them, or whether this poses a different kind of problem, as to its na-
ture. Full lists of potential problem triggers in each text are in Appendix C. 

The raw source speech scripts with selected potential problem triggers were 
then reviewed, modified, and turned into recording scripts by Prof Samson. This 
reviewer adjusted the recording scripts to ensure the total word count was appro-
priate for SI tasks to take less than 15 minutes each. Additionally, potential prob-
lem triggers were strategically inserted in the recording scripts following the 
strategies laid out by Prandi (2017) and Frittella (2022). Two types of sentences 
were manipulated: 23 sentences, which had one problem trigger each, and 5 sen-
tences, which had two problem triggers each. This resulted in a total of 28 target 
sentences with embedded terms, spread throughout the source speech (for de-
tailed linguistic features of each script, please see Table 2 in § 2.2.3). These target 
sentences were not always immediately consecutive and could be followed by or-
dinary sentences without no problem triggers. This approach aimed to balance 
potential problem triggers so as to foster a fair evaluation of informants’ perfor-
mance in term accuracy in the booth task.  

The set of potential problem triggers is not solely a benchmark for assessing 
informants’ SI term accuracy and recall capacity assessment. It also serves as an 
indicator of how informants using InterpretBank respond to these potential prob-
lems with InterpretBank. Additionally, it partially contributes to the observation 
of ear-key span and eye-voice span (see more in § 2.7.1.5). 

 
2.2.3 Source speech recordings 
We invited three native American speakers to read the edited texts and to record 
them as source speech soundtracks. The soundtracks were saved in .mp3 format.  
 

Cycle topic word count sentence 
counts 

chunk 
counts nsyll dur(s)* speech rate 

(nsyll/dur) 

I time percep-
tion 1686 86 86 2558 776.35 3.29 

II immune sys-
tem 1673 84 87 2383 793.75 3 

III emotions 1752 84 86 2470 777.53 3.18 

* dur(s): measured from the initial syllable to the final syllable in source speech soundtrack 

 
Table 2. Source speech script features for booth tasks. 
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Table 2 summarizes the features of the source speech soundtracks and texts. The 
acoustic properties, namely the number of syllables (nsyll), duration in seconds 
(dur(s)), and speech rate (nsyll/dur), were computed using the Praat software 
package (Boersma & Weenink, 2023; de Jong et al., 2021).  

In the source speech soundtrack, an initial 30-minute blank segment was in-
cluded for ad hoc preparation, suggesting that informants can undertake any prep-
aration actions within the same duration of time. They were allowed to prepare, 
review, and introduce any changes, such as checking and even annotating term 
pronunciation from entries in the master glossary. The informants, whether in the 
InterpretBank group or Excel group, used the same master glossary (see § 2.5.1). 
This 30-minute blank segment in the soundtrack ensured that each informant had 
the same time for preparation. Subsequently, two alert signals (1 and 2) within a 
three-second interval warned the informants that the time was over and captured 
their attention for the incoming source speech. An instructional message followed 
(originally in Chinese):5 
 

In this section, you will hear a mini-lecture that you need to 
simultaneous interpret. You will hear the mini-lecture ONCE 
ONLY. While listening to the mini-lecture, please interpret it 
into Chinese. When it is over, you will be given ten seconds 
to finish your interpreting. 

 
The source speech began three seconds after signal 3. Upon its conclusion, inform-
ants had 10 seconds (s) to finalize their interpretation before an ending signal. 
That is, the system still recorded for 10 s after the source speech ended. A repre-
sentation of components of an original source speech recording soundtrack can be 
found in Figure 4.  

 
 

Figure 4. Components of source speech soundtrack. 

 
 
2.3 Application variables 
 
In interpretation, managing multilingual glossaries is a cognitively challenging 
task, particularly when dealing with large volumes of multilingual information. In 
view that interpreters often show reluctance or reject the use of CAI tools in SI 

 
5 In Chinese script: 下面你将听到一段英文录音。请将听到的内容传译成中文，录音只播放一次。在录音

结束播放后,你将有十秒钟额外的时间来完成你的传译。 
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tasks (Will, 2020), and given MS Excel’s popularity for managing terminology 
among interpreters (Woesler, 2021), we selected MS Excel for the control group. 
Meanwhile, due to the academic interest in examining InterpretBank, as discussed 
in § 1.5.3, InterpretBank was chosen for the experimental group. 
 
2.3.1 Excel 
Microsoft Excel is part of the MS Office Suite. It is pre-installed on most PCs, and it 
is the most popular tool for translators to work with glossaries because it is both 
inexpensive and easy to use (Matis, 2010). MS Excel is flexible for quick data mod-
ification and for adding or deleting new entries, and it is widely compatible across 
operating systems. Tarasenko & Amelina (2020) argues that MS Excel is not a good 
choice for a terminology management tool and Yang (2021) highlights several 
drawbacks: it offers only passive queries, it displays only the specific searched re-
sults without related information; it tends to be slow, especially with large files, 
due to its linear search approach; and it restricts item display to rows and columns, 
limiting its efficiency as a comprehensive terminology management solution. 

Still, the use of MS Excel as a glossary-building tool is prevalent among 
interpreters. Jiang (2013) reports that approximately one out of every four 
medium-level interpreters adopted Excel for glossary preparation. In a review of 
terminology management tools, Costa et al. (2017) observes that Excel files are 
widely accepted as an output format in various terminology management systems, 
for instance, Interplex, Lingo, and AnyLexic. This compatibility underscores the 
importance of Excel in the field of interpretation. The preference for Excel over 
more specialized tools, despite its limitations, could be attributed to factors like 
familiarity, accessibility, and broad compatibility with other terminology 
management systems. It allows for seamless integration with other tools and 
platforms, facilitating multilingual glossaries for sharing and management. 
Additionally, the XLS (XLSX) format deserves special attention when structuring 
terminology material, as it is a common format for importing data into most CAI and 
CAT tools in “cloud-based CAT such as XTM Cloud, Wordfast Anywhere, MemSource, 
MateCat, etc.” (Tarasenko & Amelina, 2020, p. 1017). The widespread adoption of 
this format facilitates the sharing and exchange of glossaries within professional 
communities. Its compatibility ensures that glossaries can be easily incorporated 
into other CAI and CAT tools.  

 
2.3.2 InterpretBank 
InterpretBank is a comprehensive terminology and knowledge management soft-
ware available in macOS and Windows systems. The key components include fea-
tures to extract terms from documents, read and select terms for glossaries, 
provide translation suggestions for terms, and automatic speech recognition. Ac-
cording to the results of Prandi’s (2020) survey, InterpretBank is by far the most 
widely used CAI tool in interpreter training among the 25 institutions surveyed, 
being presented to students more than any other CAI tool. In this study, we used 
InterpretBank in version 8 as representative of advanced terminology management 
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in the CAI tools in the market at the time of data collection, as current version 9 
was then not yet released. 
 

 
 

Figure 5. InterpretBank welcome view. 
 
As illustrated in Figure 5, InterpretBank offers a welcome view including quick 
ways to access some frequent functions. On the left, those functions orient users 
on how to source their glossaries—either starting from scratch, importing from 
local documents, or utilizing online resources (such as webpages or keyword 
searches). On the right, the glossary last used would be shown in the section of the 
open recent glossary. This section enables users to instantly access items they have 
recently viewed or edited. However, the welcome view does not lay out all the key 
parts of InterpretBank. It is rather an intuitive starting point, orienting users ef-
fectively through the software’s interface.  
 

 
 

Figure 6. InterpretBank’s edit mode. 
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Four modes of the InterpretBank interface were immediately relevant in this 
study, edit, docs, memo, and booth, as shown in Figure 6. An edit mode is used when 
editing selected terms and their translations, which offers several editing func-
tions, such as adding entries, deleting entries and duplicate terms, and sorting en-
tries in alphabetical order. Specifically, InterpretBank offers translation 
suggestions for terms in the entries, enabling users to select their preferred trans-
lation. A docs mode (Figure 7) allows users to use this way to express all file formats 
(.xlsx, .pdf, etc). In the glossary tasks of the present study, informants were provided 
episode texts (see § 2.2.1) with two file formats (.docx and .pdf) containing identical 
content. Informants could choose to use either format for the assigned tasks. 

There are three typical sources for creating glossaries in InterpretBank: doc-
uments, webpages, and topic keywords entered by the user. The first source is 
document files. Users can import documents into InterpretBank, which then uses 
an automatic term extraction algorithm to compile a bilingual glossary from the 
document content. The second source is webpages. Users can provide a web link, 
and InterpretBank will download the text from that webpage and extract relevant 
terms to create a bilingual glossary. The third source involves users entering topic 
keywords directly into InterpretBank. Based on these keywords, the platform gen-
erates a multilingual glossary containing related terms. Please note that newer 
versions may have modified, improved or changed these features.  
 

 
 

Figure 7. Automatically terminology extraction. 
 
The docs mode provides standard and smart terminology extraction modes, based 
on InterpretBank’s algorithms. The standard mode extracts all monolingual terms 
from the document deemed relevant through an algorithm, whereas the smart ex-
traction mode excludes the terms deliberately marked to be avoided. These modes 
provide a list of terms extracted from the imported files, and users need to select 
the monolingual terms they wish to retain from the generated term list (see Fig-
ure 7). Before registering the selected terms, users can choose to automatically 
generate their translations based on electronic dictionaries linked to Interpret-
Bank, which provides translation suggestions through access to portals such as 



 

 39 

Wikipedia, MyMemory, and Bing (Costa et al., 2017). The automated term extrac-
tion can save time, but it also places demands relative to the users’ domain 
knowledge. After all, users need to select the terms from a potentially long term-
list that can span several pages, without any context beyond the source text. 
 InterpretBank also offers a “manual” extraction feature (see Figure 8). Users 
can work with a document in InterpretBank and select terms from the texts by 
highlighting them. This “manual” approach also supports term extraction from 
parallel documents (original language + its translation). This function was not 
used or tested in our study, for one of our goals was to comparatively investigate 
the informants’ information-seeking behavior, and the use of parallel documents 
might have introduced considerable variation. 
 

 
 

Figure 8. Manual extraction option in InterpretBank. 
 
 

 
 

Figure 9. Screenshot of memo mode. 
 
Another mode involved in this study is memo (see Figure 9), which is a vocabulary 
flashcard feature. Once users have compiled a camera-ready glossary to be used 
at the booth, they can activate the memo mode, load the glossary, and use it to 
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practice speaking in one language of the relevant pair, prompted by words in the 
other one (both ways). Either English words show up for the user to speak the 
chosen Chinese translation, or vice versa. There are two ways to activate word 
playback: start manual, and autoplay. Start manual means users need to click in-
correct or correct after the translation is shown, compared to the translation dis-
played at the bottom of InterpretBank with their own translation, and make a 
judgment before going on to the next word. Autoplay means the change of words 
is automatically controlled by InterpretBank. 
 

 
 

Figure 10. Booth mode in InterpretBank. 
 
In the booth mode shown in Figure 10, users can type letters from terms in one of 
the languages of the relevant pair to into a search window to look for their equiv-
alents in the other one. The default setting for the search window includes a 3-
second reset interval following each input. That is, the search window automati-
cally clears all entered contents after a 3-second span with no input. 

The ASR function is a cloud-based service. Given the remote data collection 
setting and the limitation that the ASR function is free of charge for only up to 5 
minutes before needing to be restarted, we decided we would not use this function, 
to avoid complicating the setup and introducing additional complex variables, 
since Internet connection stability and speeds may vary across informants and our 
data collection procedures were highly sensitive to the accuracy of timestamps. 
 
 
2.4 Data collection applications 
 
This study was conducted remotely through three data collection tools: a 
Webplayer (MS Stream), a customized, python-based keylogger (Pynput), and a 
screen recorder (TechSmith Capture). The selected data collection tools were 
deemed appropriate for user-friendly deployment in a remote setting and also to 
minimize minor errors across various countries and time zones between the re-
searcher and the informants. 
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2.4.1 Microsoft Stream 
Microsoft Stream is a web-based video service application, part of the Microsoft 
365 suite. In the present study, we used two of its main functions: audio editing 
(e.g., automatic speech-to-text transcription) and streaming audio files (no video). 
Automatic speech-to-text transcription was used for transcribing the source au-
dios (see § 2.2.1), and the audio recordings of each informant’s SI delivery in both 
tasks into Chinese, timestamping all transcripts. Such an automatic speech-to-text 
transcription editing function can only be accessed by the audio owner, and it is 
not available to anyone else. Informants were able to access the audios (i.e., source 
speech soundtracks, see more in § 2.2.3) by sharing links generated by Microsoft 
Stream. Access was authorized through their email addresses. Once an informant 
began playing an audio file, they were not allowed to pause, stop, replay it midway, 
or change the playback speed. 
 
2.4.2 Keylogger 
Keylogging entails the act of recording and timestamping the keys pressed on a 
keyboard (Witte, 2018; Ballier et al., 2019) and, in some keyloggers, the recording 
of mouse movements as well. Researchers have benefitted from keylogging tools, 
as they offer comprehensive insights into various processes such as writing (e.g., 
Miller & Sullivan, 2006; Zhu et al., 2023), pedagogy (e.g., Holm et al., 2022), and 
lifelogging (e.g., Smeaton et al., 2021). Keystroke analysis, which is a technique in-
volving the analysis of typing patterns and timings, has often been used to evaluate 
different aspects of cognitive activities. For instance, these analyses have yielded 
instances where there was a high occurrence of typographical errors in the tasks 
because it “required too much information to be held in WM for too long…” (G. M. 
Olson & Olson, 2003, p. 502). This may suggest that high cognitive demands can 
lead to an increased likelihood of making typing errors, possibly indicating more 
cognitive effort, thus revealing a cause-and-effect relationship. 
 In cognitive translation and interpreting studies (CTIS), keyloggers have been 
employed to understand cognitive processes involved in translating (Aldridge & 
Fontaine, 2022) and post-editing (Huang & Wang, 2022), but are not limited to 
these tasks. This study employs keylogging data to infer the informants’ cognitive 
processes while using their computers at the booth, taking into consideration the 
temporal aspects. To the best of our knowledge, there is no study using keylogging 
to study interpreting trainees’ delivery performance in remote SI with CAI tools. 
Informants often consult many local and online resources (Sales et al., 2018) when 
building glossaries. Thus, this research project needed a keylogger capable of re-
cording every keystroke activity on the keyboard, irrespective of the programs the 
informants engage with when seeking information. 
 Once launched, most keyloggers run invisibly in the background of word pro-
cessors, browsers, and other computer software. Since keyloggers often do not re-
quire an observer (Bowen & Thomas, 2020), they are unobtrusive and offer a high 
level of ecological validity. For a recent review of keyloggers, see Rai et al., 2022. 
There are two main kinds of keyloggers: software and hardware loggers. 
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Hardware loggers are a physical part that needs to be installed in the computer 
that is going to be logged, often as a plugin in the keyboard cable. Software loggers 
are easy to install. Huseynov et al. (2020) distinguish four subtypes of software 
keyloggers: (1) kernel-based; (2) user-space or API-based; (3) form grabbing or 
form jacking and (4) JavaScript-based. Keylogging is unobtrusive and often can be 
unnoticed, especially when used to monitor or spy on users without their consent. 
This is so popular that antivirus spies usually classify all keyloggers as dangerous.  

To understand how the logging of data happens, some information is in order 
about how keyboards work. Every key in the keyboard has a unique value, called 
scan code. When a user presses a key on a keyboard, two scan codes may be gen-
erated, one for pressing the key (keydown), and another one for releasing it 
(keyup). When a keyboard detects that a specific key has been pressed, it sends the 
scan code of that key to the central processor. The same happens when the user 
releases the key. The processor receives the scan code and translates it into a vir-
tual-key code, which is in turn translated into messages that are eventually posted 
to the appropriate window in the application (Witte, 2018). 

In view that many informants are Windows users but a good share of them 
use macOS systems, our keylogger had to function effectively on both Windows 
and macOS platforms. A notable obstacle is the lack of a universally compatible 
keylogger that can be utilized across operating systems. Non-commercial keylog-
gers often cater specifically to certain operating systems. For instance, Inputlog 
(Leijten & Van Waes, 2013) is exclusively designed for Windows, whereas Logger-
Man (Hinbarji et al., 2016) is only compatible with macOS systems. Some keylog-
gers for more than one operating system, like RUI-Recording User Input (Kukreja 
et al., 2006; Morgan et al., 2013), have discontinued their maintenance, especially 
of their macOS versions. Furthermore, a few popular research keyloggers, such as 
Scriptlog (Strömqvist & Karlsson, 2002) and Translog II (Jakobsen, 1999), only 
record typing activities within very simple word editors built into the keylogger, 
thus restricting the scope of data collection across different local applications. 

Commercial keyloggers are abundant in the market, offering a wide array of 
choices; for instance, Refog, Spyrix, and Ekran.6 However, they are primarily de-
signed for parental control, child monitoring, workplace surveillance, and general 
monitoring purposes. In these contexts, millisecond precision is not a critical re-
quirement. However, in our study, such precision is highly valued for accurately 
measuring informants’ response times with CAI tools during booth tasks and syn-
chronizing keylogging data with screen recordings. Moreover, the use of commer-
cial keyloggers brings forth concerns regarding data security, privacy, and 
efficiency in practice (Sagiroglu & Canbek, 2009). 

Considering that current commercial and non-commercial keyloggers did not 
meet the requirements for this research project, we chose an open-source keylog-
ger, Pynput (Palmér, 2023), that works within a Python environment. Given that 

 
6 Refog: https://www.refog.com/ 
Spyrix: https://www.spyrix.com/ 
Ekran: https://www.ekransystem.com/ 
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Python environments are compatible with both macOS and Windows operating 
systems, Pynput can be effectively deployed and utilized by users on both plat-
forms. As Pynput is not a standard executable mode, it requires an easy-copy script 
for deployment and launching.7 This in practice erased the differences in operating 
systems. Pynput is unobtrusive and invisible and stores all typed keys in a log file as 
a continuous sequence of events, each with a Unix timestamp (see Figure 11). 

 

 
 

Figure 11. Sample logfile from Pynput. 
 
The Unix timestamp is a numerical value representing the number of seconds 
elapsed since the Unix epoch, defined as 00:00:00 UTC on January 1, 1970. Exclud-
ing leap seconds (adjustments to account for variations in the Earth’s rotation 
speed), it can can represent times between January 1, 1970, and approximately 
January 1, 2091 (Dyreson & Snodgrass, 1993). This timestamp is universally used 
for recording date and time, decoding to the specific date and time when data is 
used (Cabral & Minku, 2023). Due to the computing characteristics of the Unix 
timestamp, various programming languages have extended its precision: Java in-
corporates both seconds and nanoseconds, while Python extends to milliseconds. 
In this study, we employed Pynput within a Python environment, ensuring that 
the Unix timestamp is maintained with millisecond precision. For example, the 
Unix timestamp 1669963199799 can be converted into 12/02/2022 06:39:59.799 

 
7 The deployment steps for Pynput: https://rebrand.ly/geyjxb1 
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for data analysis.8 This spared us the need to convert hours, minutes, seconds, and 
time zones, making it an optimal option for recording keystroke events in remote 
data collection with informants located in different world locations. So, we can 
identify variations in keystroke dynamics across time, for each informant. 

To activate Pynput the informants were required to type a few commands—
in Terminal, for macOS users, or the Windows Command Prompt (CMD) for Win-
dows users—so they were also made aware that the keylogger was running. We 
thought it was a good tradeoff in that informants would perhaps also feel reas-
sured that their privacy was respected because they remained in control. 

Pynput is a typical user-space keylogger. It hooks keyboard APIs inside the 
active running application and registers keystroke events as if it was a normal 
piece of the application instead of spyware. The keylogger receives a scan code 
each time the user presses a key and records it. That is, Pynput only intercepts 
keydown, which was enough for our purposes. Since everyone in the study used a 
QWERTY layout, and the basics of the working architecture of registering key-
strokes in each operating system were identical, the impact of OS choice on data 
results is minimal.  

Chinese uses a logographic writing system, while English and many other ro-
mance languages use an alphabetic writing system. Chinese users cannot type Chi-
nese characters directly using a QWERTY keyboard. Chinese Romanized 
transcription (pinyin) input methods convert a sequence of Roman alphabet char-
acters into the corresponding Chinese characters. Chinese typists enter the pronun-
ciation of Chinese characters (pinyin sequence) in their QWERTY keyboard. 
Keyboard conversion applications display a list of Chinese characters mapping to 
this pronunciation. As they type, keyboard conversion applications such as Sogou 
Input suggest relevant characters and phrases based on common language patterns, 
thanks to a predictive text algorithm. As more letters are entered, predictions are 
refined. Typists choose the correct characters from a list of suggested options. Typ-
ists complete entire words or phrases by selecting suggested combinations, and the 
letters on the screen are then converted into the corresponding Chinese characters. 
In brief, typists directly type English characters but require pressing Enter to con-
firm, subtly affecting typing efficiency and effectiveness. Although this represents 
the personal habits of a small group, it also reflects the behavioral characteristics of 
a certain user base. Chinese input tools like Sogou Input, QQ Pinyin, and Baidu Input 
are popular software applications for entering Chinese characters with standard 
QWERTY keyboards that allow direct typing of English characters.9 

 
2.4.3 Screen recording  
Screen recording has been used in CTIS for at least a decade (Enríquez, 2013; 
Shreve et al., 2014; Angelone, 2021; Zhong & Xin, 2021). Hvelplund (2019) 

 
8 The conversion steps have been made available in https://zenodo.org/doi/10.5281/zenodo.10520444 
9 Sogou Input: https://shurufa.sogou.com/ 
QQ Pinyin: https://qq.pinyin.cn/ 
Baidu Input: https://srf.baidu.com/ 
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integrated eyetracking and screen recording data to argue that digital search behav-
ior is an intrinsic component of the translation process, among various other sub-
tasks. Further exploring this integration, Cui & Zheng (2022) examined linguistic and 
extralinguistic consultations combining eyetracking and screen recording to explore 
cognitive resource allocation and information-processing patterns in English–Chi-
nese translation. No study seems to have used screen recording to analyze informants’ 
behavior in interpreting tasks from a cognitive perspective.  

TechSmith Capture is a free screen capture program that has gained popular-
ity in the wake of the COVID-19 pandemic due to its increased use in remote aca-
demic training and workshops. The program features, including its ease of use and 
user-friendly interface, make it an attractive choice for individuals and organiza-
tions. TechSmith Capture allows users to record audio from a headset microphone 
along with the screen recording (see Figure 12). 

 

 
 

Figure 12. Voice-over screen recording.  
 
Upon completion, users can save their voice-over screen recording file locally. Ad-
ditionally, TechSmith Capture streamlines the post-recording process by upload-
ing the screen recordings with audio to a personal cloud space. Once the video is 
uploaded, a URL is generated and copied to the user’s clipboard for easy sharing. 
This feature not only saves the informants’ time when transferring large media 
files across countries, but it also provides added security for the entire recorded 
file when the informant is sharing the file with the researcher. The automatic up-
load feature eliminates the need for manual file transfer, making it a convenient 
and efficient option (Chicca, 2022; Lewis, 2022). Micro errors may occur during 
screen capture due to variations in monitor refresh rates, latencies in connections, 
and each computer’s processing speed. To minimize these errors, informants were 
advised before tasks to test and ensure stable internet connections, disable 
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irrelevant applications, and maintain a quiet, comfortable environment. Despite 
these measures, such micro errors are inherent and uncontrollable, possibly re-
ducing but not extinguishing potential variations and confounders in the situated 
nature of tasks. 
 
 
2.5 Study design  
 
This study adopted a mixed-method pretest and posttest approach and was split 
into four rounds to ensure a comprehensive analysis of informants’ documenta-
tion behavior over time. 
 
• Cycle I: this initial round was the pretest. It served as a baseline for all informants, with 

no group distinction, providing initial raw data against which subsequent changes could 
be measured in the following cycles. 

• online training session: specifically designed for the InterpretBank group, this minimal 
treatment session aimed at equipping informants with the skills and knowledge for 
employing InterpretBank in glossary compilation and term retrieval with InterpretBank 
in booth tasks. Excel group received a generic training session to maximize similarities 

• Cycle II: this round was the first posttest and followed the introduction of control and 
experimental groups. It aimed to capture the informants’ reactions to using a new tool. 

• Cycle III: similar to Cycle II, this round involved both control and experimental groups but 
with no specific tool requirement. It worked as a second posttest, further evaluating the 
informants’ learning effects over time, particularly their progress in performance and the 
effect of the new tool, now with no surprise. 

 
Each round was separated one week from the next one. Except for the online train-
ing session, each data-collection session (i.e., Cycles I, II, and III) comprised a glos-
sary task and a booth task. Throughout these cycles in four rounds, the focus was 
on capturing the evolving dynamics of the informant’s glossary compilation in SI 
preparation and term retrieval behavior during SI rendering. 

 In the present study, raters classified each informant’s recording into one of 
six categories, ranging from bad to excellent, also labeled with numbers (see § 
2.5.5.3). Afterward, holistic assessment by PhD students specializing in cognitive 
approaches to interpreting was checked to determine both reliability and inter-
rater reliability. Holistic assessment relies on intuitive evaluation without explicit 
guidelines. By involving PhD students as raters who assume the role of informants, 
we aimed to gain insights into the factors these young researchers consider when 
evaluating interpreting quality holistically. While we reported and discussed the 
holistic results of informants’ renditions (see Table 29 in § 4.4), these holistic re-
sults (over-)simplified the assessment by averaging raters’ numerical categories. 
Representing quality with numerical labels itself is an assumption that may not 
fully capture the nuances of the assessment process. Using number labels assumes 
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a mathematical relationship and computing the numbers simplifies the assess-
ment of informants’ SI performance quality. However, we need to justify whether 
such a mathematical relationship truly reflects raters’ decision-making processes. 
To address this, we applied an intra-subject analysis to examine the criteria influ-
encing raters’ assessment decision-making in the holistic assessment (see § 2.5.5).  

This additional analysis serves two purposes: First, it allows us to validate the 
assumptions underlying the numerical categorization used in the main study’s ho-
listic assessment results. Second, it provides an opportunity to explore the deci-
sion-making criteria employed by raters when conducting holistic assessments. 
Understanding these criteria can inform and refine future assessment methods, 
contributing to a more comprehensive understanding of interpreting assessment 
(i.e., qualitative and quantitative approach) as a whole. This was not our main goal 
in this project, but no claim can be made about changes in quality due to using a 
tool without addressing how such quality is to be assessed. Additionally, it is im-
portant for replication and reproduction purposes. 

 
2.5.1 Glossary tasks 
In this study, informants were required to engage in a glossary task that took them 
2½ hours on average. The task involved extracting terms from a text similar but 
not identical to the source speech they would later face in the booth task. Inform-
ants in Cycle I were free to adopt the term extraction method they preferred, e.g., 
manual extraction by reading and selecting a term from the source text, automatic 
term extraction from local applications or online services, or a combination 
thereof. As mentioned in § 2.2.1, the source texts were (manipulated) speech tran-
scripts of an online podcast and retained oral language style and elements. The 
topic of the text was the same as the respective booth task. Hvelplund (2019) and 
Chen et al. (2021) have shown that increased topic familiarity and cultural back-
ground knowledge can improve interpreting quality. 

After completing this task, the informants submitted their individual glossa-
ries in .xlsx files. The researcher then compiled a master glossary out of all indi-
vidual glossaries that included all terms chosen by at least two participants. The 
rationale behind employing a master glossary was to minimize the impact of glos-
sary compilation skills on glossary use at the booth. InterpretBank always selects 
the same terms for all users so, in practice, the master glossary included all terms 
that InterpretBank extracted automatically, plus the terms not selected in this way 
that at least two informants had chosen, whether from the InterpretBank or the 
Excel groups. Additionally, each master glossary also included the 33 potential 
problem triggers, which only partially overlapped with the extracted terms, for it 
was in each case a slightly different text. The master glossary included 95 terms in 
Cycle I, 96 terms in Cycle II, and 97 terms in Cycle III.  

Informants received the master glossary 30 minutes prior to their booth 
task.10 The glossary, presented in an MS Excel file, was organized into two columns: 
one for English and the other for Chinese translations. The informants were then 

 
10 The master glossaries for the booth tasks can be found in https://doi.org/10.17605/OSF.IO/6XF7Y 
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invited to review it and, if so inclined, freely modify their own copies. In Cycle II, 
the Excel group was free to review the glossary using their preferred tools but the 
informants in the InterpretBank group entered the master glossary into Interpret-
Bank for activities like entry verification and editing, and memorizing terms. In 
Cycle III, all informants were permitted to use any tools or methods they chose to 
prepare the master glossary, again with a window of 30 minutes immediately be-
fore commencing the booth task.  

Individual, autonomous glossary-building compilation was repeated in Cycles 
II and III. In Cycle II, each group used their assigned tool, whether InterpretBank 
or MS Excel, to compile their glossaries. In Cycle III, both groups were free to 
choose their tools. This strategic choice made it possible to evaluate the informants’ 
preferences. It hence provided prospects into whether the informants would adhere 
to InterpretBank or revert to their original ways and tools. 

 
2.5.2 Booth tasks 
We used the source speech soundtracks to control the progress of booth tasks. 
Informants just clicked the beginning of the source speech soundtrack and fol-
lowed it until the ending signal of the recording. Before the SI tasks in the booth 
tasks, the first 30 minutes of a source speech soundtrack were silent, allowing in-
formants to prepare ad hoc for the incoming SI tasks. Prior to that, we distributed the 
digital version of the master glossary, which (reminder) we compiled based on the 
individual glossaries and the 39 potential problem triggers (see § 2.5.1). 

Each booth task lasted approximately 13 minutes. No informant had an audi-
ence or a boothmate. During booth tasks, in Cycle I, all informants were free to use 
tools for term retrieval. In Cycle II, during the SI task, the Excel group informants 
could access Excel for term consultation, and the InterpretBank group informants 
could access InterpretBank’s booth mode for term retrieval. In Cycle III, inform-
ants were free to use any tools for possible term consultation. The behavior of all 
informants was synchronically recorded—TechSmith Capture registered both 
their computer activities as displayed on their screens and their SI renderings, and 
Pynput logged keystroke events. 

After each booth task, we downloaded the screen recordings (with embedded 
rendering audio recording), which were automatically uploaded to TechSmith 
Capture, from individual sharing links generated by the software. After the booth 
tasks in Cycles II and III, the informants were welcome to share their opinions on 
their SI performance and CAI tools through surveys. Also, at the end of each booth 
task, their edited master glossary versions were collected. 

In brief, apart from the tools used in the different groups, the original individual 
glossaries were not used in the booth tasks. Rather, customizable master glossaries 
were used as sources of possible term consultations in the booth tasks. We did not 
explicitly explain the replacement of the glossary and its motivation but let them 
focus on compiling their own individual glossaries to avoid neglecting the tasks in 
Cycles II and III, because they would probably have the expectation of receiving an 
improved glossary before the tasks that they could customized. 
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2.5.3 InterpretBank training 
An online training session of InterpretBank was held at a time point between the 
close of the booth task in Cycle I and the start of the glossary task in Cycle II. The 
2½-hour online training session was designed to familiarize informants with the 
various functions of the platform. One key aspect covered during the training was 
glossary compilation.  

The training session also covered manually selecting terms and adding them 
to the glossary. This is useful for terms that are not automatically extracted by 
InterpretBank or for terms that need to be added to the glossary for a specific in-
terpretation task. Another aspect covered was the use of the booth mode, which 
allows users to access InterpretBank for term retrieval during SI tasks. This allows 
for quickly finding definitions or translations of terms while interpreting. 

All training contents were delivered through live demonstrations. After the 
live demonstrations, informants had one week to practice with InterpretBank, 
while also being provided with pre-recorded video tutorials explaining its key 
functions covered in the training. Informants were free to ask any questions re-
lated to the topics covered. After the training, informants were given a self-trial 
assignment to test their familiarity with using InterpretBank for glossary compi-
lation and term retrieval in an SI task. The training was only conducted online but 
was made available to informants in the InterpretBank group for them to review 
it at will. For the Excel group, a multimodal information consultation workshop 
was provided. The training content covered Google search syntax, image search, a 
brief introduction to OpenAI, and e-book consultation. The workshop also lasted 
2½ hours as well and was recorded too. During the training phase, each group’s 
treatment was exclusively limited to the informants assigned to their respective 
groups. After all data collection procedures were completely finished, the rec-
orded training videos of each group were shared among all informants. This al-
lowed informants from one group to access the training content of the other group, 
enabling them to benefit from each other’s training materials. Noblesse oblige.  

 
2.5.4 Survey 
We surveyed all informants about the use of tools after Cycle III to capture their 
attitudes toward using either MS Excel or InterpretBank across the cycles. How-
ever, in the case of InterpretBank informants, who were in focus, we made an ad-
ditional survey after Cycle II to collect their impressions right after introducing 
the tool. The survey for the Excel group comprised three sections (see Appendix 
D). The first section focused on general opinions, including a self-assessment of 
interpreting performance and two questions at the end about attitudes toward the 
CAI tools used. The second section dealt with glossary tasks, featuring four state-
ments exploring preferences for term retrieval tools (mobile or PC), checking 
source term pronunciations, verifying translation reliability, and using automatic 
term extraction. The third section contained four statements about booth tasks, 
probing the user’s reliance on memorizing terms, the use of self-made or existing 
glossaries, the necessity of CAI tools, and the need for CAI tool training. Responses 
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to the glossary task statements used a five-point Likert scale from totally disagree 
to totally agree. Similarly, responses to the booth task statements ranged from never 
to always on a five-point scale.  

There were slight differences in the survey arrangements for the Interpret-
Bank group. Appendix E aimed to apprehend the effect of new tasks and also cap-
ture the informants’ attitude changes from Cycle II to Cycle III. Like the Excel 
group’s survey, it consisted of three sections. The first covered general opinions, 
including a self-assessment of interpreting performance and two questions about 
attitudes toward using InterpretBank. The second section focused on glossary 
tasks, with three statements on automatic extraction, manual extraction, and atti-
tudes toward glossary compilation convenience with InterpretBank. The third 
section presented three statements about booth tasks: the need for term retrieval, 
attitudes toward retrieval efficiency, and reducing pressure during interpretation. 
Responses to these statements were also measured using a five-point Likert scale, 
ranging from totally disagree to totally agree for the second section, and from 
never to always in the third section. After one year of the study, a follow-up survey 
(see Appendix F) was conducted specifically for the InterpretBank group so as to 
determine whether informants use InterpretBank in their daily workflow and, if 
so, the main functions they use. 

In sum, procedures across cycles were identical. Three distinct but similar 
speeches were interpreted across cycles available upon request. The Interpret-
Bank group attended an online training workshop on the use of InterpretBank and 
engaged in self-directed trials to familiarize themselves with the use of Interpret-
Bank during SI. The informants had compiled and sent their own glossaries in ad-
vance on similar texts. They later received and adjusted a compiled master 
glossary 30 minutes before each booth task. Afterward, they activated the screen 
recording and keylogging software, right before they began the SI task. Then they 
interpreted a single-play English speech recording and stopped interpreting at a 
designated ending signal, 10 s after the source speech ended. C2 and C3 only dif-
fered from C1 in that about half of the informants used InterpretBank and the 
other half, Excel. 
 
2.5.5 Holistic assessment  
The holistic evaluation of the audios entailed recruiting raters and preparing the 
materials, as well as the steps for conducting the holistic assessment. 
 
2.5.5.1 Raters Quality raters were Chinese PhD students with extensive training in 
conference interpreting who will probably try to pursue an academic career. Five 
Chinese PhD candidates (here nicknamed Félix, Jules, Luc, Maxime, and Quentin) 
working on interpreting tasks from CTIS perspectives were recruited as volun-
teers for this study.11 All of them were Chinese L1 speakers with English as their 
L2 (F:M: 3:2, age range 26–38). No formal profiling was performed of raters to 

 
11  Again, gender was not considered a variable through this project, and the pronouns do not 
necessarily represent the gender of the informant. 
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avoid undermining their self-confidence. A minimal guarantee of professional 
prowess, scholarly interest, and language command was indirectly supported by 
the fact that they succeeded in obtaining very competitive fellowships in the UK, 
Beijing, and Shanghai. Prior to this study, they were invited to fill in an intent form 
(Appendix G) collect the PhD candidates’ sociodemographic information, such as age, 
gender, affiliation, and other relevant details. All of them declared that they thor-
oughly and completely listened to all audio files assigned to them. The last question 
of the survey generated a unique Self-Generation Code for each PhD candidate 
based on their answers, which was used to maintain anonymity. This setting was 
the same for informants in the main study (see § 2.1). Therefore, raters are anon-
ymous with tagged codes.  

By the time they participated in this study, the five raters must have had their 
own criteria for assessing interpreting quality, even if implicit. Such criteria are 
probably rooted in their own experience as trainees and as recipients of interpre-
tations. It would be unreasonable and impractical to ask them to abandon or mod-
ify their own criteria and use instead predefined rubrics whose definition, 
understanding, and application may be uneven anyway. With this in mind, we 
opted for a holistic assessment approach instead of using specific rubric criteria. 
Our goal was to prompt them to intuitively and holistically assess the recordings, 
possibly like an expert audience, primarily concerned with the completeness of 
the delivered information but knowledgeable of other factors impacting quality. 
We also analyzed quantitative performance indicators of the recordings ex post 
facto. This approach to assessment lets us discern individual differences between 
raters, as a function of the impact of single quantitative indicators on their assess-
ments, while at the same time, it avoids any distortion of their individual criteria. 

 
2.5.5.2 Audio preparation As a reminder, 22 informants provided three recordings 
of their SI renderings (Cycles I, II, and III). As a result, there were 66 audio files to 
be rated. These recordings, derived from original speeches on three distinct topics 
(see § 2.2.3), had an average duration of 13:11 minutes each, after excluding non-
SI related content. Having so many files to assess would discourage volunteers, so 
we opted to reduce the number of recordings each evaluator would assess. Addi-
tionally, to evenly assess the quality of SI renderings and to determine the inter-
rater reliability among the five raters, the study combined stratified sampling and 
randomization to avoid order effects, which was implemented in two steps. Each 
rater was randomly assigned evaluating either 45 or 46 audios. 

The first step involved taking five SI renderings each from Cycle I, Cycle II, and 
Cycle III. These files—let us call them 5C1 (meaning ‘five from Cycle I’), 5C2, and 
5C3—were chosen based on our subjective judgment (see Figure 13 for step 1), 
and they aimed to present a range of quality, from the worst to the best of each 
cycle. 5C1 files were internally randomized. This reordered set of 5C1 was then 
fixed and consistently presented as the initial set for evaluation by each rater. The 
remaining 10 files to study inter-rater reliability (i.e., 5C2 and 5C3) were also eval-
uated by all five raters. 5C2 and 5C3 files were thoroughly shuffled and distinctly 
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marked by us for us, but not for the raters, who would not know. After extracting 
5C1, 5C2, and 5C3, there remained 17 audios in each cycle.  Consequently, this re-
sulted in 17 × 3 = 51 audio files per cycle (see Figure 13 for step 2). These files 
underwent at separate treatment. A steady number of randomly chosen audios 
from each cycle, together with all 5C2 and 5C3 files, were then assigned for evalu-
ation by three different raters in fully randomized orders. The specific strategy 
was as follows. 
 

 
 

Figure 13. A simplified randomized audio procedure. 
 
The 51 audio files within each set were randomly but evenly allocated among the 
five raters, adhering to two conditions. First, each audio file was to be assessed by 
three different raters to ensure diverse perspectives. Second, no audio file was to 
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repeat the exact choice of raters and order within the rating sitting (see below), 
meaning that each rater evaluated a unique set of files from each set. In this allo-
cation for 51 audios in each cycle, one rater may receive 11 audios from a specific 
cycle while the remaining four received 10 each in this cycle (see one possible al-
location in Figure 13 for step 3). To prevent any rater from consistently receiving 
the largest set across all cycles, we made slight adjustments to the number of au-
dios each rater received in each cycle. For example, a rater assigned 11 audios in 
Cycle I would not receive 11 audios in Cycle II or Cycle III. After the allocation, each 
rater ended up with 30 or 31 audio files total from Cycle I to Cycle III, apart from 
the 5C1, 5C2 and 5C3 files. This approach can be done by a Python script for Cycle 
I, which was then similarly applied to Cycles II and III.12 

The final step involved full randomization of each rater’s set of 30 or 31 audio 
files together with the shared 10 5C2 and 5C3 audios. Finally, the set of 5C1 files 
was placed in the first five slots of each rater's set of audios to assess. (see Figure 
13 for step 4). 

In brief, each rater was assigned a set beginning with the fixed order 5C1 for 
each rater. This was followed by a randomized assortment of 30 or 31 audio files 
from C1, C2, and C3, combined with an additional 10 files from 5C2 and 5C3, bring-
ing the accumulated 40 or 41 audios. Notably, each audio from 5C2 and 5C3 was 
randomly interspersed within these 40 or 41 audios. Consequently, each rater 
evaluated a total of either 45 or 46 audio files. 5C1, 5C2, and 5C3 are especially 
marked by us but raters cannot tell from audio. The set of 5C1 was placed at the 
beginning of the evaluation to mitigate the raters’ new tasks effect while also serv-
ing as reference points for calculating inter-rater reliability, along with audios 
from 5C2 and 5C3. 

 
2.5.5.3 Rating procedures The rating task consisted of assessing 45 audio files, 
each one about 13 minutes long. That is, just listening to all audio files completely 
amounts to a total of 10 hours. The whole task may thus take between 12 and 15 
hours. The raters were given three weeks to complete 45 or 46 SI rendering audio 
recordings. The rationale behind this time frame was to avoid overexposure and 
fatigue but to ensure that the raters kept a steady approach to their assessments. 
However, they would always start with a fixed set of five audios (i.e.,5C1). These 
five audios were placed in the same fixed order at the beginning of sitting 1 for 
every rater, as part of parameters for inter-rater reliability. As a result, sitting 1 
comprised a total of six assessments: the five fixed-order audios followed by one 
additional audio. Therefore, each rater evaluated eight sittings in total, with each 
sitting contained within a separate survey on the PsyToolkit platform. Each sitting 
comprised no more than six assessments (see Figure 14).13 PsyToolkit is a free-
to-use platform to conduct survey-based data collection and cognitive psycholog-
ical experiments. It offers an easy-to-understand interface, with programming 
scripts that allow researchers to control the elements and layouts of 

 
12 The python script (taking Cycle I for example) can be found in https://doi.org/10.5281/zenodo.10520424 
13 PsyToolkit: https://www.psytoolkit.org/ 
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questionnaires. Researchers can use code to freely manipulate the layouts and the 
orders of questionnaire items.  
 

 
 

Figure 14. Individual survey structure. 
 
Given the challenge of assessing all audios in one shot, the sitting was divided into 
a series of rating sections or sittings (see below). Each informant was provided 
with eight sittings, with a total number of 45 or 46 audios distributed evenly across 
these sittings. Given that the set included 5C1 followed by 40 or 41 randomized 
audios, this division was designed such that each sitting contained no more than 
six audios, The number of sittings was directly linked to the number of audios in 
each sitting. With the average length of one audio being 13.11 minutes, a sitting of 
six would total just over an hour. Reducing the number of audios per sitting to five 
would increase the total number of sittings, potentially overwhelming the raters 
and passing undue burden onto them. Under this circumstance, the first seven sit-
tings contained an equal number of audios (6), while the last sitting varied slightly 
in number, depending on whether the total number of audios randomly assigned 
to the rater was 45 or 46. 
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Raters had to categorize each recording separately and classify their rendering 
quality into six categories—bad, poor, fair, good, very good, and excellent—based on 
their intuitive assessment, using their own personal criteria. They were in fact dis-
couraged from using anybody else’s system, particularly any rubric-based system 
or cheat sheet itemizing quality aspects. The raters were further instructed to eval-
uate a whole sitting in one sitting and to do it exactly in the assigned order. The 
raters could assess all audio at their own pace, with the option to re-listen to any 
audio if necessary. However, they were required to listen to each completed audio 
and assess it before moving on to the next. This evaluation approach aimed to miti-
gate potential biases such as serial evaluation and other effects that might influence 
the raters’ performance, as discussed by Muñoz & Conde (2007) and Conde (2009, 
2012a, 2012b). There were, intentionally, no further guidelines or instructions.  
 

 
 

Figure 15. Assessment of one audio in the PsyToolkit survey. 
 
The holistic evaluation process was implemented as a survey, where raters sub-
mitted their ratings for each recording after they finished listening to it. The sur-
vey was conducted online using the PsyToolkit platform (Stoet, 2010, 2017), a free 
tool designed for online psychological research. The PsyToolkit platform was set 
to automatically randomize the order of the audio within each sitting, except for 
the first five, to reduce the new-task effect. Besides, the sequence of six categories 
for each audio was also randomized automatically by the PsyToolkit platform (see 
Figure 15). In other words, each time an informant accessed a sitting as a survey, 
the sequence of informants’ audio recordings presented would differ.  

People tend to rely on labels rather than numbers or symbols to determine 
category boundaries (Gervits et al., 2023), so the number next to the label bad (6), 
poor (5), fair (4), good (3), very good (2), and excellent (1) is a cue to help partici-
pants choose the right category of their choice instead of simply assigning a nu-
merical value to each audio. Assessment choices were automatically randomized 
by PsyToolkit (see Figure 15). Changing the position of the choices was meant to 
reduce reliance on the numerical assignment of quality scores, mitigate the effect 
of learning, and ensure that raters willingly chose their judgment options and did 
not click one out of routine.  
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2.6 Data collection  
 
Due to the international travel restrictions of Covid 19 pandemic when the data 
collection period, the raw data had to be collected remotely, but this approach was 
adopted not solely due to the pandemic. Online data collection is a means to ex-
pand the scope of research in both the number and diversity of informants 
(Mellinger, 2015; Rodd, 2024). In this case, informants from three top Chinese uni-
versities were recruited to participate in the study, and this would have been 
much more difficult in a face-to-face approach, which would require travel and, 
more importantly, that all informants coincided not only in time but also in space. 
Furthermore, compared to lab-based experiments, remote data collection allows 
broader possibilities for researchers to replicate and reproduce the study. Inform-
ants were instructed to complete tasks in a quiet environment without disruptions, 
to avoid breaking the task flow with distractions. 

 

 
 

Figure 16. Project website. 

A dedicated website was created to disseminate information on this project to all 
informants alike (see Figure 16).14 This website worked as a central information 
hub for announcements and updates, ensuring that all informants were informed 
and updated about aspects of the project implementation. The website included a 
comprehensive introduction to the project, a detailed timeline outlining each 

 
14 Project website: https://dzq1007.hashnode.dev/ 
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round, requirements for the data-collection apparatus, instructions for installing 
data-collection applications, and clear guidelines for session procedures. Inform-
ants were encouraged to regularly consult the website to stay abreast of the latest 
developments and ensure smooth and similar participation in the project. This 
digital resource was instrumental in facilitating effective communication and co-
ordination among participants.  

A stable internet connection was a prerequisite. Following detailed instructions 
made available on the website, the informants were guided to set up their individual 
data-collection environment (e.g., keylogger (Pynput) and screen recorder 
(TechSmith Capture)). This preparation involved equipping their PCs with Pynput 
and TechSmith Capture, ensuring that these tools were operational for all tasks. Be-
fore each task, informants were required to activate Pynput and TechSmith Capture. 
Additionally, specifically for the booth tasks, they needed to turn on the audio re-
cording function within TechSmith Capture to register their own renderings. The 
consistent use of the keylogger and TechSmith Capture software was crucial across 
tasks to ensure reliability in data collection. 

The analysis faced challenges due to informants being in different remote lo-
cations, leading to variations in the launch of screen recording and keystroke log-
ging tools. We emphasized the importance of maintaining honesty and ethical 
conduct among informants and, in fact, no anomalies were found in the data from 
these tools. However, the geographical dispersion of informants caused slight tim-
ing differences in launching screen and keystroke recordings, which will be dis-
cussed further in the upcoming sections. Screen movements of informants in both 
glossary and booth tasks were captured using TechSmith Capture and then either 
uploaded to MS Stream or transcribed with millisecond precision timestamps (see 
§ 2.4.1) or machine transcription with millisecond precision timestamps. We then 
reviewed the transcripts from MS Stream and edited the transcripts while replay-
ing and listening to the recorded video files. Of course, in remote data collection, 
there are certain confounders beyond our control. For instance, data collection 
heavily relies on web-based communication, and unexpected glitches or delays may 
occur. We asked informants to report any glitches or delays they might notice. Also, 
since data analysis depends on timestamps at the millisecond level, results are sensi-
tive to these time measurements. Although the differences in screen refresh rates 
between different PCs are minimal, the potential for micro errors cannot be ig-
nored. Variations in web browsers might also cause delays in the playback of MS 
Stream-based source speeches. 
 
 
2.7 Data analysis 
 
The raw data from individual behavioral logs collected online had to be cleaned and 
synchronized into a singular, multimodal timeline for future comparison and discus-
sion. Raw data was gathered from screen recording files featuring SI rendering audio 
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from TechSmith Capture, keystroke logs from Pynput, transcripts from informants’ SI 
renderings, assessment results from raters, and survey responses. 
 
2.7.1 Data cleaning procedures 
To further humanize our approach and respectfully portray our informants when pre-
senting results, we assigned neutral nicknames alphabetically ordered, ranging 
from Alex to Lee (A to L) for InterpretBank informants, and from Morgan to Val 
(M to V) for Excel informants. This step underscores our commitment to treating 
informants not merely as data sources but as individuals whose contributions are 
crucial to our research. 

 
2.7.1.1 Procedures for glossary task The final step to cleaning raw data from glos-
sary tasks entailed compiling all the information, including video time, keystroke, 
behavior, environment, application/service, function, keywords, keywords type 
and notes onto a single Excel sheet. Based on the conversion steps explained in § 
2.4.2, the Unix timestamps in keystroke logs were converted into date time, as 
shown in Figure 17.15  
 

 
 

Figure 17. Conversion table from Unix time to chrono time. 
 
Next, keystrokes had to be identified and aligned with their corresponding video 
times in screen recordings. Video time refers to the timestamp shown in a video 
file, measured in hours: minutes: seconds. milliseconds. Zooming in frame by frame 
to the millisecond using Adobe Premiere Pro—a popular video editing applica-
tion—it was possible to determine, for instance, that that the keystroke E in the 
Excel cell F7, appeared at video time 00:00:30.942. To enhance alignment preci-
sion, we used the Inter Keystroke Interval (IKI), the time between consecutive 
keystrokes. By applying the IKI data, Excel calculates the exact timestamps for 
each keystroke event, aligning them with the screen recording’s timeline (i.e., 

 
15 The deployment steps can be found in https://zenodo.org/doi/10.5281/zenodo.10520423 
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video time). However, calculating video times is not straightforward; for example, 
we can determine the accumulated seconds spent on specific events like online 
translation searches, but calculating the percentage of time dedicated to transla-
tion searches relative to the total glossary task duration is challenging due to po-
tential errors caused by cell format changes. To mitigate this, we introduced an 
additional time layer, which we dubbed chrono time, which converts video times 
into second.milliseconds format. For instance, an event appearing at 00:01:32.025 
in the video corresponds to 92.025 s as a single floating-point number in sec-
ond.milliseconds format. 

With Adobe Premiere Pro, the researcher annotated each behavior observed in 
the screen recordings for each informant with a video-time timestamp. This anno-
tated information was then added to the spreadsheet (see also § 2.7.2.1). Following 
the aggregation of this spreadsheet data, observed behavior events and keystroke 
events have been synchronized with the video timestamps. We were then able to pro-
ceed to a qualitative content analysis of the compiled information. The aim here was 
to distill and standardize the most significant elements (e.g., the time spent using a 
particular tool or the frequency of consulting specific services) to facilitate a quanti-
tative analysis of various information-seeking behaviors in glossary tasks. 
 
2.7.1.2 Procedures for booth tasks Data cleaning for the booth tasks involves a two-
tiered approach to behavior log data alignment: the first layer refers to individual 
data alignment, followed by alignment across informants. Our initial focus centers 
on individual-level alignment. 
 

 
 

Figure 18. Individual multimodal data synchronization. 

In contrast to glossary tasks, individual booth task data cleaning entails the overall 
synchronization of multimodal raw data. All elements for each informant were 
compiled into a spreadsheet in an Excel file. The data cleaning process was divided 
into two sections: (1) synchronization and (2) compilation of multimodal elements 
along the same timeline (video time). In Figure 18, we present a comprehensive 
view of individual multimodal data synchronization. The input data comprises the 
source speech soundtrack. The output data consists of screen recordings captured 
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using TechSmith Capture, along with the corresponding SI rendering audio record-
ings, and keystroke logging data detailing every stroke event during the booth task. 
Additionally, these 39 problem triggers were timestamped as supporting data de-
rived from the transcript of the source speech soundtrack (see § 2.2.3). The problem 
triggers captured how informants responded to these triggers when using Interpret-
Bank. The rationale behind these alignments is that a single data type alone cannot 
provide a comprehensive narrative. For example, each single keystroke event lacks 
context. Without contextual information about which dictionary website informants 
are using, we cannot make informed statements about their behaviors. 

The alignment is three-tiered. First, the source speech soundtrack is aligned 
with the screen recording. This leads to two aligned files dubbed: one with SI out-
put audio, and the other with the source speech soundtrack. To investigate how 
informants in the InterpretBank group address problem triggers, we aligned the 
39 timestamped problem triggers (for the selection of potential problem triggers 
in § 2.2.2) and the multimodal movie with the source speech soundtrack. This align-
ment allowed us to identify terms present both in the source speech soundtrack 
and the 39 timestamped problem triggers, which were then synchronized in the 
video timeline. The last alignment involves synchronizing keystroke logging data 
with another multimodal movie with voice-over SI output audio, ensuring that each 
keystroke event is represented in the video timeline. Next, we will provide a de-
tailed explanation of how to proceed with these three alignments. 

Firstly, we aligned the source speech soundtrack with the screen recording 
(see Figure 19). This process starts by importing the screen recording video and 
the source speech soundtrack into Adobe Premiere Pro (see Figure 20). This ap-
plication offers several convenient features for data cleaning in this study: it ena-
bles precise zooming into the video at millisecond-level accuracy, allows 
annotations at selected timestamps, and adds a new soundtrack to the video file. 
Moreover, it flexibly adjusts the soundtrack placement, ensuring alignment with 
the screen recording video. 
 

 
 

Figure 19. The first alignment workflow. 

screen recording view
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Figure 20. Importing Video and Audio into Adobe Premiere Pro. 
 
There are multiple options for anchoring this alignment process (strategies A, B, 
and C) and the choice should be based on each informant’s individual circum-
stance. Strategy A involves identifying the start of the source speech soundtrack in 
the screen recording in Adobe Premiere Pro. This can be done by observing the 
informant’s action as they click to play the speech in MS Stream where the source 
speech soundtrack is located. If this event was visible in the screen recording, the 
timestamp or video frame at this moment was annotated in Adobe Premiere Pro 
as the anchor point. The process then entails a frame-by-frame examination to 
pinpoint the exact millisecond. This may reduce the delay caused by confounding 
variables, establishing a precise anchor point. Subsequently, the beginning of the 
source speech soundtrack is mapped to the timestamp of this anchor point.  

If the click-and-play of the original source speech in the web player is not visible 
in the screen recording—e.g., because the informant focused on the task and 
launched TechSmith Capture after clicking the playback in MS Stream—alternative 
strategies (B and C) are available to identify another suitable anchor point. Strategy 
A relies on frame observation, while strategies B and C are based on auditory fea-
tures. In some instances, the source speech soundtrack may be faintly audible in 
the screen recording, possibly due to headset settings or computer audio output 
configurations. This faint signal, though minimal, can be sufficient for the precise 
positioning of an anchor point. In strategy B, we listened to the screen recording 
(i.e., the voice-over SI output audio) to pinpoint a distinct word from the source 
speech at its onset timestamp. This word is then used as a new anchor point, align-
ing it with the corresponding moment in the source speech soundtrack in Adobe 
Premiere Pro. Strategy C is similar to B, but it focuses on identifying signal sounds 
(as detailed in § 2.2.3) within the individual screen recording. Once these sounds 
are located, they are mapped to their respective positions in the source speech 
soundtrack using Adobe Premiere Pro.  
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Fortunately, these three strategies covered all the cases observed in booth 
tasks, ensuring alignment of the source speech soundtrack with the screen record-
ing. This re-aligned screen recording or multimodal movie includes two audio 
tracks: the sound of the screen recording (i.e., the voice-over SI output) and the 
source speech soundtrack, which started the video timeline. 
 

 
 

Figure 21. The second alignment workflow. 
 
After the last step, we proceeded to the second alignment (see Figure 21). Adobe 
Premiere Pro was used to export two multimodal movies: one with voice-over SI out-
put and the other containing the source speech soundtrack. The video file with the 
voice-over SI output audio was uploaded to MS Stream for automatic transcription of 
the SI renderings. This auto-generated transcription is automatically segmented 
based on the pauses in the SI rendering, and the transcription requires human verifi-
cation and adjustments for accuracy. This process then involves reviewing and mod-
ifying the transcription within MS Stream, and then aligning these changes with the 
play and pause functions to ensure precision. Finally, the transcript with timestamps 
for each segment was exported, and these segments were adjusted to correspond 
with the chunks in the original source speech script (see § 2.2.3).  

Another aspect of the second alignment process involves identifying potential 
problem triggers within the video timeline of the multimodal movie with the source 
speech soundtrack. To achieve this, we used Adobe Audition 2024, a professional 
digital audio workstation application known for multitrack recording, mixing, pre-
cise editing, and audio mastering. We imported the multimodal movie with the 
source speech soundtrack into Adobe Audition 2024. In tandem with this, we created 
an Excel spreadsheet listing 39 terms, including three groups of repeated terms se-
lected as potential problem triggers, as detailed in § 2.2.2. Each term in the spread-
sheet was marked with onset and offset timestamps, noting that these timestamps 
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specifically refer to those within the source speech soundtrack. Adobe Audition was 
then utilized to determine the onset timestamp of the first trigger in the multimodal 
movie with the source speech soundtrack, aligning it with the corresponding 
timestamp in the source speech soundtrack. This process is similar to the use of IKI 
for calculating the timestamps of consecutive keystrokes in § 2.7.1.1. Excel was em-
ployed to calculate precise timestamps for both the onset and offset of each problem 
trigger, aligning them with the timeline of the multimodal movie (i.e., video time). In 
other words, the Excel spreadsheet computed onset and offset timestamps for all 
triggers present in the multimodal movie with the source speech soundtrack, based 
on the observed time differences (see Figure 22). 
 

 
 

Figure 22. Partial alignment list showing timestamps using MS Excel. 
 
The third alignment involved aligning keystroke events with multimodal movie with 
voice-over SI output audio (see Figure 23). In a fashion similar to data cleaning in 
the glossary tasks (see § 2.7.1.1), keystroke data, including Unix timestamps, were 
imported into an Excel spreadsheet. These Unix timestamps were pre-processed 
and converted to a video time format, annotated as hh:mm:ss.000. Then, we im-
ported a multimodal movie with SI output into Adobe Premiere Pro to identify a 
single keypress event of a visible character in the screen recording video. The 
character chosen as an anchor point for this step needs to be both in the keystroke 
log and within the screen recording, and the timestamp must correspond with the 
exact moment it appeared in the video. To enhance alignment precision, we used 
the time between consecutive keystrokes or IKIs as we did in the glossary task. 
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Using the IKI data, Excel calculated the exact timestamps for each keystroke event, 
aligning them with the video timeline. This process results in recoding prior key-
stroke timestamps into new, tailored keystroke timestamps, now synchronized 
with the video. 
 

 
 

Figure 23. The third alignment workflow. 
 
So far, for each informant, we had successfully finished three alignments. All the 
multimodal data from each informant including source speech, video recordings, 
the SI rendering transcripts, keystroke events, and potential problem triggers had 
been converted or shown in the same video timeline. In other words, all collected 
data from primary informants had been compiled into a single spreadsheet, shar-
ing a unique timeline specific to each informant. Now it could be organized chron-
ologically for further analysis, and it was easy to visualize and understand. It 
consists of sequential behavior observations from different tools, and it eases di-
rect temporal links between expected behaviors across different modalities. For 
instance, by examining the spreadsheet, we can observe the offset timestamp for 
a specific problem trigger, followed by a term retrieval action. The informant’s 
typing—whether the letter sequence is accurate or includes corrections—is also 
clearly recorded and available for analysis. This integration provides rich contex-
tual information, allowing nuanced inferences and hypotheses about informants’ 
behaviors. The chronological data structure aids in developing behavioral rede-
scriptions, which will be discussed in the following sections. Besides, the video 
time is expressed in hh:mm:ss. milliseconds (00:00:00.000) can be easily converted 
into just seconds. milliseconds (ss.000) for easy computations. 

Now, we progressed to the second level of data cleaning, addressing asynchro-
nicity in log data from different informants within a single cycle. This asynchro-
nicity may arise from differences in informants’ geographical locations and the 
varied sequence in which data collection tools are launched before booth tasks. 
Synchronizing this log data in a universal timeline is vital for comparing 

screen recording

5 5

Unix timestamp

observation
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performance within groups. For example, to analyze the usage duration and tim-
ing of InterpretBank by its group members, a universal timeline is a must.  
 

 

 
 

Figure 24. Computation for universal time. 
 
In the prior (individual) level of alignment, we obtained two multimodal movies 
with the same timeline but different soundtracks: the source speech soundtrack 
and the SI output soundtrack. For clarity, these two soundtracks are combined and 
illustrated in Figure 24. Due to varying starting times of SI renderings across in-
formants, the lengths of the SI output soundtracks differ, but the length of the 
source speech soundtrack, which shares the timeline with the SI rendering, is con-
sistent across informants. To synchronize the timelines, we first identified the first 
timestamp of the source speech soundtrack (referred to as Point A in Figure 24) 
and the zero time at the start of the video (referred to as Point B in Figure 24). By 
calculating the time difference between Points A and B, we can adjust any event 
timestamp on this timeline. Subtracting this time difference from an event’s 
timestamp in this timeline yields a new timestamp, aligning all informants on the 
same timeline starting from the source speech soundtrack. This method can gen-
erate a virtual universal time, ensuring all informants are synchronized from the 
onset point. This simple computation is not required for all variables in the follow-
ing data analysis but is applicable in specific situations, e.g., when considering 
search durations and dropped chunks (see § 3.4.4). 
 
2.7.1.3 Punctual events and span constructs We have described the strategies and 
techniques to synchronize all raw data into a single, unique timeline for each in-
formant. Our record contains aligned behaviors, each one of them depicting a dif-
ferent angle of a complex action, so it can be called an ethogram. The term is not 
widely used in CTIS but it is more popular in ethology and it is also used in ethno-
graphic tools, such as BORIS.16 Since our ethograms include information from 

 
16 BORIS: https://www.boris.unito.it/ 
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different language modes, they are multimodal. Hence, we will call them multi-
modal ethograms. 

Based on the synchronized data, the next step is to code the behavior for analy-
sis in glossary and booth tasks. Punctual events are actions occurring at specific time 
points that have a minimal duration rather than extending over temporal intervals. 
These events can be thought of as snapshots in time, capturing a single moment of 
behavior. On the other hand, a span construct refers to behaviors that occur over a 
longer period that can be understood as continuous behaviors between two punc-
tual events. The data coding was based on the assumption that when at least two 
such punctual events are understood to be related to each other, they can be de-
scribed as behavioral spans, which calls for a set of span constructs (see Figure 25).  
 

 
 

Figure 25. Representation of punctual events and span construct. 
 
To study the impact of CAI tool use from a cognitive situated perspective, the distinc-
tion between punctual events and span constructs is important. Both punctual events 
and behavioral spans may be studied in relation to each other, but spans easily lend 
themselves to be studied as hosting punctual events, very much like the notions of 
figure and ground work in the Gestalt psychology (Peterson & Skow-Grant, 2003; Cac-
ciamani et al., 2012). A punctual event may be studied in isolation, without consider-
ing the neighboring events where it is interspersed or juxtaposed. Two contiguous or 
overlapping punctual events may be understood as serial or parallel depending on 
the adopted time frame. For instance, simultaneous interpreting is so considered be-
cause we do not analyze the task in terms of milliseconds when the different subtasks 
might be thought of as sequential, rather than simultaneous or isochronic. This is 
chunking, the procedure of adding elements into higher units or else breaking a con-
tinuous flow into smaller parts. Here the researcher used the first (synthetic) ap-
proach, which we will call behavioral redescription (Muñoz, personal communication). 
It is not new. It is only explicit, to foster rigor. 
 Behavioral redescription aims to build higher, meaningful constructs out of reg-
istered data, to allow for richer analyses. When a pair of punctual events are inter-
preted as thresholds defining a span, other punctual events occurring within such 
thresholds can be interpreted as happening simultaneously along the continuous ac-
tion defined by the behavioral span. Behavioral spans may also partially or totally 
overlap with other behavioral spans. This allows for a more varied analysis than 
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temporal and contingency relations. Overall, this approach of detailed behavioral re-
description fosters reproducibility, and it also provides a better fit for the agentive, 
interactive, and multitasking view of interpreters in cognitive translatology. Of course, 
the interpretation of data as either punctual events or continuous behavioral spans 
depends on the way such recorded and coded behaviors are understood and defined. 
Different researchers may interpret one and the same recorded behavior in different 
ways, depending on their own perspectives and biases toward informants’ infor-
mation-seeking behaviors. We have striven to maintain an interpretive modesty and 
hence sought to create spans only when an intersubjective agreement seemed very 
likely. Data is available upon request. 

Time gaps—periods where no behavior, such as mouse movements or switch-
ing windows, was registered in the ethogram—can be considered spans too, be-
tween two registered events in keystroke logging and screen recording. Even 
though it is not possible to directly know what was happening in the informants’ 
minds during these spans, inaction may be meaningful as well. Depending on sur-
rounding hints, time gaps may be interpreted as related to confusion, uncertainty, 
mind wandering, or anxiety. In the present study, time gaps in glossary tasks were 
coded as blanks and were thought to potentially provide insights into the inform-
ant’s cognitive activities.  

Time gaps in interpreting output—together with fillers, re-starts, and the 
like—are traditionally approached as disfluencies, thereby ignoring that some of 
them may respond to intentional, strategical behaviors by interpreters. For in-
stance, not all fillers need to be mental blackouts. Some pauses are rhetorical, and 
not all re-starts need to be false starts. We attempted to describe observations 
without pre-judging their causes. 

In particular, as in the Task Segment Framework (Muñoz & Apfelthaler, 2021, 
2022) for written translation analysis, the number and length of these time gaps 
or blanks are hypothesized to change with cognitive effort in tandem with coded 
behaviors. A larger pool of data may lead to identifying regularities in span lengths 
and positions for individual informants, perhaps even general tendencies. This is 
beyond the reach of this project, but it is mentioned because we claim that blank 
periods should not be dismissed as insignificant, but rather may become valuable 
sources of information about the informants’ cognitive activities. 

The other, symmetrical chunking strategy—breaking... and the like—has 
breaking down behaviors identified at a high level of abstraction, such as importing 
and exporting documents, technical troubleshooting, and the like, has been noted but 
not yet broken down into more granular components because, again, there were 
beyond the reach of this project, which targets other goals. Hence, some behaviors 
identified during the study were coded as blanks, bumps, and respites. They are 
defined and discussed in § 2.7.2.2, and might provide rich, additional information 
on cognitive processes. 

 
2.7.1.4 Coding behaviors Transcribing audio data is relatively straightforward and 
now often semiautomatic. In contrast, screen-recorded video data mainly consists 
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of non-verbal information, such as cursor movements and software operation, 
which demand that coding be performed manually and in several steps.  
 

 
 

Figure 26. Coded behavior in Adobe Premiere Pro for glossary task. 
 
 

 

 
 

Figure 27. Workspace in Adobe Audition 2024. 
 
 
In order to categorize and code behaviors to study glossary compilation, the vid-
eos were first imported and tagged using Adobe Premiere Pro to ensure 
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millisecond-level accuracy (Figure 26). This was the basis for segmenting the be-
havioral flow into discrete units. A series of behavioral records were created in 
Adobe Premiere Pro, based on punctual events and span constructs (see § 2.7.1.3), 
such as reading the source text, searching for a translation, and selecting terms for 
a glossary. All the tagged events were exported and saved in a file with the .csv 
format. This made it possible to integrate them with keylogging data, facilitating a 
comprehensive, quantitative subtask analysis, which will be explored in § 2.7.1.1. 
Adobe Audition 2024 was employed when coding behaviors in booth tasks be-
cause it provides millisecond precision, essential for accurately tracking time-sen-
sitive indicators like ear-key span and eye-voice span, introduced in the next 
section. The multimodal movie with the source speech soundtrack was analyzed on 
a frame-by-frame basis, to identify and tag each event (Figure 27). 

A range of SI rendering quality indicators were introduced to describe inform-
ants’ renditions, which fell into two (customary) dimensions, fluency and accuracy 
(reviews in Zwischenberger, 2010; Chen et al., 2022; Han, 2022b). This was done 
with Audacity®, a free, open-source digital audio editor (see Figure 28). Audacity 
allows the precise coding of specific behaviors in a screen-recording video file in 
the form of the soundtrack with millisecond accuracy. This application offers an 
intuitive interface for creating multiple layers, with each layer designated for tag-
ging specific codes. This highly customizable feature allows users to define and 
assign codes and durations for each event.  
 

 
 

Figure 28. Layers for coding indicators in Audacity®. 
 
Audacity® can automatically extract soundtracks from imported video files and 
can handle multiple audio tracks simultaneously. In our study, when a multimodal 
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movie with SI output was imported into Audacity®, we supplemented it by adding 
the corresponding script of the SI renderings and importing the aligned source 
speech soundtrack. This allowed us to code each indicator related to fluency or ac-
curacy dimensions by tagging it into different layers within Audacity® (as shown in 
Figure 28). By combining the functionalities of Adobe Audition and Audacity, this 
method of behavior coding proved to be highly precise and efficient for analyzing 
behaviors in the booth tasks. It significantly contributes to achieving an explicit, sys-
tematic, and transparent behavioral redescription. 
 
2.7.1.5 Ear-key span and eye-voice span We developed or reformulated the con-
structs ear-key span (E2K) and eye-voice span (I2V) to examine the cognitive effort 
required during SI tasks with CAI tools, specifically involving the use of Interpret-
Bank (see Figure 29) in the present study. These constructs are inspired by the 
notion of eye-voice span (Su, 2020; Zhou et al., 2021; Chmiel & Lijewska, 2022) to 
explore the informant’s interaction with the task. E2K  is defined as the timespan 
between the end of the soundwave of the relevant source speech utterance (in this 
case, of the potentially problematic terminological unit, often plurilexical) to 
keydown of the informant’s first related keyboard action. I2V is the timespan be-
tween InterpretBank displaying a term’s translation on the screen to the begin-
ning of the soundwave by the informant vocalizing the corresponding renditions. 
We assume that informants—working against the clock and expecting a word they 
need to appear on a certain area of the screen—tend to fixate on it after entering 
the last keystroke event, which could be retrieved from the Pynput log file. To-
gether, these constructs are deemed adequate to capture behavioral and cognitive 
dynamics for the following reasons. 
 

 
 

Figure 29. Representation of ear-key span and eye-voice span. 
 
First, the E2K can be easily identified by examining the onset time, as flagged by 
the end of terms in the wave file of the source speech. The offset time, the moment 
of the first related keypress, can also be easily determined by examining the Pyn-
put log file. E2K is taken to reflect the first millisecond when a full term can be 
identified. We will come back to this point when referring to the simultaneity of 
actions but let us for now enter a terminological note. We will use predictions as 
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in recent publications instead of the more traditional term anticipation because 
we will be referring to both positive and negative timespans.  

Second, E2K reflects the processing time between term identification, through 
memory and motor routine activation, to keyboard action. This indicator, which is 
both spatial and temporal in nature, can provide insights into the informants’ sit-
uated cognition, mainly through human-computer interaction. Although the inter-
val is very short, it reveals a temporal aspect of how the informants receive stimuli 
presented by the source speech and possibly increase their cognitive effort due to 
engaging in simultaneous actions against the clock.  

As for I2V, we hypothesize that right after typing a letter, the user is likely to 
fixate on the screen to see the translations InterpretBank may provide. The time 
code for the frame showing an entry on the screen is approximately the same as 
the time the translation is uttered. The reader is reminded, once again, that there 
may be small measurement errors due to variations in screen refresh rates and 
frame rates of screen recording tools. The typical laptop screen refresh rate is 
60Hz (times per second), i.e., 16.7 milliseconds, and the usual default frame rate 
of screen recording tools is 30 frames per second or 33.3 milliseconds. This is not 
too small an error, but it is sporadic and counterbalanced with the millisecond ac-
curacy of the data from multiple sources. I2V is not only the time it takes for the 
informant to read and name the item presented by the machine. The processing 
latency involved in monitoring the SI delivery and interpreting the target terms 
by adequately inserting them into the ongoing flow will affect the I2V span.  

Ideally, E2K and I2V spans should come in paired, linear sequences. However, 
not every instance conforms to this pattern. For example, an informant might com-
plete an E2K event by pressing a key upon hearing a term and seeing its transla-
tion on the screen, but then opt not to engage in the corresponding I2V event by 
speaking out the translation. The reasons for dropping the verbal renditions may 
vary, such as encountering an unexpected translation pop out from InterpretBank 
search or simply being unable to handle the information, thereby reducing cogni-
tive effort by skipping the rendition. Nevertheless, even an incomplete E2K-I2V 
sequence can provide meaningful data. More research is needed in this area to 
understand the underlying reasons and implications of such incomplete se-
quences. In a task tightly constrained by time, the E2K and the I2V spans may offer 
valuable insights into the cognitive effort exerted to perform particular actions. 

The E2K and I2V spans have a typical temporal order, with E2K occurring be-
fore I2V. E2K represents the time from the audio signal to the keypress, so it is 
always a positive value since we measure the time lag from hearing the signal to 
pressing the key. On the other hand, I2V spans can be positive or negative. A pos-
itive I2V value means the suggested translation appeared on the screen before the 
utterance, while a negative I2V value means the utterance occurred before the 
suggested translation was displayed. 

The E2K and I2V spans are measured to also assess spillover effects indirectly. 
Keys may be pressed before the potentially problematic term (which may consist 
of several words) is completely uttered in the source speech recording, and 
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translations may start being uttered before they appear on the screen. The former 
scenarios suggest intents of prediction. In the E2K span, a term may become active 
in memory while listening to a few syllables. In the I2V span, the term might be 
active in memory and ready to be used, but it may require verification post-utter-
ance. Reversed actions like typing before the term is complete (captured as nega-
tive E2K spans) could influence subsequent behaviors due to higher multitasking 
efforts, compared to SI delivery without searches, possibly affecting the length of 
the I2V span. These observations allow us to infer the extent of spillover or pre-
processing effects, but the scope of this study limits a direct measurement of these 
phenomena. In any case, these indirect measures might provide valuable insights 
into the dynamics and consequences of prediction in SI. 
 
2.7.2 Indicators 
The indicators for glossary and booth tasks in this project range from intra-subject 
analysis to inter-group analysis, but the emphasis was on intra-subject analysis. A 
range of indicators from different dimensions were chosen to circumvent Simp-
son’s Paradox (Carlson, 2024), a statistical issue where combining different 
groups of data can reverse observed trends, potentially skewing the overall inter-
pretation of results. By using a diverse set of time-related or language production 
(content)-related indicators (discussed in § 2.7.2.2), we hope that the analysis is 
truly reflective of actual patterns and prevents such distortions. Although the time 
cluster indicators belong to fluency, there is a certain parallelism between the dif-
ferences between accuracy and fluency, and between content and time clusters: 
fluency and time cluster indicators depend on the rendering, whereas accuracy 
and content indicators codify the relationship between source speech and inform-
ants’ renderings (rendition by rendition). Fluency indicators seem to tend to be 
source speech independent and this may happen sometimes with EVS1 and EVS2 
that may be caused by reasons other than cognitive demands. However, EVS 
measures depend on source speeches to calculate their magnitudes. 

 
2.7.2.1 Indicators in glossary tasks Informants were tasked with extracting unfa-
miliar terms from the source texts and compiling their own glossaries. Screen 
movements and keystroke events were registered (see § 2.7.1.1 and § 2.7.1.4) and 
each event was coded as a discrete or punctual activity or else as (part of) a span 
construct , or continuous activity (see § 2.7.1.3). Prior research (Onishi & Yamada, 
2020; Lu et al., 2022; Enríquez & Cai, 2023; Gough, 2023) primarily examines how 
translation students utilize online resources. Yet studies are scarce that examine 
how interpreting trainees manage novel terms extraction and seek their transla-
tions during glossary preparation, incorporating both local tools and online re-
sources. Throughout this glossary task, informants process multimodal data, for 
instance, source texts, pronunciation audios from online dictionaries, and images 
from Google search results. To understand task-related problems and behaviors, 
we set to analyze them in standard ways, but human behaviors are complex, in-
teractive, and context-dependent.  
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Figure 30. Layered approach to task models (from Muñoz, 2014). 
 

To capture and reflect on the informants’ overall performance in glossary tasks, 
we applied Muñoz’s (2014) layered approach to task models. This application 
went beyond merely breaking down the informants' information-seeking process 
into observable behaviors. Rather, we tagged these behaviors with various con-
structs and spans that are indicative of translation behaviors in Muñoz’s model 
(see Figure 30, reproduced with permission from Muñoz, 2014, p. 13). Our analy-
sis included extracting subtasks and summarizing them to depict informant behav-
ior in cognitively demanding, naturalistic environments. For example, these actions 
consist of operations such as 
 

1. IB- search the term in IB,  
2. open a new tab for reading,  
3. paste the term into the search box.  
 

The behaviors are grouped and refined and behaviorally redescribed into several 
strategies, understood as components of subtasks. For instance, searching the 
term in IB is labeled as source-text term retrieval; pasting the term into the search 
box, as search queries; and opening a new tab for reading, as search result review. 
This tagging process requires accurate descriptions of behaviors observed in 
screen recordings and keylogging events during data cleaning. By doing so, we 
aimed to reduce the likelihood of overlooking variations in behavior that might 
stem from an analyst’s bias. Our goal is to ensure that our tagging or labeling data 
reliably and accurately reflects the diverse methods our informants used to navi-
gate their tasks. In the analysis, the observations were further refined into corre-
sponding strategies, aiming to capture as broad a range of behaviors as possible. 
From this analysis, these strategies were categorized into various subtasks and 
integrated into the task model. For instance, search result review and search que-
ries are both part of the translation search subtask, while source-text term re-
trieval is a component of the term extraction subtask. 

This hierarchical model based on successive redescriptions reflects the collec-
tive, situated range of behaviors to handle tasks (Figure 31). Additionally, from 



 

 74 

the timestamp of each movement or keystroke event, we can calculate its duration. 
This temporal dimension allowed us to scrutinize the cognitive activities possibly 
underlying the dynamic nature of this complex process. The informants integrate 
various resources, so the order of subtasks is not fixed, resulting in interleaving 
and also continuous, repetitive behaviors. Abstracted subtasks also recur and al-
ternate, so that the sequences and frequency vary of individual’s engagement in 
subtasks. By observing the informants’ behavior within these subtasks, we can dy-
namically capture conduct dynamics specific to the overlapping subtasks and can 
therefore hypothesize necessary cognitive processes and combinations thereof 
likely to be temporarily at work when executing a complex task.  
 

 
 

Figure 31. Labels and structures of subtasks and corresponding strategies. 
 
Please note that a task is understood as ‘any goal-oriented activity undertaken by 
an individual or a group’ (APA dictionary) and that it is a recurrent notion, so that 
subtasks (not in the APA dictionary) may also be described and conceived of as 
tasks. For instance, when translating, revision may range from minimal monitor-
ing through being a subtask, part of the translation process, to being a separate task, 
often performed by people other than the translation drafter, at a different time. The 
categorization of subtasks and strategies is derived from the behaviors observed in 
our study. This approach aimed to streamline the very varied individual behaviors 
and allowed us to compare the use of different CAI tools at glossary compilation in 
terms of efficiency.   
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ST pre-processing involves how informants handle the source text. It includes 
text importation, text reading, ST chunking, ST alignment, ST annotation, and ST for-
matting. Term extraction describes how informants rely on either machine ex-
traction, manual extraction, or both. It comprises dysfunction, task transition, tool 
initialization, read-first glossary compilation, source-text term retrieval, and auto-
matic term extraction. Dysfunction relates to any bugs or errors encountered in 
CAI tools. Task transition includes actions such as clicking buttons and testing dif-
ferent functionalities within the tools or services. Tool initialization indicates steps 
such as setting up term frequency for automatic term extraction services or typing 
glossary names. Translation search focuses on how informants use various re-
sources to find translations for terms. It includes automatic translation, search 
queries, translation input, search, result review, and ChatGPT prompt modification. 
The Glossary review describes how informants review the glossary. It does not 
involve modifying the contents of glossary entries, which are included in the next 
category. It includes glossary export, checking entries, and glossary formatting. 
Entry editing involves how informants modify entry content in the glossary, such 
as modifying translations, modifying source text terms, deleting entries, and re-
moving punctuation marks.  

Due to the complexity of human behaviors, different events may interweave 
or repeat, not necessarily following a specific pattern. Thus, this categorization 
groups similar types of behavior events together. Since each event can be meas-
ured in a format of chrono time (see § 2.7.1.1), this categorization also implies 
temporal measurements. This approach lays the groundwork for discussing how 
term extraction efficiency can be derived from all behavior log data. There is no 
consensus on the definition of the term extraction efficiency (Fulford, 2001). This 
data, having been timestamped, is easy to compute. We focused on the informants’ 
information consulting behavior, specifically regarding term extraction efficiency. 
We introduced a series of indicators: time taken for glossary tasks, term counts, 
time per term, and diversity rate. These metrics would quantify term extraction 
efficiency for group comparison (see Table 3). 

Time taken for each glossary task is a typical indicator, though it may not al-
ways be reliable due to the varying methods of term extraction. For example, while 
automatic term extraction with InterpretBank can save time, it may require fur-
ther user intervention actions like removing irrelevant terms identified by the sys-
tem or deleting duplicates collected through both manual and automatic means. 
Another indicator related to term extraction is term counts, which measures how 
many terms are ultimately retained in the individual glossary. This indicator may 
become less and less informative and possibly more and more distorted the more 
automatized glossary compilation becomes. 

The indicator time per term refers to the time taken to compile the whole glos-
sary, divided by the number of terms surviving all processing actions. Time per 
term is a fairer metric for comparing informants using InterpretBank and those 
using Excel, because InterpretBank informants were expected to tend to have 
more entries in their glossaries but also to collect them faster. As mentioned, this 



 

 76 

is a rough estimation, because the extraction process may involve additional ac-
tions like deleting, removing, or modifying entries, but assessment is always “man-
ual”, so it yields a fairer comparison. For each informant, we calculate the time per 
term by dividing the total time taken to compile their glossary by the number of 
terms in their individual glossaries. Then, to obtain the average time per term at 
the group level (e.g., for all InterpretBank informants or all Excel informants), we 
took the mean of the individual time per term values for all informants in that 
group. We assumed that the group-level average time per term hints at general 
tendencies of InterpretBank or Excel informants in terms of the time they dedi-
cated to each term. It is assumed to also partially reflect the efficiency of the term 
extraction process for each group. 

The diversity rate refers to the percentage of overlap between the individual 
glossaries of the InterpretBank group and the Excel group (separately). Each in-
formant adopted various tools and services, often employing them interchangea-
bly. Usage percentages for each tool and service were calculated for each 
informant. This percentage refers to the time taken for each tool and service, di-
vided by the total time devoted to the glossary task. The diversity rate of extracted 
terms from individual glossaries provides basic information about the differences 
between the two approaches: the Excel glossaries typically represent human 
choices, while the InterpretBank glossaries are highly influenced by the applica-
tion functions. InterpretBank’s glossaries can be based on both the informants’ 
manual and automatic term selection. To some degree, by comparing how Inter-
pretBank’s automatically extracted glossary differs from human selection 
(whether in Excel or InterpretBank glossaries), we can discern differences be-
tween the two approaches to term extraction. 
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Table 3. Sample of behaviors, activities, and subtasks in glossary tasks. 
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2.7.2.2 Indicators in booth tasks To capture and categorize behaviors at different 
stages, indicators were formulated that were either related to time or content.  
First, blank intervals or silent spans in the speech flow of the informants were cat-
egorized into three sets: under 200 ms (lags), between 200 and 600 ms (bumps), 
and above 600 ms (respites). The constructs and the terms draw from Muñoz & 
Apfelthaler (2022). With today’s knowledge, any and all intervals shorter or equal 
to 200ms, or lags, were deemed to amount to noise, so they were ignored. The 
200ms is an arbitrary threshold, indirectly supported by most of the reasons ar-
gued by Muñoz & Apfelthaler (2022) for choosing that threshold for translation 
typing. For the SI rendering, we categorized time gaps into length-based subcate-
gories, bumps (200–600-ms, see § 3.2.4) and respites (over 600 ms, see §3.2.6)—
based on the notion that simultaneous interpreters are under pressure to avoid 
communicative breakdowns, and tend to avoid respites longer than 600 ms (Ho, 
2021), for instance, by adding fillers to maintain the attention of their audience. 
 The upper threshold of 600 ms follows Ho (2021), who found that pauses over 
600ms were consistently noticed by both trained and untrained native Chinese 
speakers as gaps. The upper threshold is also the closest round under the pause 
average across groups (623 ms in Cycle I, 661 ms in Cycle II, and 639 ms in Cycle 
III). Technically, 650ms was even closer and more round enough, but we opted to 
accept more potential noise (false hits, Type I error, i.e., a false discovery) rather 
than omit significant intervals (a type II error, i.e., a missed discovery), adhering 
to the commonsensical principle of better safe than sorry, which seems appropri-
ate in exploratory research. 
 This selection of the 600 ms upper threshold also inspired the results and 
methods from cross-lingual generalization. Wehrle (2023) referred to previous 
work by De Jong & Bosker (2013), Cho & Hirst (2006), and Megyesi & Gustafson-
Capková (2002) to establish a 700 ms cut-off for identifying silence thresholds, 
aligning with findings from these earlier studies. In the Wehrle’s research (2023), 
this threshold exceeded the average pause duration in the current dataset (646 ms 
across groups), which had autistic informants. People with disorders in the autistic 
spectrum may be faster or slower speakers than allistic (neurotypical) speakers, 
and they may also display different pausing patterns, which may impact their aver-
ages. As a result, a 600-millisecond threshold seemed again a prudent limit to define 
potentially perceptible pauses. The upper threshold, in brief, divides hypothesized 
non-mechanical intervals (all those above 200 ms) into those prone to go unnoticed, 
or bumps (between 200 and 600 ms) and those that tend to be noticed (above 600 
ms). We assume that interpreting trainees may have developed a particular percep-
tual sensitivity or acuity for this threshold, however intuitive, as flagging that their 
performance may go wrong. 
 Ear-voice span, or EVS, is the time gap between the acoustic end point of a 
source speech unit (usually, a sentence) and the acoustic ending point of the 
aligned chunk in the target output. A well-known indicator, it can be traced back 
to the very first studies of simultaneous interpreting (Paneth, 1957; Oléron & 
Nanpon, 1965/2000; Barik, 1973). Christoffels & De Groot (2004) found a 
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significant difference between shadowing and simultaneous interpreting but there 
is no consensus as to how to interpret it, beyond the general notion that larger EVS 
tend to reflect more cognitive difficulties performing the task. In order to refine 
the analysis, this study drew inspiration from the notion of sentence-initial eye-
voice span, as opposed to sentence-final eye-voice span from Zhou et al. (2021). In 
our study, EVS1 symmetrically refers to the time gap between the acoustic starting 
point of a source speech unit (here, a chunk) and the acoustic starting point of the 
aligned chunk in the target output. EVS2, symmetrically, refers to the time gap be-
tween the end of the acoustic signal of the source speech unit (a chunk) and the 
ending point of the acoustic signal of each informant’s rendition of that unit. Here, 
chunks are seen as production units that tend to coincide with sentences, which 
are linguistic units, but some consecutive sentences tend to be interpreted to-
gether, so we study them together too (see Appendix H for chunks and sentences, 
and also their differences in green background cells). At the very least, considering 
both EVS measurements together may support interpretations of the informants’ 
behavior being regular or not (e.g., EVS1 is similar to EVS2, compensatory or not 
(e.g., faster pace and EVS2 shorter than EVS1). As for content indicators in the 
booth task, they are the following: 
 
• fillers: “Uh, mm” and the like. 
• repetitions: a sequence of at least two words follows an identical sequence im-

mediately afterward (e.g., ABCDCDE...). 
• self-corrections: adjustments of errors on the fly. 
• false starts: abruptly interrupted start. It is not necessarily a subtype of repetitions, 

as false starts often lead to different expressions being uttered as repairs. 
 
These two sets of indicators were described above in terms of the nature of the 
information they measure, but they can also be approached in terms of what they 
may flag. Since we were exploring new aspects with new tools, we decided to apply 
consensual views in interpreting research and thus approach these indicators 
from the perspective of fluency and accuracy. Considered in this way, the indica-
tors may reveal individual and group differences in both efficiency and accuracy, 
with or without CAI tools. However, there is a difference between fluency and effi-
ciency, on the one hand, and accuracy and effectiveness, on the other. Whereas flu-
ency and efficiency may be easily reduced to quantitative indicators such as the ones 
chosen and presented above, accuracy and effectiveness entail a rather wider mar-
gin for the interpretation of the observed phenomena on the part of the researcher. 
 To provide a clear overview of the impact of InterpretBank on the fluency and 
accuracy in the renditions of Chinese interpreting trainees, we clustered the indi-
cators presented above into two groups: a content cluster and a time cluster. The 
content cluster encompasses false starts, self-corrections, fillers, and repetitions, 
which are—often, but by no means always—intricately related to the practices of 
repair in conversation (Hayashi & Yoon, 2010, p. 56). The time cluster focused on 
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the distribution of actions over time whereas the content cluster talks on the na-
ture of activities, whether in absolute terms (i.e., bumps and respites) or in relative 
terms (with respect to the source speech: EVS1 and EVS2).  

For accuracy, we adopted two strategies: a local and a global evaluation. First, 
we categorized the renditions of the potential problem triggers (see § 2.2.2) into 
four categories that would then be quantified. Second, we resorted to external 
raters performing a holistic (not itemized or rubric-based) evaluation. To deter-
mine the quality of the renditions, they were categorized into four conditions: cor-
rect, adequate, wrong renditions, and skipped terms. The term correct refers to the 
use of the exact and identical rendition provided by the master glossary. Adequate 
refers to the informants’ renditions that match the correct terms in the master 
glossary as to their meaning. That is, they are good renditions that do not match 
the ones in the glossary. These renditions are both understandable and acceptable 
from the researcher’s perspective—maybe not so to hearers!—but they are 
simply not the ones previously deemed optimal and hence entered in the master 
glossaries (as they were when returned to the researcher after the booth task). 
Wrong terms are renditions not included in the master glossary and deemed not 
understandable or acceptable from the researcher’s perspective. Obviously, in 
many cases, the informants may have thought otherwise. Skipped terms refer to 
the absence of renditions in the informants’ production corresponding to the 39 
potential problem triggers. 

These four conditions were applied to 39 potential problem triggers, includ-
ing 33 first-time terms and 6 repeated terms. For each condition in first-time terms, 
basic statistical analysis was performed to analyze the distribution within the 
group and the differences between groups. The distribution presents the fre-
quency value of each condition for each informant in the group, and the median 
value for each group of each condition was calculated. Group differences were 
compared using the Mann-Whitney U test for within-group and the Friedman test 
for inter-group analysis from Cycle I to Cycle III. For repeated terms, a group-level 
comparison shows the percentage rate of each condition for each group over time. 
This allows for the comparison of the performance related to repeated terms (i.e., 
rep1 and rep2 in §-3.3.5) for two groups across cycles. As for the global assess-
ment of the audios, it is technically part of the booth indicators, but it is devoted a 
separate section because it stands out for being performed by third parties and 
because SI rendering quality may be the result of factors beyond the booth task. 

 
 

2.8 Summary 
 
This chapter outlines the materials and methodologies employed in the study. The 
research involved 22 Chinese L1 speakers with English as their L2, all enrolled in 
MA programs in conference interpreting at top Chinese universities. Their ages 
ranged from 22 to 34, with an average of 24.7 years. These informants had com-
pleted at least two semesters of SI training before joining the study. A mix of 
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macOS and Windows system users, with some having prior experience with Inter-
pretBank, were included in the study. 

The study utilized Dr. Huberman Lab Podcast series episodes, categorized by 
specific topics, as source material. These episodes were transcribed using Mi-
crosoft Stream and the scripts were manually modified for the study purposes. 
Episodes were divided into glossary and booth task texts, with particular attention 
to ensuring consistent speech and style features. A comprehensive approach was 
used to select potential problem triggers, employing tools like AntConc and BootCaT 
for term extraction and corpus compilation. This meticulous process involved cre-
ating a customized, domain-specific corpus to identify key terms and phrases. 

The study compared the use of InterpretBank and MS Excel for managing glos-
saries in SI tasks. Excel was selected for the control group due to its popularity and 
accessibility, despite its limitations in terminology management. InterpretBank, 
representing advanced CAI tools, was chosen for the experimental group. Its fea-
tures, such as term extraction modes, translation suggestions, and term retrieval 
support in RSI, were evaluated for their impact on interpreters’ performance. 

The study employed a mixed-method, pretest-posttest design over three 
rounds. The first round (Cycle I) established a baseline for all informants. Cycle II 
introduced the use of InterpretBank and MS Excel in two separate groups. In Cycle 
III, informants chose their preferred tool. The study design included glossary and 
booth tasks, with an additional online training session for the InterpretBank group. 
Informants’ performance and preferences were surveyed after the tasks. 

Data was collected remotely using Microsoft Stream for audio files, a Python-
based keylogger for keystroke recording, and TechSmith Capture for screen re-
cording. These tools were selected for their user-friendliness and compatibility 
with remote data collection. The data collection process was adjusted to a remote 
setup due to travel restrictions. Stable internet connections and specific software 
setups were crucial for the integrity of the data collection. 

The collected data underwent thorough cleaning and synchronization pro-
cesses. Behaviors in the glossary and booth tasks were categorized and coded for 
analysis. The study introduced novel constructs such as ear-key span (E2K) and 
eye-voice span (I2V) to explore cognitive effort during tasks. Various indicators 
were used to analyze efficiency and effectiveness in both glossary compilation and 
SI output, including, but not limited to, fillers, repetitions, and self-corrections. Holis-
tic evaluations of audio files were also conducted by external raters.   
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Chapter 3 
 

results 
 
 
Data was collected over three cycles, each one consisting of one glossary task and 
one booth task, which bestowed additional temporal attributes upon the log data 
(see indicators in § 2.7.2). In this chapter, we will interpret data from the glossary 
and booth tasks. Statistical analyses measure specific aspects of interpreting qual-
ity, such as term retrieval and term accuracy, but these variables are only parts 
(or, rather, aspects) of the interpreting process. Isolating them in an experimental 
setup for inferential analysis is challenging because such aspects co-occur and 
sometimes are even one and the same behavior contemplated from different view-
points (for instance, false starts have an impact on EVS1). Single variable measures, 
as isolated in test results, cannot fully represent the high degree of interaction 
with tools and the environment, but also among different hypothesized cognitive 
processes, inherent in the interpreting process. Consequently, results should be 
interpreted as evolving over time within the tasks, to more accurately and realistic 
reflect the complex behavior we simply describe as remote, CAI-tool supported sim-
ultaneous interpreting. In view of the many confounders and potential variables 
unaccounted for, an intra-subject analysis allows greater security in interpreting 
behavior in naturally varying environments. Indeed, as expected, Excel served as 
an external support for glossary compilation. Its integration with various local or 
online tools demonstrated strong compatibility and flexibility, going beyond the 
simple activity of copying terms from the article and pasting them with their re-
spective Chinese renditions that informants would consult. The strategies for term 
extraction varied across informants, and glossary consultations also displayed 
considerable variation. 
 

 
3.1 Glossaries 
 
Glossary compilation involved manually tagging punctual events and span con-
structs derived from behavior observations from screen recordings, and from in-
dividual glossaries, as described in § 2.7.1.1. 
 
3.1.1 Individual glossary  
In the glossary tasks, information-seeking performance in each glossary subtask 
(see § 2.7.2.1) was analyzed for two groups, and the adaptation of flashcard mode 
in the InterpretBank group. 
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3.1.1.1 Compilation Figure 32 depicts a circular dendrogram, representing the hi-
erarchical clustering of informants, engaged in a glossary task in Cycle I. The den-
drogram’s branching patterns identify clusters of informants who exhibit similar 
behaviors based on task-related criteria, specifically sub-tasks and their associ-
ated activities.  
 

subtask activities 
st pre-processing text importation 
 text reading 
 st chunking 
 st alignment 
 st annotation 
 st formatting 
translation search automatic translation 
 search queries 
 translation input 
 search result review 
 ChatGPT prompt modification 
term extraction dysfunction 
 task transition 
 tool initialization 
 read-first glossary compilation 
 source-text term retrieval 
 automatic term extraction 
glossary review glossary export 
 checking entries 
 glossary formatting 
entry editing modify translation 
 modify ST term 
 delete entries 
 remove punctuation marks 
  

Table 4. Ethogram subtasks and activities in glossary tasks. 
 
The dendrogram branches represent informants by their initials encircled with 
colored nodes: mustard for InterpretBank and green for Excel, matching their in-
terface colors. We have aggregated the time spent on identical activities for each 
individual and divided it by individual total glossary time for Cycle I. This calcula-
tion yields a percentage, which is represented by a point on the outermost circle 
of the dendrogram. In other words, the size of the node indicates the proportion 
of an individual’s engagement in specific documented activities within the glos-
sary task in Cycle I. For example, informant Jordan (J) dedicated 33.64% of his 
time to the read-first glossary compilation as one of the activities from the source 
text. The size of each node on the dendrogram’s periphery is the cumulative per-
centage of individual time spent on activities within its branch, allowing for a visual 
comparison of strategy engagement. These nodes aggregate at the activity level and 
coalesce further into subtasks, with the size of subtask nodes being the sum of the 
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sizes of their constituent activity nodes, reflecting the relative time investment in 
these subtasks in the glossary of Cycle I. 

All informants in the InterpretBank group in Cycle II used automatic term ex-
traction before read-first glossary compilation (i.e., auto before read-first in Table 
5), but in Cycle III, four out of 11 informants (i.e., Blake, Casey, Dana, and Jordan) 
changed from automatic term extraction + read-first glossary compilation to only 
relying on read-first glossary compilation. 
 

informant names Cycle III 

Alex auto before read-first 

Blake only read-first 
Dana only read-first 
Erin auto before read-first 

Frankie auto before read-first 
Gale only read-first 

Harley auto before read-first 

Ira auto before read-first 
Jordan only read-first 
Kelly auto before read-first 

Lee auto before read-first 

  

Table 5. Automatic term extraction in Cycles III. 
 
The percentage of time devoted to activities is used to rank informants based on 
their participation in various sub-tasks, represented in circles with other colors in 
Figure 32, whose shade hints at recursive categorization. The basic subtasks within 
the glossary task are ST pre-processing, term extraction, translation search, en-
try editing, and glossary review. Larger sub-task dots indicate higher shares of 
time devoted to that specific activity and subtask. Within each activity, represented 
by lighter-colored dots, informants are arrayed in descending order of their individ-
ual time percentages. For instance, within the translation search subtask, the in-
formants range from Kelly (K, 94.62%) to Blake (B, 5.82%) in decreasing order of 
time spent. Basic subtasks comprise, in turn, several behaviors, represented in sim-
ilar but lighter colors. For instance, translation search (dark purple, on the right-
hand side) breaks down into search queries, translation input, and search result 
review, represented in lighter purple circles, logically smaller.  

Data shows that the most time-consuming subtask within the glossary task in 
Cycle I was translation search —particularly the execution of various search que-
ries—closely followed by term extraction. ST pre-processing and glossary review 
consumed roughly equal amounts of time, while entry editing required the least. 
Interestingly, informants from the InterpretBank group generally invested more 
time compared to those from the Excel group, across most activities. Within search 
queries, common behaviors include copy and paste, hypothetical equivalence testing, 
and the use of bilingual N-grams as search terms. A comprehensive exploration of 
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these activities would significantly expand the project’s breadth, but it is beyond the 
scope of this project and is penciled as pending for future research. 

In Cycle II (see Figure 33), translation search emerged again as the most 
time-consuming subtask, with search queries particularly time-consuming. Nota-
bly, the top four informants spending the most time on this task—Ira (I), Frankie 
(F), Erin (E), and Lee (L)—were all from the InterpretBank group. Noticeably, au-
tomatic translation was predominantly employed by InterpretBank informants, 
with Informant Gale (G) leading at 71.25%. No automatic translation was found 
among informants in the Excel group. Informants from the Excel group generally 
devoted more time to translation input. Within the term extraction subtask, Excel 
informants also spent much time on the read-first glossary compilation. For in-
stance, Sidney (S) allocated 71.10%; Oakley (O), 43.64%; and Quinn (Q), 36.35% 
of their time to this task. This suggests that the Excel informants primarily focused 
on translation input and read-first glossary compilation, with less time allocated 
to other activities, possibly due to the influence of the search queries. In compari-
son, the InterpretBank informants invested more time in other behaviors, that is, 
they displayed a broader engagement across subtasks. 

Figure 34 represents the behaviors of informants in the glossary task in Cycle 
III. It corroborates the patterns observed in Cycles I and II, with translation 
search and term extraction as the most time-consuming subtasks among all the 
subtasks. Within their subcategorized behaviors, the implementation of search 
queries and read-first glossary compilation continued to dominate in terms of 
timeshare. Excel informants spent time predominantly in translation search and 
term extraction, indicating a more concentrated approach in these specific areas. 
The Excel informants predominantly focused their efforts on search queries, trans-
lation input, and read-first glossary compilation. Interestingly, Excel informants 
Taylor (T), Peyton (P), and Val (V) dedicated substantial proportions of their time 
to search queries (88.13%, 74.58%, and 71.61%, respectively). In contrast, Inter-
pretBank informants displayed a more diverse time allocation, with higher shares 
of other subtasks (i.e., glossary review, entry editing, and ST pre-processing). 
Irrespective of the group, search queries significantly impact time allocation, un-
derscoring its central role in the glossary task process. Using the data cleaning 
methods described in § 2.7.1.1, each observed behavior was tagged and mapped 
to the activities and subtasks described in § 2.7.2.1 and Table 4. 
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Figure 32. Behavior of informants in the glossary task of Cycle I. 
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Figure 33. Behavior of informants in the glossary task of Cycle II. 
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Figure 34. Behavior of informants in the glossary task of Cycle III. 
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3.1.1.2 Sources of consultation This section explores the applications and services 
used for term retrieval. Figure 35 presents a layered sunburst diagram that high-
lights individual tool usage. Each concentric ring denotes a hierarchy level. The 
innermost ring codifies the group, while the subsequent rings represent each in-
formant. InterpretBank informants, from Alex to Lee, are depicted in yellow tones, 
and the Excel informants, from Morgan to Val, are in green. 

In this diagram, the outermost ring denotes application/service, with each seg-
ment’s size corresponding to the time percentage dedicated to that tool, relative 
to the total time spent on the glossary task. Light blue segments represent the use 
of local (offline) tools and light orange segments, the use of online tools. Segments 
with important shares are labeled with the tool or service. For instance, while in-
formant Harley predominantly used Interpreters’ Help as evidenced by the sub-
stantial allocation of time to this tool. Smaller segments, indicating lesser-used 
applications or services, are not labeled for obvious space restrictions. These mi-
nor segments were occasional or trial uses of tools for term retrieval. Nevertheless, 
while these instances constitute a small percentage of overall tool usage, they 
point to the informants’ exploratory behavior and help understand the broader 
picture of tool use. 
 Figure 36 illustrates group-level tool and service interactions in Cycle I 
through a chord diagram. Each group is represented with their usual color-coded 
segments along the ring—green for Excel and yellow for InterpretBank. From 
these segments, arrows depart that reach applications and services represented 
as gray segments. The arrows map out the connections between groups and the 
tool they used, with each ribbon’s endpoint corresponding to a particular applica-
tion or service. The width of each arrow codifies the timeshare allocated to each 
specific application or service. For example, the Excel group (green ribbon) pre-
dominantly uses MS Excel, followed by Google and MS Word. Interestingly, the In-
terpretBank group (yellow ribbon) displayed the most extensive use of MS Excel, 
suggesting a higher reliance on this tool. The reader is reminded that in Cycle I 
informants were not grouped into different cohorts using either Excel or Inter-
pretBank, but they could rather use the tools of their choice (e.g., Excel, Interpret-
Bank, or any other tools), as opposed to information sources which they were 
allowed to freely consult through all three cycles. 

Figure 37 presents a sunburst diagram that illustrates the tool used by indi-
vidual informants in Cycles II and III, aiming to explore contrasts and patterns in 
their approach to glossary tasks. The diagram is divided into two semi-circles, 
with the left representing Cycle II and the right representing Cycle III. Moving out-
ward from the center, the first ring is marked by two segments: Cycle II and Cycle 
III. The second ring from the center has four segments, each colored by group: the 
green segment is labeled InterpretBank group, and the orange segment is labeled 
Excel group. Each semi-circle has two color-coded segments representing the two 
groups. The third ring contains segments with the informant names of the corre-
sponding groups, colored in different shades of the overall group colors to help 
readers locate the corresponding data for the same informant in the opposite cycle. 
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The different yellow or green shades in the segments of group members are mean-
ingless, they only seek to ease location and identification. The outermost visible 
ring contains segments, each representing the local applications and online ser-
vices used by each informant. The size of each segment represents the percentage 
of time devoted to the tool. This percentage is calculated by dividing the cumula-
tive duration used by the application or service by the total personal glossary time 
for Cycles II and III. While most segments are labeled with the names of applica-
tions and services, some remain unlabeled due to their minimal percentage, pri-
oritizing diagram readability and clarity (see more in Table 6). 

In Figure 37, we observed that most informants consistently utilized Inter-
pretBank, except one informant, Casey, who ceased using InterpretBank in Cycle 
III. Focusing on segment size, in Cycle II, among the 12 informants using Interpret-
Bank, Kelly, Gale, Dana, and Casey allocated a significant portion of their time to 
InterpretBank, while the others showed less usage, allocating more time to other 
applications and services such as search engines (e.g., so.com, google.com, 
baidu.com) and local applications (e.g., Oulu app, Youdao app, MS Word). Oulu app 
and Youdao app are popular free bilingual dictionaries among Chinese users. In 
Cycle III all informants continued using InterpretBank except for Casey. Among 
these 11 users, Alex, Dana, Gale, John, and Kelly showed an increased proportion 
of time spent on InterpretBank compared to Cycle II, indicating a slight change in 
usage patterns. The rest continued to show scare use of InterpretBank, preferring 
other applications and services, including search engines (e.g., so.com, google.com, 
cn.bing.com) and bilingual dictionaries (e.g., Oulu app, Youdao app, MS Word), 
which was similar to Cycle II.  

In both Cycles II and III, the Excel group relied heavily on external applications 
and services. They used a variety of external tools, for instance, Youdao Dictionary, 
cn.bing.com, Google.com, and Bing.com Additionally, they spent a significant 
amount of time using MS Excel. This may suggest that they frequently switched 
between MS Excel and external tools in their work. Possibly, actions involving 
summarizing data in Excel took up a considerable amount of time. This pattern 
persisted into Cycle III. Moreover, in Cycle III, Excel group member Alex adopted 
InterpretBank in the glossary task. 
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Figure 35. Application/service percentage in Cycle I. 
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Figure 36. Group-level application/service percentage in Cycle I. 
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Figure 37. Application/service percentage in Cycles II and III. 
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Cycle group environment application/service duration(s) percentage (%) 

II XL  local 28238.3 MS Excel 16842.3 35.61  
 47300.8 s  59.70% MS Word 6864.2 14.51  
     Youdao app 4531.8 9.58  
   online 19062.5 others 6458.7 13.65  
    40.30% baidu.com 5175.4 10.94  
     Google.com 4678.1 9.89  
     Youdao Web 2750.3 5.81  
 IB  local 38156.4 IB 18106.9 33.13  
 54659.1 s  69.81% Oulu App 9414.9 17.22  
     Youdao app 6365.4 11.65  
     MS Word 2803.3 5.13  
     others 1466.0 2.68  
   online 16502.7 so.com 6103.6 11.17  
    30.19% others 5609.8 10.26  
     Google.com 4789.3 8.76  
III XL  local 31564.1 MS Excel 8867.5 19.58  
 45279.4 s  69.71% MS Word 8842.9 19.53  
     WPS Word 5863.3 12.95  
     IB 4554.5 10.06  
     WPS Excel 2005.7 4.43  
     others 1430.2 3.16  
   online 13715.2 Google.com 5881.1 12.99  
    30.29% baidu.com 3721.4 8.22  
     others 2238.7 4.94  
     chat.openai.com 1874.1 4.14  
 IB  local 38856.0 IB 21303.4 43.23  
 49284.2 s  78.84% Youdao app 6244.3 12.67  
     Oulu App 5872.0 11.91  
     others 3062.3 6.21  
     Zhiyun App 2373.9 4.82  
   online 10428.2 cn.bing.com 5133.2 10.42  
    21.16% Google.com 3287.6 6.67  
     others 2007.4 4.07  

        

Table 6. Group-level application/service in Cycles II and III. 
 
Table 6 focuses on the use of tools by groups, not individuals, and depicts the use 
of applications and services by groups from Cycle II to Cycle III. For instance, in 
Cycle II, the Excel group informants cumulatively spent 47300.8 s in the glossary 
task. Of that time, 28238.3 s (59.70%) were spent on local applications, and 
19062.5 s (40.30%) on online services. For local applications, the top three most 
time-consuming were MS Excel (16842.3 s, 35.61%), MS Word (6864.2 s, 14.51%), 
and Youdao app (4531.8 s, 9.58%), with MS Excel accounting for 35.61% of the 
total 47300.8 seconds. Similarly, for online services, the top three most time-consum-
ing were others (6458.7 s, 13.65%), baidu.com (5175.4 s, 10.94%), and Google.com 
(4678.1 s, 9.89%), with the others category accounting for 13.65% of the total time, 
47300.8 s (see below for a detailed explanation of the others category). 



 

 96 

We first calculated the total time spent on the glossary task for each group by 
summing the time spent by each informant. Next, we calculated the duration in 
seconds spent on each local application or online service by each informant. This 
was similar to the process used to create dendrograms in § 3.1.1.1. We then 
summed these durations within each group. Then we split the data into two cate-
gories: local applications and online services (see Table 6). We labeled the accu-
mulated duration for each category within each cycle in each group and followed 
it with a percentage. This percentage shows the proportion of time spent on local 
applications or online services in the total group time spent on the glossary task 
for each group. For each environment (local or online), we listed the applications 
and services used in each category, along with their corresponding duration and 
percentage. The percentage was calculated by dividing the duration for an appli-
cation or service by the total time spent on the glossary task for each group in each 
cycle. Finally, we calculated the average percentage for each tool (local application 
and online service) within each group. For instance, in Cycle II, the average per-
centage of applications and services for the Excel group was 4.76%. Therefore, any 
application or service within the local and online categories whose percentage 
was lower than 4.76% was combined into the Others category. The complete list 
of applications and services in the Others category, along with their percentages, 
is shown in Appendix I. In Table 6, the percentage column uses color to highlight 
the three tools with the highest percentage for each environment. 

Table 6 shows that both the Excel group and the InterpretBank group relied 
heavily on local applications, spending significantly more time on them than on 
online services. This may be due to the specialized nature of local applications 
(such as dictionaries), the direct presentation of needed information, or personal 
preference. Specifically, for local applications, the Excel group spent the most time 
on MS Excel and MS Word in both Cycles II and III. This may suggest that these 
tools are essential for their work in the glossary tasks. The InterpretBank group 
spent the most time on InterpretBank, Youdao, and Oulu in both cycles. These two 
applications are focused on translating words, so it can be inferred that the inform-
ants did not rely on InterpretBank’s translation results, but instead searching trans-
lation for their own. In terms of online services, the Excel group and the 
InterpretBank group had a high percentage of others set of tools in Cycle II, ranking 
first and second, respectively. This shows that there was a large variation in the 
online services tools used by the two groups. In Cycle III, however, both groups 
shifted to search engines, such as cn.bing.com and Google.com. This may suggest 
that they were adapting their tool choices to the demands of the tasks at hand. 
 
3.1.1.3 Glossary contents Figure 38 presents a multi-set bar chart detailing term 
counts in the individual glossaries compiled by each informant from the two 
groups over the three cycles. The chart is organized in descending order based on 
the average number of terms. InterpretBank Informants have yellow bars, while 
Excel informants have green bars.  
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Figure 38.Term counts in individual glossaries, master glossaries, and diversity rates. 
 
Figure 38 shows the number of terms compiled by each informant after the glos-
sary tasks, displayed across cycles (numbers above bars) to compare them to the 
master glossary’s entry counts (Cycle I, 95 entries; Cycle II, 96; Cycle III, 97) in 
terms of diversity rate (inside bars). For instance, Erin compiled 117 terms in Cy-
cle I, and only one out of two terms (50.33%) were present in the master glossary 
(95 term counts). That is, half of the terms were not chosen by any other informant. 
As a reminder, no informant used InterpretBank in the first Cycle. Interestingly, 
Erin had comparable results in the third Cycle. The InterpretBank informants gen-
erally compiled more terms than those in the Excel group. Eight out of the ten in-
formants with more terms belong to the InterpretBank group. The informants Erin, 
Harley, Lee, and Gale stand out for compiling the most terms on average. The chart 
reveals diverse patterns of term compilation among the informants over time. Sev-
eral, including Erin, Harley, Frankie, Oakley, and Noel exhibited fluctuations in 
their term counts across cycles. The higher concentration in Cycle II might be due 
to the topic of the speech, but also because of the introduction of InterpretBank 
which, once again, was not used in Cycle I. Informants are split for the reader to be 
able to compare their baselines. Riley, Casey, Kelly, Alex, Sidney, and Taylor’s term 
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count steadily declined. In this case, InterpretBank and Excel informants are on a 
tie, so it might be an effect of getting used to or more confident about task demands. 
 
3.1.2 Glossary review (Memo mode) 
We explored the application of InterpretBank’s Memo mode, which functions sim-
ilarly to flashcards. Although the Memo mode was introduced before the Booth 
tasks, it reflects the informants’ glossary review action. The use of Memo mode 
was captured through screen recording within a fixed 30 minutes for ad-hoc glos-
sary preparation. In this stage, each informant was given the same 30-minute time 
frame to review the master glossary. The data in Table 7, calculated based on the 
seconds spent in Memo mode, was then normalized by dividing it by 30 minutes 
(equal to 1800 s) to yield percentage values. Informants who used Memo mode 
activated it with start manual, both in Cycles II and III, rather than autoplay (see 
the introduction of Memo mode in § 2.3.2).  
 

name Memo duration (s)  
in Cycle II percentage Memo duration (s)  

in Cycle III percentage 

Alex 865.0 48.06 988.5 54.92 

Blake N/A  1345.0 74.72 

Casey 427.8 23.77 N/A  

Dana N/A  N/A  

Erin 623.0 34.61 N/A  

Frankie N/A  596.4 33.13 

Gale 459.7 25.54 N/A  

Harley 1049.1 58.29 N/A  

Ira 495.1 27.5 325.5 18.08 

Jordan 503.7 27.98 1222.7 67.93 

Kelly N/A  N/A  

Lee 333.7 18.54 426.2 23.68 
 

Table 7.Memo mode usage in Cycle II and Cycle III. 

 
In Cycle II, varied engagement with the Memo feature was observed among the 
informants. Harley used it most (58.29% of the preparation time), closely followed 
by Alex (48.06%). On the lower end, and apart from four informants—Blake, Dana, 
Frankie, and Kelly—who did not use it at all (one-third of InterpretBank inform-
ants), Lee’s share of time spent engaged in the memo feature reached only 18.54%. 
The medium-level users included Erin, Ira, and Jordan, who engaged with the 
mode for 34.61%, 27.50%, and 27.98% of their preparation time, respectively, 
while Casey and Gale utilized it for 23.77% and 25.54%. In Cycle III there were 
shifts in the use of Memo. Alex increased her engagement to 54.92%. Remarkably, 
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Blake, who had not used the mode in Cycle II, dedicated a significant 74.72% of 
her preparation time to it.17 Frankie, another new user, allocated 33.13% of her 
time to the mode. Conversely, Ira’s engagement decreased to 18.08%, while Jor-
dan’s usage markedly rose to 67.93%. Lee’s usage remained consistent at 23.68%. 
The number of informants not using the mode increased to six, or half of the par-
ticipants (6 out of 12).  
3.2 Fluency analysis 
 
The collected data comprises a range of indicators, including but not limited to 
false starts, corrections, fillers, repetitions, bumps, respites, EVS1, and EVS2. Table 
8 portrays group aggregated values, and includes statistical measures such as 
Mean, Median, Mode, Standard Deviation (SD), Minimum, Maximum, Shapiro-Wilk 
W, and p-value for each variable and cycle. As a reminder, two informants are 
missing from the analysis, one from each group, because they chose to use the op-
posite tool in Cycle III. 
 

 Shapiro-Wilk 

 cycle group Mean Median Mode* SD Min. Max. W p-value 

false starts 
I 

XL 4.0 3 3 3.6 0 13 0.83 0.03 

 IB 3.3 4 0 2.6 0 8 0.93 0.43 

 
II 

XL 3.6 3 1 3.5 0 12 0.85 0.05 

 IB 3.5 3 1 2.7 0 9 0.94 0.46 

 
III 

XL 3.9 3.5 2 2.7 0 10 0.92 0.39 

 IB 2.7 2 4 2.7 0 9 0.85 0.05 

Self-correc-
tions I 

XL 12.6 11 9 7.0 4 28 0.86 0.07 

 IB 8.4 8 8 2.0 5 11 0.91 0.23 

 
II 

XL 13.5 12 12 7.9 2 29 0.96 0.78 

 IB 11.8 10 8 8.8 3 36 0.74 0.00 

 
III 

XL 11.8 10.5 10 6.0 3 23 0.97 0.89 

 IB 9.3 8 6 5.4 2 20 0.93 0.43 

fillers 
I 

XL 34.8 19.5 29 50.7 4 172 0.63 0.00 

 IB 12.8 10 21 11.6 0 35 0.91 0.25 

 
II 

XL 34.2 23.5 2 39.0 2 137 0.71 0.00 

 IB 11.8 11 3 11.4 1 42 0.78 0.01 

 
III 

XL 28.1 21.5 21 27.3 0 96 0.82 0.02 

 IB 10.7 6 0 11.1 0 34 0.86 0.06 

repetitions 
I 

XL 4.6 4 3 2.1 2 8 0.88 0.15 

 IB 5.2 4 4 2.2 3 11 0.76 0.00 

 
II 

XL 3.7 3.5 5 2.5 0 9 0.95 0.61 

 IB 4.3 4 4 1.1 2 6 0.92 0.29 

 
17 Gender was not considered a variable through this project, and fake informants’ names strived 
to be gender neutral. The pronouns do not necessarily represent the gender of the informant.  
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 Shapiro-Wilk 

 cycle group Mean Median Mode* SD Min. Max. W p-value 

 
III 

XL 3.2 2.5 1 2.7 0 8 0.91 0.26 

 IB 2.9 2 0 2.9 0 10 0.86 0.06 

bumps 
I 

XL 83.6 72 53 31.2 53 134 0.84 0.04 

 IB 98.8 77 73 41.8 54 172 0.77 0.00 

 
II 

XL 97.2 93 57 37.9 57 192 0.82 0.02 

 IB 120.7 117 73 27.3 73 163 0.94 0.50 

 
III 

XL 98.0 92 91 29.2 53 149 0.96 0.78 

 IB 108.0 110 105 21.0 54 135 0.84 0.03 

respites 
I 

XL 166.7 160 141 22.9 141 208 0.85 0.07 

 IB 161.9 157 111 27.5 111 224 0.92 0.29 

 
II 

XL 179.4 179.5 188 18.5 147 210 0.98 0.95 

 IB 176.1 174 119 32.9 119 238 0.99 1.00 

 
III 

XL 175.2 175.5 164 21.6 142 210 0.98 0.96 

 IB 160.9 159 136 21.2 136 201 0.94 0.57 

EVS1 
I 

XL 5.184 5.223 3.559 1.0 3.559 6.777 0.97 0.85 

 IB 4.565 4.585 3.514 0.6 3.514 5.467 0.96 0.81 

 
II 

XL 4.689 4.371 3.376 0.8 3.376 5.697 0.87 0.10 

 IB 6.010 5.564 4.001 2.3 4.001 11.663 0.79 0.01 

 
III 

XL 4.502 4.502 3.124 0.7 3.124 5.421 0.95 0.70 

 IB 4.393 4.253 3.636 0.7 3.636 5.852 0.92 0.29 

EVS2 
I 

XL 4.433 4.359 2.91 1.1 2.91 6.175 0.95 0.67 

 IB 3.772 3.55 2.545 0.8 2.545 5.174 0.94 0.57 

 
II 

XL 3.748 3.686 2.071 1.0 2.071 5.561 0.99 1.00 

 IB 5.347 4.484 2.978 2.7 2.978 12.415 0.74 0.00 

 
III 

XL 3.937 3.736 3.04 0.7 3.04 4.953 0.92 0.36 

 IB 3.815 3.384 3.018 1.0 3.018 6.255 0.79 0.01 

* More than one mode exists, only the first is reported 

Table 8.Fluency indicators across cycles for two groups. 

 
The Excel group exhibited a slight decrease in the mean number of false starts 
from Cycle I to Cycle III (for individual differences, see § 3.2.1 and Figures 39 to 
41). The Shapiro-Wilk test indicated that the data were not normally distributed 
in Cycles I and II but became more so in Cycle III. The InterpretBank group also 
showed a decline, but their data was generally more normally distributed across 
all cycles. 

For self-corrections, the Excel group showed a relatively stable mean number, 
and their data were normally distributed in Cycles II and III (Shapiro-Wilk, see 
individual details in § 3.2.2 and Figures 42 to 44). The InterpretBank group ex-
perienced an increase in the mean number of self-corrections in Cycle II and they 
decreased to original numbers in Cycle III and their data were generally not nor-
mally distributed, particularly in Cycle II, where the p-value was significantly low. 



 

 101 

Regarding fillers, the Excel group’s mean numbers remained fairly constant 
across cycles and the data were not normally distributed. The InterpretBank 
group’s mean number of fillers consistently declined from Cycle I through Cycle III, 
and their data were more normally distributed (for individual data, see § 3.2.3 
and Figures 45 to 47). Additionally, both groups showed a declining trend in the 
mean number of repetitions, from Cycle I to Cycle III (see also individual details in 
§ 3.2.4 and Figures 48 to 50). 

The mean number of bumps increased in the Excel group from Cycle I to Cycle 
III, whereas it first increased and then decreased in the InterpretBank group As 
for respites, both groups exhibited an increase until Cycle II, followed by a decline 
in Cycle III, forming a bell-shaped curve. The data for the two groups in both of 
these variables were mostly normally distributed, except for a few cycles where 
the p-value indicated otherwise (for individual differences, see § 3.2.5 and Fig-
ures 51 to 53 for bumps; see § 3.2.6 and Figures 54 to 56 for respites). 

For EVS1 and EVS2, the data were generally more stable and normally distrib-
uted across all cycles for both groups, although there were some fluctuations (for 
individual differences, see § 3.2.7 and Figures 57 to 59 for EVS1; see § 3.2.8 and 
Figures 60 to 62 for EVS2). 

In summary, in terms of average number, the Excel group produced noticeably 
more false starts, self-corrections, fillers, and respites, than the InterpretBank group 
in all cycles. The Excel group produced fewer bumps than the InterpretBank group 
in all cycles. The data for most fluency indicators is not normally distributed. At 
this stage, it remains to be seen whether these differences in descriptive statistics 
are significant.  

Before we address individual differences, let us see the overall bird’s eye view 
of their data in all fluency variables (see Table 9). 
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 name 
false starts fillers self- 

corrections repetitions dropped  
sentences bumps respites EVS1 EVS2 

count Z count Z count Z count Z count Z count Z count Z second Z second Z 

IB I Alex 2 -0.50  21 -0.09  8 -0.51  4 -0.10  20 2.35  75 -0.70  157 -0.53  4.526  -0.29  4.393  0.17  

  Blake 6 0.90  15 -0.27  6 -0.81  4 -0.10  4 -1.51  154 1.63  224 2.10  4.906  0.01  4.384  0.17  

  Casey 4 0.20  107 2.56  16 0.69  12 2.90  17 1.63  35 -1.89  153 -0.69  4.096  -0.63  2.577  -1.08  

  Dana 0 -1.19  1 -0.70  5 -0.96  4 -0.10  13 0.66  73 -0.76  163 -0.30  4.485  -0.32  3.361  -0.54  

  Erin 0 -1.19  26 0.07  8 -0.51  7 1.03  6 -1.02  73 -0.76  151 -0.77  4.585  -0.24  3.320  -0.57  

  Frankie 4 0.20  4 -0.61  8 -0.51  6 0.65  13 0.66  85 -0.41  179 0.33  4.021  -0.69  4.229  0.06  

  Gale 1 -0.84  10 -0.43  9 -0.36  11 2.53  19 2.11  54 -1.32  111 -2.34  5.090  0.16  3.550  -0.41  

  Harley 5 0.55  5 -0.58  7 -0.66  5 0.28  16 1.39  161 1.84  156 -0.57  5.467  0.46  3.104  -0.72  

  Ira 8 1.59  35 0.34  11 -0.06  4 -0.10  14 0.91  76 -0.67  149 -0.85  3.514  -1.10  2.545  -1.10  

  Jordan 5 0.55  21 -0.09  11 -0.06  5 0.28  11 0.18  87 -0.35  175 0.17  4.908  0.02  4.376  0.16  

  Kelly 4 0.20  3 -0.64  11 -0.06  3 -0.47  16 1.39  77 -0.64  170 -0.02  3.867  -0.82  3.057  -0.75  

  Lee 1 -0.84  0 -0.73  8 -0.51  4 -0.10  8 -0.54  172 2.16  146 -0.96  4.846  -0.03  5.174  0.71  

XL I Morgan 6 0.90  24 0.00  13 0.24  5 0.28  14 0.91  56 -1.26  181 0.41  5.869  0.78  4.447  0.21  

  Noel 0 -1.19  55 0.96  4 -1.11  4 -0.10  15 1.15  59 -1.18  141 -1.16  5.247  0.29  3.595  -0.38  

  Oakley 5 0.55  9 -0.46  28 2.49  6 0.65  8 -0.54  126 0.80  208 1.47  5.289  0.32  5.136  0.69  

  Peyton 3 -0.15  6 -0.55  8 -0.51  8 1.40  6 -1.02  81 -0.53  204 1.31  6.777  1.51  6.175  1.41  

  Quinn 2 -0.50  15 -0.27  12 0.09  4 -0.10  8 -0.54  120 0.63  154 -0.65  4.591  -0.24  4.315  0.12  

  Riley 4 0.20  29 0.16  10 -0.21  3 -0.47  19 2.11  134 1.04  159 -0.45  3.559  -1.06  4.402  0.18  

  Sidney 3 -0.15  5 -0.58  9 -0.36  3 -0.47  15 1.15  65 -1.00  147 -0.93  6.552  1.33  5.840  1.17  

  Taylor 1 -0.84  29 0.16  12 0.09  3 -0.47  10 -0.06  68 -0.91  178 0.29  5.198  0.25  4.286  0.10  

  Uli 3 -0.15  4 -0.61  9 -0.36  2 -0.85  18 1.87  53 -1.35  162 -0.34  4.572  -0.25  2.910  -0.85  

  Val 13 3.33  172 4.56  21 1.44  8 1.40  12 0.42  54 -1.32  153 -0.69  4.184  -0.56  3.221  -0.63  

group Cycle 
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 name 
false starts fillers self- 

corrections repetitions dropped  
sentences bumps respites EVS1 EVS2 

count Z count Z count Z count Z count Z count Z count Z second Z second Z 

IB II Alex 0 -1.19  11 -0.40  3 -1.26  4 -0.10  8 -0.54  117 0.54  174 0.13  4.075  -0.65  3.299  -0.58  

  Blake 1 -0.84  11 -0.40  7 -0.66  6 0.65  8 -0.54  120 0.63  238 2.65  8.627  2.98  8.065  2.71  

  Casey 3 -0.15  2 -0.67  8 -0.51  8 1.40  12 0.42  98 -0.02  152 -0.73  5.882  0.79  3.851  -0.20  

  Dana 3 -0.15  3 -0.64  11 -0.06  4 -0.10  15 1.15  100 0.04  202 1.23  4.001  -0.71  4.346  0.14  

  Erin 1 -0.84  13 -0.33  13 0.24  5 0.28  6 -1.02  73 -0.76  142 -1.12  5.920  0.82  3.995  -0.10  

  Frankie 5 0.55  1 -0.70  8 -0.51  4 -0.10  7 -0.78  105 0.18  183 0.49  5.921  0.82  5.369  0.85  

  Gale 3 -0.15  12 -0.36  8 -0.51  5 0.28  13 0.66  109 0.30  165 -0.22  5.941  0.84  4.484  0.24  

  Harley 5 0.55  42 0.56  17 0.84  5 0.28  11 0.18  125 0.77  119 -2.02  11.66
3  5.41  12.41

5  5.72  

  Ira 4 0.20  20 -0.12  6 -0.81  3 -0.47  13 0.66  107 0.24  155 -0.61  4.933  0.04  4.054  -0.06  

  Jordan 9 1.94  8 -0.49  11 -0.06  4 -0.10  11 0.18  163 1.90  179 0.33  5.276  0.31  4.591  0.31  

  Kelly 6 0.90  6 -0.55  36 3.69  2 -0.85  9 -0.30  148 1.45  211 1.59  4.192  -0.56  2.978  -0.80  

  Lee 1 -0.84  3 -0.64  10 -0.21  5 0.28  11 0.18  161 1.84  169 -0.06  5.564  0.54  5.224  0.75  

XL II Morgan 5 0.55  43 0.59  14 0.39  5 0.28  5 -1.26  96 -0.08  219 1.90  5.576  0.55  4.206  0.05  
  Noel 3 -0.15  41 0.53  9 -0.36  5 0.28  13 0.66  77 -0.64  180 0.37  5.633  0.59  4.558  0.29  
  Oakley 12 2.99  13 -0.33  29 2.64  3 -0.47  9 -0.30  192 2.75  188 0.68  5.508  0.49  5.561  0.98  
  Peyton 1 -0.84  10 -0.43  21 1.44  5 0.28  11 0.18  100 0.04  210 1.55  4.221  -0.53  3.743  -0.27  
  Quinn 1 -0.84  22 -0.06  12 0.09  4 -0.10  6 -1.02  97 -0.05  178 0.29  4.351  -0.43  3.396  -0.51  
  Riley 4 0.20  40 0.50  12 0.09  3 -0.47  10 -0.06  102 0.09  147 -0.93  4.000  -0.71  3.629  -0.35  
  Sidney 1 -0.84  9 -0.46  2 -1.41  2 -0.85  13 0.66  70 -0.85  157 -0.53  4.391  -0.40  3.063  -0.74  
  Taylor 0 -1.19  25 0.04  10 -0.21  1 -1.22  11 0.18  89 -0.29  169 -0.06  5.697  0.65  4.322  0.13  
  Uli 3 -0.15  2 -0.67  6 -0.81  0 -1.60  14 0.91  71 -0.82  188 0.68  3.376  -1.21  2.071  -1.43  
  Val 6 0.90  137 3.48  20 1.29  9 1.78  12 0.42  57 -1.23  179 0.33  4.137  -0.60  2.928  -0.84  

group Cycle 
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 name 
false starts fillers self- 

corrections repetitions dropped  
sentences bumps respites EVS1 EVS2 

count Z count Z count Z count Z count Z count Z count Z second Z second Z 

IB III Alex 0 -1.19  9 -0.46  4 -1.11  0 -1.60  5 -1.26  96 -0.08  177 0.25  4.306  -0.46  3.812  -0.23  
  Blake 0 -1.19  19 -0.15  2 -1.41  1 -1.22  8 -0.54  107 0.24  201 1.19  3.636  -1.00  3.063  -0.74  
  Casey 0 -1.19  105 2.50  26 2.19  10 2.15  9 -0.30  58 -1.21  190 0.76  4.260  -0.50  3.346  -0.55  
  Dana 1 -0.84  0 -0.73  6 -0.81  1 -1.22  6 -1.02  115 0.48  184 0.53  3.833  -0.84  3.384  -0.52  
  Erin 2 -0.50  5 -0.58  6 -0.81  4 -0.10  7 -0.78  105 0.18  136 -1.36  3.731  -0.92  3.018  -0.77  
  Frankie 9 1.94  2 -0.67  10 -0.21  5 0.28  4 -1.51  112 0.39  159 -0.45  5.137  0.20  4.914  0.53  
  Gale 0 -1.19  12 -0.36  8 -0.51  10 2.15  13 0.66  105 0.18  139 -1.24  4.888  0.00  3.157  -0.68  
  Harley 4 0.20  26 0.07  17 0.84  4 -0.10  11 0.18  125 0.77  136 -1.36  5.852  0.77  6.255  1.46  
  Ira 4 0.20  34 0.31  11 -0.06  0 -1.60  8 -0.54  110 0.33  150 -0.81  4.253  -0.51  3.742  -0.27  
  Jordan 4 0.20  6 -0.55  11 -0.06  2 -0.85  7 -0.78  135 1.07  172 0.06  4.547  -0.27  4.120  -0.01  
  Kelly 4 0.20  4 -0.61  20 1.29  3 -0.47  11 0.18  54 -1.32  151 -0.77  4.141  -0.60  3.150  -0.68  
  Lee 2 -0.50  1 -0.70  7 -0.66  2 -0.85  6 -1.02  124 0.75  165 -0.22  3.997  -0.71  3.349  -0.55  

XL III Morgan 5 0.55  21 -0.09  6 -0.81  3 -0.47  9 -0.30  78 -0.61  213 1.66  5.338  0.36  4.907  0.53  
  Noel 2 -0.50  46 0.68  10 -0.21  0 -1.60  7 -0.78  93 -0.17  171 0.02  4.513  -0.30  3.737  -0.28  
  Oakley 6 0.90  10 -0.43  23 1.74  7 1.03  5 -1.26  133 1.01  197 1.04  4.491  -0.32  4.534  0.27  
  Peyton 0 -1.19  22 -0.06  19 1.14  4 -0.10  1 -2.23  122 0.69  210 1.55  3.124  -1.41  3.040  -0.76  
  Quinn 3 -0.15  31 0.22  10 -0.21  1 -1.22  5 -1.26  149 1.48  164 -0.26  3.769  -0.89  3.734  -0.28  
  Riley 2 -0.50  29 0.16  8 -0.51  5 0.28  10 -0.06  91 -0.23  142 -1.12  5.033  0.12  4.953  0.56  
  Sidney 4 0.20  5 -0.58  11 -0.06  1 -1.22  6 -1.02  73 -0.76  164 -0.26  5.421  0.43  4.126  -0.01  
  Taylor 4 0.20  21 -0.09  13 0.24  2 -0.85  6 -1.02  91 -0.23  184 0.53  4.193  -0.55  3.660  -0.33  
  Uli 3 -0.15  0 -0.73  3 -1.26  1 -1.22  14 0.91  76 -0.67  180 0.37  4.702  -0.15  3.365  -0.54  
  Val 10 2.29  96 2.22  15 0.54  8 1.40  8 -0.54  53 -1.35  148 -0.89  4.431  -0.36  3.316  -0.57  

                       
  Table 9. Overall fluency performance by each informant across Cycles. 

group Cycle 
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In the next sections until § 3.2.4, the alpha level is set at 0.05 for inferential statis-
tics. 

 
3.2.1 False starts 
 
 

 
 

Figure 39.Distribution of false starts across cycles by informants. 
 
 

 
 

Figure 40. Within-group comparison of false starts across cycles. 
 

 
 

 
 

Figure 41.Comparison of false starts across cycles between groups. 
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In Figure 39, Oakley from the Excel group shows a steep rise in false starts from 
Cycle I to Cycle II and a similarly sharp decline from Cycle II to Cycle III, improving 
from 12 to 6. Val from the same group demonstrates an inverse pattern. Mean-
while, Erin and Frankie from the InterpretBank group exhibit a steady increase in 
false starts from Cycle I to Cycle III. The median lines indicate that the three cycles 
have the same median values. The analysis of the data in Figure 40 using Fried-
man’s ANOVA indicated that there is no statistically significant difference in the 
frequency of false starts across the three cycles within Excel group and Interpret-
Bank group, x2 

r (2, N = 9) = 0.45, p-value = 0.80 for Excel group, and x2 
r (2, N = 11) = 

1.59, p-value = 0.45 for InterpretBank group. On the other hand, the Mann-Whit-
ney U Test in Figure 41 for Excel group and InterpretBank group indicates that p-
value in all three cycles are well above the conventional alpha level of 0.05, sug-
gesting that there is no statistically significant difference in the distribution of false 
starts between InterpretBank and Excel groups for any of the cycles.  
 
3.2.2 Self-corrections 

 
 

Figure 42.Distribution of self-corrections across cycles by informants. 
 
 

 
 

Figure 43.Within-group comparison of self-corrections across cycles. 
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Figure 44.Comparison of self-corrections across cycles between groups. 
 
Figure 42 shows the distribution of self-corrections across cycles for each inform-
ant in the Excel (left) and InterpretBank groups (right). There are significant var-
iations among individuals within each group across cycles. For example, Kelly 
from the InterpretBank group shows many more self-corrections in Cycle II (from 
11 in Cycle I to 36) and a less dramatic decrease to 20 in Cycle III. On the other 
hand, Quinn from the Excel group remained consistent at around 10 self-correc-
tions across all cycles. The median also indicates that Cycle II has a higher number 
of self-corrections across informants. Six out of 12 InterpretBank informants expe-
rienced an increase in self-corrections in Cycle II (right after introducing Interpret-
Bank, although Alex behaved the opposite), whereas only three Excel informants 
did. One possible explanation might be that using InterpretBank might have had 
an impact on the self-corrections, perhaps due to higher multitasking demands. For 
the within-group analysis, No significant changes were observed in self-correc-
tions within either the Excel (x2 

r (2, N = 9) = 0.74, p-value = 0.69) or InterpretBank 
(x2 

r (2, N = 11) = 1.06, p-value = 0.59) groups over time (Figure 43). Mann-Whitney 
U tests revealed no significant differences in self-corrections between the two 
groups across cycles (see Figure 44), with p-values above 0.05 for all cycles. 
 
3.2.3 Fillers 
 
 

 
 

Figure 45.Distribution of fillers across cycles by informant. 
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Figure 46. Within-group comparison of fillers across cycles. 
 
 

 
 

Figure 47.Comparison of fillers across cycles between groups. 
 
Figure 45 reveals several outliers within the Excel group, particularly Val, who 
consistently exhibited a remarkably high frequency of fillers across all cycles com-
pared to other participants in both groups. While some informants, such as Peyton 
and Quinn from the Excel group, demonstrated a steady increase in filler use from 
Cycle I to Cycle III, others, including Taylor, Val, and Erin from the Excel group, and 
Erin and Jordan from the InterpretBank group, exhibited a declining trend. Addi-
tionally, several informants showcased large variations over time, including Noel, 
Oakley, and Sydney in the Excel group, and Alex, Blake, Harley, and Ira in the In-
terpretBank group. In contrast, the remaining informants (Uli, Dana, Frankie, Kelly, 
and Lee from both groups) produced very few fillers. Despite these individual dif-
ferences, the median performance remained relatively consistent across cycles for 
both groups. The statistical analysis in Figures 47–48 further supports these ob-
servations. The Mann-Whitney U test confirmed that these differences were not 
statistically significant inter-group across cycles, both have a p-value greater than 
0.05. The Friedman test yielded no significant temporal changes within-group 
across cycles, further supported by a p-value greater than 0.05, x2 

r (2, N = 9) = 0.94, 
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p-value = 0.62 for Excel group, and x2 
r (2, N = 11) = 0.88, p-value = 0.64 for Inter-

pretBank group. 
 

3.2.4 Repetitions 
 

 
 

Figure 48. Distribution of repetitions across cycles by informants. 
 
 

 
 

Figure 49. Within-group comparison of repetitions across cycles. 
 
 

 
 

Figure 50. Comparison of repetitions across cycles between groups. 
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In the case of repetitions, Figure 48 points to some noteworthy degree of individ-
ual variation within the InterpretBank group. Specifically, the data portrayed Gale 
as an outlier, with a substantially higher frequency of repetitions compared to 
other members within the same group. This diverges from the pattern observed 
in the Excel group, where Uli represents a comparable point of variation. Median 
values for repetitions in Cycles II and III are identical and exceed that of Cycle I. 
The Mann-Whitney U test in Figure 50, reveals no significant inter-group differ-
ences, both show p values above conventional alpha level of 0.05. The Friedman 
test supported this observation with the within-group comparison in the Excel 
group across cycles. x2 

r (2, N = 9) = 2.36, p-value = 0.31 for Excel group. Conversely, 
the InterpretBank group exhibits significant intra-group variation across cycles, 
as evidenced by the value of chi-square, x2 

r (2, N = 11) = 10.55, p-value < 0.05. 
 
3.2.5 Bumps 
 

 
 

Figure 51.Distribution of bumps across cycles by informants. 
 
 

 
 

Figure 52.Within-group comparison of bumps across cycles. 
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Figure 53.Comparison of bumps across cycles between groups. 
 
Figure 51 clearly illustrates that Cycle II exhibited a broader distribution of bump 
occurrences for both the Excel group and InterpretBank group. However, Cycle III 
exhibited the highest frequency of bumps, surpassing the other two cycles. Espe-
cially in Cycle II, nine informants from the InterpretBank group registered bump 
occurrences above the median value of 103.5, while only one informant from the 
Excel group surpassed this threshold. In contrast, Cycle III saw seven Interpret-
Bank informants and three Excel group informants exceeding the median value of 
106. The Friedman test in Figure 52 for the Excel group and InterpretBank group, 
however, showed no significant changes within-group from Cycle I to Cycle III. The 
Mann-Whitney U test in Figure 53 revealed a statistically significant difference 
between the groups in Cycle II (p-value < 0.05), but not for Cycle I and Cycle III. 
 
3.2.6 Respites 
 
 
 

 
 

Figure 54.Distribution of respites across cycles by informants. 
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Figure 55.Within-group comparison of respites between groups. 
 
 

 
 

Figure 56. Comparison of respites across cycles between groups. 
 
Figure 54 depicts a high number of respite production across all cycles for both 
groups of informants, as evidenced by the increasing median values. To enhance 
visual clarity, the Y-axis commences at 75 instead of zero. Overall, InterpretBank 
informants seem to have faced higher cognitive demands, probably related to mul-
titasking. However, differences in respites were not so obvious, and smaller for 
InterpretBank informants. This is consistent with the hypothesized tendency of 
interpreters to avoid respites in any circumstances, for they may be noticed and 
thus impact negatively on the quality assessment of their performance. The 
within-group analysis of respites, the Friedman Test (see Figure 55) for the 
groups revealed no significant changes across cycles, with a p-value above 0.05. 
That is, no changes were apparent in group performance over time, except for the 
InterpretBank group between Cycles II and III, which might be explained by the 
InterpretBank informants’ mastering their control over respites when using the 
new tool. No significant differences in respite production were noted between 
groups, as indicated by Mann-Whitney U test results (p-values: 0.88 for Cycle I, 
0.79 for Cycle II, and 0.27 for Cycle III). All p-values exceeded the conventional 
alpha threshold of 0.05. 
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3.2.7 Chunk-initial EVS (EVS1) 

 
 

Figure 57. Distribution of Chunk-initial EVS across cycles by informants. 
 
 

 
 

 
 

Figure 59. Comparison of Chunk-initial EVS across cycles between groups. 
 
Figure 57 illustrates both individual and group-level Chunk-initial EVS or EVS1 
variation across the three cycles. There are slight fluctuations with respect to the 
overall median EVS1 score. It starts at 4.72 s in Cycle I, increases to 5.10 s in Cycle 

 
 

Figure 58. Within-group comparison of Chunk-initial EVS across cycles. 
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II, but drops slightly to 4.37 s in Cycle III. Within these overarching trends, individ-
ual performance differences stand out. In the Excel group, for instance, there stand 
out the EVS1 values for Peyton’s in Cycle I (6.78 s) and Taylor’s in Cycle II (5.70 s). 
Sidney stole the limelight in Cycle III, with an EVS1 of 5.42 s. In the InterpretBank 
group, Harley emerged as a consistent outlier, with scores of 5.47 s, 11.66 s, and 
5.85 s in Cycles I, II, and III. The Mann-Whitney U test in Figure 59 yielded p-val-
ues of 0.20, 0.11, and 0.70 for Cycles I, II, and III, respectively. These p-values were 
all above the conventional alpha level of 0.05, suggesting that the differences in 
EVS1 between the Excel and InterpretBank groups were not statistically signifi-
cant in any cycle. For within-group changes of EVS1 over time, the Friedman Test 
revealed no statistically significant temporal changes in these metrics across cy-
cles within this group, x2 

r (2, N = 9 ) = 0.89, p-value = 0.64 for the Excel group. 
Within the InterpretBank group, however, there were statistically significant 
changes over the cycles, x2 

r (2, N = 11 ) = 9.45, p-value < 0.05.  
 
3.2.8 Chunk-final EVS (EVS2) 
 

 
 

Figure 60. Distribution of Chunk-final EVS across cycles by informants. 
 
 

 
 

Figure 61. Within-group comparison of Chunk-final EVS across cycles. 
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Figure 62. Comparison of Chunk-final EVS across cycles between groups. 
 
Notable differences in individual performance can be observed in Chunk-final EVS 
or EVS2 (Figure 60). In the Excel group, Peyton’s EVS2 value of 6.17 s in Cycle I, 
Sidney’s 5.84 s in Cycle I, and Oakley’s 5.56 s in Cycle II stood out from the rest. On 
the other hand, in the InterpretBank group, many informants (Dana, Erin, Frankie, 
Gale, Ira, and Jordan) showed a significant increase in EVS2 from Cycle I to Cycle 
II and a decrease from Cycle II to Cycle III. Harley, in particular, reached 12.41 s in 
Cycle II, far exceeding the others. Within groups (Figure 61), the Friedman test 
for the Excel group showed no statistically significant changes in EVS2 over the 
cycles, with a p-value of 0.64. The Friedman test for the InterpretBank group 
yielded a p-value of 0.03, below the alpha level of 0.05, indicating statistically sig-
nificant temporal changes in the EVS2 scores. The Mann-Whitney U test (see Fig-
ure 62) revealed no statistically significant differences between the EVS2 values 
of the two groups across cycles, with p-values of 0.22, 0.08, and 0.65 for Cycles I, 
II, and III, respectively. An alpha level of 0.05 was used for the tests. 
 
3.2.9 Duration of source speech chunks and EVS  
Figures 63 and 64 illustrate the data from Cycle I for the Excel group and the 
InterpretBank group. The solid lines plot the median values for both the EVS1 and 
EVS2. The median values show moderate fluctuations between the chunks, sug-
gesting varying degrees of cognitive effort. The grey dots illustrate the lowest and 
highest measurements of EVS1 and EVS2, and the dashed lines linking them depict 
the range. This range proved valuable to assess the consistency and variance in 
performance. The lower diagram shows the duration of each source speech chunk 
in Cycle I. For instance, in Figure 63, chunk 10 had a duration of 6.31 s in the 
source speech, as shown in the lower diagram. Corresponding to the upper dia-
gram, we observed the duration of EVS1 for nine informants in the Excel group. 
The minimum value of EVS1 was 2.54 s, the maximum was 8.57 s, and the median 
value was 3.98 s. 

In the first cycle, both groups EVS1 and EVS2 showed a trend toward fitting in 
the median values of several chunks at the beginning and end, and in the speech 
beginning section, they presented a gradual increase, suggesting that the inform-
ants adapted to the interpreting task. The maximum and minimum values of the 
two groups EVS1 and EVS2 were generally concentrated in the range of 0-10 sec-
onds. However, it is not ruled out that there are individual chunks with outliers, 
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for instance, the Excel group in Figure 63 EVS 2 in chunks 19, 78, 82, and the In-
terpretBank group in Figure 64, EVS2 in chunks 39, 48, both of which showed 
extreme values. 

In Cycle II, the Excel group (Figure 65), the median values for EVS1 and EVS2 
show less variation than in Cycle I. For instance, in Chunk 2, the EVS1 ranged from 
1.26 s to 5.32 s, with a median of 2.79 s, whereas EVS2 spanned from 2.27 s to 7.53 
s, with a median of 3.17 s. The InterpretBank group (Figure 66) exhibits noticeable 
changes in median values in Cycle II, especially for EVS1. The range of EVS1 and 
EVS2 between the minimum and maximum values remains stable (mostly concen-
trated within 0-10 s), reinforcing the notion of consistent performance. The second 
cycle revealed a continuation of this trend from Cycle I. Figures 67–68 illustrate a 
similar pattern observed in two groups during EVS1 and EVS2, paralleling earlier 
observations in Cycles I and II. The minimum and maximum value range continues 
to concentrate within the 0-10 s range. The two groups, as before, show an upward 
trend in the initial chunks for both EVS1 and EVS2.  

In the present case, the absolute value of the outliers is smaller than before, 
and there is a difference in the number of outliers between the two groups. The 
Excel group has fewer outliers, which appear in EVS2 chunks 39 and 54. Addition-
ally, there are fewer EVS2 values that fall within the range of 0 to -5 s in the Excel 
group. In contrast, the InterpretBank group has more frequent outliers, appearing 
in EVS2 chunks such as 33, 38, 44, 57, and 63, among others. Furthermore, multi-
ple chunks of EVS2 values in the InterpretBank group fall within the range of 0 to 
−5 s. 
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Figure 63. EVS1, EVS2, and chunks duration in Cycle I (Excel Group). 
 

 
 

Figure 64. EVS1, EVS2, and chunks duration in Cycle I (InterpretBank Group). 
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Figure 65. EVS1, EVS2, and chunks duration in Cycle II (Excel Group). 
 

 
 

Figure 66. EVS1, EVS2, and chunks duration in Cycle II (InterpretBank Group). 



 

 119 

 
 

Figure 67. EVS1, EVS2, and chunks duration in Cycle III (Excel Group). 
 

 
 

Figure 68. EVS1, EVS2, and chunks duration in Cycle III (InterpretBank Group). 
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Cycle group EVS1 vs. source speech chunks EVS2 vs. source speech chunks 

I Excel 0.125 (p < 0.001) -0.087 (p < 0.001) 

 InterpretBank 0.102 (p < 0.001) -0.053 (p = 0.035) 

II Excel 0.111 (p < 0.001) -0.072 (p = 0.005) 

 InterpretBank 0.079 (p = 0.001) -0.076 (p = 0.002) 

III Excel 0.151 (p < 0.001) 0.005 (p = 0.845) 

 InterpretBank 0.070 (p = 0.004) -0.057 (p = 0.020) 

    

Table 10. Correlation coefficients and p-values among EVS vs. chunks. 

 
Table 10 shows that both groups had non-existent or minimal statistically signif-
icant negative correlation between the duration of source speech chunks and in-
dividual EVS data (i.e., EVS1 and EVS2) across three Cycles. The correlations are 
generally weaker in Cycle II compared to Cycles I and III, for both groups. The In-
terpretBank group tends to have slightly lower correlation coefficients than Excel 
across most cycles. The strongest positive correlation is between EVS1 and source 
speech chunks in Cycle III from the Excel group (0.151, p-value < 0.001). The 
strongest negative correlation is between EVS2 and source speech chunks in Cycle 
I from the Excel group (-0.087, p-value < 0.001). The table shows correlations be-
tween the temporal indicators (EVS1 and EVS2) and the duration of source speech 
chunks, with some variations across cycles and groups. 

In summary, the results show that there was a really weak and barely statisti-
cally significant negative correlation between the duration of source speech and 
the EVS1 and EVS2 for both groups in the first two cycles. In the third cycle, the 
Excel group showed almost no correlation, while the InterpretBank group contin-
ued to show the same stable relationship. One possible interpretation is that 
longer source speech chunks are associated with shorter EVS2. However, the co-
efficient is so small that the topic is open to speculation. The absolute values of 
outliers were also smaller in the third cycle compared to the first two cycles. 
 
 
3.3 Term accuracy analysis 
 
As in the fluency analysis, group tendency is discussed first. Again, two informants 
are missing from the analysis, one from each group, because they chose to use the 
opposite tool in Cycle III. Also, four categories were used to study term accuracy: 
correct, adequate, wrong, and skipped terms. First, the overall term accuracy of all 
39 targeted terms across cycles is explored in the two groups. Then we distinguish 
between first-time potential problem triggers and repeated terms (see § 2.2.2). 
The Excel group demonstrated a consistent increase in mean number of correct 
renditions, from 8.3 in Cycle I to 15.3 by Cycle III (see Table 11). Variation also 
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rose, from a standard deviation of 2.71 to 7.03. In contrast, the InterpretBank 
group started with a lower mean of 7.7 in Cycle I and surpassed the Excel group in 
Cycle III, with a mean value of 18.6. Interestingly, the standard deviation for this 
group in Cycle III was narrower than that of the Excel group. Still, the data followed 
an approximately normal distribution. In adequate renditions, the Excel group 
started at a mean of 1 in Cycle I, peaked at 2.1 in Cycle II, and dropped to 0.7 in 
Cycle III. The InterpretBank group started higher, at 1.9 in Cycle I, but also dipped 
down to 0.5 in Cycle III. This group displayed considerable variation in Cycles I 
and II. The Shapiro-Wilk test revealed no normal distribution of data (p-value < 
0.05) for both groups in Cycle III. 
 

 Shapiro-Wilk 

indicator cycle group Mean Median Mode* Sum SD Min. Max. W p-value 

correct 
I 

XL 8.3 7.5 6 83 2.71 5 12 0.87 0.11 

 IB 7.7 7 5 85 3.38 4 16 0.86 0.07 

 
II 

XL 11.6 12 13  116 3.69 5 17 0.98 0.93 

 IB 14.1 13 10 155 4.35 10 24 0.88 0.09 

 
III 

XL 15.3 16.5 10  153 7.03 2 27 0.97 0.92 

 IB 18.6 19 15  204 4.41 10 26 0.98 0.95 

adequate 
I 

XL 1.0 1 1 10 0.67 0 2 0.82 0.02 

 IB 1.9 1 12  21 2.12 0 7 0.84 0.03 

 
II 

XL 2.1 2 2  21 0.99 0 3 0.83 0.03 

 IB 1.6 1 1 18 1.91 0 7 0.67 0.00 

 
III 

XL 0.7 1 1 7 0.68 0 2 0.80 0.02 

 IB 0.5 0 0 5 0.93 0 3 0.57 0.00 

wrong 
I 

XL 2.5 3 3 25 1.51 0 5 0.95 0.64 

 IB 2.7 2 1  30 2.72 0 10 0.77 0.00 

 
II 

XL 2.8 2.5 1  28 1.99 0 6 0.94 0.53 

 IB 3.6 4 4 40 1.63 0 6 0.92 0.35 

 
III 

XL 3.9 3.5 3  39 3.21 0 11 0.87 0.10 

 IB 3.0 2 2 33 2.61 0 8 0.90 0.17 

skipped 
I 

XL 27.2 27.5 25  272 3.49 22 33 0.97 0.92 

 IB 26.6 30 30 293 5.94 15 33 0.85 0.05 

 
II 

XL 22.5 22 20  225 3.6 18 29 0.94 0.55 

 IB 19.6 20 17 216 3.64 12 24 0.91 0.25 

 
III 

XL 19.1 17.5 17 191 5.47 11 29 0.96 0.82 

 IB 17.0 17 17 187 4.54 9 27 0.93 0.42 

* More than one mode exists, only the first is reported. 

Table 11. Accuracy indicators for two groups (Shapiro-Wilk test included). 

 
In wrong renditions, both groups had a relatively stable mean—around 2.5 to 3.9 
for the Excel group and 2.7 to 3 for the InterpretBank group. However, the SD for 
the Excel group in Cycle III was notably higher. The Shapiro-Wilk tests indicated 
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that the data for both groups across all cycles was approximately normally distrib-
uted, except for the InterpretBank group in Cycle I (p-value < 0.05). Regarding 
skipped terms, both groups had started at a high mean value in Cycle I, with 27.2 
for the Excel group and 26.636 for the InterpretBank group. However, both groups 
saw their mean numbers of skipped terms decline by Cycle III, with the Excel group 
reaching 19.1 and the InterpretBank group reaching 17. The SD for both groups 
remained fairly consistent across cycles, and the Shapiro-Wilk test suggested that 
the data was approximately normally distributed for both groups. 
 

 
Figure 69. Percentage of accuracy indicators across cycles by two groups. 

 
So, the study assessed term accuracy comparing two groups over three cycles. In 
terms of correct renditions, the Excel group showed steady improvement, while 
the InterpretBank group began lower but eventually surpassed Excel. The Excel 
group’s adequate renditions peaked in Cycle II and then decreased, whereas the 
InterpretBank group’s adequate renditions declined consistently. Both groups 
maintained stable means in wrong renditions, but the Excel group’s standard de-
viation increased by Cycle III. Initially, high skipped terms in both groups de-
creased by Cycle III. The data was approximately normally distributed for both 
groups in most categories and cycles, but not for all categories. Besides, the Excel 
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group and InterpretBank group also exhibited some unique features between cat-
egories. In terms of quantity, for both groups, the number of skipped terms far ex-
ceeded other categories, followed by correct renditions. The Excel group had a 
higher number of skipped terms than InterpretBank, while it had a lower number 
of correct renditions than InterpretBank. Both groups showed a smaller number of 
adequate and wrong renditions. We will come back to this point in the discussion. 

Starting with the first plot in Figure 69, which focuses on Cycle I, it is evident 
that the range of accuracy varies significantly among the informants. Noel (N), 
from the Excel group, had a 74.36% rate of skipped terms with targeted potential 
problem triggers; 15.38% of her renditions were correct, and 7.69% were wrong. 
The adequate category only reached a 2.56% rate. In Cycle II, there is a general shift 
in accuracy. For instance, Gale (G) improves in her correct renditions compared to 
Cycle I. One of the possible interpretations is that the interventions or treatments 
applied between the cycles might have been effective for this individual.  In Cycle III, 
some informants, such as Blake (B), Peyton (P), and Quinn (Q) kept a consistent 
level of accuracy across all cycles, while others fluctuated in their accuracy.  

In summary, the proportion of correct renditions in both the Excel and Inter-
pretBank groups, for most participants, showed varying degrees of increase from 
Cycle I to Cycle III. However, there were two notable exceptions: the proportion of 
correct renditions in the Excel group exhibited a decreasing trend over the cycles 
for Val (V), and Harley (H) in the InterpretBank group remained constant. Com-
pared to Cycle I as the baseline, both Cycle II and Cycle III showed a decrease in 
the percentage of skipped terms, with most informants in the two groups experi-
encing a reduction, except for Val (V). Since adequate renditions are considered 
acceptable, their percentage decreased from Cycle II to Cycle III, particularly in the 
InterpretBank group, where only Alex (A), Blake (B), and Dana (D) had adequate 
renditions. In comparison, the Excel group had five participants with adequate 
renditions (Noel (N), Oakley (O), Peyton (P), Riley (R), and Val (V)) 

 
3.3.1 Correct renditions 
 

 
 

Figure 70. Distribution of correct renditions across cycles by informants. 
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Figure 71. Within-group comparison of correct renditions across cycles. 
 
 
 

 
 

Figure 72. Comparison of correct renditions across cycles between groups. 
 
In correct renditions (Figure 70) some informants show noticeable trends in both 
groups from Cycle I to Cycle III. For instance, in the Excel group, Noel, Peyton, 
Quinn, and Taylor exhibit increasing trends, while more informants from the In-
terpretBank group, such as Blake, Dana, Erin, Gale, Ira, Jordan, Kelly, and Lee, also 
show upward trends. However, Uli shows a downward trend from Cycle I to Cycle 
III, being the only informant in both groups to exhibit a decreasing trend. Addi-
tionally, some informants in both groups show fluctuations across the cycles, such 
as Sidney in the Excel group and Frankie in the InterpretBank group. 

The Mann-Whitney U test shows p-values of 0.67 for Cycle 1, 0.18 for Cycle 2, 
and 0.18 for Cycle 3, all above 0.05, indicating no significant differences between 
the groups. Copy. On the other hand, the Friedman test within each group indi-
cated significant changes in correct renditions across cycles, with p-value = 0.01 
for both the Excel group and the InterpretBank group. That is, the choice of tool 
does not seem to significantly affect the number of correct renditions, but there are 
significant changes within each group across cycles. 
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3.3.2 Adequate renditions 
 
 

 
 

Figure 73. Distribution of adequate renditions across cycles by informants. 
 
 

 
 

Figure 74. Within-group comparison of adequate renditions across cycles. 
 
 

 
 

Figure 75. Comparison of adequate renditions across cycles between groups. 
 
Although both the InterpretBank and Excel groups had informants with relatively 
few adequate renditions (see Figure 73), the only informant with a relatively 
higher number of adequate renditions was Blake in the InterpretBank group. The 
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informants in the Excel group had adequate renditions ranging from 1 to 3 in-
stances, with Sidney being an exception, and having no adequate renditions in all 
three cycles. In comparison, the InterpretBank group had a range of 1 to 2 in-
stances, with more informants having only one adequate rendition. The median 
for Cycle I lay near the #1, suggesting a lower frequency of adequate rendition. 
The Friedman test (see Figure 74) within each group found significant changes 
across cycles, with p-value = 0.01 for the Excel group and p-value = 0.024 for the 
InterpretBank group. This again suggests that the cycle, rather than the choice of 
tool, played a more critical role in the number of adequate renditions. However, 
the Mann-Whitney U test (p-values: 0.45 in Cycle I, 0.12 in Cycle II, 0.30 in Cycle 
III) revealed no statistically significant differences between the two groups across 
the cycles, as shown in Figure 75.  
 
3.3.3 Wrong renditions 
 
 

 
 

Figure 76. Distribution of wrong renditions across cycles by informants. 
 
 

 
 

 
 

Figure 77. Within-group comparison of wrong renditions across cycles. 
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Figure 78. Comparison of wrong renditions across cycles between groups. 
 
Wrong renditions are shown in Figure 76. Alex, from the InterpretBank group, 
had 4 wrong instances in Cycle I. Noel, from the Excel group, recorded 3 wrong 
instances in Cycle I, not far behind Alex. The median values for each cycle were 
also fairly low, hinting at a general tendency to avoid them. The Mann-Whitney U 
test in Figure 78 concurred, indicating no significant differences between the 
groups with a p-value above conventional alpha 0.05: 0.85 in Cycle I, 0.44 in Cycle 
II, and 0.44 in Cycle III. This lack of difference was also apparent in the Friedman 
test within each group, showing no significant changes across cycles with p-values 
of 0.47 and 0.51 for the Excel and the InterpretBank groups respectively.  
 
3.3.4 Skipped terms 
 
 
 

 
 

Figure 79. Distribution of skipped terms across cycles by informants. 
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Figure 80. Within-group comparison of skipped terms across cycles. 
 
 

 
 

Figure 81. Comparison of skipped terms across cycles between groups. 
 
From Figure 79, the median values show that although each cycle has a relatively 
high number of skipped terms, there is a decreasing trend from Cycle I to Cycle III. 
This observation is also supported by most informants’ situations. The number of 
skipped terms in Cycle I is often the highest among the three cycles. However, there 
are exceptions, such as Val in the Excel group, which shows an increasing trend 
across the cycles. In the InterpretBank group, Harley shows an increasing trend 
across the cycles, while Frankie exhibits a fluctuating pattern with an increase fol-
lowed by a decrease across the cycles. The Mann-Whitney U test in Figure 81 sup-
ported the finding of no statistically significant difference between the two groups, 
with p-values of 0.91 in Cycle I, 0.11 in Cycle II, and 0.14 in Cycle III. Interestingly, 
the within-group Friedman tests indicated significant changes within each group 
across cycles, with a p-value of 0.01 for both the Excel group and the Interpret-
Bank group. 

In summary, while InterpretBank informants demonstrated more correct ren-
ditions and fewer skipped terms from Cycle II to Cycle III compared to those using 
Excel, there were no significant differences between the groups in terms of correct, 
adequate, and wrong terms, nor in terms of skipped terms. Some informants 
showed increasing trends in correct renditions, while others fluctuated or decreased 
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across cycles. Adequate renditions were generally low in both groups, with minimal 
differences between them. Similarly, the occurrence of wrong terms and skipped 
terms did not significantly differ between the groups, but variations were observed 
within each group over time. 

 
3.3.5 Repeated potential problem triggers 
As a reminder, the category of first-time terms refers to potential problem triggers 
appearing in the source speech for the first time. Three out of those first-time 
terms show up twice later on in the discourse. Rep1 refers to the first repetition 
and rep2, to the second repetition of those three selected terms. The first instance 
of repeated terms was not labeled first-time terms but rather 1st2Rep, to remind 
the reader that they are first appearances of terms that would later appear again. 
 

 
 

Figure 82. Stacked percentage bar plot of first-time terms by cycles and groups. 
 
Figure 82 focuses on the accuracy of first-time terms. The InterpretBank group 
displayed a significant performance improvement over the cycles. In Cycle I, only 
about 19.8% of the terms were correctly interpreted, a relatively low baseline for 
the group. In Cycle II, the percentage of correctly rendered terms increased to 
34.7%, an almost 15% increase. There was also a decrease in the number of 
skipped terms, hinting at an overall betterment of their performance. The Inter-
pretBank group achieved an impressive 50.4% of the terms interpreted accurately 
in Cycle III, confirming the upward trend. The Excel group showed a more modest 
yet steady improvement as well. In Cycle I, around 22.2% of the terms were cor-
rectly rendered. This figure slightly increased to 28.3% in Cycle II and 37.7% in 
Cycle III, a more gradual yet also steady improvement. These findings suggest that 
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InterpretBank could be an effective support in helping interpreters achieve better 
accuracy with unfamiliar terms during interpretation. 

 

 
 

Figure 83. Stacked percentage bar plot of repeated terms by cycles and groups. 
 
In Figure 83 the Excel group experienced a progressive uptick in the correct ren-
ditions within the 1st2Rep category. Starting at a modest 11.11% in Cycle I, the 
group improved to 29.63% in Cycle II and reached 33.33% in Cycle III. In the rep1 
term type, the group experienced a steep ascent from a low 7.40% in Cycle I to 
22.22% in Cycle II, before leveling off at 25.93% in Cycle III. This suggested a learn-
ing curve that gained momentum but then started to plateau. For rep2, the group 
made a dramatic improvement from Cycle I’s 11.11% to Cycle II’s 40.74%, finally 
achieving a peak of 48.15% correct interpretations in Cycle III. This indicated sus-
tained progress across the cycles. 

On the other hand, the InterpretBank group’s percentage of correct interpre-
tations in the 1st2Rep category displays important fluctuations. The group began 
at 24.24% in Cycle I, peaked at 45.45% in Cycle II, and then moderately adjusted 
to 33.33% in Cycle III. The rep1 category experienced a peak in Cycle II with 39.39% 
correct interpretations, a significant leap from Cycle I’s 18.18%. However, the 
group then experienced a decline, settling at 21.21% in Cycle III, indicating room 
for further improvement or refinement. In the rep2 category, the InterpretBank 
group showed a positive trend, starting at 21.21% in Cycle I, peaking at 48.48% in 
Cycle II, and maintaining a strong performance of 42.42% in Cycle III. This sug-
gested effective learning or adaptation across the cycles. In brief, the Excel group 
generally showed an increase in correct renditions across all term types. The In-
terpretBank group, while also showing improvements, had a more varied perfor-
mance, with some categories peaking in Cycle II, with first use of InterpretBank, 
and then lowered in Cycle III.  
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 Cross-comparing Figure 82 and Figure 83, both groups improved in repeated 
terms (i.e., rep1 and rep2) of terms across the cycles. The InterpretBank group dis-
played robust performance in the rep1 term category in Cycle II but experienced a 
decline in Cycle III. The Excel group, in contrast, demonstrated a steady enhance-
ment in rep1 and rep2 throughout the cycles. In rep2, both groups reached their 
peak in Cycle III, with nearly identical percentages of accurate output. For 1st2Rep 
terms, both groups improved throughout the cycles, but by Cycle III, the Interpret-
Bank group demonstrated a greater percentage of accurate interpretations. 

The previous focus of exploration is on how informants perform with first-
time terms and repeated terms. Let us devote particular attention to the 1st2Rep 
category. to investigate whether 1st2Rep terms are rendered well in rep1 and rep2. 
Figure 83 illustrates that, generally, both the Excel and InterpretBank groups dis-
play variation in the correct rendition of repeated terms across the three catego-
ries, with rep1's accuracy consistently trailing behind 1st2Rep and rep2 over time. 
Specifically, for the Excel group, the overall correct rate for repeated terms shows 
an upward trend. In Cycle I, the correct rate for all three categories is relatively 
low, but in Cycles II and III, the correct rate for repeated terms significantly in-
creases, although rep1’s correct rate remains lower than 1st2Rep and rep2. This 
suggests that 1st2Rep terms are effectively rendered in rep2 in cycles II and III, as 
the accuracy for rep2 surpasses that of 1st2Rep. In contrast, the InterpretBank 
group displayed fluctuations in rendering 1st2Rep terms during rep1 and rep2. 
Specifically, the performance for 1st2Rep terms slightly declined in rep1, while it 
improved in rep2 across cycles. When examining both groups, the Excel group 
shows a persistent uptick in the accuracy of 1st2Rep from rep1 to rep2, with 
marked improvements in cycles II and III compared to Cycle I. The InterpretBank 
group experiences an increase in the correct rates of all three categories in Cycle 
II but a decline in Cycle III. 1st2Rep in rep1 and rep2 performs better in Cycle II 
compared to Cycle III. Moreover, in both Cycle I and Cycle II, the InterpretBank 
group’s performance in the three categories of 1st2Rep, rep1, and rep2 consist-
ently exceeded that of the Excel group. 
 
 
3.4 Search behavior of the InterpretBank group in Cycles II and III  
 
We recognize the importance of analyzing search behaviors in the Excel group. 
However, due to the study’s primary focus on InterpretBank informants’ search 
behavior, we have to limit our exploration of Excel group search patterns. There-
fore, this section presents the analysis of search workflows using InterpretBank, 
spanning from Cycle II to Cycle III. The focus is on examining search events to de-
termine the number of correct outputs contributed by InterpretBank. This analy-
sis aims to check the effectiveness of InterpretBank in aiding the search process 
during these cycles.  
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3.4.1 Search workflows with InterpretBank 
Figure 84 presents an Alluvial Diagram illustrating the workflow of the Interpret-
Bank search during Cycle II. For instance, the first axis showed that there were 
242 searches in total (recorded and captured by Pynput and TechSmith Capture) 
by 11 InterpretBank informants (from Jordan to Harley, ordered from most to 
least), including 87 searches for non-target terms (terms in the master glossary 
but not first-time terms, see details below), and 84 searches for first-time terms. 
Of the 87 searches for non-target terms, 71 detected no typing correction. Of the 
84 searches for first-time terms, 74 detected no typing correction. Together with 
other searches detected in the second axis, there were 207 searches with no typing 
correction. Of these 207 searches, 130 had correct character strings when typing. 
Correct character strings also included wrong typing corrections, totaling 153 
searches which led to expected search results. Of these 153 searches, 134 had cor-
rect renditions. 

This diagram, grounded in our observations, methodically represents each 
step required to complete a search in InterpretBank, initiated upon encountering 
a term and deciding to retrieve a term. In this diagram, elements (informants and 
search) are assigned to parallel vertical axes. From left to right, they represent the 
workflow’s chronological order. Each vertical axis stands for a step during the 
search. Each vertical axis consists of several blocks, each block representing a set 
of searches. Different axes are connected by color streams connected between 
blocks, indicating the sequence relationship. Values are represented with blocks 
on each axis, standing for the number of searches. The blocks on each axis are or-
ganized in descending order based on their values, signifying the frequency of the 
action instances. The height of a block represents the size of the cluster, and the 
height of a stream field represents the number of searches contained in both 
blocks connected by the stream field. White dots with number insides in the 
streams refer to the number of the left-connected block's represented number of 
searches. Successful research can provide the whole picture of the workflow of the 
search with InterpretBank. However, to make the research object more specific, we 
did not count searches for terms unrelated to the master glossary, as they led to 
unsuccessful or incomplete searches in this study. Instead, we marked them with 
light grey color streams. These searches are also meaningful but require more space 
to study in future research. 
 In the first axis, each informant’s name is listed from top to bottom in descend-
ing order of the number of searches they conducted with InterpretBank. For ex-
ample, Jordan conducted 47 searches. These counts do not indicate whether the 
searches were successful or not. The second axis represents the type of term that 
was searched for. We identified and classified these terms informants heard (input) 
based on keylogging data and screen recordings. There are five main types of pos-
sible target terms based on whether the term is in the master glossary or not: first-
time terms, rep1, rep2, non-target terms, terms not in the master glossary, and unrec-
ognized terms. First-time terms, rep1, and rep2 terms were defined in § 3.3.5. 
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Figure 84. Workflow of search with InterpretBank in Cycle II. 
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Figure 85. Workflow of search with InterpretBank in Cycle III. 
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Non-target terms encompass all terms in the master glossary except for first-time 
terms, rep1, and rep2. These latter three categories, being the primary focus of this 
study, are regarded as target terms warranting separated analysis, while the re-
maining terms in the master glossary are noted as non-target terms. Although non-
target terms are of importance, their significance within the scope of this research 
is lower, irrespective of their frequency of occurrence. Unrecognized terms are tar-
get terms that could not be identified by us. Terms not in the master glossary are 
terms that the informants searched for that are not in the master glossary at all. 
Based on the second axis, 87 searches were conducted by 11 informants for non-
target terms, followed by 84 searches for first-time terms. These two categories ac-
count for most searches. 

The third axis represents the first stage of the search, specifically focusing on 
typing behavior. During this stage, informants may experience typos, delete typed 
letters using the backspace key, and then continue typing with new letters. This pro-
cess is referred to as typing correction. 207 searches showed no typing correction 
in the 3rd axis, while 35 searches involved typing correction. We can link 207 
searches without typing correction to the 2nd axis. Among the 207 searches without 
typing correction, 71 were from non-target terms, and 74 were from first-time terms. 
The remaining searches were related to terms not in the master glossary and un-
recognized terms. Since these searches were not for terms unrelated to the master 
glossary, they were not counted in the flow. From the 3rd axis, we can observe that 
most searches do not involve any typing correction. The 35 searches with typing 
correction mainly come from 16 searches belonging to terms not in the master glos-
sary and 10 from first-time terms. Therefore, the third axis provides insight into the 
most common searches and their relation to typing correction. 

The fourth axis represents the character string that survived in the search bar 
of InterpretBank. No results for the wrong character string survived in the search 
bar. We were of course interested in learning whether regular or else fuzzy 
searches were performed. However, in the overall context of this project, this was 
a secondary issue and had to be sacrificed and wait for future research. In this 
context, the 4th axis contains four categories: correct typing, which indicates that 
the terms are the correct final character string and have been recognized by Inter-
pretBank; well typed but not in the master glossary which means that we can rec-
ognize the terms typed by the informants, but these terms are not from the master 
glossary and are unrelated to the current study; unrecognized typing where we 
cannot recognize the terms typed by the informants, such as a single letter a or 
two letters hy; and mistyped, where we can recognize the term, but it has been 
typed incorrect character string. Except for the first category, the other three cat-
egories result in incomplete searches that are not related to this study and are 
marked with light grey. As a result, 153 searches are correctly inputted, and they 
are searching for terms in the master glossary. 

The fifth axis represents the search results, where 153 searches with correct 
input for terms in the master glossary led to the expected translation provided by 
InterpretBank. However, there are two other categories: none and unexpected. None 
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refers to no results from InterpretBank possibilities because the target terms in the 
4th axis were not in the master glossary, possibly due to incomplete typing, or incor-
rect typing. The unexpected category, on the other hand, arises when the informants’ 
inputs lead to unpredicted results from InterpretBank. For example, an informant 
might hear the term chronic stress and intend to search for it. However, if the in-
formant types cor instead of the correct initial letters chro, this could mistakenly 
map to a term like cortisol that is present in the master glossary. As a result, Inter-
pretBank returns results for cortisol instead of the intended chronic stress, leading 
to unexpected outcomes in the search process. 

In the last axis or 6th axis, the rendering quality is shown. Along with the term 
accuracy categories, the output is assessed in five categories: correct, skipped, 
wrong, adequate, and additional category with unrecognized. Unrecognized refers 
to our inability to determine which words in the output are related to the search 
based on the output transcript. As a result, 145 renditions are correct, with 134 
correct renditions from 153 expected results. There are 45 skipped terms from 12 
expected results, meaning expected results from InterpretBank but informants did 
not use them in the output. There are 20 wrong renditions from 6 expected results, 
meaning the correct results but informants still interpreted them incorrectly. 

So, the study reveals that out of the expected 153 search results from Inter-
pretBank, 134 led to a correct rendition, accounting for 87.58% effectiveness. 
When this is compared against the total number of searches contributed by in-
formants, which stands at 242 in the 1st axis, searches resulting in correct hits are 
determined to be 55.37%, which means 134 of 242 searches with InterpretBank 
led to correct renditions. Further investigation into this 55.37% rate is planned but 
not reported here. Table 12 (see below) details the individual contributions of each 
informant to the 134 successful searches, alongside the results from Cycle III. 

Figure 85 illustrates the Cycle III workflow with InterpretBank. On the first 
axis, each informant's search count with InterpretBank is listed, totaling 176 
searches—fewer than the 242 in Cycle II. Differing from Cycle II, the second axis 
highlights a change: first-time terms now exceed non-target terms in search fre-
quency, occupying the foremost position, followed by the latter. Similar to Cycle II, 
repeated terms (rep1, rep2) continue to generate some search demand. Consistent 
with Cycle II, most searches, 155, required no typing corrections, while 21 did. 91 
out of 155 searches with typing correction for first-time terms and 25 out of 155 for 
non-target terms involved no corrections. Among these 155 searches, 113 led cor-
rect character strings, indicating successful recognition by InterpretBank. After typ-
ing corrections, 14 searches resulted in correct character strings. Thus, 127 
searches (113+14) in the correct character string were accepted by InterpretBank, 
leading to the predicted outcomes. The remaining searches, either incomplete or 
irrelevant to this study, are marked in light grey as in Cycle II. Out of 127 searches, 
there were 115 correct renditions, 7 skipped terms, and 5 incorrect renditions. As 
previously mentioned, in Cycle II, 242 searches resulted in 134 correct renditions, 
constituting a success search hit rate of 55.37%. However, in Cycle III, the total num-
ber of searches decreased to 176, yielding 115 correct renditions and a success 
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search hit rate of 65.34%. Under this context, Table 12 provides a description of 
each informant’s search counts and success search hit counts across the two cycles, 
highlighting the efficient use of InterpretBank.  

From Table 12, it is observed that except for Blake, Harley, and Lee, all other 
informants’ search counts in Cycle III decreased compared to Cycle II. Blake main-
tained the same number of searches across both cycles, Lee increased by one, and 
Harley showed a more significant increase of six searches. Overall, most inform-
ants reduced their usage of InterpretBank. Conversely, the success search hit rate 
of most informants improved to varying degrees from Cycle II to Cycle III. The ex-
ceptions are Blake, Erin, and Gale; however, the remaining eight informants all 
showed improvements in their success search hit rates. However, in Cycle II, 7 in-
formants surpassed the overall success search hit rate of 55.37%. In Cycle III, this 
number reduced, with only 4 informants exceeding the overall success search hit 
rate of 65.34%. 
 

informant Cycle II searches hits* rate** Cycle III searches hits rate 

Alex  9 5 55.56   7 4 57.14  

Blake  4 4 100.00   4 2 50.00  
Dana  14 11 78.57   10 8 80.00  
Erin  19 11 57.89   18 8 44.44  

Frankie  37 17 45.95   26 19 73.08  
Gale  31 22 70.97   17 11 64.71  
Harley  4 3 75.00   10 8 80.00  

Ira  30 20 66.67   22 18 81.82  
Jordan  47 23 48.94   27 17 62.96  
Kelly  29 12 41.38   16 10 62.50  

Lee  18 6 33.33   19 12 63.16  
*hits: success search hit 
** rate: success search hit rate 
 

Table 12. Count and percentage of correct searches and correct renditions. 
 
3.4.2 Ear-key span and eye-voice span  
As a reminder, ear-key span, or E2K, refers to the time span between the moment 
when the sound wave in the audio of a source speech corresponding to a targeted 
chunk (like a potential problem trigger) finishes to the instant when a listener in-
itiates her first keyboard event related to that targeted chunk. Eye-voice span, or 
I2V, refers to the time delay between the moment targeted information is dis-
played (e.g., InterpretBank retrieval) on the screen to the point when the inform-
ant articulates the corresponding output (like a rendition in the target language, 
here Chinese). 

In Cycle II, the average E2K value was 1.925 s, which is slightly higher than the 
median of 1.805 s, suggesting a fairly symmetrical data distribution (Table 13). 
The standard deviation was 1.392, with the data range spanning from -1.498 s to 
8.701 s. The Shapiro-Wilk test for normality indicated that the data are not 
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normally distributed. For Cycle III, the average E2K dropped to 1.639 s, with a me-
dian of 1.083 s, and the outstanding mode at −0.797 s, although multiple modes 
exist. The standard deviation rose to 2.227 s. The Shapiro-Wilk test resulted in a 
W-value of 0.865 (p-value < 0.05), confirming a non-normal distribution. 
 

 Shapiro-Wilk 

 cycle mean median mode* SD minimum maximum W p 

E2K II 1.925 1.805 1.078a 1.392 −1.498 8.701 0.948 7.37e0-7 

 III 1.639 1.083 −0.797 a 2.227 −1.272 8.858 0.865 2.03E-10 

I2V II 2.309 2.019 1.214 a 1.785 −2.6 8.732 0.954 3.21e0-5 

 III 1.503 1.689 1.515 a 2.299 −7.778 7.473 0.821 3.86E-11 

* More than one mode exists, only the first is reported 

 

Table 13. Statistics and Shapiro-Wilk test for E2K and I2V in Cycles II and III. 

 
 
 

 
 

Figure 86. Scatter plots of E2K and I2V across Cycles II and III. 

 
Back to Cycle II, the average I2V was 2.309 s; the median was 2.019 s; and the 
outstanding mode, was 1.214 s, with the caveat that multiple modes exist. The 
standard deviation was 1.785 s, and values ranged from −2.600 s to 8.732 s. The 
Shapiro-Wilk test (W = 0.954, p-value < 0.05) strongly suggested a non-normal 
distribution. In Cycle III, the average I2V was lower at 1.503 s, with a median of 
1.689 s and a mode of 1.515 s. The standard deviation here was 2.299 s, pointing 
to a broader spread of data, between −7.778 s to 7.473 s. The Shapiro-Wilk test for 
this cycle pointed to a W-value of 0.821 with p lower than 0.05, reiterating that the 
data are not normally distributed.  

Overall, the statistical metrics and the Shapiro-Wilk tests confirmed non-nor-
mal distributions and varying degrees of variation for both E2K and I2V in both 
cycles. Both the mean and median for E2K and I2V exhibited a downward trend 
from Cycle II to Cycle III. The significant p-values from the Shapiro-Wilk tests 
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underscored the need for non-parametric statistical methods (e.g., Kendall’s Tau-
b) in further analyses. The scatter plots in Figure 86 and Kendall’s Tau-b statisti-
cal tests offer complementary perspectives on the relationship between E2K and 
I2V in cycles II and III. 

In Cycle II (blue scatter plot), the trend line hints at a moderately negative 
correlation between E2K and I2V. The data points were dispersed broadly, hinting 
at a varied range of performances among participants. The expanding 95% confi-
dence interval supports this observation, pointing to a high degree of variation 
and unpredictability in the results. Kendall’s Tau-b was −0.103 with a p-value of 
0.048. These figures show a statistically significant, weak inverse correlation be-
tween the two variables. In other words, When E2K experiences growth, I2V tends 
to decrease, although the trend is not very meaningful. 

The green scatter plot also shows a negative correlation between E2K and I2V 
in Cycle III, but the slope of the line of best fit is steeper compared to the blue 
scatter plot. The data points in the green graph are more tightly clustered around 
the line of best fit, especially at higher values of I2V. The expanding 95% confi-
dence interval mirrored the variation seen in Cycle II. Kendall's Tau-b was −0.228, 
with a p-value of less than 0.01, implying a statistically significant, but very weak 
inverse correlation between the two variables. So, there is still a weak inverse re-
lationship between E2K and I2V in Cycle III, meaning that as E2K increases, I2V 
tends to decrease. While the scatter plots for both cycles suggest a lack of a strong 
correlation, Kendall’s Tau-b values and p-values confirm a statistically significant 
inverse correlation—weak in Cycle II and somewhat stronger (though still weak 
to moderate) in Cycle III. That is, when E2K tends to grow, I2V tends to shrink, but 
the tendency is quite modest. 

 
3.4.3 Problem triggers with InterpretBank search 
The potential problem triggers in each source speech were labeled sequentially 
from T01 to T39, based on their order of appearance in the source speech sound-
track. Repetitions were coded with their ordinal number followed by the number 
of the slot when they first appeared. For instance, the term T10 in Cycle II was 
repeated in slot 21, so the repetition is labeled T21_10. When it showed up again, 
in slot 39, it was labeled T39_10. To further clarify their position within their own 
internal sequence, terms that would later be repeated, or 1st2Rep terms, display 
an A after the number. For instance, T10 becomes T10A, indicating that the term 
appeared in slot 10 for the first time and (unawares for the informants) it will be 
repeated later in the source speech. Its first repetition adds a B after the number 
and the second repetition adds a C (rep1 and rep2 in § 3.3.5). So, the first mention 
and the two repetitions of one and the same term forming an internal sequence 
within the 39 potential problem triggers in Cycle II are labeled T10A, T21_10B, and 
T39_10C (Figure 87). 
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Figure 87. Accuracy of problem triggers and InterpretBank usage for Cycle II. 
 
In Figure 87, the left plot illustrates the accuracy levels for the potential problem 
triggers by InterpretBank informants during Cycle II. Each term had a unique dis-
tribution of correct, adequate, wrong renditions, and skipped terms. For instance, 
T01 had an overwhelming count of 11 correct renditions by 11 informants. In con-
trast, T02 presented correct renditions by seven informants, skipped by three in-
formants, and 1 wrong rendition, a mixed performance. Other terms, like T38_14C, 
displayed a distribution of 4 correct, 1 wrong, and no counts in the other categories, 
and T39_10C had 8 correct, 2 skipped, and 1 wrong rendition. T17 was the worst 
one, with 10 skipped terms and one wrong rendition. The right plot in Figure 87 
displays how the use of InterpretBank varied for the terms in the left plot. For ex-
ample, seven informants used InterpretBank for T20 whereas only four did not 
use it, Interestingly, in T01, T02, T12, T17, T29_18B, and T38_14C (six terms) no-
body used InterpretBank and in T03, T04, T05, T09, T14A, T25, T26_14B, T28, T30, 
T36_18C and T37 (eleven terms) only one informant used it. On the opposite pole, 
T13 and T20 had seven informants use InterpretBank, and six used it for T23.  

When examining the plots side by side in Figure 87, we observe the depend-
ency of InterpretBank and the accuracy of SI output. Each term in the left and right 
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plots represents the number of informants who are correct, adequate, wrong, and 
skipped, rendered, used InterpretBank, and not used InterpretBank. Using the me-
dian number of 6 informants as a threshold, we categorize accuracy: terms with 
correct or adequate renditions by ≥6 informants are classified as accurate rendi-
tions, while those with wrong renditions or skipped terms by ≥6 informants are 
inaccurate renditions. Similarly, InterpretBank used and not used categories de-
pend on whether ≥6 informants used InterpretBank or not. The outcome reveals 
that only terms T13 and T23 fall into the accurate renditions and InterpretBank 
used category (i.e., we call it +A+U for short). For comprehensive data, please refer 
to Tables 14–15. There is only one term, T20, in the inaccurate renditions and 
InterpretBank used (i.e., -A+U). In contrast, eight terms (T01, T02, T09, T16, T18A, 
T21_10B, T32, T39_10C) are classified as accurate renditions but InterpretBank not 
used (i.e., +A-U). However, there is a significant jump in the inaccurate renditions 
but InterpretBank not used (i.e., -A-U), encompassing 28 terms, highlighting a pre-
dominant trend within this category, including T03-T08, T10-T12, T14-T15, T17, 
T19, T22, T24-T31, and T33-T38. 

Figure 88 presents the accuracy levels for the InterpretBank group in Cycle III 
(left plot), and the, InterpretBank use patterns for the 39 potential problem trig-
gers (right plot). Again, T01 was the only one to be overwhelmingly interpreted 
correctly, a nearly perfect performance among the participants. T31, in contrast, 
was skipped by all informants, including the four who looked for it. This might im-
ply that both T01 and T31 and its position might have an influence on accuracy. 
 The informants did not use InterpretBank at all when they tried to render T02, 
T03, T05, T06, and T22 (five terms) and only one did for T04, T08, T16, T18A-T20, 
T23_18B, T27_18C, T35_97C and T37 (ten terms). The term T35_97C stands out in 
that, as a second repetition, it would be expected to cause little to no trouble. How-
ever, half of the informants skipped the term where it appeared. Nothing seems to 
suggest that there might be particular difficulties in the sentence where it appeared: 
 
 

[Excerpt from the source speech text in Cycle III]: 
And this feels good when it is caused by events that you're 
looking forward to, and production of these neurochemicals 
is inhibited by events you're looking forward to that don't 
work out. 
This is called reward prediction error. 
And as I mentioned, these amino acid sensors in our gut are 
detecting how many amino acids are there but they're also 
detecting which amino acids. 
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Figure 88. Accuracy of problem triggers and InterpretBank usage for Cycle III. 
 
In Cycle III (see Figure 88), we observed notable changes in the dependency on 
InterpretBank and the accuracy of SI renditions compared to Cycle II. The category 
+A+U saw an increase, now encompassing four terms: T09, T14, T15, T17, and T21, 
indicating a slight improvement. There were no terms in the -A+U. The +A-U cate-
gory expanded to include 12 terms: T01-T04, T08, T12, T13, T25, T29, T32A, T38, 
and T39_32C. Even with less frequent use of InterpretBank, several terms still 
achieved high accuracy in interpretation. The -A-U decreased to 21 terms, includ-
ing T05-T07A, T10, T11, T16, T18A-T20_07B, T22-T24, T27_18C, T28, T30, T31, 
and T33-T37. Despite the decrease, this category still represents a substantial pro-
portion of the 39 terms. 

Tables 14–15 illustrate the accuracy of 39 potential problem trigger rendi-
tions and their usage of InterpretBank by the 11 informants, and features related 
to term length. We summed up the correct and adequate renditions as accurate 
counts, and the wrong renditions and skipped terms as inaccurate counts. The us-
age was categorized as either used InterpretBank (i.e., with IB) or not used Inter-
pretBank (i.e., no used). We observed the informants’ performance in terms of 
term accuracy (accurate renditions, inaccurate renditions) and InterpretBank 
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usage (with IB, not used). We set a threshold of six, meaning any category (accurate 
counts, inaccurate counts, with used, not used InterpretBank) with a count greater 
than six (i.e., more than six formants) is considered. For instance, the term 07A 
reward prediction error is a trigram that was selected as a repeated term. It has 7 
counts (7 informants) of inaccurate renditions and 9 counts (9 informants) of not 
using InterpretBank, so it is classified as -A-U, which means inaccurate and not 
used with InterpretBank. 
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Cycle II terms 
accurate renditions inaccurate renditions with 

IB 
not 

used +A+U -A+U +A-U -A-U 
sum correct adequate sum skipped wrong 

01 hormones 11  11 0   0 11   uni.  

02 immune system 7  7 4 3 1 0 11   bi.  

03 cortisol 3 1 2 8 6 2 1 10    uni. 
04 epinephrine 3  3 8 7 1 1 10    uni. 
05 estrogen 2 1 1 9 9  1 10    uni. 
06 cholesterol 3  3 8 8  3 8    uni. 
07 dietary cholesterol 3 1 2 8 6 2 3 8    bi. 
08 stress hormone 3 1 2 8 7 1 2 9    bi. 
09 adrenaline 8 1 7 3 3  1 10   uni.  

10A neuroplasticity 3  3 8 6 2 2 9    uni. 
11 corticotropin releasing hormone 3  3 8 7 1 3 8    tri. 
12 pituitary 2 2  9 7 2 0 11    uni. 
13 insomnia 8 1 7 3 3  7 4 uni.    

14A blood vessels 3  3 8 8  1 10    bi. 
15 Arteries 3  3 8 5 3 2 9    uni. 
16 stress response 6  6 5 5  3 8   bi.  

17 net effect 0   11 10 1 0 11    bi. 
18A sympathetic chain ganglia 9  9 2 2  3 8   tri.  

19 chronic cortisol elevation 3 1 2 8 2 6 3 8    tri. 
20 non-sleep deep rest 4  4 7 5 2 7 4  tri.   

21_10B neuroplasticity 7 1 6 4 2 2 2 9   uni.  

22 stress threshold 5  5 6 4 2 5 6    bi. 
23 high-intensity interval training 7  7 4 1 3 6 5 tri.    

24 abdominal fat accumulation 4  4 7 7  2 9    tri. 
25 immune response 4  4 7 6 1 1 10    bi. 
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Cycle II terms 
accurate renditions inaccurate renditions with 

IB 
not 

used +A+U -A+U +A-U -A-U 
sum correct adequate sum skipped wrong 

26_14B blood vessel 3  3 8 8  1 10    bi. 
27 neural energy 4 2 2 7 4 3 2 9    bi. 
28 chronic stress 4 2 2 7 7  1 10    bi. 

29_18B sympathetic chain ganglia 4  4 7 7  0 11    tri. 
30 negative feedback loop 3 1 2 8 6 2 1 10    tri. 
31 melanocytes 2  2 9 8 1 5 6    uni. 
32 sympathetic nervous system 8  8 3 3  5 6   tri.  

33 hair stem cells 3  3 8 8  5 6    tri. 
34 melanocyte stem cells 5 2 3 6 6  4 7    tri. 
35 low-density lipoprotein cholesterol 3  3 8 8  3 8    tri. 

36_18C sympathetic chain ganglia 4  4 7 7  1 10    tri. 
37 psychological stress 4 1 3 7 7  1 10    bi. 

38_14C blood vessel 4  4 7 6 1 0 11    bi. 
39_10C neuroplasticity 8  8 3 2 1 2 9   uni.  

categories based on accuracy counts and InterpretBank usage (threshold ≥ 6) 
+A+U: accurate renditions and IB (InterpretBank) used 
-A+U: inaccurate renditions and IB used 
+A-U: accurate renditions but IB not used 
-A-U: inaccurate renditions but IB not used 
 

Table 14. N-gram analysis of problem triggers using InterpretBank in Cycle II. 
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Cycle III term 
accurate renditions inaccurate renditions with 

IB 
not 

used +A+U -A+U +A-U -A-U 
sum correct adequate sum skipped wrong 

01 emotions 11 11 0 0 0 0 0 11   uni.  

02 carbohydrates 7 7 0 4 4 0 0 11   uni.  

03 micronutrients 6 6 0 5 5 0 0 11   uni.  

04 vagus nerve 7 7 0 4 2 2 1 10   bi.  

05 10th cranial nerve 0 0 0 11 10 1 0 11    tri. 
06 neurons 4 4 0 7 6 1 0 11    uni. 

07A reward prediction error 4 4 0 7 6 1 2 9    tri. 
08 heart rate 8 8 0 3 3 0 1 10   bi.  

09 polyvagal theory 10 9 1 1 0 1 7 4 bi.    

10 dorsal vagus 4 4 0 7 5 2 4 7    bi. 
11 spinal cord 4 4 0 7 7 0 2 9    bi. 
12 hypothalamus 8 8 0 3 2 1 4 7   uni.  

13 lateral hypothalamus 8 8 0 3 3 0 4 7   bi.  

14 locus coeruleus 9 9 0 2 1 1 9 2 bi.    

15 amino acid 7 7 0 4 2 2 6 5 bi.    

16 neurochemicals 3 3 0 8 6 2 1 10    uni. 
17 intestines 10 9 1 1 1 0 9 2 uni.    

18A L-tyrosine 0 0 0 11 9 2 1 10    uni. 
19 plant-based foods 4 4 0 7 7 0 1 10    bi. 

20_07B reward prediction error 3 3 0 8 7 1 1 10    tri. 
21 raphae nucleus 7 7 0 4 1 3 6 5 bi.    

22 antidepressants 4 4 0 7 7 0 0 11    uni. 
23_18B L-tyrosine 0 0 0 11 10 1 1 10    uni. 

24 gut brain axis 5 5 0 6 4 2 5 6    tri. 
25 blood brain barrier 8 8 0 3 1 2 4 7   tri.  
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Cycle III term 
accurate renditions inaccurate renditions with 

IB 
not 

used +A+U -A+U +A-U -A-U 
sum correct adequate sum skipped wrong 

26 long-chain fatty acids 10 9 1 1 0 1 8 3 tri.    

27_18C L-tyrosine 1 1 0 10 10 0 1 10    uni. 
28 fatty acid ratio 5 5 0 6 4 2 3 8    tri. 
29 heart rate variability 6 6 0 5 5 0 4 7   tri.  

30 autonomic nervous system 5 4 1 6 6 0 5 6    tri. 
31 respiratory sinus arrhythmia 0 0 0 11 11 0 4 7    tri. 

32A gut microbiome 7 7 0 4 3 1 5 6   bi.  

33 prebiotics 3 3 0 8 8 0 2 9    uni. 
34 central nervous system 3 2 1 8 7 1 2 9    tri. 

35_07C reward prediction error 5 5 0 6 6 0 1 10    tri. 
36_32B gut microbiome 4 4 0 7 6 1 2 9    bi. 

37 neurotransmitters 4 4 0 7 5 2 1 10    uni. 
38 circadian type fasting 7 7 0 4 4 0 5 6   tri.  

39_32C gut microbiome 8 8 0 3 3 0 4 7   bi.  

categories based on accuracy counts and InterpretBank usage (threshold ≥ 6) 
+A+U: accurate terms and used with IB (InterpretBank) 
-A+U: inaccurate terms but used with IB 
+A-U: accurate terms but not used with IB 
-A-U: inaccurate terms and not used with IB 
 

Table 15. N-gram analysis of problem triggers using InterpretBank in Cycle III. 
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Cycle N-gram +A+U -A+U +A-U -A-U 

II unigrams 1 0 4 8 
 bigrams 0 0 2 11 
 trigrams 1 1 2 9 

III unigrams 1 0 4 8 
 bigrams 4 0 5 4 
 trigrams 1 0 3 9 

      

Table 16. N-gram counts by accuracy and InterpretBank usage. 

 
Based on Tables 14 and 15, we summarized the N-gram counts in the four categories 
(see Table 16): +A+U, -A+U, +A-U, and -A-U. The -A-U category had relatively promi-
nent counts. For instance, we found that 8 out of 39 unigrams and 9 out of 39 trigrams 
in both Cycle II and Cycle III belonged to the -A-U category. The bigram counts in the 
-A-U category varied greatly, from 11 in Cycle II to 4 in Cycle III. We only focused on 
term length (unigram, bigram, and trigram), because other factors, such as frequency 
and transparency, were in this case less likely to yield clear results.  
 

Cycle repeated terms 
words  chunks  sentences  

1st2Rep- 
rep1 

rep1- 
rep2 

1st2Rep- 
rep1 

rep1- 
rep2 

1st2Rep- 
rep1 

rep1- 
rep2 

I melatonin 200 235 11 14 11 14 
 light-dark cycle 188 282 10 15 10 15 
 resting blood glucose 253 436 15 21 15 21 

II neuroplasticity 543 798 29 40 24 42 
 blood vessels 668 474 34 22 32 22 
 sympathetic chain ganglia 798 307 42 14 40 14 

III reward prediction error 568 696 24 38 24 37 
 L-tyrosine 197 180 10 7 9 7 
 gut microbiome 136 115 10 7 10 7 

        

Table 17. Distances between repeated terms and1st2Reps . 
 
Next, we report the detailed data regarding the frequency of repeated terms and 
their search frequency in InterpretBank Table 17 lists the following distance 
measures for each Cycle: words distance—the number of words between the start 
of the first word after 1st2Rep and the end of the last word before rep1, as well as 
the number of words between the start of the first word after rep1 and the end of 
the last word before rep2; chunks distance—all chunks in the source speech texts 
were labeled with numbers in corresponding cycles (see Appendix H), counting 
the difference between the chunk number containing 1st2Rep and the chunk num-
ber containing rep1, as well as the difference between the chunk number contain-
ing rep1 and the chunk number containing rep2; sentence distance—all sentences 
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in the source speech texts were labeled with numbers in corresponding cycles (see 
Appendix H), counting the difference between the sentence number containing 
1st2Rep and the sentence number containing rep1, as well as the difference between 
the sentence number containing rep1 and the sentence number containing rep2. 
 
 

 
 

Figure 89. Search for repeated terms in problem triggers in Cycle II. 
 
The Sankey diagram in Figure 89 depicts the use of InterpretBank when handling 
specific term types with more detail—1st2Rep, rep1, and rep2. Term appearing for 
the first time were portrayed in Figure 89 as well to enable comparisons. The dia-
gram has four axes: The first axis lists all informants in the InterpretBank group, 
indicating a total of 9 potential problem triggers for each informant comprising 3 
instances each of 1st2Rep, rep1, and rep2, amounting to 66 repeated terms + 33 first-
time terms across all informants in Cycle II. The second axis categorizes these terms 
into 1st2Rep, rep1, and rep2. The numbers associated with each category reflect the 
count of terms within each, calculated as 3 terms multiplied by 11 informants. The 
third axis details the usage of InterpretBank, including options not used and with IB. 
The 4th or final axis relates to the accuracy of SI output. Each block on this axis is 
numbered to indicate term counts. Specifically, we use streams to connect each 
block between axes. The yellow stream denotes searches with InterpretBank. For 
instance, among the 11 informants, only three searched for 1st2Reps, including 3 
term searches from Gale, 2 from Jordan, and 1 from Kelly, totaling 6 searches with 
InterpretBank. The search count decreases for rep1, with only one search each from 
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Gale, Jordan, and Kelly. Following this, there are 3 searches for rep2, conducted by 
2 informants: 2 from Gale and 1 from Jordan. This brings the total to 12 searches (6 
from 1st2Reps, 6 from repeated terms) with InterpretBank, leading to 10 terms ren-
dered correctly (5 from 1st2Reps, 5 from repeated terms) and 2 incorrect searches 
(1 from 1st2Rep, 1 from rep1). Therefore, 5 out of the 66 repeated terms were sup-
ported by InterpretBank for accurate renditions. 

However, the relatively low frequency of its use—only 5 instances across both 
repetitions—indicates that most participants preferred not to use InterpretBank 
for these terms. Hence, perhaps there is a component of confirmatory searching. 
That is, perhaps the informational needs of informants for these terms were not 
so pressing in repetitions. 
 

 
 

Figure 90. Search for repeated terms in problem triggers in Cycle III. 
 
The Sankey diagram in Figure 90 depicts how informants from the InterpretBank 
group handled terms related to repetitions—1st2Rep, rep1, and rep2 in Cycle III. 
Similar to Cycle II, each of the 11 informants handled 9 repeated terms, amounting 
to 66 repeated terms + 33 first-time terms across all informants in Cycle II. 

For 1st2Rep terms in Cycle III, the number of informants engaging with these 
terms with InterpretBank increased to 6 (including Erin, Frankie, Gale, Ira, Jordan, 
and Kelly), with the term search count rising to 8, an increase from the 6 term 
searches by 3 informants in Cycle II. When 1st2Rep terms are repeated for the first 
time, as in rep1), we observed 4 searches in total for rep1 from three informants 
using InterpretBank (2 searches from Jordan, one from Alex, and one from Lee). 
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However, when 1st2Rep terms are repeated for the second time, marked as rep2, 
the number of informants adopting InterpretBank rebounded to 6, including one 
term search each from Dana, Frankie, Ira, and Lee, and 2 term searches from Gale, 
making up 6 term searches for rep2. 

Altogether, for the repeated terms (1st2Rep, rep1, and rep2), there were 18 
term searches (8 from 1st2Reps, 10 from repeated terms), including 13 leading to 
correct renditions (5 from 1st2Reps, 8 from repeated terms), 4 resulting in skipped 
terms (2 from 1st2Reps, 2 from repeated terms), and 1 wrong rendition from 1 
1st2Rep. This shows a difference from Cycle II, where only 5 out of the 66 repeated 
terms received adequate support from InterpretBank for correct renditions. In 
comparison, Cycle III exhibited a light improvement with 8 out of 66 repeated 
terms being accurately rendered with the support of InterpretBank. 
 
3.4.4 Search duration and dropped chunks 
To facilitate an understanding of search duration and dropped chunks and enable a 
consistent comparison, these events in informants’ recordings from Cycles II and III 
were aligned onto respective universal timelines. Based on the method described in 
§ 2.7.1.2, we aligned all informants’ SI output soundtracks into a universal timeline, 
virtually starting the soundtrack recording at the same time.  

Figure 91 consists of two diagrams each cycle (i.e., Cycles II and III), with the 
left diagram depicting two events that occurred in the universal time: the distri-
bution search action and dropped chunks. The right-hand side shows the counts of 
search action counts and dropped chunk counts for each informant. The left side 
features a universal timeline of 803.804 s in the cycle. 

The X-axis represents time, indicating the duration of the soundtrack in sec-
onds, while the Y-axis lists the informants by their initials, for instance, Alex (A). 
Blue spans on this diagram represent dropped chunks. Following the alignment of 
SI rendition transcripts with chunks of the source speech script, we marked the 
informants’ dropped source speech sentences, with yellow spans indicating the 
duration of these dropped chunks in the universal time. Similarly, yellow spans de-
note the duration of searches conducted with InterpretBank. Each span on the uni-
versal timeline varies in length, representing different durations, and is colored 
according to the type of event.  

Pink dots are used to indicate overlap points, where search actions coincide 
with dropped chunks. This overlap is determined by comparing the onset and off-
set timestamps of both the search action and the dropped chunks. An overlap can 
occur at any moment during an event, for example, a search action might com-
pletely cover the duration of a dropped chunk, or it might partially overlap with 
the beginning of a dropped chunk event. The exploration of the position of these 
overlaps may shed light on individual differences, the relationship between 
searches and dropped chunks, and the dynamics of searching as impacted by the 
unfolding of the task (possibly due to changes in cognitive efforts and demands) 
but only the third option falls within the feasible scope of this study; As for the rest, 



 

 152 

suffice it for now to state that we used pink dots to signify where two events over-
lap so that the reader can have a glimpse at the potential of this approach. 

The right-hand side in Figure 91 presents the counts of search actions and 
dropped chunks occurrences for each informant, each labeled with a number in the 
corresponding bar. The blue bars correspond to dropped chunks, echoing the 
spans on the left diagram, while the yellow bars represent search actions. 

For the universal timeline that extends to 803.804 s in Cycle II, we divided the 
timeline into three parts: beginning (0–200 s), middle (200–600 s), and toward the 
end (600–800 s). In Cycle II, the session began with 13 overlaps within 200 s, wit-
nessed 12 in the middle spread within 400 s, and 13 overlaps toward the end 
within 200 s. That is, the searches were quite evenly distributed. In Cycle III, with 
a universal timeline of 788.577 s, as shown in Figure 91, the same segmentation 
strategy would reveal differences compared to Cycle II. The beginning of Cycle III 
had only one instance, while the middle had a moderate increase to 7 overlaps 
within 400 s, and there were 6 instances toward the end, also a decrease in density.  

Both figures collectively illustrate that searches were not balanced between 
Cycles II and III and within Cycle III. The informants made more than twice the 
number of searches in Cycle II than in Cycle III and nearly none at the beginning 
of Cycle III. This suggests that customary indicators of source text difficulty and 
speech delivery difficulty (see Table 1 and Table 2) may not correctly represent 
the actual difficulties interpreters face. In order to illustrate differences in individ-
ual performance, let us mention that Alex (A), Blake, and Dana in Cycle II and Erin 
(E), Frankie, and Gale in Cycle III presented unique patterns. For instance, Alex 
dropped 8 sentences and performed 9 searches, with overlaps at timestamps 50.43 
s, 205.86 s, and 635.98 s. Erin, on the other hand, exhibited dropped 7 sentences 
and performed 18 searches, with overlaps at 413.49 s, 647.10 s, and 698.23 s. 
These variations did not affect only the ratio of dropped chunks vs searches but 
also their frequency and the duration of their overlaps (see Figures 84-85 for re-
sults on correct renditions out of searches).  
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Figure 91. Event counts and durations with overlaps for Cycles II and III. 
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3.5 Survey analysis 
 
After Cycles II and III, the InterpretBank group received two identical surveys. The 
same brief survey was administered to the Excel group, in this case only after Cycle 
III. 
 
3.5.1 Surveys of the InterpretBank informants 
The surveys for the InterpretBank group (see Appendix E) covered three areas: 
overall opinion, glossary tasks, and booth tasks. We focus on an intra-subject anal-
ysis, primarily on individual changes. 
 
3.5.1.1 Overall opinion Figure 92 displays the informants’ self-assessment of their 
own interpreting performance, whose changes between Cycles II and III were var-
ied. For instance, Dana Erin and Lee thought their performance improved in Cycle 
III, compared to their opinion in Cycle II. Their upswing was always of 2/10, which 
for Dana and Erin changed to a positive assessment that coincided with other in-
formants in upper values. In contrast, Alex and Harley thought they performed 
worse in Cycle III than in Cycle II, although such a fall in performance was only 1/10. 
Interestingly, about half (5) of the informants thought that their performance was 
the same, even when it was at different levels, from low (Blake, 4/10) to high (Ira 
and Kelly, 6/10). 
 
 

 
 
 

 
 

Figure 92. Self-assessment of interpreting performance. 
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Figure 93. Intent to continue using InterpretBank for glossary preparation.  
 

 
 

 
 

Figure 94. Intent to continue using InterpretBank for booth tasks. 
 
Half of the informants (5) did not seem to feel their performance changed from 
Cycle II to Cycle III. The rest were evenly distributed between those who thought 
there was a slight change (3, one degree) or a more noticeable change (3, two de-
grees). Among those who thought there was a change, two-thirds felt they had im-
proved (4) and the other third (2) thought they had actually performed worse. The 
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opinion of two informants was always below the midpoint, and no informant was 
always above the midpoint (5-6). 

Regarding the use of InterpretBank to prepare the glossaries (Figure 93) all 
informants but Gale declared they would keep using InterpretBank for this. As for 
using InterpretBank for booth tasks (Figure 94) also records a high degree of con-
sistency in informants’ responses. The question was worded quite openly so as 
not to lead informants, so it might have been interpreted as referring to either Cy-
cle III or after the experiment. However, the only informant to drop InterpretBank 
use in Cycle III declared her intention to keep using it (both to prepare glossaries 
and at the booth), so misinterpretations seem unlikely. All informants but Blake 
chose the option yes when they were asked in Cycle III 
 
 

Do you think that you will continue to use InterpretBank  
to assist you in booth tasks? 

 
 
Blake, however, changed from yes to no. Considered together, Figures 92–94 
show contending opinions on the effects of InterpretBank on their performance, 
with most informants thinking it did not change their quality. Yet the informants 
shared a largely consistent and positive outlook on the future use of InterpretBank 
for both glossary preparation and booth tasks.  
 
3.5.1.2 Glossary task  
 
 

 
 

Figure 95. Attitudes toward automatic extraction of technical terms. 
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Figure 96. Views on the need for manual extraction. 
 
 

 
 

Figure 97. InterpretBank convenience for compiling glossaries. 
 
Figure 95 shows different opinions on how useful InterpretBank’s feature is for 
automatic term extraction. Alex consistently agreed that it saves time and Blake 
was even more enthusiastic. Three informants were more skeptical about the 
time-saving benefits of automatic extraction in Cycle III, compared to Cycle II: 
Dana went from not sure to disagree; Frankie, from agree to disagree, and Jordan, 
from totally agree to just agree. On the other hand, Erin, Gale, and Lee were more 
convinced in Cycle III. The last two, notably, changed their minds. Four informants 
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(e.g., Alex, were positive or very positive and did not change their minds between 
cycles. For the need for a feature for manual extraction (Figure 96) in Interpret-
Bank, only Gale disagreed in Cycle III, and Kelly remained unsure. The others to-
tally agreed from the start or were convinced after Cycle III. 

Figure 97 discusses whether the informants agree with the statement, that 
InterpretBank is convenient for compiling glossaries. Out of 11 informants, 7 main-
tained their stance throughout. Among them, Alex, Dana, Erin, and Frankie ex-
pressed agree, while Ira and Kelly held a totally agree position. Meanwhile, Black’s 
attitude shifted from agree in Cycle II to totally agree in Cycle III. However, Gale’s 
opinion changed from agree in Cycle II to not sure in Cycle III. By Cycle III, 10 out 
of 11 informants (agree and totally agree) supported the statement, with only one 
informant remaining not sure. 

 
3.5.1.3 Booth task Figure 98 examines informants’ perspectives on the statement, 
I use Booth mode when I notice a technical term. Booth mode, a key function of In-
terpretBank, offers term retrieval during interpreting tasks. Over half of the in-
formants (6/11) changed their stance from Cycle II to Cycle III regarding this core 
function. Indicating a positive shift toward greater reliance on InterpretBank, five 
informants altered their responses: Harley and Lee shifted from sometimes to al-
ways, and Alex moved from mostly to always. Similarly, Frankie and Ira transi-
tioned from sometimes to mostly. Conversely, Erin’s attitude decreased in 
enthusiasm, going from always to mostly between Cycle II and Cycle III. Dana and 
Jordan maintained a consistent sometimes position, indicating neutrality, while 
Gale’s response remained steady mostly from Cycle II to Cycle III. 
 
 

 
 

Figure 98. Frequency of using booth mode for technical terms. 



 

 159 

 
 

Figure 99. Confidence in booth mode’s term retrieval capabilities. 
 
 

 
 

Figure 100. Impact of Booth mode on stress levels when handling technical terms. 
 
Regarding the accuracy of term retrieval in the Booth mode (see Figure 99), opin-
ions differed again. Alex consistently thought that the Booth mode could help lo-
cate the terms correctly, and Blake was consistent in her opinion that it never does. 
For instance, Erin and Jordan scaled down from mostly in Cycle II to sometimes in 
Cycle III, hinting at diminished confidence in the feature. In contrast, Kelly in-
creased her confidence in it and shifted from mostly to always, joining Alex. At the 
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group level, Cycle II saw mostly as the prevalent choice, comprising 54% of the 
responses. In Cycle III, the distribution balanced out, with mostly and sometimes 
each accounting for 36%. That is, although there was a tendency to trust the Booth 
mode, it became somewhat more tempered. 

As for reducing pressure (again, as self-reported), Figure 100 shows that 
Blake consistently thought the Booth mode does never reduce pressure, and Erin 
was as consistent in thinking it mostly does. The figure also displays intriguing in-
dividual trends. Lee and Ira improved their opinions in Cycle III and Gale was the 
only one who seemed to think that pressure was only reduced once in a while. The 
bar graph illustrates that once in a while was the most popular choice in Cycle II, 
making up 36% of the responses, and that, after Cycle III, the sometimes category 
surged to 45%. In other words, informants generally found the Booth mode useful 
at reducing pressure at least in some cases, with more informants moderately re-
lying on it in Cycle III. 

 
3.5.2 Survey for the Excel group  
In this section, we present the results from a questionnaire filled out by nine Excel 
formants, which reflects the informants’ overall opinion, glossary tasks, and booth 
tasks of this study. These aspects are similar to the InterpretBank group, as a re-
sult of accumulated opinion from Cycle I to Cycle III. The questionnaire consists of 
several questions or statements related to each aspect, allowing the participants 
to express their views and experiences. 
 
3.5.2.1 Overall opinion The informants’ self-assessment of their interpreting per-
formance collected notably diverse responses (Table 18). Similar to the survey in 
the InterpretBank group, we set the rating scale from 1 to 10, with 1 being the 
worst and 10 being the highest. The most frequent ones were 4 and 7, each with 
two informants. All the remaining options had one informant each. This distribu-
tion suggests some prominence for the opinions of average and excellent perfor-
mance, but opinions are spread across the poles.  
 

questions responses 

How do you feel about your interpreting performance? 
2/9 responses: 7 
2/9 responses: 4 
each response for 1, 2, 3, 5, 6 

Do you think that terminology management service will im-
prove your term preparation efficiency? 9/9 responses for yes 

Do you think that you will benefit from advanced functions 
of CAI tools (e.g., speech recognition, AI translation)? 8/9 responses for yes, 1 for no 

 
Table 18. Overall opinion questions for Excel informants. 

 
Regarding the second question of overall opinion, Do you think that terminology 
management service will improve your term preparation efficiency? The Excel in-
formants overwhelmingly agreed that terminology management services would 



 

 161 

improve their term preparation efficiency. A substantial majority of the Excel in-
formants (8) believed they would benefit from advanced functions of CAI tools, 
and only one did not trust they would bring about potential benefits (Table 18). 
 
3.5.2.2 Glossary task  This section established four statements to investigate Excel 
informants’ opinions on their experience with glossary tasks, categorizing re-
sponses into five options: totally disagree, disagree, not sure, agree, and totally 
agree. Table 19 presents the number of informants responding to each statement. 
The first statement, I prefer using applications on my phone to a PC for term re-
trieval, revealed informants’ preference for mobile apps over PCs for term re-
trieval. In this category, both disagree and totally disagree accounted for 3/9 of the 
responses each, indicating that a significant portion of informants were not in fa-
vor of using mobile applications for this purpose. On the other hand, agree and 
totally agree each represented 1/9 of the total responses, revealing a smaller but 
existent group who favored mobile applications. The not sure category included 1 
informant, reflecting some indecision. 

In the second statement, while locating the term's translation, I would check its 
pronunciation, most informants (6) agreed that they would check the pronuncia-
tion of a term while locating its translation. Another one totally agreed with this 
statement, bringing the total count of informants agreeing with the statement to 
seven out of nine. This indicated a prevalent practice of checking pronunciation 
among the Chinese respondents. Just one disagreed and another one was not sure, 
so a lesser group might not consider pronunciation crucial. 
 

 
The third statement, I did not verify the accuracy of the translation solution given 
by web resources (e.g., online dictionaries, term banks), reflects informants’ prac-
tices as in verifying translation solutions from web resources such as online dic-
tionaries. Most of them disagreed that they did not verify their accuracy, 
suggesting that they indeed took steps to ensure the correctness of the translations. 
Three more were not sure, and only one agreed, so a small group might not con-
sider verification. 

statements totally 
disagree disagree not sure agree totally 

agree 

I like to use applications on my phone instead of 
a PC for term retrieval. 3 3 1 1 1 

While locating the term's translation, I would 
check its pronunciation. 0 1 1 6 1 

I did not verify the accuracy of the translation so-
lution given by web resources (e.g., online dic-
tionaries, term bank) 

0 5 3 1 0 

I would rely on automatic term extraction from 
texts rather than human selection. 1 5 1 2 0 

      

Table 19. Responses to statements related to glossary tasks. 
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In the fourth statement, I would rely on automatic term extraction from texts 
rather than human selection, the responses showed a leaning toward disagree, 
which captured more than half the responses. This suggests that the majority of 
informants did not prefer to rely on automatic term extraction over human selec-
tion. On the opposite end, two out of nine informants agreed with the statement, 
indicating a smaller group who favored automation. One informant each selected 
the totally disagree and not sure categories, adding layers of nuance to the overall 
perspective on this topic. 

In sum, a majority seemed to prefer PCs over mobile applications for term re-
trieval, almost everyone considered pronunciation important when looking up 
translations. There was a strong inclination toward verifying the accuracy of 
translations from web resources, but opinions were divided on the preference for 
automatic term extraction over human selection. 

 
3.5.2.3 Booth task This section presented four statements to examine the opinions 
of Excel informants regarding their experience with booth tasks (see Table 20). 
Responses were categorized into five frequency options: never, once in a while, 
sometimes, mostly, always. The first statement, in a SI task, memorizing the term 
and its translation is more useful than term retrieval, portrayed the informants’ 
preferences regarding memorization over term retrieval in SI tasks. The data from 
Cycle III indicated a preference for mostly using memorization, capturing 5 re-
sponses out of 9 informants, while 2/9 chose always emphasizing a strong leaning 
toward memorization. Another 2 out of 9 selected sometimes, suggesting a more 
balanced approach between memorization and term retrieval. None of the inform-
ants opted for never or once in a while, indicating that memorization played a vital 
role in their SI tasks. 
 

 
In the responses to the second statement, I'd look for a suitable computer-assisted 
interpreting (CAI) tool for SI tasks, the informants’ inclination to search for a suit-
able CAI tool for SI tasks. The data showed a fairly even spread across the 

statements never once in a while sometimes mostly always 

In a SI task, memorizing the term and its 
translation is more useful than term re-
trieval. 

0 0 2 5 2 

I'd look for a suitable computer-assisted 
interpreting (CAI) tool for SI tasks  2 3 1 3 0 

I do not use the existing and shared glos-
sary instead of creating my own. 1 2 4 2 0 

CAI training can influence my selection 
of CAI tools. 1 1 5 2 0 

      
Table 20. Responses to statements related to booth tasks. 



 

 163 

responses, with mostly and once in a while each capturing three informants of the 
total. Two informants chose never, and the remaining one opted for sometimes. 
 The third statement was reversed to capture whether the respondents were 
attentive in their answers. I do not use the existing and shared glossary instead cre-
ating my own, which revealed a strong leaning toward sometimes using existing 
and shared glossaries, accounting for of the responses. The once in a while and 
mostly options each garnered two out of nine informants, suggesting a moderate 
level of usage for both. Only one responded with never, suggesting that most in-
formants were open to using shared resources to some extent. 

The last one, CAI training can influence my selection of CAI tools, dealt with the 
impact of CAI training on the selection of CAI tools. A majority of five out of nice 
informants responded with sometimes, indicating that training had a moderate im-
pact on their tool selection. Both mostly and never were selected by one out of nine 
informants in each of the responses, highlighting divergent views on the signifi-
cance of training. Additionally, once in a while was chosen by another informant. 
Memorization was highly valued over term retrieval in SI tasks, while opinions on 
the importance of CAI tool selection and training varied among the informants 
from the Excel group. Most were open to using existing and shared glossaries, al-
beit to varying degrees. 

 
 

3.6 Holistic quality assessment of informants’ audios 
 
As reported in § 2.5.5, five PhD raters holistically assessed the quality of the in-
formants’ booth renderings, based on their intuitive impressions. We will now 
summarize the results regarding inter-rater reliability and the correlation be-
tween rating scores with indicators for fluency and accuracy. A single global as-
sessment score is analyzed, rather than rubric-based or analytic ratings where 
each aspect or criterion is rated separately. Holistic rating methods can be faster 
but may be less reliable, due to their subjective nature (see, however, Waddington, 
2001 for translation). This can ultimately result in lower inter-rater reliability. 
Krippendorff’s alpha was calculated to be 0.016 for all five raters and 0.166 for 
sets of three raters, so the inter-rater reliability was really low. 
 
3.6.1 Individual rater analysis 
As a reminder, we chose 5 audio recordings each from Cycles I, II, and III, totaling 
15 audios. These audios were evaluated by 5 raters for testing inter-rater reliabil-
ity, resulting in each audio receiving 5 ratings (referred to five raters group in Ta-
ble 21). The remaining audios were each assessed by 3 evaluators (referred to 
three raters group in Table 21). Further details on the selection and randomiza-
tion procedures are available in § 2.5.5. Also, #1 was the highest score, and #6, 
was the lowest one. In the analysis of the evaluation scores across two distinct 
groups—the five raters group and the three raters group in Table 21—it became 
evident that Luc consistently demonstrated a stringent evaluation style (see § 
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2.5.5.3). For the five raters group, Luc emerged as the most rigorous evaluator, 
recording an average score of 4.13, which leaned toward the Poor and Bad catego-
ries on the rating scale. This pattern persisted in the three raters group, where Luc 
again stood out as the strictest, posting an even higher average score of 4.23.  
 
 

 Félix Jules Luc Maxime Quentin 

five raters group 3.27 3.60 4.13 3.47 3.60 

three raters group 2.81 3.90 4.23 3.55 3.33 

      

Table 21. Average evaluation scores by raters and groups. 

 
Correlation matrices of fluency and accuracy-related variables were cross-refer-
enced with individual rater’s scores per cycle (see Table 22). Raters were not in-
formed of the grouping and order of speeches. Cycles and groups are not 
considered factors when holistically assessing recordings, but the values of flu-
ency and accuracy-related variables depend on the source speeches in each cycle. 
By focusing on cycles rather than overall values, we aim to lower distortions in 
fluency and accuracy-related variables that influence the rating process. This 
strategy facilitates a deeper understanding of the underlying patterns that might 
be guiding the raters’ evaluations, paving the way for insights grounded on indi-
vidualized rater responses, examined cycle-wise. Informants’ individual rating 
scores can be found in Appendix J. Since these variables are not normally distrib-
uted (see § 3.2 and § 3.3), Kendall’s Tau coefficient was used as the ‘superior non-
parametric measure’ Mellinger & Hanson (2017, p. 191).  

 
 

  Cycle I II III 

raters indicators Tau b p-value Tau b p-value Tau b p-value 

Félix fluency false start 0.04  0.86  0.01  0.95  –0.07 0.73  

  self-correction b 0.14  0.52  0.19  0.39  –0.25 0.23  

  filler 0.68  0.00a  0.11  0.61  –0.54 0.01a  

  repetition 0.05  0.81  –0.26 0.26  –0.12 0.59  

  bump –0.38 0.08  0.29  0.19  0.02  0.92  

  respite –0.06 0.77  0.10  0.65  0.04  0.85  

  EVS1 –0.16 0.45  –0.15 0.49  –0.28 0.17  

  EVS2 –0.24 0.27  –0.32 0.14  –0.18 0.36  

accuracy correct c –0.09 0.68  0.08  0.73  0.19  0.36  

  adequate 0.07  0.75 –0.10 0.68  –0.03 0.91  

  wrong 0.11 0.64 0.13  0.56  –0.31 0.14  

  skipped 0.04 0.86  –0.14 0.53  0.01  0.96  

Jules fluency false start –0.26 0.24  0.26  0.25  0.03  0.91  
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  Cycle I II III 

raters indicators Tau b p-value Tau b p-value Tau b p-value 

  self-correction –0.15 0.48  0.03  0.88  0.11  0.61  

  filler 0.07 0.75  –0.17 0.43  0.33  0.12  

  repetition 0.16 0.50  –0.07 0.75  –0.22 0.33  

  bump –0.08 0.71  0.12  0.57  –0.11 0.61  

  respite –0.39 0.07  –0.14 0.50  –0.26 0.23  

  EVS1 0.05  0.83  –0.18 0.40  –0.09 0.69  

  EVS2 0.05  0.83  0.04  0.84  0.09  0.69  

accuracy correct –0.20 0.36  –0.03 0.88  –0.25 0.25  

  adequate –0.54 0.02 a  0.04  0.87  0.21  0.38  

  wrong 0.27  0.23  0.24  0.27  0.17  0.45  

  skipped 0.27  0.22  0.00  1.00  0.09  0.69  

Luc fluency false start 0.23  0.30  –0.22 0.32  0.14  0.52  

  self-correction 0.27  0.21  –0.17 0.40  –0.02 0.91  

  filler –0.08 0.71  –0.08 0.72  –0.06 0.79  

  repetition 0.14  0.54  –0.22 0.31  –0.06 0.79  

  bump –0.01 0.96  –0.14 0.50  –0.25 0.24  

  respite 0.08  0.71  0.08  0.72  –0.59 0.01a  

  EVS1 0.33  0.12  –0.11 0.60  0.07  0.75  

  EVS2 0.06  0.79  –0.17 0.41  –0.07 0.75  

accuracy correct 0.12  0.59  0.26  0.22  –0.28 0.20  

  adequate 0.12  0.61  0.18  0.42  –0.57 0.02a  

  wrong 0.19  0.41  0.00  1.00  0.20  0.36  

  skipped –0.12 0.59  –0.29 0.17  0.29  0.19  

Maxime fluency false start 0.20  0.36  0.12  0.60  0.27  0.22  

  self-correction 0.24  0.28  0.15  0.52  0.51  0.02a  

  filler –0.08 0.71  –0.29 0.20  0.16  0.45  

  repetition 0.10  0.65  –0.11 0.64  0.28  0.22  

  bump 0.34  0.11  0.46  0.04a  –0.09 0.69  

  respite 0.35  0.10  0.10  0.65  –0.24 0.27  

  EVS1 0.03  0.87  –0.16 0.48  –0.38 0.08  

  EVS2 0.19  0.36  0.01  0.95  –0.43 0.05a  

accuracy correct 0.22  0.33  0.39  0.09  –0.34 0.13  

  adequate 0.32  0.16  –0.22 0.35  –0.32 0.19  

  wrong 0.11  0.62  0.16  0.51  0.05  0.81  

  skipped –0.23 0.28  –0.46 0.04a  0.43  0.06  

Quentin fluency false start 0.38  0.10  –0.23 0.30  0.19  0.41  
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  Cycle I II III 

raters indicators Tau b p-value Tau b p-value Tau b p-value 

  self-correction 0.08  0.72  –0.15 0.49  0.35  0.11  

  filler 0.22  0.32  –0.28 0.19  –0.04 0.86  

  repetition 0.15  0.51  –0.20 0.38  0.25  0.25  

  bump 0.13  0.56  0.00  1.00  –0.21 0.33  

  respite 0.27  0.22  –0.01 0.95  –0.15 0.49  

  EVS1 0.07  0.77  –0.11 0.61  –0.09 0.69  

  EVS2 0.35  0.11  –0.16 0.46  –0.21 0.33  

accuracy correct 0.34  0.14  0.37  0.09  –0.08 0.73  

  adequate –0.19 0.42  –0.07 0.77  0.00  1.00  

  wrong –0.17 0.47  0.18  0.42  –0.06 0.77  

  skipped –0.12 0.59  –0.48 0.03a  0.14  0.53  
a statistically significant correlation 
b self-correction is an indicator within the fluency dimension, representing the correction of the ren-
ditions. 
c correct is an indicator within the accuracy dimension, indicating the correct renditions. 
 

Table 22. Correlation between fluency and accuracy indicators among five raters. 

 
 
 

raters Cycle I Cycle II Cycle III 

Félix 0.98 0.61 0.73 

Jules 0.81 0.43 0.59 

Luc 0.45 0.55 0.88 

Maxime 0.58 0.92 0.94 

Quentin 0.57 0.85 0.56 

    
Table 23. Raters’ Taub variation (differences between Max and Min values). 
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Figure 101. Tau-b values for Félix in Cycles I, II, and III. 
 
 

 
 

Figure 102. Tau-b values for Jules in Cycles I, II, and III. 



 

 168 

 
 

Figure 103. Tau-b values for Luc Cycles I, II, and III. 
 
 

 
 

Figure 104. Tau-b values for Maxime in Cycles I, II, and III. 
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Figure 105. Tau-b values for Quentin in Cycles I, II, and III. 
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Data from Félix, shown in Figure 101, reveal within fluency the variable filler had 
a Tau-b value of 0.68 (p-value < 0.05) in Cycle I. This suggests a strong positive 
correlation between the use of fillers and perceived fluency in this rater. By Cycle 
III, however, the Tau-b for fillers plummeted to -0.54, (p-value < 0.01), that is, it 
changed to a strong negative correlation. This variation may imply that the rater 
continually adjusted his criteria for evaluating the role of fillers when confronted 
with different audios. Accuracy and fluency are displayed in the graphics but not 
considered so as not to mislead the reader, for raters did not necessarily consider 
such categories nor would they probably have the same components of the con-
structs that we used. 

Félix’s evaluations seem less decisive for accuracy. For instance, in Cycle III, 
correct renditions had a Tau-b value of 0.189 (p-value > 0.05, which is not statisti-
cally significant). This could suggest that Félix did not focus on terminology when 
considering the overall quality of the interpretation. 

Jules’ assessments (Figure 102) show less variation (from -0.54 to 0.27 in Cy-
cle I, -0.17 to 0.26 in Cycle II, and -0.26 to 0.33 in Cycle III) in Tau-b values across 
cycles, and their p-values often point to a lack of statistical significance. For in-
stance, in Cycle II, the Tau-b value for respites is −0.14 (p-value = 0.50). While the 
negative Tau-b value implies an inverse correlation between respites and scores, 
the high p-value shows that it lacks statistical significance. The variable adequate, 
in Cycle I, displays a statistically significant strong inverse correlation with a Tau-
b of −0.54 and a p-value of 0.02. This may reflect Jules’s emphasis on adequacy as 
a critical factor in the overall assessment. As a reminder, the raters performed a 
holistic assessment where no access to the original was granted, no materials were 
used, and no rubrics or categories were considered. The correlation refers to a 
later analysis we performed on their judgments and our quantitative profiling of 
the renditions, but the quantities of each category are not considered, and their 
few instances may distort the results. 

Luc’s data (Figure 103) reveals that the variable respites in Cycle III had a Tau-b 
of −0.59 with p-value < 0.05, a strong inverse correlation that is statistically signifi-
cant. So, Luc might have found longer pauses detrimental to quality, at least in the 
recordings for this cycle. The variable adequate had a Tau-b of −0.57, p-value < 0.05 
in Cycle III, pointing again to a strong, inverse, statistically significant correlation. 

For Maxime (Figure 104) the variable bumps in Cycle II had a Tau-b of 0.46 
(p-value = 0.04), suggesting a moderate positive correlation that is statistically 
significant. This should mean that Maxime perceives shorter pauses as beneficial 
for interpreting quality, particularly in Cycle II. No accuracy variables had a p-
value lower than 0.05 in any cycle, so none were statistically significant. However, 
the indicator correct renditions in Cycle II had a Tau-b of 0.39, suggesting a mod-
erate direct correlation, even if not statistically significant. Taken together, the re-
sults for Maxime suggest that she might be more attuned to assessing in didactic 
environments. 

Quentin in Figure 105 had a Tau-b of 0.35 (p-value = 0.11) for the variable self-
correction in Cycle III. This indicates a moderate direct correlation, suggesting that 
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self-corrections during the speech had a positive impact on perceived quality. Nev-
ertheless, the p-value is not under the common alpha level of 0.05. Regarding ac-
curacy, the variable skipped terms in Cycle II had a Tau-b of −0.48 (p-value > 0.05), 
indicating a moderate to strong inverse correlation but is not statistically significant. 
This may suggest that Quentin regarded skipped terms as having a significant nega-
tive impact on the quality of the interpretation. 

In conclusion, the five raters seem to have been reasonable in their assessments 
but each one displays unique patterns and the quantitative variables correlating 
with their holistic quality assessments vary to the point of not having two similar 
assessment profiles.  

 
 

3.7 Summary 
 
In this chapter, the study presents results from glossary and booth tasks, and anal-
yses based on screen recordings, keylogging, and transcripts of informants’ SI out-
put. The glossary task results are organized into two main aspects: the process of 
compiling glossaries and the sources consulted. For glossary compilation, transla-
tion search and term extraction were identified as the most time-consuming sub-
tasks across all cycles. Informants using Excel focused mainly on these subtasks, 
while those using InterpretBank engaged more diversely. InterpretBank informants 
also invested more time in various strategies, with search queries significantly in-
fluencing their time allocation. Regarding consultation sources, informants 
adopted various tools, including both local and online applications. In Cycle II, the 
InterpretBank group employed a more diverse range of online services compared 
to the Excel group. By Cycle III, both groups predominantly used search engines, 
with tool usage varying based on individual preferences and task specifics. 

In terms of individual glossary compilation, InterpretBank informants gener-
ally compiled more terms than those in the Excel group. We will refrain from ad-
vancing conjectures about the causes here since that is one of the goals of the next 
chapter (but see § 4.1). Additionally, a glossary review was conducted before the 
booth tasks, where all informants reviewed a master glossary compiled from indi-
vidual ones. Particularly, in Cycle II, engagement with InterpretBank’s Memo mode 
varied among informants, with some frequent users and others not using it at all. 
Cycle III saw shifts in usage patterns, with increased non-users and variations in 
engagement levels. 

For booth tasks, the study presented results for fluency analysis, term accu-
racy analysis, search behavior for the InterpretBank group, survey analysis, and 
human holistic assessment. Fluency analysis encompassed various indicators like 
false starts, self-corrections, fillers, repetitions, bumps, respites, EVS1, and EVS2. The 
results showed that the Excel group had more false starts, self-corrections, fillers, 
and respites, than the InterpretBank group in all Cycles. except for fewer bumps. A 
modest but statistically significant negative correlation was found among the du-
ration of source speech, EVS1, and EVS2, especially indicating that longer speech 
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chunks led to shorter EVS2. However, in Cycle III, this correlation persisted only 
in the InterpretBank group. 

Term accuracy analysis from booth tasks revealed no significant differences 
between the groups in correct renditions, adequate renditions, wrong renditions, 
and skipped terms. However, for both groups, the number of skipped terms ex-
ceeded the number of correct renditions. The InterpretBank group showed im-
provement from Cycle II to III in correct renditions and fewer skipped terms. 
Individual performances varied within each group over time. 

As part of the side study, the recall effect study showed that the Excel group 
improved in repeated term categories (1st2Rep, rep1, rep2) across cycles, indicat-
ing that 1st2Rep terms have been interpreted well in the first repetition and sec-
ond repetition. The InterpretBank group experienced an increase in the correct 
rates of all three categories in Cycle II but a decline in Cycle III. 

The search features in the InterpretBank group have been examined. Firstly, 
there was a decrease in the frequency of InterpretBank usage from Cycle II to Cycle 
III. In Cycle II, informants performed 242 searches with a 55.37% accuracy rate 
for correct searches with correct renditions. By Cycle III, the number of searches 
dropped to 176, yet the accuracy for correct searches with correct output im-
proved to 65.34%. Secondly, the statistical analysis using Kendall’s Tau-b values 
and p-values indicated a statistically significant but weak inverse correlation in 
Cycle II, which became slightly stronger (though still weak to moderate) in Cycle 
III. In other words, as the ear-to-key or E2K increased, the eye-to-voice or I2V 
tended to decrease, yet modestly. The third observation concerns the use of Inter-
pretBank for repeated term queries, which was not particularly high in both cycles, 
with 5 out of 66 in Cycle II and 8 out of 66 in Cycle III. 

Finally, we also examine the relationship between search events and dropped 
chunks among InterpretBank informants. The number of overlaps between these 
two events decreased in Cycle III compared to Cycle II. This may suggest a change 
in how informants managed search events and sentence delivery over time. Addi-
tionally, there was a noticeable variation in individual performance, with some in-
formants dropping more sentences than they searched for, while others showed 
the opposite pattern. 

In the survey, InterpretBank informants found the tool useful for timesaving 
and pressure reduction, with mixed opinions on its automatic term extraction fea-
ture. The Excel group believed that terminology management services would en-
hance their efficiency, preferring PCs over mobile apps for term retrieval and 
valuing memorization over term retrieval in SI tasks. 

As expected, due to the low inter-rater reliability, the raters had different assess-
ment styles: Luc was the most stringent, Jules’s assessments showed less variation, 
and Quentin preferred self-corrections. This diversity in assessment styles reflects 
evolving individual characteristics. Félix’s evaluations were more positive for fillers 
in Cycle I but more negative in Cycle III. They were less decisive for accuracy. These 
findings highlight the variability in rater assessments and the different quantitative 
variables that correlate with their holistic quality assessments.   
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Chapter 4 
 

discussion 
 
 
Complex results are difficult to organize. There are different alternative options, 
and you cannot win in the sense that no one order will be preferred by all readers. 
This chapter first discusses the hypotheses laid out in this project (§ 4.1 to § 4.5). 
Then, it steps back to take a broader view and consider the overall behavior of all 
participants when preparing their glossaries. Their behaviors are interpreted as 
indicative of likely cognitive processes involved. Section § 4.6 focuses on the de-
tailed individual behaviors performance by the Excel group and InterpretBank 
group members when building their glossaries. Section § 4.7 discusses searches 
with InterpretBank (hence, it is restricted to the informants in the InterpretBank 
group) observed in Cycles II and III. Finally, the discussion shifts back to a sample 
level, focusing on the correlation between source speech chunks and EVS in the 
booth tasks in all informants (both groups). This is followed by the findings of the 
exploratory study on holistic assessment in the present study. Let us then get 
started, and do so by reminding of the hypotheses: 
 
H1: InterpretBank improves efficiency at glossary compilation 
H2: InterpretBank improves the quality of RSI rendering 
H3: InterpretBank improves efficiency when producing the RSI rendering  
H4: Improved documentation performance will yield better RSI rendering quality (H3) 
H5: Improvements using InterpretBank but also attitudes, will lead to keeping using it 
 
 
4.1 H1: InterpretBank improves efficiency at glossary compilation 
 
Term-intensive RSI tasks are quite usual in the market and thus glossary compila-
tion is a typical aspect of an interpreter’s workflow. Domain-specific knowledge 
becomes a critical component of glossary compilation, but it is the market de-
mands, rather than the interpreters’ interests, that end up specializing profession-
als in different fields. Interpreting trainees tend to lack domain-specific 
knowledge, simply because of their age (Kurz et al., 2011; M. Liu et al., 2020; Chioc-
chetti et al., 2023; Elmer & Giroud, 2023). This is probably one of the reasons why 
interpreting trainees often seem to find glossary compilation time-consuming and 
the outcome of their efforts uncertain. As a consequence, they tend to feel it is a 
heavy burden when not a drawback in their professional development. Hence, CAI 
tools are raising expectations and have in interpreting trainees more or less 
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enthusiastic supporters who hope to benefit from their use, improving or at least 
alleviating term extraction. 
 The first hypothesis explores the impact of InterpretBank on term extraction 
efficiency. This study used three indicators: the time taken in glossary compilation 
tasks, term counts, time per term, and rate of diversity of extracted terms from 
individual glossaries between the two groups in Cycles II and III. The percentage 
of individual time spent on each subtask between groups has been shown in Fig-
ures 33–34, emphasizing two subtasks that consumed a significant portion of 
time: translation search and term extraction in Cycles II and III. In the former, a 
significant proportion of time was dedicated to search queries by both the Inter-
pretBank and Excel informants. In the latter, reading-first term selection consumed 
a larger share of time, predominantly by Excel informants. Comparing the perfor-
mance and quality variations among these resources is challenging. Furthermore, 
individuals may combine information from several resources.  
 Table 24 summarizes the main data. The InterpretBank informants tended to 
need relatively less time, for they used 95.72% of the time Excel informants 
needed in Cycle II and 90.16% in Cycle III. This is good and there are reasons to 
believe that with longer, more thorough training these figures would probably im-
prove, but it is not an impressive result, definitely not one that would by itself jus-
tify investing time and money in a CAI tool. The rapid automatic term-extraction 
process by InterpretBank’s in-built algorithm seems to have exerted some influ-
ence in glossary preparation, although the difference between the two groups was 
not substantial in terms of overall time taken.  
 

Cycle II  III 

item group XL IB XL IB 

time taken 4730.1 4527.9 4554.9 4107.0 

term counts 44.8 78.8 73.25 124.75 

time per term 115.1 68.9 63.0 41.5 

term diversity 45.30 27.66 46.43 27.76 
     

Table 24. Glossary compilation indicators for two groups in Cycles II and III. 
 
As Table 24 shows, glossaries compiled with InterpretBank support had more 
terms, 175% in Cycle II and 170.31% in Cycle III. In principle, having more terms 
is not necessarily better. It very much depends on the general and domain 
knowledge the user has and her L1 and L2 commands. For inferential statistics 
about the possible impact of this data on booth task behaviors, see § 4.2. Never-
theless, the difference in term counts between the Excel and the InterpretBank 
groups was so large that automatic extraction seems very likely to have contrib-
uted a substantial share of terms in the individual glossaries. Faced with a long list 
of terms, some InterpretBank informants seemed to trust the application’s choices 
and simply accepted the term lists. We need to explore the share of terms selected 
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by InterpretBank that have been accepted but we already see a tendency for In-
terpretBank’s choices to increase total term counts in the individual glossaries. 
 Furthermore, the difference in how terms are accessed is relevant. Large Excel 
glossaries may lead to burdensome visual searches, with terms exceeding the 
screen and forcing the user to scroll up and down. In contrast, keyboard-based 
string searches may be less distractive at the beginning of a search, precisely be-
cause they do not display all entries on the screen. Under this scope, users with 
less knowledge might afford to compile larger glossaries. Even if larger glossaries 
are not necessarily more supportive later on in the booth, they might have a reas-
suring or unstressing effect. Defrancq & Fantinuoli (2021) discussed potential 
positive psychological effects with reference to ASR support along these lines. 
Here, our view is supported by survey responses from Excel informants; 5 out of 
9 indicated they needed to verify the candidate renditions they found, and 6 out of 
9 reported checking pronunciation after locating a term’s translation. These prac-
tices in Excel glossaries—verification of translation, pronunciation checks, and 
switching between various information resources—contribute to additional time 
investment in glossary management. 
 The role of reading-first term selection when using InterpretBank should not 
be underestimated. Despite the automatic procedure, there is still a sizable need 
for human intervention to compensate for the limitations inherent to automatic 
term extraction and translation suggestions. We can assume that most of the time 
the InterpretBank informants devoted to glossary compilation was focused on 
tasks such as editing entries (e.g., modifying translations or searching for transla-
tions, and deleting irrelevant entries). 
 Failure to meet users’ expectations may also be attributed to insufficient con-
sideration on the part of the CAI tool developers regarding InterpretBank func-
tionalities, specifically in relation to languages distant from the habitual suspects 
(see § 5.1). For instance, InterpretBank offers translations that may be either in 
simplified Chinese characters or traditional Chinese characters, but restricting re-
sults to one of these options for all terms in a glossary is not possible. Hence, Chi-
nese users often need to unify suggested translations after automatic extraction 
and translation. 
 Consequently, our informants using InterpretBank devoted more attention to-
ward subtasks like translation search, and entry editing, as the glossary generated 
through automatic term extraction possibly did not meet their expectations. In any 
case, the combination of slightly shorter compilation times with far larger numbers 
of entries leads to the informant needing far less time per term—only 59.85% of the 
average time Excel informants needed to spot, document, and enter a term in Cycle 
II, and 65.91% in Cycle III (see Table 24).  

The average time per term suggests that the InterpretBank informants had, on 
average, less duration per single term than the Excel group. Time per term reveals 
that the Excel informants, broadly speaking, devoted more time to each term, sug-
gesting a tendency toward allocating more cognitive resources to novel infor-
mation. Table 5 shows that most InterpretBank informants used the automatic 
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extraction feature before they even read the text. As a result, when they con-
fronted the glossary, they were faced with a list of decontextualized terms. We can 
only speculate what their behavioral tendencies were, for we did not perform a 
detailed analysis of the dynamics of glossary review. Some informants might have 
devoted less time per term, for instance, because they blindly trusted InterpretBank 
or simply because they did not care much or did not know about the topic anyway.  

However, other options are possible. In one of them, informants might devote 
as much time to terms as they deemed relevant but nearly none to terms, they 
thought superfluous. In contrast, Excel informants would be quite sure of the per-
sonal relevance of all entries in their individual glossaries. Some informants might 
have started devoting a comparable amount of time to terms, then realized they 
were running out of time and simply stopped and left the remaining term un-
checked. Yet in another scenario, InterpretBank informants might have devoted 
increasingly shorter times to terms as they became increasingly convinced that 
the automatic extraction feature worked well for them. A couple of informants did 
indeed run the feature twice, indicating that they may have wanted to retrieve 
again terms they wrongfully discarded after the first round. The fact remains that, 
on average (we already pointed out that averages may hide the really interesting 
information when researching mental processes of a task that unfolds in time) In-
terpretBank informants devoted far shorter times to review each term than Excel 
informants did. 

The last indicator is the diversity rate of terms in individual glossaries. That 
is, how much each informant differs from other informants within the same group. 
Individual glossaries contained duplicate terms or term variations, such as capi-
talized and plural forms, so the counts were performed on lemmas, or base forms 
of each word, disregarding any variations or affixes. A lower diversity rate indi-
cates a higher coincidence rate. The lower the diversity rate, the more similar glos-
saries within a group are. The InterpretBank group has a lower diversity rate, so 
they coincide more with each other than Excel informants do. This was expected 
because informants are prompted by InterpretBank to choose from a machine-
extracted, identical list of terms, some of which they might have otherwise over-
looked or ignored. 

The automatic procedure demands time for informants to process novel terms, 
reorganize them, and store them in InterpretBank. When using the application’s 
term-extraction feature, some other tasks might even take longer, because users 
do not have the contextualized reading to narrow down their possible meanings. 
This may partially explain why InterpretBank informants still devoted considera-
ble time to reviewing the machine-extracted terms. The informants were new us-
ers, and they began using the application right for this study and did not rely solely 
on it. Hence, their own prior skills in compiling glossaries played a crucial role. 
The only way to access the meaning of terms is by translating them outside Inter-
pretBank. The only way to retrieve the co-text is to look at the full document (e.g., 
in a Word file). Given the added difficulties and considering that the original text 
has already been processed to extract the terms, CAI tool developers should 
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carefully consider including a concordance feature for users to retrieve relevant 
source text co-texts easily. 

In any case, these findings support the first hypothesis: Informants using In-
terpretBank to compile their glossaries for RSI displayed improved documenta-
tion behaviors, specifically in terms of term extraction efficiency (term counts, time 
per term). They spent less time on glossary compilation and included more terms 
in their glossaries. Future data analysis should explore how many selected terms 
survived from the automatic term extraction and human manual extraction and 
how many of those were actually used. 

 
 

4.2 H2: InterpretBank improves the quality of RSI rendering 
 
CAI tool use is uninteresting if it does not offer advantages or, at least, an accepta-
ble trade-off. Either using a CAI tool improves quality or maintains it or even low-
ers it but offers other advantages. Discerning quality reliably is thus a core 
component of studies on CAI tool introduction and use. RSI quality is important 
for specialized audiences to receive technical information, particularly in term-in-
tensive speeches. There are several indicators to measure RSI quality (e.g., Collados 
2016; Su 2019; Chen et al. 2022; Han 2022a), but no standard yet. We chose not to 
impose a standardized rubric on the raters, who were unaware of groups and Cycles 
in the randomized recordings they assessed. Differences between source speeches 
may have led them to unconsciously group them, but they had no further clue, and 
they were not allowed to compare renderings. They were not handed the source 
speeches either, nor any materials related to them (such as scripts or transcripts). 
This approach did not impose any norms or third-party criteria on raters, but it also 
deprived them of contextual cues they might use in real-world evaluations, like 
knowing the conference topic beforehand. Our approach is closer than other assess-
ment strategies to the ways unprofessional addresses tend to assess the quality of 
interpreters’ renderings, but there is still room for improvement. 
  

Cycle I II  III 

groups avg. % avg. % avg. % 

Excel 4.333 27.78 3.733 37.78 3.653 39.11 

InterpretBank 3.778 37.03 2.972 50.46 3.139 47.68 
       

Table 25. Average quality ratings for the recordings. 

 
As a reminder, most renderings were assessed by random subsets of three out of 
five raters to keep the volume of work manageable for these volunteers, and some 
recordings were assessed by all five to check inter-rater reliability. Raters catego-
rized each RSI rendering quality according to a scale from 1 to 6, where 1 was the 
best and 6 was the worst category. Table 25 displays average assessments per 
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group and Cycle, both raw and converted into percentages, where 100 is the best 
and 0 is the worst, to make it more intuitive. The InterpretBank group received 
better evaluations (closer to 1) than the Excel group: For example, in Cycle II, the 
Excel group’s score amounted to 37.78% and the InterpretBank, 50.46%.  
 

 
Figure 106. Average percentage of quality ratings for two groups. 

 
Figure 106 shows a waning difference between groups of 9.25% in Cycle I, 12.68% 
in Cycle II, and just 8.57% in Cycle III. In view of the small sample, the expected fluc-
tuations for uncontrolled variables—such as the day of the week when they per-
formed the task or differences in potential cognitive demands posed by each 
source speech—we may consider the InterpretBank group’s average score, actu-
ally more or less constant or flat. The advantages of becoming more used to using 
InterpretBank at the booth might have been offset by the hypothetical tendency 
to rely on the glossary functions and not keep the terms active in their memories. 
Since memory traces such as acoustic representations might be kept, ensuring that 
the terms are recognized later on, this might lead to mistaken recall and thus 
higher numbers of wrong renditions. Other indicators may also have taken their toll 
in the assessments, even though the inter-rater agreement was very low (see § 3.6).  
 The results for the Excel group, however, are more difficult to explain, for both 
groups had to adapt to task demands. The difference between Cycles I and II is 
7.19%, while the difference between the groups in Cycle II is 18.93%. The differ-
ences between Cycles II and III for the Excel group (8.40%) are about the same as 
the difference between the groups in Cycle III (8.79%). If this was a trend, even 
with a leeway of a couple of points (as we assumed when suggested that the 
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InterpretBank’s performance was flat), then in a hypothetical Cycle IV the Excel 
informants might have matched the performance quality of the InterpretBank in-
formants. This is sheer speculation, but we already had other hints to surmise that 
a future research project might target more than three data collection Cycles, and 
this insight makes a longitudinal study with more data points nearly a must. In any 
case, assessment data supports hypothesis 2: Using InterpretBank has a positive 
impact on RSI rendering quality. 
 
 
4.3 H3: InterpretBank improves efficiency when producing the RSI rendering 
 
The third hypothesis predicted that InterpretBank would contribute to enhancing 
the efficiency when producing RSI rendering. As a reminder, this was operational-
ized and measured through indicators of fluency and accuracy. For instance, the 
use of a placeholder like a filler is “motivated by constraints in cognitive processes, 
such as difficulty in remembering or “accessing” an appropriate lexical item” 
(Hayashi & Yoon, 2010, p. 42). Bumps (time gaps of 200−600 ms) and specially 
respites (gaps above 600 ms) might hint at the informants’ approaching their cog-
nitive limits when they allocate cognitive resources for reorganizing or formulat-
ing ad-hoc solutions, or searches in their WM (Keevallik, 2010). Facing term-
intensive RSI tasks, interpreting trainees might have tried to cope with demands 
with strategies such as consulting their (revised) master glossaries either in MS 
Excel or through InterpretBank’s string search feature. 
 
4.3.1 Fluency: Content cluster  
Fluency indicators were clustered into two groups for analysis: a content cluster, 
and a time cluster. The content cluster comprised false starts, fillers, self-corrections, 
repetitions as indicators. They are assumed to hint at cognitive efforts, although their 
variations may also hint at cognitive demands (e.g., Plevoets & Defrancq, 2018; Han & 
Yang, 2023 for fluency indicators in interpreting quality assessment). The groups ex-
hibited differences in the average number of false starts, with variations observed 
across the Cycles. Specifically, the Excel group demonstrated fluctuations, de-
creasing in Cycle II, and increasing in Cycle III, in the average number of false starts. 
Furthermore, in each cycle, the Excel group consistently had a higher average of 
false starts compared to the InterpretBank group. In contrast, the InterpretBank 
group displayed the same pattern of changes in their average number of false 
starts across the Cycles, compared to the Excel group. Importantly, the adoption 
of InterpretBank did not result in a significant qualitative change in performance, 
as evidenced by both within-group and between-group comparisons. These obser-
vations are supported by the Friedman test for within-group analysis and the Mann-
Whitney U Test for between-group analysis. Hence, the data on false starts does not 
support the hypothesis that using InterpretBank contributes to improved RSI 
booth performance efficiency over time. 
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In the results summarized in § 3.2.1.2, the InterpretBank informants display 
a more varied pattern of self-corrections, compared to the Excel group. In Cycle II, 
the InterpretBank informants increased their aggregated self-corrections, which 
then decreased in Cycle III. One plausible explanation for this may be the learning 
curve associated with adapting to InterpretBank in Cycle II, so the decrease in Cy-
cle III would hint at the group’s increasingly proficient use of InterpretBank. En-
gaging with a specialized CAI tool like InterpretBank might introduce an 
additional cognitive strain on the interpreters, especially if they are engaged in the 
term-intense RSI tasks and in their initial phases of adapting to the tool. About half 
of the InterpretBank informants self-reported that they had had no exposure to 
InterpretBank before this research project. The other half had been only modestly 
exposed. The novelty might have impacted their performance, possibly leading to 
more self-corrections for some informants at SI.  

However, both groups exhibit a similar pattern of change from Cycle I to Cycle 
II, and from Cycle II to Cycle III, with slight variations in the average counts of self-
corrections. Perhaps the growing familiarity with the tool eases term retrieval 
while interpreting, or perhaps the added tool simply becomes less disruptive with 
practice. An alternative interpretation is the possible influence of individual cog-
nitive engagement. Whichever the reason is, it leads to fewer errors and conse-
quently fewer self-corrections, but it cannot be concluded that the choice of tool 
leads to a reduction in the frequency of self-corrections. Hence, data on self-cor-
rections does not support the hypothesis that using InterpretBank may contribute 
to improving RSI booth performance efficiency over time. Samples 1 and 2 from 
our informants demonstrate that self-corrections are not limited solely to correc-
tions of terms in the master glossary. 
    
   sample 1 (self-correction for verb): 

2494.501 s—2496.395 s 啊，比如说我们平时摄出 
2496.955 s—2498.519 s 摄入的益生菌 

(literal translation: em, for example, the probiotics we 
usually take out, take in.) 
 
sample 2 (self-correction for adv): 
2584.462 s—2584.827 s 应该 

2585.699 s—2587.665 s 大概就是在中午 

(literal translation: should be, probably at noon.) 
 
As for fillers (see § 3.2.3), both groups experienced fluctuations in their number 
across the Cycles. The Excel group maintained a high average number of fillers in 
Cycles I and II, which then decreased in Cycle III. This decrease could be attributed 
to their adaptation to the task’s demands or their evolving expertise in controlling 
filler counts. In contrast, the InterpretBank group, from Cycle I onwards, consist-
ently exhibited a lower average number of fillers compared to the Excel group. Alt-
hough there was an overall downward trend from 12.82 fillers to 10.73 fillers from 



  

 181 

Cycle I to III, the magnitude of this change did not seem to be substantial. The In-
terpretBank informants used fewer fillers in Cycle III, compared to Cycle II, which 
might suggest that they adapted to it over time, leading to a more fluent perfor-
mance. Adopting InterpretBank in Cycles II and III did not result in statistically 
significant differences, as confirmed by the Friedman test for within-Cycle com-
parisons and the Mann-Whitney U Test for between-group comparisons. Differ-
ences in filler counts suggest that using InterpretBank may lead to fewer of them, 
but such differences were not statistically significant between groups and across 
Cycles. Evidence here is thus inconclusive, and the topic deserves further, more 
focused research. In sum, data on fillers neither supports nor undermines the hy-
pothesis that using InterpretBank may contribute to improving RSI booth perfor-
mance efficiency over time. 

Repetitions in § 3.2.4 describes cases when a sequence of at least two words 
is repeated immediately after uttering them once (e.g., ABCDCDE...). The data 
show a decline in repetitions from Cycle I to Cycle III in the Excel group, decreasing 
from 4 to 2. This trend could indicate the informants’ increasing familiarity with 
the Excel glossary and their adaptation to the demands of the interpreting booth 
tasks. In contrast, the InterpretBank group did not follow the same trend as the 
Excel group, maintaining the same median number of repetitions in Cycles I and II 
(4 repetitions). However, by Cycle III, the repetition count for the InterpretBank 
group also decreased to 2, possibly because of becoming more proficient with the 
tool and its features over time. When comparing the median repetitions from Cycle 
II to Cycle III, both groups exhibited a similar reduction. Furthermore, the Fried-
man test for within-group comparisons across Cycles revealed no significant dif-
ferences in repetitions within each group. Additionally, the Mann-Whitney U test, 
as shown in Figure 49, indicated no significant inter-group differences in repeti-
tions. Therefore, while repetitions may play a role, they do not significantly support 
the hypothesis that using InterpretBank contributes to the efficiency of RSI ren-
dering at the booth. 

In closing, the results of the content cluster offer mixed results. While false 
starts may suggest that InterpretBank may enhance fluency, other metrics like rep-
etitions, self-corrections, and fillers indicate an increase in counts following the in-
troduction of InterpretBank in Cycle II (post-treatment), compared to Cycle I 
(baseline, pre-treatment). Despite these findings, there is no conclusive evidence 
supporting Hypothesis 3. The good news is that the methods seem adequate to 
research this topic and, considered together, the data point to complex relation-
ships between the indicators hinting at interpreters’ strategic, controlled, and in-
tuitive behaviors (whether aware or not), in accordance with the views laid out in 
cognitive translatological approaches. 

Additionally, our findings in § 3.2 also reveal that there were no significant 
differences between the groups and within the groups for most fluency indicators 
across Cycles. Based on the Friedman test for within-group analysis, no significant 
differences were found within the groups from Cycle I to Cycle II and from Cycle II 
to Cycle III for all fluency indicators. According to the Mann-Whitney U Test used 
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for inter-group analysis, there were no statistically significant differences in content 
cluster among fluency indicators (false starts, self-corrections, repetitions, fillers). 
Moreover, no statistically significant differences between groups were found in Cy-
cle I and Cycle III. In sum, the fluency indicators do not support the hypothesis that 
the use of InterpretBank contributes to improved efficiency at RSI rendering. 

 
4.3.2 Fluency: Time cluster 
Bumps (§ 3.2.4) and respites (§ 3.2.6) in this study codify minor and major gaps 
in the spoken language flow, which in turn are taken as proxies for possibly unno-
ticed vs noticeable disfluencies. The data from Cycle I offered a comparable base-
line for the groups.  

In § 3.2.4, the median bump count for Excel informants was 68 in Cycle I and, 
for InterpretBank informants, 77. In Cycle II, the Excel group median bump counts 
rose to 89, and the InterpretBank group’s median value of 117 was noticeably 
higher. Cycle III confirmed this difference, with the Excel group’s median bump 
counts increasing to 91, whereas the InterpretBank group’s median shrank a bit 
to 110. The emerging disparities in Cycles II and III are particularly significant, 
indicating that InterpretBank informants consistently experienced more bumps 
than their Excel counterparts. These disparities are substantiated by inter-group 
analysis using the Mann-Whitney U Test, revealing a statistically significant differ-
ence between the groups in Cycle II, but not in Cycles I and III. Perhaps more fa-
miliarity with InterpretBank is a possible reason for this. However, within-group 
comparisons for the InterpretBank group showed no significant differences be-
tween Cycles II and III. This suggestion should be taken cautiously anyway since a 
possible reason could be the influence of outlier performance. Again, a reminder 
that (in this case, group) averages may not be a reliable indicator for extended tasks. 

The reduction in bumps for the InterpretBank group in Cycle III suggests var-
ious potential reasons, indicating that using InterpretBank may not be a decisive 
factor in performance concerning bumps. Although bumps codify less noticeable 
interruptions, their frequency may suggest higher cognitive efforts, as argued by 
Shreve et al. (2010), Shreve et al. (2011), and Muñoz & Apfelthaler (2022) for writ-
ten translation and sight translation. The tools employed could influence the flow 
of speech delivery. InterpretBank might foster minor distractions or using Excel 
may lead to fewer hiccups in the speech flow, at least when the renditions is in 
Chinese. Finally, source speech in Cycle III may have been slightly easier to interpret 
than that of Cycle II (see Table 1). Be it as it may, data on bumps does not support 
the hypothesis that using InterpretBank may contribute to improving RSI booth 
performance efficiency over time. 

Spontaneous speech often contains respites, and they were also consistently 
observed in all informants’ recordings. This consistency makes it a challenge to 
interpret them. The groups exhibited similar counts of respites, with an increase 
in Cycle II and a decrease in Cycle III. The only plausible explanation beyond un-
controlled confounders and unknown circumstances is a higher difficulty in the 
task. In any case, under the light of bumps rising in both the second and the third 
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Cycles, it is the lack of a comparable rise in respites that is remarkable. This prob-
ably hints at the psychological reality of the intent of informants to avoid long(er) 
gaps in the flow. That is, additional demands or higher efforts threatening interpret-
ing breakdowns would lead to informants strategically adapting their behavior, ei-
ther with further bumps, or more dropped chunks, repetitions, and fillers to disguise 
time breaks devoted to facing the demands or to spread the effort along the flow.  

Section § 3.2.6 presented data showing an increase in the median number of 
respites for both groups (Cycle I: 158, Cycle II: 178.5, Cycle III: 164.5), indicating 
that both the Excel and InterpretBank groups experienced an uptick in respites in 
Cycle II. The Excel group recorded more respites in each Cycle than the Interpret-
Bank group. Although a downward trend was observed from Cycle II to Cycle III, 
no statistically significant differences were found in within-group or between-
group comparisons. Therefore, while data on respites does not support the hypoth-
esis that using InterpretBank may contribute to improving performance efficiency 
over time, it suggests that the notion of trade-off behaviors pointing to strategical 
steering of one’s resources and skills is worthy of further study, and in agreement 
with the views laid out in cognitive translatology (Muñoz, 2023). 

The above outcome suggested that while InterpretBank use may influence in-
terpreters’ performance, this influence was subject to individual variation within 
the group for booth tasks. Regarding bumps, and respites, both groups exhibited 
similar patterns in their frequency. Therefore, it cannot be conclusively stated that 
InterpretBank directly impacted these fluency factors among InterpretBank in-
formants. Additionally, the high counts in both indicators for both groups could 
suggest cognitive difficulties experienced by informants when handling novel 
terms in speeches rich in technical terms. 

Interpreters are expected to start uttering as soon as possible after the source 
speech but heavy cognitive demands lead interpreters to lengthen their EVS (Lee, 
2004). This was expected to be particularly so in interpreting trainees dealing 
with term-intensive speeches. The content cluster is assumed to flag some of the 
interpreters’ cognitive efforts in processing certain items while speaking (and lis-
tening) due to conflicting or competing demands. Another way of seeing the dif-
ferences between the two clusters is that the time cluster hints at proactive mental 
processing and the content cluster, at reactive mental processing.  

In the Excel group, a downward trend in the median duration of EVS1 was ob-
served from Cycle I to Cycle II, decreasing from 5.20 to 4.35 s, followed by a slight 
increase to 4.49 s in Cycle III. Conversely, the InterpretBank group showed an in-
crease in EVS1 in Cycle II (compared to the Cycle I baseline), reaching 5.56 s, which 
is higher than the Excel group for the same Cycle and also higher than the Inter-
pretBank group’s own baseline in Cycle I. One possible explanation for the ob-
served variations could be the influence of introducing InterpretBank in Cycle II 
on the InterpretBank informants’ processing source speech chunks. In Cycle III, 
the InterpretBank group’s EVS1 decreased to 4.24 s, marginally lower than the Ex-
cel group’s 4.49 s. This suggests that informants in both groups may have been 
adjusting their interpreting strategies to optimize EVS1 in Cycle III. In contrast, 
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InterpretBank informants experienced an increase in Cycle II and a decrease in 
Cycle III, a pattern similar to those of other indicators in the content cluster. Inte-
grating InterpretBank terms may have led to longer EVS1s, with informants per-
haps taking more time between recognizing inputs and producing their renditions 
because they had to integrate InterpretBank use in their routines. Whether ex-
plained as related to limited working memory, additional multitasking demands, 
higher levels of stress, or a combination thereof, increasing EVS1s might be at least 
partially explained because of introducing InterpretBank.  

Regarding within-group comparisons, the Excel group showed no statistical dif-
ferences in EVS1 between Cycles I-II, Cycles II-III, and Cycles I-III. In contrast, the 
InterpretBank group exhibited statistical differences between Cycles I-II, and Cycles 
II-III, but not between Cycles I-III. Although not formally tested, it is unlikely that all 
or most InterpretBank informants would have lesser WM than those in the Excel 
group. After all, EVS1 values decreased in Cycle III in InterpretBank informants, so 
this makes it unlikely that the differences are due to problems “with the machine” 
(with brain/mind stable features or properties). 

These differences might rather be attributed to longer EVS1 durations in Cycle 
II for two informants (Blake and Harley), suggesting individual variability rather 
than a consistent trend attributable to the use of InterpretBank. Furthermore, the 
results hint at task performance dynamics and conditions of task execution, 
namely that the initial setback in EVS1 in InterpretBank informants was due to 
introducing the tool and the recovery came as they became increasingly adapted 
to (the stressful situation and) the very use of the application. A potential con-
founding factor could be the informants’ prior familiarity with the domain 
knowledge of the speeches, but it is unlikely that that would happen along the di-
vide between the two groups. 

In terms of median duration of EVS2, the Excel group exhibited a pattern of 
change similar to that observed in EVS1. There was a decrease to 3.63 s in Cycle II 
from the baseline of 4.32 s, followed by a slight increase to 3.73 s. In contrast, the 
InterpretBank group experienced an increase in EVS2 during Cycle II, reaching 
4.48 s, which is higher than both the Excel group in Cycle II and the InterpretBank 
group’s baseline in Cycle I. In Cycle III, the InterpretBank group’s EVS2 decreased 
to 3.38 s, slightly lower than the Excel group. As in the case of EVS1, the rise in 
EVS2 in Cycle II might be due to introducing InterpretBank, which possibly af-
fected informants’ information processing strategies.  

Within-group comparisons for the Excel group did not reveal any statistically 
significant differences. However, in the InterpretBank group, two informants 
(Blake and Harley) were identified as outliers again, having longer EVS2 durations 
than other informants in Cycle II. This resulted in statistical differences between 
Cycle I and Cycle II, as well as between Cycle II and Cycle III, indicating individual 
variability. In this context, the influence of expertise and InterpretBank usage ap-
pears to play a significant role in processing source speech chunks. This outcome 
may suggest that individual differences contribute more significantly to the 
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overall results, highlighting the need for more in-depth intra-subject analysis to 
explore the underlying reasons for these variations. 

In summary, the Excel group presented a pattern of adjusting their interpreting 
strategies for EVS1 and EVS2, showing a decrease in Cycle II and a slight increase in 
Cycle III. In contrast, the InterpretBank group demonstrated longer median times 
for EVS1 and EVS2 in Cycle II, compared to Cycle I. This variation mainly results from 
two outliers. Possibly due to these two informants, significant differences of within-
group differences were observed between Cycles I and II, and II and III. Nonetheless, 
most between-group comparisons within each Cycle and inter-group comparisons 
across Cycles did not yield statistically significant differences. Consequently, the 
analysis of time cluster does not support Hypothesis 3. 
 
4.3.3 Term accuracy: potential problem triggers 
RSI accuracy was studied by analyzing performance on rendering 39 problem trig-
gers (§ 2.2.2)—33 first-time terms and 6 repeated terms—in each speech. The in-
formants from both groups increased their accuracy through the Cycles in that 
they had increasingly larger counts of correct renditions, i.e., they used more target 
expressions matching those found in their revised master glossaries. In the me-
dian number of correct renditions, both groups showed an increase from Cycle I 
to Cycle III. The advantage of InterpretBank informants is more evident. In Cycle 
I, the difference in median numbers was small (7.5 correct renditions for the Excel 
group, 7 for InterpretBank). By Cycle II, InterpretBank surpassed the Excel group 
(12 for Excel, 13 for InterpretBank). In Cycle III, the gap widened (16.5 for Excel, 
19 for InterpretBank). The results indicated that the InterpretBank group outper-
formed the Excel group in average correct terms in Cycles II and III. This growth 
was supported by significant differences in the Friedman test, suggesting that in-
troducing InterpretBank potentially aided informants in delivering more correct 
terms. These findings align with Defrancq & Fantinuoli (2021), Prandi (2023), and 
Tammasrisawat & Rangponsumrit (2023). However, the Mann-Whitney test, used 
to compare group performance in each Cycle, detected no significant differences. 
This suggests that the increase in correct renditions with InterpretBank interven-
tion might be due to more complex reasons, possibly related to individual varia-
tions in interpreting strategies adapted to the tasks across Cycles. Hence, the 
number of correct renditions did not support that InterpretBank contributes to a 
higher efficiency in RSI rendering. 

The Excel informants typically rendered 1–3 potential problem triggers with 
adequate renditions in all Cycles, with a marginal increase in Cycle II but a de-
crease in Cycle III, down to the level of Cycle I (see results in § 3.3.2). The Inter-
pretBank informants exhibited greater consistency in frequency, albeit with 
important variations in individual performance. From Cycle I to Cycle III, they dis-
played fewer adequate renditions, compared to the Excel group. The frequency 
remained unchanged between Cycles I and II (at 1 instance) but dropped to 0 in 
Cycle III. Most InterpretBank informants offered 1–2 adequate renditions, with 
one exceptional case (Blake: 7 adequate terms in Cycles I and II, reduced to 1 in 
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Cycle III). On the one hand, informants might not necessarily know alternative ren-
ditions for the specialized terms, and adequate renditions might demand more ef-
fort than the correct ones. On the other hand, they might often consider the the 
trade-off cognitively effortful. 

The informants might be consciously controlling their renditions to avoid am-
biguous expressions to uphold the quality of RSI production, often resorting to the 
translation in the master glossary. Comparing the changes in adequate renditions 
with correct renditions across cycles, based on the average term counts shown in 
Table 11, we observed that while correct renditions from the Excel group consist-
ently increased, adequate renditions peaked in Cycle II and then decreased in Cycle 
III. This trend suggests that Excel informants were adjusting their interpreting strat-
egies, intentionally reducing ambiguous translations and increasing the count of 
correct terms. In contrast, with the InterpretBank group, despite an increase in cor-
rect term counts, adequate renditions decreased across cycles. This also reflects a 
conscious effort to reduce ambiguous translations and improve correct term counts. 
However, whether this decrease is directly related to the use of InterpretBank war-
rants further investigation. 

Regarding wrong renditions in § 3.3.3, the Excel group’s median counts varied 
from 3 in Cycle I, to 2.5 in Cycle II, and then increased slightly to 3.5 in Cycle III. In 
contrast, the InterpretBank group showed an upward trend from 2 wrong rendi-
tions in Cycle I (pre-treatment) to 4 in Cycle II, before decreasing back to 2 in Cycle 
III. Despite these fluctuations, no statistical differences were found within each 
group across the cycles, nor when the groups were compared with each other. The 
pattern change in the median counts of wrong renditions for the InterpretBank 
group across Cycles was opposite to that of the Excel group. This may suggest that 
introducing InterpretBank in Cycle II might have increased wrong renditions, but 
by Cycle III, informants might have adapted to working with InterpretBank, pos-
sibly offsetting any negative impact. Individual differences across Cycles also 
played a role. For instance, Noel in the Excel group showed 3 wrong renditions in 
Cycle I, none in Cycle II, but increased to 11 in Cycle III (the highest in Cycle III). 
Harley from the InterpretBank group had 10 wrong renditions in Cycle I (the high-
est) but reduced to 4 in Cycle II and 2 in Cycle III. Kelly in the InterpretBank had 
zero in Cycle I, 6 in Cycle II, and 8 in Cycle III (the highest score). These individual 
differences were not limited to these informants and could affect both within-
group and between-group analyses. 

Skipped terms (see § 3.3.4) both the Excel and InterpretBank groups exhib-
ited a downward trend. The median count of skipped terms in the Excel group de-
creased from 27.5 in Cycle I to 17.5 in Cycle III. Similarly, the InterpretBank group 
showed a reduction from 30 in Cycle I to 17 in Cycle III. Since both groups followed 
a similar trend and the median counts of skipped terms were close (with no sta-
tistically significant differences found by the Mann-Whitney test in each Cycle for 
group comparisons), it is difficult to ascertain the impact of using either Excel or 
InterpretBank on the counts of skipped terms. However, a within-group compari-
son across Cycles revealed statistically significant differences for both groups. This 
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trend suggests that the decrease in skipped terms might be attributed to increased 
familiarity with the task setting and demands, among other potential reasons.  

Additionally, in each Cycle, the counts of skipped terms significantly exceeded 
the counts of the other three indicators, significantly exceed contradicts followed 
closely by the counts of correct renditions. This may indicate that when inform-
ants faced term-dense chunks with problematic triggers like technical terms, 
dropping terms was a common strategy. However, informants were not merely 
passive during this circumstance; this is evident when examining both wrong ren-
ditions and skipped terms, which are forms of inaccurate renditions (Table 11). 
For the Excel group, the average counts of skipped terms and wrong terms showed 
opposite trends (Cycle I, 27.2:2.5; Cycle II, 22.5:2.8; and Cycle III, 19.1:3.9), with 
skipped terms decreasing and wrong terms increasing. These opposite trends 
were not mirrored in the InterpretBank group (Cycle I, 26.6:2.7; Cycle II, 19.6:3.6; 
and Cycle III, 17:3), indicating that even when facing demanding term-dense 
speeches, the informants’ cognitive efforts were actively and dynamically chang-
ing and continuously adjusting their interpreting strategies for the SI rendering. 
This adjustment might also be influenced by digital support (i.e., InterpretBank), 
suggesting an ongoing adaptation process. To further examine the performance 
related to the 39 potential problem triggers, we can analyze the data in accurate 
renditions (correct + adequate renditions) and inaccurate renditions (wrong ren-
ditions + skipped terms) (Table 26, next page).  

For the Excel group’s comparison of accurate and inaccurate renditions, we 
observed the following data for Cycles I, II, and III respectively: 9.3:29.7, 13.7:25.3, 
16:23. Accurate renditions consistently increased from 9 in Cycle I to 16 in Cycle 
III, indicating that Excel informants improved in producing accurate renditions 
over time, thus raising their average counts of accurate renditions. Conversely, in-
accurate renditions steadily declined from 29.7 to 23, possibly suggesting that 
their rendering strategy adapted to the tasks over time, helping them to handle 
demanding input and highlighting the active cognitive processes behind their in-
terpreting activities. Similarly, in the InterpretBank group, there was an increase 
in average accurate renditions (from 9.6 in Cycle I to 19 in Cycle III) and a decrease 
in average inaccurate renditions (from 29.4 in Cycle I to 20 in Cycle III) across the 
Cycles (Cycle I, 9.6:29.4; Cycle II, 15.7:23.3; and Cycle III, 19:20). This also indi-
cates that informants were improving their accurate renditions while reducing in-
accurate renditions. As both groups exhibited similar trends, it is difficult to 
determine the specific impact of InterpretBank on the accurate and inaccurate 
renditions for the InterpretBank group. In both groups, the average counts of in-
accurate renditions were higher than those of accurate renditions, possibly sug-
gesting that informants exerted high cognitive efforts to produce the target 
renderings, especially when dealing with cognitively demanding term-dense 
speeches. As a reminder, for the purpose of further analysis and comparison be-
tween the InterpretBank and Excel groups, we merged accurate renditions (correct 
+ adequate renditions) and inaccurate renditions (wrong + dropped renditions). 
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rendering Cycles groups indicators counts total 

accurate I XL correct 8.3 
9.3 

   adequate 1 

  IB correct 7.7 
9.6 

   adequate 1.9 

 II XL correct 11.6 
13.7 

   adequate 2.1 

  IB correct 14.1 
15.7 

   adequate 1.6 

 III XL correct 15.3 
16.0 

   adequate 0.7 

  IB correct 18.6 
19.0 

   adequate 0.5 

inaccurate I XL wrong 2.5 
29.7 

   skipped 27.2 

  IB wrong 2.7 
29.4 

   skipped 26.6 

 II XL wrong 2.8 
25.3 

   skipped 22.5 

  IB wrong 3.6 
23.3 

   skipped 19.6 

 III XL wrong 3.9 
23.0 

   skipped 19.1 

  IB wrong 3 
20.0 

   skipped 17 

      
Table 26. Average numbers for accurate and inaccurate renditions. 

 
In summary, for the 39 potential problem triggers, the InterpretBank group 
demonstrated relatively better performance than the Excel group in terms of the 
median of correct renditions in Cycles II and III, following the employment of In-
terpretBank in Cycle II. This improvement is supported by significant differences 
in the Friedman test.  

When comparing group performance in each cycle, no significant differences 
were detected. In adequate renditions, no significant differences were observed 
between-group comparisons across cycles. However, statically significant differ-
ences were observed within group comparisons across cycles. This variation 
within the groups across cycles could be largely influenced by one informant, 
Blake, in the InterpretBank group, who contributed a notably higher number of 
adequate renditions in Cycles II and III. For wrong renditions, there were no sig-
nificant differences in either within-group or between-group comparisons. In 
terms of skipped terms, although both the InterpretBank and Excel groups 
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showed significant differences within group comparisons, the median values of 
skipped terms changed in a similar pattern, decreasing from Cycle I to Cycle III. 
Moreover, group comparisons did not yield significant differences, indicating that 
the impact of InterpretBank on skipped terms is minimal and deserves further 
study. These outcomes align with findings from the analysis of average counts of 
accurate and inaccurate renditions, where both the InterpretBank and Excel 
groups followed a similar trend, which does not conclusively determine the impact 
of InterpretBank on accuracy: accurate renditions increased from Cycle I to Cycle 
III, while inaccurate renditions decreased over the same period.  

In conclusion, the impact of InterpretBank on the accuracy of 39 potential 
problem triggers requires further investigation. The accuracy indicators (i.e., cor-
rect, adequate, wrong renditions, and skipped terms) do not support Hypothesis 
3. Individual variations among informants were high for accuracy in potential 
problem triggers, underscoring the limitations of a one-size-fits-all approach to 
RSI performance analysis. Term accuracy may be influenced also by topic famili-
arity, and other uncontrolled variables. While InterpretBank did not lead to ad-
vantages in accuracy, some informants may benefit from incorporating 
InterpretBank into their RSI workflow, potentially improving their performance. 
Under this light, CAI tool developers may want to prioritize user customization. 
Offering more modular and more customizable features, informants would be able 
to adapt their tools to meet their particular style or preferences, thereby enhanc-
ing overall rendition accuracy, if only thanks to enhanced user satisfaction. 

 
4.3.4 Term accuracy: repeated terms 
Three terms—a unigram, a bigram, and a trigram—out of the 33 first-time terms 
were repeated twice in each source speech (§ 2.2.2). The analysis remains within 
the Cycle, rather than across cycles, because the correct rate may vary due to many 
factors. The repeated terms are categorized into first repetitions (rep1) and sec-
ond repetitions (rep2). These categories can provide a benchmark of Interpret-
Bank’s impact on performance when terms are not totally new but possibly active 
in working memory.  

The results in § 3.3.5 show consistent improvements in the Excel group from 
Cycle I to Cycle III for repeated terms. In contrast, the InterpretBank group dis-
played quite an improvement in the rate of correct renditions of repeated terms 
in Cycle II, followed by a downturn in Cycle III in both rep1 and rep2. The improve-
ment in Cycle II may be related to InterpretBank’s support. In the Excel group, the 
correct rate for rep1 was slightly lower than for 1st2Rep (first mention) and rep2 
in each Cycle. The lower correct rate for rep1 could be due to informants not pay-
ing sufficient attention during the first repetition. However, encountering the term 
again in rep2 likely led them to devote more attention and retrieve the translation 
from memory. The increasing rate of accuracy in rep2 also suggests that most 
translations of source terms were stored in the informants’ memory and required 
an auditory stimulus for activation.  
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Comparatively, the InterpretBank group showed a similar pattern for re-
peated terms: lower accuracy rates for rep1 and higher for rep2 in each cycle, sug-
gesting insufficient attention during the first repetition. Besides, the results in § 
3.4.3 examined InterpretBank searches and show that informants scarcely re-
sorted to searching for repeated terms: 6 term searches out of 66 repeated terms 
in Cycle II (3 for rep1, 3 for rep2) and 10 term searches out of 66 repeated terms 
in Cycle III (4 for rep1, 6 for rep2). This suggests a lower dependency on glossary 
support for repeated term interpretation.  

After using InterpretBank, the accuracy rate for repeated terms was relatively 
high (5 out of 6 term searches leading to correct renditions in Cycle II, 8 out of 10 in 
Cycle III). However, the act of searching itself indicates that informants believed the 
source term would be in InterpretBank and that it would yield good results. This 
suggests that, in most cases, source terms (but not necessarily their meaning) were 
already active in the informants’ memory. It is primarily the attention mechanism 
that plays a role: the 1st2Rep acts as a stimulus, rep1 refocuses attention, thereby 
facilitating the retrieval of translation or source terms from memory. In sum, the 
use of InterpretBank did not significantly contribute to the interpretation of repeated 
terms, so that the performance of repeated terms cannot support Hypothesis 3. 

From Cycle II to Cycle III, the contribution of InterpretBank to correct rendi-
tions of repeated terms is limited. Informants in the two groups appear to rely on 
their memory resources for recall. However, some informants (Gale, Kelly and Jor-
dan) kept using InterpretBank’s glossary to look for them. Biagini (2015) & Prandi 
(2015) used the number of queries as an indicator of ease of interaction between 
interpreters and CAI tools. However, performing queries while simultaneous in-
terpreting is one of few instances where a person will simultaneously read, write, 
listen, and talk, making it an extreme case of language use within an extreme case 
of language use (cf. Obler, 2012). Under this light, we assume that the informants 
would try to avoid such efforts whenever reasonably possible (see term search in 
sample 3 for rendition checking), as it may be a case when they identified that the 
terms were repeated. 

 
sample 3 
[source speech] …The idea is that there’s a dorsal vagus 
which kind of runs down the back of the spinal cord, which 
is involved in alertness and activation and fight or flight 
type stuff … 
33:53.571—33:54.634: dorsal vagus 
[target speech] 
33:54.063: the informant uttered the condition of dorsal  

vagus (迷走神经背侧) 
34:01.558—34:01.841: the informant typed character  

strings (i.e., dor). 
34:01.558: suggested translation of dorsal vagus was  

shown on the screen.  
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Their (over-?) reliance on InterpretBank may have led them not to keep such 
terms active in their WMs. That is, the informants’ certainty of finding a satisfac-
tory rendition in the revised master glossary after having retrieved it at first time 
appearance might have led them to reduce the memory traces to just recognizing 
it as seen/used. Informants retain lexical information that they assume related to 
the source speech, when “information is kept, removed, or distorted when it is 
transmitted from one person to the next” (Y. Li et al., 2024). Yet this reliance might 
not be merely about retaining lexical knowledge, but also about strategic decision-
making regarding CAI-tool use. 
 When presented with an auditory signal from the source speech as cued-recall, 
it may stimulate the retrieved information for rep1 and rep2, whether it be the 
correct translation or phonological information of the specific source term still 
present in the WM. Cued-recall in sequences (1st2Rep, rep1, rep2) should be ex-
pected to result in an improvement in the number of correct and adequate rendi-
tions in the informants. Informants might choose (even unconsciously) to always 
retrieve terms from the CAI tool, thereby freeing cognitive resources from re-
hearsing and updating WM, thus becoming a feature of strategic behavior eased 
by InterpretBank. In this sense, their behavior can be deemed more efficient. 
 
4.3.5 Summary 
Across cycles, the intra-subject analysis of the content cluster shows that Inter-
pretBank informants reduced false starts, fillers, and self-corrections, although 
with important individual variations. InterpretBank informants show individual 
fluctuations in the performance of the content cluster, perhaps related to their var-
ying capacities to adjust to both the tool and the task at hand—which would explain 
why such fluctuations are observed also at the group level from Cycle I to Cycle III. 
As a reminder, the variations that these data reflect happen in cognitive and self-
regulatory processes that are not an explicit part of formal training. The limited ev-
idence of reduced repetitions across cycles in the InterpretBank group is not so 
strong as to convincingly suggest that InterpretBank may lead to fewer repetitions. 

Based on within-group testing (Table 27), there was no statistically signifi-
cant difference in the counts of false starts, fillers, and self-corrections, repetitions 
for the Excel group and the InterpretBank group. However, the InterpretBank 
group had a lower statistically significant difference in repetitions. Furthermore, 
there was no statistically significant difference between the InterpretBank and Ex-
cel groups in the content cluster across cycles.  

As in the case of the content cluster, in the time cluster the Excel group did not 
show significant differences in bumps, respites, EVS1 and EVS2 (see Table 27). 
However, the InterpretBank group, except for bumps, showed significant differ-
ences in respites, EVS1 and EVS2. Such significant differences cannot be solely due 
to introducing InterpretBank in the InterpretBank group, because the respites, 
EVS1 and EVS2 showed the same changing patterns of frequencies in both the Ex-
cel and InterpretBank groups across cycles. Additionally, the high occurrence of 
bumps and respites in both groups suggests that informants experience cognitive 



  

 192 

challenges in processing term-dense speeches regardless of the CAI tool they use 
in the booth tasks.  
 

  within-group 
(Friedman test)  

between-group 
(Mann-Whitney U test) 

  Excel InterpretBank Cycle I Cycle II Cycle III 

fluency false start 0.80 0.45 0.969 0.757 0.415 

 self-corrections 0.69 0.59 0.09 0.54 0.21 

 fillers 0.62 0.64 0.209 0.11 0.094 

 repetitions  0.31 0.01* 0.35 0.26 0.85 

 bumps  0.10 0.36 0.24 0.02* 0.25 

 respites  0.41 0.03* 0.88 0.76 0.27 

 EVS1 0.64 0.01* 0.20 0.11 0.70 

 EVS2 0.64 0.03* 0.22 0.08 0.65 

accuracy correct r. 0.01* 0.01* 0.67 0.18 0.18 

 adequate r. 0.01* 0.02* 0.45 0.12 0.30 

 wrong r. 0.47 0.51 0.85 0.44 0.44 

 skipped t. 0.01* 0.01* 0.91 0.11 0.14 
* statistically significant correlation 
 

Table 27. P-values in statistical tests for fluency and accuracy indicators 

 
For the between-group testing, time clusters showed no significant differences in 
respites, EVS1 and EVS2 across cycles. An exception was observed with the bumps 
in Cycle II, where the median number of bumps was higher for the InterpretBank 
group compared to the Excel group. Such variations were largely due to individual 
performances, so that the analysis of the time cluster does not support Hypothesis 
2]34. The InterpretBank group showed longer median time gaps for EVS1 and EVS2 
in Cycle II than in Cycle I, largely due to two informants (outliers). In contrast, the 
Excel group exhibited a change in interpreting strategies for EVS1 and EVS2, with a 
decreasing median second in Cycle II followed by a minor increase in Cycle III.  

In terms of overall accuracy (i.e., correct, adequate, wrong renditions, and 
skipped terms), there were notable individual variations among the informants. 
This underscores the limitations of universal approaches to RSI quality, suggest-
ing that term accuracy may be influenced by personal factors such as prior 
knowledge and even attitudes toward digital technologies. Both aspects may have 
an impact on the individual reliance on the CAI tool. Furthermore, term accuracy 
might fluctuate as tasks unfold, conceivably linked to mental fatigue or the indi-
viduals’ interaction with other factors, such as consoles, other apps, their 



  

 193 

smartphones, the speakers’ slides, the room where they actually interpret, etc. 
Such individual traits, preferences, and circumstances may also be beneficial, and 
emphasize the potential advantages of CAI tool developers’ prioritizing customi-
zation, so as to enable informants to tailor the tools to their specific needs and 
styles. This customization could potentially enhance both term accuracy and users’ 
overall satisfaction. 

For the 39 potential problem triggers, both groups exhibited a trend of in-
creasing correct renditions counts across cycles. the InterpretBank group sur-
passed the Excel group in median correct renditions in Cycles II and III, a 
difference whose significance was supported by the Friedman test. Similarly, in 
terms of skipped terms, both groups demonstrated a trend of decreasing skipped 
terms, reflecting statistically significant within-group differences across cycles, 
but no significant differences were observed between groups, highlighting the 
need for further research to understand InterpretBank’s impact. No significant dif-
ferences were observed in adequate and wrong renditions either within or be-
tween groups. Both followed the same pattern: an increase in accurate renditions 
and a decrease in inaccurate renditions, making it unclear if InterpretBank directly 
influenced accuracy. Therefore, accuracy indicators cannot support this hypothesis. 

On the other hand, some InterpretBank informants relied on the tool to differ-
ent degrees in Cycles II and III. In terms of recall of correct terms, the contribution 
from InterpretBank was limited. Overall, the informants did not heavily rely on 
InterpretBank to render repetitions, so its impact on the accuracy of repeated 
terms was minimal in Cycle II and Cycle III. Instead, informants seem to draw on 
their memories. Still, some informants used InterpretBank, suggesting a possible 
reliance on the tool that would free cognitive resources. This reliance may stem 
from the confidence in the glossary, which would move them to drop their cogni-
tive efforts to maintain memory traces beyond mere term recognition. Interpret-
Bank and similar CAI tools thus have dual roles in that they not only reduce the 
need for memory retention but also impact decision-making and planning, that is, 
they are not only relevant from the perspective of the informants’ capacities but 
also from that of their strategic behavior. As a result, some informants may focus 
more on other aspects, such as understanding the source speech, controlling their 
intonation, or keeping a moderate EVS. However, this may come at the cost of a 
reduced engagement with memory use, turning RSI into a more local affair.  

Overall, the fluency indicators (false starts, corrections, fillers, repetitions, 
bumps, and respites, along with EVS1 and EVS2) and accuracy indicators (correct, 
adequate, wrong renditions, and skipped terms) for the 39 potential problem trig-
gers, as well as the side study on repeated terms, do not support Hypothesis 3. 
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4.4 H4: Improved documentation performance will yield better RSI 
rendering quality(H3) 
 
The fourth hypothesis conjectured that RSI rendering quality might be linked to 
glossary compilation due to the memory traces built when compiling terms. Table 
28 summarizes average values of documentation behavior for glossary compilation 
and quality scores, data per cycle, and group. The InterpretBank group had a lower 
diversity rate (Cycle I, 29.0%, Cycle II, 27.7%, and Cycle III, 27.8%) than the Excel 
group, probably an effect of the automatic extraction feature of the CAI tool. The 
lower diversity and the larger number of entries point to a one-size-fits-all algo-
rithm. Thus, while InterpretBank offers convenience and time-saving benefits, it 
may also inadvertently homogenize individual glossary terms. There is nothing 
wrong with this approach, in principle, but terms may become distractors, espe-
cially when users activate the term recognition feature, and when presented with 
more options to choose from when typing letter strings. Tool developers might 
want to consider some personalization leading to reduced noise. An expert inter-
preter in some specialized domain probably does not need the same glossary our 
informants compiled. 
 
 

indicators 
group Excel InterpretBank 
Cycle I II III I II III 

total time (s)  5749.5  4730.1  4527.9  4949.8  4554.9  4107.0  
term (#)  59.1  78.8  44.8  91.3  124.8  73.3  
time per term (s) 97.3  68.9  115.1  54.2  41.5  63.0  
diversity rate (%) 42.8  45.3  46.4  29.0  27.7  27.8  
rating score  4.3  3.7  3.7  3.8  3.0  3.1  
rating (%)   33.3  40.5  48.9  44.4  59.5  57.7  

        

Table 28. Glossary task indicators and interpreting quality for two groups. 
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group name 
total time (s) term (#) time per term (s) diversity rate (%) rating score rating (%) 

I II III I II III I II III I II III I II III I II III 

XL Morgan 9689.1  4682.8  4405.5  94  84  47  103.1  55.7  93.7  56.1  39.1  31.1  4.2  3.0  3.3  36.0  60.0  53.3  

XL Noel 1511.9  1511.9  1183.3  40  84  40  37.8  18.0  29.6  24.4  32.9  16.7  5.7  4.8  4.3  6.7  24.0  33.3  

XL Oakley 7795.1  8135.3  8281.0  79  70  59  98.7  116.2  140.4  35.1  26.4  37.7  4.3  4.3  4.7  33.3  33.3  26.7  

XL Peyton 4659.7  4468.4  2540.6  60  70  24  77.7  63.8  105.9  31.7  28.0  15.8  4.0  3.0  2.3  40.0  60.0  73.3  

XL Quinn 3791.8  5604.9  5823.9  64  94  59  59.2  59.6  98.7  43.9  37.7  40.4  3.0  3.3  3.2  60.0  53.3  56.0  

XL Riley 8405.3  7989.2  5390.8  80  90  39  105.1  88.8  138.2  44.7  37.2  31.1  4.0  2.3  2.7  40.0  73.3  66.7  

XL Sidney 5056.2  4282.4  5372.1  43  42  37  117.6  102.0  145.2  18.3  13.2  21.1  4.3  3.4  3.7  33.3  52.0  46.7  

XL Taylor 2732.1  2511.6  2292.8  46  31  11  59.4  81.0  208.4  27.5  11.6  6.6  3.8  5.3  3.3  44.0  13.3  53.3  

XL Uli 6926.0  3022.0  2642.3  54  163  86  128.3  18.5  30.7  26.7  52.0  53.9  5.0  4.0  4.0  20.0  40.0  40.0  

XL Val 6927.7  5092.4  7347.2  31  60  46  223.5  84.9  159.7  15.6  21.8  24.6  5.0  3.8  5.0  20.0  44.0  20.0  

IB Alex 2511.6  3781.2  4706.3  56  42  39  44.8  90.0  120.7  27.8  17.8  21.6  4.6  2.3  2.3  28.0  73.3  73.3  

IB Blake 4337.7  2671.8  2034.2  76  121  99  57.1  22.1  20.5  35.8  34.2  42.1  3.3  2.3  3.6  53.3  73.3  48.0  

IB Casey 2234.2  3897.8  2402.1  84  89  31  26.6  43.8  77.5  36.4  31.3  19.7  4.0  3.7  4.3  40.0  46.7  33.3  

IB Dana 6007.8  2494.4  2705.5  106  87  30  56.7  28.7  90.2  49.3  28.6  15.4  3.3  2.3  1.8  53.3  73.3  84.0  

IB Erin 7522.3  5310.7  5155.4  117  337  130  64.3  15.8  39.7  50.3  81.4  52.9  3.0  3.0  2.7  60.0  60.0  66.7  

IB Frankie 6369.5  6272.6  5287.0  72  146  55  88.5  43.0  96.1  34.4  45.6  27.0  3.7  2.0  2.7  46.7  80.0  66.7  

IB Gale 8350.1  4950.8  6367.9  91  138  82  91.8  35.9  77.7  39.7  42.2  34.4  5.0  3.0  3.3  20.0  60.0  53.3  

IB Harley 6340.5  6266.7  6226.5  82  146  118  77.3  42.9  52.8  37.4  41.9  52.1  2.7  2.3  3.0  66.7  73.3  60.0  

IB Ira 1085.2  3402.0  3256.1  93  113  93  11.7  30.1  35.0  43.0  30.5  36.7  3.7  3.3  2.8  46.7  53.3  64.0  

IB Jordan 2273.6  6243.1  4496.3  109  96  82  20.9  65.0  54.8  45.7  30.0  45.6  4.0  4.0  3.8  40.0  40.0  44.0  

IB Kelly 5478.1  845.9  716.1  107  47  38  51.2  18.0  18.8  45.4  13.5  15.1  4.4  3.7  4.0  32.0  46.7  40.0  

IB Lee 6887.3  8522.1  5930.8  103  135  82  66.9  63.1  72.3  44.7  41.1  37.8  3.7  3.7  3.3  46.7  46.7  53.3  

  
Table 29. Documentation behavior indicators and interpreting quality. 
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Other than the diversity rate, attention should be paid to two primary indicators 
of documentation behavior: time per term, and term counts in personal glossaries. 
Whereas the diversity rate fosters group analysis, time per term focuses more on 
individual informants. Given its exploratory nature, this study adopted mainly a 
group-level analysis, but some individual data are intriguing (see individual aver-
age values of glossary compilation behaviors across Cycles in Table 29). For in-
stance, Val from the Excel group demonstrates fluctuating times per term across 
Cycles: 223.5 s in Cycle I, 84.9 s in Cycle II, and 159.7 s in Cycle III. In Cycle I, despite 
having the highest time per term (223.4 s), Val’s rating score percentage was only 
20%, suggesting a low RSI quality compared to other Excel informants. However, 
in Cycle II, the informant’s time per term decreased to 84.9, coinciding with an 
improvement in quality up by 44%. 

However, this upward trend in score percentage did not continue into Cycle 
III, falling back to 20%, even as the time per term increased again to 159.7 s. This 
variation suggests that the correlation between time per term and interpreting 
quality can vary significantly among individuals and even in different Cycles, un-
derscoring the importance of considering individual differences when assessing 
the impact of documentation behavior on SI quality. Contrastingly, Alex from the 
InterpretBank group, despite a consistent increase in time per term (Cycle I, 44.8 
s; Cycle II, 90.0 s; and Cycle III, 120.7 s), did not show a corresponding increase in 
rating percentage (28.00%, 73.3%, 73.3%). This suggests a maintained high level 
of RSI rendering from Cycle II to Cycle III, a trend that is compared to other Inter-
pretBank informants. However, Casey, showing a similar increasing trend in time 
per term (Cycle I, 26.6 s; Cycle II, 43.8 s; and Cycle III, 77.5 s), experienced a decline 
in rating scores after Cycle II (40.00%, 46.7%, 33.3%). This divergence exemplifies 
the complex linking informants’ documentation behavior indicators to their rating 
score percentages. The variations in documentation behavior among different Cy-
cles further emphasize that there is no straightforward correlation between these 
behavior indicators and the rating scores. Of course, factors such as language pro-
ficiency plus familiarity with the topic may explain the individual variations in 
glossary tasks. Current evidence does not strongly support a definitive association 
between documentation behavior indicators and RSI quality. There are, however, 
enough partial and indirect hints to keep working in this direction. 

This initial exploration suggests that investigating individual differences 
might be difficult, for a Shapiro-Wilk normality test points to substantial individ-
ual variation in performance. Such variation may result from individual differ-
ences in cognitive processing, such as processing novel or repeated terms, 
allocating attention resources, and multitasking between comprehending source 
speech and retrieving terms with and within InterpretBank. Individual behavior 
may perhaps more clearly evolve within the task. Informants may show fatigue as 
they approach the end of the tasks, particularly in relation to speech chunks as 
measured with EVS1 and EVS2. 
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4.5 H5: Improvements using InterpretBank but also attitudes, will lead to 
keep using it 
 
Like H4, H5 is restricted to InterpretBank informants. This final hypothesis com-
bines and derives from the previous ones, suggesting that, to continue using Inter-
pretBank, informants need not only to have experienced improvements in their 
performance (even if not totally aware of them), both at glossary compilation and 
glossary use at the booth, but they also need to have liked it. We have discussed the 
findings from H1 and H3 in § 4.1 and § 4.2, so here we address how the attitudes of 
the InterpretBank informants toward the tool and its use have evolved, as apparent 
in the survey results. Data consists of replies to three surveys. Two of them, con-
ducted immediately after Cycles II and III, investigated the informants’ opinions to-
ward InterpretBank at glossary preparation and term retrieval at RSI tasks, and 
their intent to continue using InterpretBank for these tasks. As a reminder, in Cycle 
III all informants were allowed to choose the tools they preferred. The third survey 
was a follow-up, one year after the study, for the InterpretBank group.  

Most informants expressed sustained satisfaction with InterpretBank for 
glossary preparation, but their awareness of being part of a study may have led 
them to conform to the predicted outcomes. This awareness could potentially re-
sult in response bias, as hinted by the divergent opinions in detailed queries about 
specific functionalities in both the glossary and booth tasks. The informants 
acknowledged time-savings and convenient aspects of InterpretBank for glossary 
tasks. While most of them deemed automatic extraction beneficial, a minority dis-
agreed and concurred that maintaining a balanced approach between automated 
and manual extraction methods is wise(r).  

There was a persistent interest among informants in using InterpretBank for 
booth tasks. This interest appears to rest upon the documented improvements in 
the correct renditions of terms. One informant, Blake, out of 11 informants was an 
exception to this trend: she shifted from a positive to a negative stance on using 
the tool (Figure 94), even though Blake’s count of correct renditions consistently 
increased from Cycle I to Cycle II, and then to Cycle III (10:11:15). Blake’s engage-
ment with InterpretBank was minimal (see Table 12 in § 3.4.1), contributing to 
only 4 of the 242 searches in Cycle II and 4 of the 176 searches in Cycle III. Among 
the 11 InterpretBank informants, Blake’s search frequency was the lowest. This ex-
ception suggests there may be other factors at play, which remain unidentified, po-
tentially but not limited to individual preference or cognitive aspects related to a 
trade-off between demanding input and efforts for multitasking. Usage of Interpret-
Bank was observed to decrease from Cycle II to Cycle III, with searches dropping 
from 242 to 176. This decline was specifically in the frequency of using Interpret-
Bank’s Booth mode, utilized for retrieving glossary entries at the booth to manage 
technical terms. The InterpretBank informant’s training and exposure to the tool 
was quite limited, so the findings suggest that adopting it in the booth tasks is 
largely contingent on individual decision-making processes and task familiarity. 
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Moreover, disparate levels of confidence in the term retrieval support of In-
terpretBank’s Booth mode offer further insights into the diverging viewpoints 
among informants. While technology might aid some students in correctly deliv-
ering terms, the mental toll of such computer-assisted support could not be di-
rectly observed or measured in this study. The survey reveals that InterpretBank 
informants’ disparate levels of confidence in InterpretBank’s term retrieval feature 
do not necessarily align with their performance improvements. Introspections may 
not represent users’ actual experiences accurately, especially when informants are 
aware that they were observed and suspect the expected outcomes. 

In Cycle III, one Excel informant (out of 10) switched to InterpretBank, while 
the rest continued using the tools they had been assigned for Cycle II. This was 
unexpected and informative by itself. That is, one subject was interested enough 
to switch to the new tool, even though she would have limited access to it and had 
not attended the InterpretBank workshop (the treatment)—as a reminder, re-
cordings of both training sessions were nevertheless made freely available to all 
informants after Cycle III. Symmetrically, one InterpretBank informant (out of 12) 
switched to Excel for booth tasks. This was less surprising because it expressed an 
opinion on a new tool she had tried. In fact, in view of the short training, little 
practice, and stressful circumstances (RSI and research testing), acceptance of In-
terpretBank may be considered very high. 

InterpretBank informants benefited from using the tool for glossary compila-
tion, when they took less time in the glossary tasks and had more terms in the 
individual glossaries, compared to the Excel group (see Table 28). However, the 
diversity rate of the InterpretBank group was lower compared to the Excel group, 
as shown by the figures (Cycle I, 28.99: 42.80; Cycle II, 27.66: 45.30; and Cycle III, 
27.76: 46.43). In other words, within the InterpretBank group, a greater number 
of identical terms were retained in individual glossaries. A contributing factor may 
be InterpretBank’s automatic term extraction feature. The reduced time per term 
suggests less cognitive effort invested in each term. Contrary to the popular as-
sumption in some CTIS research projects, here time is not naively assumed to be 
linearly related to cognitive effort but, in view of the relatively homogeneous back-
grounds and training of the informants, the standardized test conditions and stim-
uli, and the overwhelming trends along group lines, it is safe to assume that here 
longer times hint at more actions that, in turn, needed cognitive support and hence, 
more cognitive effort—whether due to heightened control, problem-solving, new 
task integration and task coordination, or a combination of these and other factors.  

Despite individual variations in documentation behavior, the InterpretBank 
group showed superior RSI rendering quality compared to the Excel group. Mixed 
attitudes were observed toward InterpretBank’s support in the RSI task. In as-
sessing the benefits of automated term extraction from InterpretBank, 7 out of 11 
informants in Cycle II agreed or totally agreed on its time-saving features, while 2 
were unsure and 2 disagreed. In Cycle III, the approval increased to 9 informants 
with totally agree and only 2 with disagree. Regarding the reading-first term selec-
tion feature in InterpretBank, 9 informants agreed or strongly agreed, one was 
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unsure, and one disagreed both in Cycles II and III. However, actual usage data 
presents a contrasting picture. In Cycle II, only 5 informants mainly used Inter-
pretBank for reading-first term selection, with time allocations varying signifi-
cantly (e.g., Casey: 32.61%, Erin, Harley, Lee, Alex: all <5%). In Cycle III, the same 
five informants (Dana: 47.67%, Harley: 10.05%, Lee: 6.01%, Gale and Erin: both 
<1%) resorted to the same strategy for glossary compilation, which did not take 
full advantage of InterpretBank capabilities, indicating a discrepancy between 
survey responses and actual usage, with individual differences in time allocation 
for this task. Regarding the convenience of InterpretBank in compiling glossaries, 
all informants in Cycle II agreed and strongly agreed. By Cycle III, 10 informants 
remained in agreement, with one unsure. These responses may suggest that the 
informants claimed InterpretBank is beneficial for glossary compilation, which 
may be corroborated by data from Table 6 in § 3.1.1.2. The total time spent using 
InterpretBank by the group increased from 18,106.9 s (33.13% of total glossary 
time for the whole InterpretBank group) in Cycle II to 21,303.4 s (43.23%) in Cycle 
III, indicating a greater engagement with the tool over time. 

Discussions on InterpretBank’s booth tasks revealed varied opinions on the 
need for technical term support: in the Cycle II survey, six out of 11 informants 
indicated sometimes, with 2 for mostly, 2 for always, 1 for never), which evolved to 
4 for mostly, 4 for always, 2 for sometimes, and 1 for never in Cycle III. Over half of 
the informants expressed confidence in InterpretBank for term retrieval. Inquiries 
about InterpretBank’s ability to help locate target terms correctly showed that 
6/11 for mostly, 3 for sometimes, 1 for always, and 1 for never in Cycle II; 4 for 
mostly, 4 for sometimes, 2 for always, 1 for never in Cycle III. Over half of the inform-
ants declared term retrieval helped them find the translation. However, the actual 
usage frequency of InterpretBank declined from 242 searches in Cycle II to 176 in 
Cycle III, indicating a discrepancy between survey responses and practical usage, 
possibly due to informants aiming to meet analysts’ expectations. Of course, many 
other factors instead of merely perception of usefulness, are likely to be at play, in-
cluding the cognitive efforts and resources required to use it and the prediction of 
issues that might appear along with the search, which could deter users, especially 
when they experience high demands. It could be a tendency to avert risks that leads 
to fewer searches, the topic, their familiarity with and confidence in RSI, etc. 

When discussing the term retrieval feature’s role in reducing pressure, opin-
ions were even more divided (4 for once in a while, 3 for sometimes, 3 for mostly, 1 
for never in Cycle II; 5 for sometimes, 2 for mostly, 2 for always, 1 for once in a while, 
one for never). In sum, while informants generally reported InterpretBank’s ben-
efits in glossary tasks, there was a discrepancy between declared support in survey 
responses and actual usage, particularly in the booth tasks. The survey also high-
lighted significant divergences in opinions regarding pressure reduction when 
working with InterpretBank. In other words, using InterpretBank was felt to be use-
ful, yet informants were aware that using it is not necessarily easy or risk-free. 

Ten out of 11 informants in the surveys even reported their intention to con-
tinue using InterpretBank for future booth tasks. However, a follow-up survey 
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asked InterpretBank informants whether they did in fact continue using it in real-
world situations one year after the third data collection Cycle was finished. Re-
sponses were received from 11 out of the original 12 InterpretBank informants. 
For comparative purposes, we included the informant who had not chosen Inter-
pretBank in Cycle III, thus bringing the total back to 12 for a comprehensive over-
view. Among the 11 responses received, seven informants reported not having 
used InterpretBank after the study. Among these seven informants, four at-
tributed this to the cost of licenses, two mentioned that they do not need it for 
daily practice and that the tool demands additional time and effort, and one cited 
that her current job did not involve interpreting. Among the remaining four in-
formants out of eleven responses, two reported using InterpretBank very rarely 
(1–2 times a year), and only for automatic term extraction. One of those informants 
used it occasionally (3–7 times) for term extraction and flashcards, and the other 
one used it moderately (8–15 times) for the same purposes.  

Overall, seven out of eleven InterpretBank informants had not used it in the 
year after they were introduced to it and tested about their use. Only four used it 
for automatic term extraction and, less frequently, the flashcard feature. Notably, 
none employed InterpretBank for booth tasks. These unexpected results contra-
dict predictions regarding the software’s high efficiency in enhancing the RSI qual-
ity and glossary documentation of RSI tasks for trainees. In spite of improved 
efficiency at documentation (which they may have experienced), and better as-
sessments of rendering quality (which they were not informed about), perceived 
usefulness and ease of use may have contributed to these attitudes. Other factors 
might be the general attitude toward digital technologies, peer influence, eco-
nomic burdens on students, and the need for training in professional settings (es-
pecially in RSI). More immediate reasons may be trainers’ introduction and 
guidance of CAI tools and the duration of specific tool training. Of course, the re-
sults might be other with different samples. 

We are now finished reviewing the hypotheses formulated as part of a mock 
quantitative study within this exploratory methodological project. We do have fur-
ther results to comment upon: glossary compilation behaviors in two groups, dis-
cussion on search behavior features specific for the InterpretBank group, the 
relationship between duration of source speech chunks and EVS, and raters’ ho-
listic assessments. 

 
4.6 Compilation of glossaries 
 
As part of the analysis, informants, subtasks, and activities within them were rear-
ranged, grouped, and color-coded in descending order of frequency or share of the 
aggregated task behavior (§ 2.7.2.1). Over time, varying degrees of reliance on tools, 
tool features, and services were observed, which suggested adaptation to task de-
mands through different strategies. Our primary focus was on intra-subject analysis, 
then also group performance. To better understand the differences between Cycles 
for each participant, we adopted a percentage-based comparison. Quick reminder, we 
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first calculated the cumulative duration of each strategy for each informant in each 
Cycle. Then, we calculated the percentage of these cumulative durations as a percent-
age of the total time for each participant. Since strategies belong to different subtasks, 
the percentage of a subtask is the sum of the times of its respective strategies. The 
results are shown below in Tables 30–32 and we also visualized the tables into 
graphs in § 3.1.1.1. 

These figures display significant individual variations in the informants’ allo-
cation of time to different strategies and subtasks within glossary tasks. Not every 
strategy was involved by each informant, indicating distinct personal approaches 
to handling glossary tasks. While a comprehensive analysis of all evolving strate-
gies for each informant is not feasible, we can focus on specific, essential cases to 
illustrate these individual differences.  

For example, Noel from the Excel group demonstrated a unique approach in 
Cycle I, devoting 24.52% of their time to glossary review (which includes glossary 
export and glossary formatting)—the highest percentage for glossary review in 
their group during Cycle I. Additionally, Noel allocated 49.56% of their time to 
translation search. In Cycle II, Noel continued to invest the most time within their 
group in glossary review (19.23%), with a decrease in translation search to 
41.86%, and an increase in term extraction from 12.09% in Cycle I to 30.23%. 
This change became more pronounced in Cycle III, where term extraction rose dra-
matically to 84.83%, making Noel the informant who dedicated the highest per-
centage of time in the Excel group to this subtask. This progression reflects a 
strategic change in Noel’s glossary preparation, initially focusing on translation 
search and glossary review, and gradually pivoting toward term extraction, in-
dicating a continuous adjustment in his strategies in the glossary tasks.  

In contrast, Gale from the InterpretBank group showed a different pattern 
across the three Cycles. In Cycle I, Gale devoted 18.36% of total time to term ex-
traction and 79.43% to translation search (which includes search result review, 
search queries, and translation input, broken down as 2.25%, 66.14%, and 11.04% 
respectively). This distribution suggests a reliance on search queries during Cycle 
I. In Cycle II, Gale’s focus shifted, with translation search comprising 78.97% of 
their time (automatic translation 71.25% and search queries 7.72%). This change 
indicates a strategic move toward increased reliance on automatic translation, a 
feature of InterpretBank, and a reduction in independent search queries. This pat-
tern continued into Cycle III, with translation search still at 78.97% (automatic 
translation 71.25% and search queries 7.72%), exemplifying Gale’s strategy evolu-
tion from search queries in Cycle I to increased use of CAI support. These cases 
highlight the idiosyncratic approach and strategy adaptation among informants 
when managing glossary tasks, underlining the diverse ways in which individuals 
interact with and utilize CAI tools. 
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Table 30. Individual subtasks and activities percentage in Cycle I. 
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Table 31. Individual subtasks and activities percentage in Cycle II. 
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Table 32. Individual subtasks and activities percentage in Cycle III. 
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Data from Tables 31 to 32 reveals that both groups devoted more time to 
translation search and term extraction subtasks, compared to other subtasks 
(i.e., st pre-processing, glossary review, entry editing). For instance, in Cycle II, 
InterpretBank was instrumental in many subtasks (e.g., ST pre-processing, glos-
sary review, and entry editing). The seemingly simple process of automatic time 
extraction may appear to save a sizable amount of time. However, processing iso-
lated terms selected by InterpretBank requires additional time and cognitive re-
sources after automatic term extraction, in subtasks other than term extraction. 
One possible outcome is that automatic term extraction does not truly save time 
and effort but rather spreads it through the later steps, resulting, for instance, in 
increased multitasking or more frequent subtask switching. In contrast, the Excel 
group relied on reading-first term selection from source texts, their time and energy 
focused on term spotting, extraction, searching, and translation. Reading-first term 
selection consistently demanded substantial time, more than any other subtasks. 
Prolonged reading and translation search may lead to mental fatigue, increased 
stress levels, or induce a sense of aversion toward the task. 

As Figure 32 and Figure 34 show, translation search was consistently the 
most time-consuming subtask for both groups. This includes automatic transla-
tion, search queries, translation input, search result review, translation input, and 
ChatGPT prompt modification. Search queries were in turn the most time-consum-
ing activity across Cycles. A detailed analysis of informants’ information seeking 
behavior for search queries is beyond the scope of this research project, but a few 
trends in tool use are obvious and addressed in § 3.1.1.2. In Cycle I and Cycle III, 
translation input followed search queries. Translation input refers specifically to 
informants typing translations into a glossary entry, which constitutes a signifi-
cant portion of the time spent and may suggest an attempt by informants to rein-
force their memory of the translations through this activity. Otherwise, they might 
as well simply copy and paste it. 

In Cycle II, the second position for the InterpretBank group was for automatic 
translation. This suggests that InterpretBank informants might have decided that 
automatic translation did not merit extensive time or effort and, consequently, 
they spared time there and redistributed it to other subtasks. Besides, ChatGPT 
prompt modification was used by only a small number of informants, its impact is 
minimal and not indicative of broader trends. 

 
4.6.1 Sources 
Cycle I data was the baseline benchmark of the glossary task. All informants pre-
ferred popular tools, including Google Translate, the Youdao multilingual diction-
ary (both app and web versions), the Oulu App (also a multilingual dictionary), 
and Baidu. Among them, the Youdao Dictionary and Oulu App are very popular 
among Chinese users. Terms are automatically translated in both directions of the 
pair. They also furnish bilingual examples sourced from the internet and provide 
English audio pronunciation. In most cases, the informants relied on translations 
or bilingual examples. 
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The choice of sources and their use remained consistent in Cycles II and III, so 
they were likely not contingent options but rather the informants’ usual prefer-
ences. They very likely were accustomed to using them, so no additional learning 
or training efforts were required. In our view, these tools provide convenience and 
speed, but they may have their drawbacks too. Informants’ searches are not al-
ways deep enough and, in some of them, translations are not guaranteed to come 
from professional or accurate sources.  
 The informants allocated a substantial amount of time to using search engines 
and bilingual dictionaries (§ 3.1.1.2). Often, individuals successively enter differ-
ent keywords in search engines like Google and Baidu to refine their search results. 
Furthermore, most selected renderings came from bilingual texts on web pages 
found through search engines. Informants appeared to trust translations obtained 
from genuine bilingual contexts more than those from other sources (e.g., straight-
forward machine translation of isolated terms or with no co-text). As for bilingual 
dictionaries, aside from appearing to be frequent resources, the ones the informants 
used also provide links to bilingual texts, easing comparisons of translation options. 

Another notable feature in glossary compilation observed from Cycle II to Cycle III 
was an increased reliance on InterpretBank in the experimental group. They progres-
sively used it both when selecting terms and when looking for renditions, suggesting a 
growing dependency. However, the informants’ reliance or dependency was not often 
blind: most InterpretBank informants diversified their approach, that is, they paired 
InterpretBank use with that of other resources to verify renditions or test hypothe-
sized equivalences. 

Some Excel informants used web-based terminology management systems 
(or CAI tools, depending on your definition), like LingoSail, TermBox, and Inter-
preter’s Help.18 TermBox is designed for Chinese users and offers automated term 
extraction and machine translation. Interpreter’s Help is free and it is “designed 
not only to manage multilingual glossaries but also to manage job assignments and 
clients” (Costa et al., 2017, p. 67). One possible explanation for enlarging the pool 
of resources with these sources and tools (see Table 6 ) is that some informants 
may have been trained or at least introduced to them in their training programs, 
as supported by their replies in the sociodemographic profiling questionnaire (see 
in Appendix A) prior to the study. 

In sum, the reasons to prefer some sources of information and to stick to them 
likely include the informants’ prior experience with them and their exposure to 
them in training. Collectively, these factors contribute to a diverse array of tool 
choices across Cycles, reflecting a varied and dynamic approach to the glossary 
task. There is no room to further articulate all potential influences in the inform-
ants’ decision-making process of term retrieval with different tools. 

 
 
 

 

18 Respectively, http://termbox.lingosail.com/ and https://interpretershelp.com/ 
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4.6.2 Contents 
As we saw (Figure 38), the InterpretBank informants generally compiled more 
terms than the Excel informants did, probably due to using the automatic term ex-
traction feature from InterpretBank (see § 3.1.1.1). This tool generates a larger pool 
of terms for selection before importing them into glossary entries, potentially re-
sulting in a more time-consuming entry validation process (see Figures 33 and 34). 
Validating possibly unknown, isolated terms is particularly difficult, and informants 
had to resort to the source script now and then. Term counts fluctuated notably in 
informants such as Erin, Uli, and Ira, Noel across Cycles (§ 3.1.1.3). This hints at 
potential inconsistencies in their approaches to glossary compilation but might also 
reflect individual differences in topic familiarity and source text comprehension. 

 
4.6.3 Flashcard use (InterpretBank group) 
As a reminder, InterpretBank has a flashcard mode, and using flashcards is argued 
to be a useful method for term preparation for SI assignments (Goldsmith, 2023; 
Prandi, 2023; see also De Groot, 2000, pp. 54–60). To the best of our knowledge, 
however, there is no specific study on flashcard use in interpreter training. During 
the treatment—the InterpretBank training session—informants were introduced 
to this feature. The percentage of informants using the flashcard feature decreased 
from Cycle II to Cycle III (§ 3.1.2). Hence, the informants did not seem to convinced 
that it was worth using (see § 3.1.2).  

InterpretBank flashcards differ from traditional, user-created ones. For in-
stance, users may choose the direction in the language pair. This may contribute 
to prioritizing memorizing source terms, which, in turn, may influence how well 
terms are remembered during RSI (Xu, 2015). One key distinction is that Inter-
pretBank flashcards are automatically created (here, out of the master glossary, 
as explained in § 2.5.1). Pan et al. (2023) argue that user-made flashcards are ef-
fective in enhancing memory retention and comprehension of textual materials. 
As mentioned, our findings did not really support this notion for automatically-
generated flashcards— their use to prepare for the booth tasks was scarce—per-
haps due to the relatively short exposure of the informants to the InterpretBank 
potential or else because of the different memory traces or their lack made using 
flashcards cognitively more demanding. This would explain why flashcard use de-
clined between Cycles II and III. 
 
 
4.7 Findings on search behavior from the InterpretBank group  
 
Human-computer interaction prompts both novel approaches and debates such 
as the role of CAI systems in interpreter training (R. O. Tarasenko et al., 2021). 
This section presents the unique features of search behavior by the InterpretBank 
group. It mainly focuses on the individual variation in workflow with Interpret-
Bank, response times (i.e., ear-key span and eye-voice span) term accuracy with 
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InterpretBank search, and the correlation between search duration and dropped 
chunks. 
 
4.7.1 Searching workflow 
To explore the informants’ interaction with InterpretBank, it is worthwhile to 
closely reflect on the underlying cognitive processes behind each search event in 
the workflow of RSI tasks with InterpretBank. First, we provide evidence of high 
variation in individual performance with InterpretBank during booth tasks when 
term retrieval is needed. Second, InterpretBank contributes to a high rate of cor-
rect term retrievals. Prior research on InterpretBank use did not perform any 
training or did not report how informants were trained, except for Prandi (2017). 
Some studies only provide limited exposure to InterpretBank without explicit 
training (e.g., Pisani & Fantinuoli, 2021). Alternatively, some studies have chosen 
to let interpreters use InterpretBank’s advanced functions directly (e.g., Defrancq & 
Fantinuoli, 2021). In any case, there is still limited discussion on how to successfully 
integrate informants’ training with InterpretBank to conduct empirical research. 

In the present study, InterpretBank informants were trained to use this CAI tool 
for term retrieval in RSI tasks, but the isochronic training session was a one-off, 
short experience. The recording of the session was made available to all informants, 
and they had a week to train on their own, as suggested in the face-to-face training 
session, but all this may not be adequate or enough to ensure adoption and good 
use. This was intentional, in that it actually resembles more the preparation that a 
novel user will have outside an interpreter training program. Hence, informants 
were exposed to using it in a realistic task before they (and this researcher) could 
know whether the provided training was sufficient. Familiarity with and acceptance 
of InterpretBank varied, possibly leading to individual differences in allocating cog-
nitive resources in the RSI tasks involving InterpretBank. As a reminder, informants’ 
actions on their computers were screen-recorded, and no alternative strategies to 
learn or memorize terms were spotted. They were also requested to turn in any pa-
pers and additional materials they had used, but none of them did. 

Using a machine-extracted glossary, rather than a personal, read-first glossary, 
leads informants to focus on more novel terms, whose understanding also varies. 
In any case, the behavior of InterpretBank informants differs from that of Excel 
informants, who mostly compiled glossaries through read-first approaches. Elgort 
et al. (2023) show that readers with prior exposure to definitions of new words 
allocated less attention to them when reading. The informants preparing a glos-
sary are actually performing a task with written language, and Shreve et al. (1993) 
and Jakobsen & Jensen (2008) show that reading for translating is a cognitively 
deeper (perhaps more effortful?) task, because it focuses on meaning in ways 
deeper than just perhaps interlinguistic and metalinguistic. All the more so, we 
would contend, if we are cherry-picking terms that may later become potential 
problem triggers when hearing and uttering them. 

Interpreting between distant languages adds another turn of the screw. Train-
ees whose L1 is distant from English may not necessarily guess how the original 
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term will sound. This will often add a layer of cognitive complexity because that 
lack of familiarity with a given term—with its phonological representation—may 
make word recognition more difficult later on at the booth. Milligan & Schotter 
(2024) found that the phonological preview facilitates early word recognition dur-
ing reading and we may safely assume that the same effects may be at work when 
hearing the word. 

Furthermore, in logographic languages like Chinese and Japanese, written 
characters are not phonetic but rather represent meaning-based word constitu-
ents or full words, like 们 ‘[plural marker]’, 你 ‘you’, 脑 ‘brain’, 人 ‘person’, 木 ‘wood’ 
and 爱 ‘love’.19 These are very frequent characters that may be safely assumed to 
be generally known but, if you did not look at the footnote and you do not speak 
Chinese, you are probably clueless about how to pronounce them. Specialized 
terms in logographic languages are mainly coined by combining existing charac-
ters or through phonetic imitation of the term in another language, but chances 
are that reassurance or confirmation on how to pronounce it is often necessary.  

Pronunciation checking was observed as a common action in the informants’ 
translation search process from their screen recordings, with 7 out of 10 inform-
ants in the Excel group also stating in the survey that they need to do it during 
glossary preparation (see § 3.5.2.2). Commonly observed in the screen recordings 
was the use of local dictionary applications or online dictionaries for hearing audio 
pronunciations. However, InterpretBank did not offer audio pronunciation for 
terms in glossary entries; version 8 notably lacked this feature. 

Another frequent kind of retrieval activity is searching for non-target terms. 
Although these terms did not appear for the first time, informants looked for them 
again. Despite their recurrence, informants continued to search for them, whether 
because they were still unfamiliar with them, under stress, overwhelmed, seeking 
reassurance, or simply had consciously or not chosen not to keep the term active 
in their memories, once they had realized the glossary would readily offer a ren-
dition. Of course, it is not clear how much one can willfully leave out of memory, 
and some traces need to remain to identify the term as located in the glossary. The 
point is that accessing it again in the glossary may become a strategy to free cog-
nitive resources or to lower cognitive efforts. 

Mistyped sequences (strings with misspellings or typos) often led to dropping 
terms in the RSI renditions when using InterpretBank. In Cycle II, there were 24 
mistyped sequences, and in Cycle III, 15 (see Figure 84 and Figure 85). In some 
cases, informants must have been quite certain that the terms they were searching 
for were in the master glossary. Mistyping may be due to poor typing skills or me-
chanical accidents—like placing the hand off for one key when back to the home 
row position—but it may also be the consequence of high cognitive efforts and 
stress, potentially impacting the rendering. Clearing the InterpretBank window 
and retyping the sequence might ultimately overburden the informants’ WM while 
facing a potential problem trigger. Additionally, some character strings may match 
certain terms in the glossary that are not the correct ones (and there will be more 

 
19 Respectively pronounced [mén], [nǐ], [nǎo], [rén], [mù] and [ài]. 
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chances, as the number of entries grows). Consequently, some informants may 
verbalize the incorrect term’s renditions displayed on the screen, due to various 
reasons. For instance, the pronunciation and spelling of two terms were similar, 
so they retrieved a term similar to the one displayed. They might have also looked 
for a term in InterpretBank but had no clue as to whether the retrieved term was 
correct. In another scenario, they were uncertain of the term but, as they were 
pressed for a response, they decided to trust the suggested translation from Inter-
pretBank. Finally, even when they know it is incorrect, they might feel pressed to 
keep the flow and use the wrong terms as a filler, that is, just to keep the audience’s 
attention, in the hope they will ignore the wrong rendition and replace it contex-
tually with the right one. 

Hence, mistyped sequences may lead to dropping terms (and sentences, to 
compensate for the delay) or to uttering incorrect renditions, as a consequence of 
InterpretBank’s inability to accommodate misspellings and some phonetic varia-
tions, in contrast to what other applications do, such as search engines. Imple-
menting fuzzy search algorithms to also cater for the mis and alternative spellings 
might help alleviate the stringent requirements for precise typing. This is particu-
larly important, again, for lower levels of command of the input language and for 
language pairs whose singletons are quite separate from each other. This is also 
particularly important for Chinese interpreters, who need to juggle several 
graphic and phonological representations when facing the keyboard and the mi-
crophone at once. 

Another finding from the study is the rate of correct renditions counts and the 
efficiency of InterpretBank searches, that is, the proportion of successful term re-
trievals relative to the overall rendition accuracy. § 3.4.1 presents evidence of In-
terpretBank’s high success ratios for correct renditions: in Cycle II, out of 153 
search results from InterpretBank, 134 led to a correct rendition, yielding an ef-
fectiveness of 87.58%. In Cycle III, there were 115 correct renditions out of 127 
searches (90.55%). Simply put, if (1) InterpretBank had been fed a useful glossary 
and (2) the appropriate sequences of characters were typed in correctly, the in-
formants could successfully incorporate the suggested translations into their RSI 
renderings. Condition 1 relates to the users’ glossary compilation success, while 
condition 2 is right at the moment of production, making the apparently separate 
processes a whole, situated, dynamic one. 

Any novel information needs to be transferred from the external sources into 
the CAI system, and the user needs to select, reorganize, assess, link, and enter this 
information. InterpretBank informants, especially trainees, may feel tempted, as 
the data shows, to use their glossaries strategically to free up WM, which would 
only hold 3-4 information chunks for no more than 20 s (Cowan, 2001). Hence, 
InterpretBank informants opting for this strategy might only have or retain a su-
perficial knowledge of the glossary entries. Such superficial knowledge might help 
explain some of the mistypes at term retrieval. 

In this light, introducing InterpretBank in interpreter training programs 
might well be more beneficial if interpreting trainees do not overly rely on 
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InterpretBank as an external memory repository, but rather exercise and enhance 
their own memories to keep terms active in their minds, very much like regular 
interpreters do when unaided. The automatic extraction feature might be a dou-
ble-edged sword and would need to accommodate concordance features to pro-
vide more context information for informants before they make decisions on term 
selection at glossary compilation. Further improvements might include references 
to standard (and dialectal!) pronunciation of both original terms and their rendi-
tions and some leeway for the sequences typed in to link to the right term even if 
mistyped. InterpretBank should also ease wiping out the search window in the 
Booth mode so that users can retype with no further ado. 

 
4.7.2 Ear-key span and eye-voice span  
Previous studies (e.g., Christoffels & De Groot, 2004; Timarová et al., 2011; Chmiel 
& Lijewska, 2022; Guo & Han, 2024) used time lag as a single indicator of cognitive 
load in SI. To do so, they studied the interaction between the acoustic signals of 
the source speech audio with the corresponding utterances in the output. Here, 
we added keystroke events on the keyboard, and changes on the screen. The com-
bined interactions made it possible to use ear-key spans (E2Ks) and eye-voice 
spans (I2Vs) to pinpoint behaviors likely to correlate with cognitive events in the 
interval between hearing a term in English, retrieving the entry in InterpretBank, 
and uttering the rendition in Chinese. 

The E2K in Cycle II averaged 1.925 s and in Cycle III, 1.639 s (§ 3.4.2). The I2V 
averaged 2.309 s in Cycle II and 1.503 s in Cycle III. These results suggest rapid, 
moment-to-moment reactions. Confronted with auditory or visual stimuli, the in-
formants exhibit reaction times with minimal average variation within a short 
timescale. The response durations, both the E2Ks and I2Vs, appear to result from 
the continuous processing of ongoing behavior. The scatter plots (Figure 86) 
show wide ranges for both E2Ks and I2Vs across Cycles, corroborated by expan-
sive 95% confidence intervals, which suggest a high degree of variation. This var-
iation may be a distortion due to the reduced sample size or reflect individual 
behavioral trends. Variation may also occur over time within tasks. Differences 
can arise from task difficulty, informants’ reliance on tools, or even their prior 
knowledge. This may be traced in E2K and I2V values, suggesting that they are apt 
constructs to capture RSI dynamics. 

Most E2Ks and I2Vs in this study yield positive numbers, indicating that, in 
most cases, actions follow their ideal sequential order, where one behavior leads 
to another and finishes before the next one starts, maintaining temporal con-
sistency. In the E2K, keystrokes are prompted by the end of an acoustic signal of 
unfamiliar terms. For instance, in the I2V, utterances are prompted by the entry 
displayed on the screen. The temporal consistency demonstrates that the inform-
ants’ responses to stimuli generally maintain the characteristics of a time series. Yet 
our study revealed negative values in the I2V (but not in E2K). Theoretically, E2K 
values may be negative, but only when both ASR and user-initiated search coincide. 
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A negative E2K indicates that an informant initiated a keypress for a search 
before the end of the sound wave for the term in the source speech soundtrack. 
This suggests that the informant had already identified the term in her mind be-
fore the term had been fully presented. This behavior is essentially a form of pre-
diction, and it could be driven by an interest in saving time in term renditions or a 
need for verification of a known solution. Similarly, a negative I2V suggests that 
informants begin uttering the rendition even before they finish typing. This be-
havior may be due to typing beyond their needs, as attention is reallocated from 
typing to speaking, showcasing multitasking. Taken together, E2K and I2V portray 
the search process as a multifaceted human-computer interaction involving pre-
diction, automatic processing, and multitasking, and they contribute to our under-
standing of the multimodal nature of live interpreting tasks. 

Contrary to scatter plot results, Kendall’s Tau-b tests reveal a statistically sig-
nificant inverse correlation between E2Ks and I2Vs. As one variable increases, the 
other one tends to decrease, suggesting that longer typing times lead informants 
to try to compress the time available for rendering delivery. This in turn suggests 
that informants engage in self-monitoring as they are looking for information, ad-
justing not just their pace when delivering their renditions but also the speed of 
term retrieval. The search process with InterpretBank entails thus simultaneous 
controlled (self-monitoring) and automatic processes (typing beyond needs when 
already rendering the term). This reflects the dynamic complexity of interpreters 
working with CAI tools. Unlike passive information processors, interpreters ac-
tively adjust their strategies in response to the support and constraints provided by 
CAI tools, indicating an interactive and situated effort working with the technology. 

E2Ks and I2Vs do not correspond directly. The presence of E2Ks does not nec-
essarily imply I2Vs. In other words, the term retrieval event may stop after typing, 
possibly due to changes in strategy. For instance, to catch up with production time 
lags, such as in extended (sentence-level) EVS1, informants may pace up their pro-
duction in source speech gaps but also forgo rendering terms even when already 
displayed on the screen. This may also result from mistyped sequences that lead 
nowhere in the glossary or lead to wrong entries identified as such. The outcomes 
vary among informants, and they also depend on the specific circumstances. In 
any case, the absence of I2Vs often flags an incomplete term retrieval, suggesting 
that the informant faced difficulties before or after the search event. The relation-
ship between search events and dropped chunks will be explored later on (this 
point is planned but not reported here). To mitigate the adverse effects of the fre-
quently mistyped sequences, CAI tool developers might want to resort to apply 
fuzzy recognition into the search bar. This would allow users to type character 
strings closer to the correct sequence of the target terms or accommodate cases 
where users may have an incorrect sequence in their memory. 

In brief, E2Ks and I2Vs typically yield positive values, but there are instances 
of negative values (see Figure 86) that indicate an altered sequence of events. This 
raises questions about the interrelationship between these spans. For example, 
does a negative E2K influence the absolute value of the I2V? Can a potential 
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spillover effect be indirectly measured? Due to the limited time frame and sample 
size of our study, these aspects remain unexplored, presenting potential areas for 
future research. 
 
4.7.3 Potential problem triggers with InterpretBank search 
This project aimed to be as naturalistic as possible. Collecting subject profiling in-
formation might have caused a white coat effect, that we wanted to avoid. Thus, 
the indirect confirmation of language command and a relatively developed simul-
taneous interpreting skill were assumed in view of their condition as at least sec-
ond-year MA trainees in competitive training programs. Still, in view of the results, 
further detail on subject profiles seems convenient. As a reminder, we employed a 
correlative numerical labeling system for problem triggers that linked repetitions 
with their first appearances and also clarified their position in the sequence by 
adding the letters A (first-time terms), B (rep1), and C (rep2).  

InterpretBank’s use by the group is inconsistent across terms. This is exactly 
what we expected. Language command and interpreting performance is after all 
different from person to person, the same way that no two interpretations of De-
bussy’s Claire de Lune are ever exactly the same. In our case, it could be attributed 
to many combined factors, such as different text and term complexities, differ-
ences in informants’ task preparation, such as the flashcard mode of Interpret-
Bank, or the very use of ad-hoc glossaries in Excel or InterpretBank. The opposite, 
absolute homogeneity (or diversity), is what really needs explaining. For instance, 
the near-unanimous accuracy for term 01, which is the topic term, suggests that 
informants quickly and correctly grasped the central theme of the speech and pos-
sibly that they were fresh and ready for action. 

Interestingly, some of the terms where informants performed exceptionally 
well were not supported by any glossary consultation with InterpretBank. This 
raises questions about the claims on CAI tools’ contributions based on overall and 
imprecise counts of correct renditions, in view that often in the RSI renditions ex-
celling in accuracy comes without the informants using them.  

Furthermore, the renditions of repeated terms (those whose labels end with 
B and C, in Table 33) do not consistently rely on the usage of InterpretBank. Based 
on the classifications identified in § 3.4.3, the category inaccurate renditions but 
IB not used contained most rep1 and rep2. This suggests a trend where certain 
terms, despite being repeated, were infrequently searched for with InterpretBank, 
and often inaccurately rendered. On the other hand, the category accurate rendi-
tions but IB not used included only a few terms. In Cycle II, this was true for 
T21_10B and T39_10C, and in Cycle III, for T39_32C. This indicates that while 
these terms were not often referred to when they were searched, the accuracy of 
their usage was high. 

This may be influenced by learning effects, adaptation to InterpretBank, and 
increasing familiarity with problem triggers. Sankey diagrams (Figures 89 and 
90) plot how each InterpretBank informant fared with term repetitions in Cycles 
II and III. The counts were obtained from screen recording files and cross-verified 
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with keylogging data. Informants scarcely used InterpretBank for term repetitions, 
but they rendered them correctly in most cases when using InterpretBank (10 cor-
rect renditions of 12 term searches and 2 wrong renditions in Cycle II, 13 correct 
renditions of 18 term searches, 4 wrong renditions, 1 skipped term in Cycle III). 
However, the overall frequency of InterpretBank usage for term repetitions was 
low (12 term searches out of 66 repeated terms, and 18 term searches out of 66 
in Cycle III). This high rate of success suggests that InterpretBank is effective when 
used for handling repetition terms. The striking insight is that the tool is not com-
monly used for repetitions, as informants seemingly do not need to search for the 
term, probably active in their WMs. 
 

Cycle term coded term type name 

II 14A 1st2Rep Gale 

 26_14B rep1 Kelly 

 10A 1st2Rep Jordan 

 21_10B rep1 Gale 

 39_10C rep2 Gale 

 39_10C rep2 Jordan 

 18A 1st2Rep Gale 

 18A 1st2Rep Jordan 

 18A 1st2Rep Kelly 

 36_18C rep2 Gale 

III 20_07B rep1 Jordan 

 35_07C rep2 Gale 

 32A 1st2Rep Jordan 

 32A 1st2Rep Erin 

 32A 1st2Rep Frankie 

 32A 1st2Rep Gale 

 32A 1st2Rep Ira 

 36_32B rep1 Jordan 

 36_32B rep1 Lee 

 39_32C rep2 Lee 

 39_32C rep2 Gale 

 39_32C rep2 Ira 

 39_32C rep2 Dana 

    

Table 33. Correct renditions of repeated terms and 1st2Rep in Cycles II and III 

 
In Table 33, the distribution of correct renditions from 10 successful term 
searches in Cycle II and 13 term searches in Cycle III among informants is shown. 
In Cycle II, compared to five instances of correct renditions for 1st2Rep search, 
repeated terms only received two out of 12 correct renditions for rep1, and three 
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out of 12 for rep2. This suggested that a few informants successfully rendered the 
repeated terms using the interpreting bank. The informants showed a low degree 
of reliance on the interpreting bank for renditions of repeated terms. This was 
supported by the fact that only 3 out of 11 informants (Kelly, Gale, and Jordan) 
provided correct renditions with InterpretBank used. However, a notable case is 
Gale, who engaged with all three categories of searches both repeated terms and 
1st2Reps: one search for 14A, two searches for 21_10B and 39_10C (same term), 
and one search for 18A and 36_18C (same term again). This may indicate Gale’s 
reliance on InterpretBank for repeated terms or challenges with personal recall.  

In Cycle III, 13 correct renditions with successful searches covered 7 repeated 
terms (3 for rep1, 4 for rep2), and 5 for 1st2Rep. Although the proportion of re-
peated terms of the term searches with correct renditions (7/13) increased, the 
differences between individual categories (rep1, rep2, and 1st2Rep) were not sub-
stantial (3:4:5). Additionally, the number of correct renditions with searches for 
rep1 and rep2 was lower than that of 1st2Rep. This suggested that the Interpret-
Bank did not noticeably facilitate correct renditions of repeated terms. Regarding 
the number of informants involved, five out of 11 informants used the Interpret-
Bank for repeated terms with correct renditions, also including Kelly, Gale, and 
Jordan, which further demonstrated that individual reliance variation on the In-
terpretBank for assisting with repeated term renditions.  

The role of a hypothesized regulation of cognitive efforts cannot be dismissed. 
Testing repeated terms seems to be able to shed light on memory use, and perhaps 
on the interpreters’ personal cognitive styles, so it is a line that holds promise and 
should be further pursued. We turn now to explore this path and its impact on 
performance, particularly in relation to dropped chunks and search behaviors. 
 
4.7.4 Search duration and dropped chunks 
The frequency of searches often equals or surpasses that of dropped chunks. Their 
overlaps suggest an intricate balance between cognitive demands and multitask-
ing challenges. Informants like Alex, Blake, Dana, Erin, Frankie, and Gale displayed 
distinct search behaviors (see Figure 91). Variation in the use of InterpretBank 
suggests that other cognitive factors may have been at work. For instance, Blake 
(B)’s search behavior in Cycle II involved 4 searches but 8 dropped chunks in Cycle 
II. Jordan, on the other hand, conducted the highest number of searches in Cycle II 
(47 searches) but also had 8 dropped chunks. This comparison suggests that Jor-
dan may have been more adept at integrating InterpretBank searches into his ren-
ditions, as evidenced by a higher search count relative to the number of dropped 
chunks, compared to Blake. In Cycle III, Jordan exhibited the highest number of 
searches, 27, alongside 7 dropped chunks. This pattern of integrating Interpret-
Bank searches into the rendition was similarly observed in Frankie’s performance. 
In Cycle II, Frankie conducted 37 searches with 7 dropped chunks, and in Cycle III, 
he executed 26 searches, just behind Jordan (27 searches), with only 4 dropped 
chunks. This may hint at Frankie’s comparable proficiency in utilizing 
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InterpretBank, managing a substantial number of searches while maintaining a 
relatively low number of dropped chunks. 

The distribution of overlaps between searches and dropped chunks is not 
even through the tasks in Cycles II and III (see Figure 91). This supports our in-
terest in studying behavior over time rather than performing a simple product 
analysis. All InterpretBank informants’ RSI renditions were aligned into a univer-
sal timeline for Cycles II and III. Each universal timeline was divided into three 
segments: beginning (0–200 s), middle (200–600 s), and toward the end (600–
800-s) (see § 3.4.4). In Cycle II, the session began with 13 overlaps in the first 200 
s, then witnessed 12 overlaps in the middle 400 s, with 13 overlaps in the final 200 
s. Contrastingly, Cycle III started with only one overlap, with an increase to 7 over-
laps during the middle, ending with 6 overlaps in the final segment. The Cycle com-
parison may suggest that the demand for searches is not consistent across 
different phases of the task. In Cycle II, overlaps were more frequent at the begin-
ning and end, while in Cycle III, the beginning had nearly no overlaps. The impact 
of these overlaps on the quality of SI rendering in each phase warrants further 
investigation. It might be a matter of informants getting used to using Interpret-
Bank (supported by the mostly even counts of overlaps), in Cycle II, and facing a 
somewhat easier source speech with a bit more experience in Cycle III (where 
searches would thus grow after a few minutes into the talk). 

The overlaps of search actions and dropped chunks events highlight the chal-
lenges of multitasking for informants, especially when working with Interpret-
Bank. Engagement with InterpretBank seems to increase task demands, requiring 
informants to exert high effort in processing multimodal data (auditory from 
source speeches, text from the monitor, and rendering delivery). To reduce effort, 
informants might opt to simply drop sentences, pointing to the complex dynamics 
of managing cognitive effort. The findings cannot be generalized but they contrib-
ute to our understanding of the complex interaction of cognitive abilities and tool 
use under pressure and time constraints in term-dense speeches. 
 
 
4.8 Duration of source speech chunks and EVS 
 
Longer source speech chunks may contain more syllables, and probably carry 
more information. Informants may be influenced both by sessions with a large 
amount of information and the time lag between the chunks. Results in this study 
highlight the relationship between chunk-initial ear-voice span (EVS1) and chunk-
final ear-voice span (EVS2). The results (see § 3.2.9) revealed a barely statistically 
significant negative correlation between the duration of the source speech and the 
EVS1 and EVS2 for both groups in the first two Cycles. However, in the third Cycle, 
the Excel group exhibited almost no correlation whereas the InterpretBank group 
maintained this inverse relationship. This lack of correlation in the Excel group 
during Cycle III raises questions about potential factors influencing their perfor-
mance. It is possible that by this Cycle, informants in the Excel group had adapted 
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to the information processing demands of term-dense speeches and did not have 
to cope with additional multitasking demands to handle InterpretBank. 
 The research line started by Fantinuoli & Montecchio (2023) determine max-
imum latency for ASR features was here extended to graphic information in view 
of the multimodal human communication. We took the notions of maximum delay 
of the machine and outlined human-computer interaction at both of beginning and 
at the end of each chunk, also drawing from Zhou et al. (2021) In our view, the 
frequent overlaps of searches and dropped chunks proved the approach useful. 
The observed inverse correlation between EVS2 and the duration of the source 
speech in the first two Cycles for both groups and in Cycle III for the InterpretBank 
group may reveal that longer source speech durations led to shorter EVS2, per-
haps because informants struggled to process previous information quickly 
enough to handle new input. This does not necessarily imply a loss of information 
or a halt in the middle of a sentence; rather, the shorter EVS2 could be an active 
strategy employed by interpreters to manage their cognitive efforts. Such a strat-
egy might involve selectively shortening EVS2 to prioritize certain elements of the 
source speech. Even if informants dropped information, it might be because they 
suspected that the research was at least partially focused on term accuracy rather 
than overall quality, leading them to concentrate on term renditions.  

 
 

4.9 Holistic assessment by raters 
 
We opted for blind holistic assessments by third parties (see § 2.5.5) and were 
not surprised to find very low inter-rater reliability, so we studied the potential 
relationship between customary quantitative indicators of quality and raters’ 
judgments. To our surprise, no quantitative indicators correlated with the assess-
ments of any rater, casting doubts on quantitative, narrow approaches to render-
ing quality when using CAI tools. Holistic assessments seem closer to those 
performed by the audience whereas the quantitative rubrics seem more useful in 
training environments. We hope to contribute to the ongoing discussion of what 
the best approach may be to assess quality in research scenarios. Here, however, 
we typical and new quantitative indicators complement our views on the impact 
of InterpretBank on the informants' behavior. 

Hence, this study directly investigated raters’ individual differences in their 
assessments of speeches and changes in main indicators. First, large variations 
emerged across raters. Luc, for instance, consistently adopted a stringent approach, 
skewing scores toward the lower end of the rating scale. Divergent emphases 
among raters suggest the need for further investigation, even when some varia-
bles did not reach statistical significance but showed moderate correlations. 

Furthermore, the relationship between their assessments and quantitative in-
dicators was also inconsistent. For instance, the indicator filler for Félix exhibited 
a strong positive correlation in the first cycle but reversed to a strong inverse 
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correlation in the third Cycle. This fluctuation prompts questions about the evolv-
ing role of such quality indicators over time. 

 
 

4.10 Summary 
 
In this chapter, we discussed the findings related to the five hypotheses proposed 
in the introduction. The first hypothesis assessed the efficiency of term extraction 
with InterpretBank. Findings reveal that the InterpretBank group generally re-
quired less time for glossary compilation, produced more terms per individual 
glossary, and exhibited a lower time-per-term ratio compared to the Excel group. 
These findings confirm the first hypothesis. InterpretBank seems to reduce total 
glossary compilation time while it enhances efficiency. However, the term diver-
sity in the InterpretBank group was lower, indicating a narrower range of unique 
terms in the individual glossary, which might suggest a reliance on automatically 
extracted terms from InterpretBank and less direct usefulness of the glossary, in 
that it does not respond to the particular needs of any individual. 

The second hypothesis examines the impact of InterpretBank on fluency and 
accuracy in SI. The within-group analysis, using the Friedman test, showed no sig-
nificant differences in fluency indicators (e.g., false starts, self-corrections, fillers, 
repetitions, respites) across cycles. The only exception was bumps in Cycle II for 
the InterpretBank group where informants produced more bumps than the Excel 
group. In terms of EVS1 and EVS2, significant within-group differences were noted 
between Cycles possibly due to the outliers, but between-group comparisons did 
not show significant differences, indicating a minimal impact of InterpretBank on 
fluency. Therefore, fluency indicators did not support the second hypothesis. 

Regarding accuracy indicators (correct, adequate, correct renditions, and 
skipped terms) for 39 potential problem triggers, the InterpretBank group showed 
better performance in correct renditions in Cycles II and III. However, no signifi-
cant group differences were detected per Cycle. In the case of adequate renditions, 
while some significant within-group variations were observed across Cycles, there 
were no significant between-group differences across Cycles. This inconsistency 
in the data suggests the influence of individual informant behaviors—particularly 
from one informant, Blake. Wrong renditions and skipped terms did not exhibit 
significant differences in either within-group or between-group analyses, suggest-
ing the need for further investigation into InterpretBank’s impact on these aspects. 
So far, the findings from accuracy indicators did not support the second hypothesis. 

Additionally, we also examined group performance in accurate (correct + ad-
equate) and inaccurate (wrong + skipped) renditions. We observed that the aver-
age counts of accurate renditions tended to increase, while inaccurate renditions 
decreased from Cycle I to Cycle III for both groups. Despite this improvement, both 
groups initially had higher counts of inaccurate than accurate renditions, indicat-
ing the cognitive effort required in the delivery output in term-dense speeches. 
Analysis of 33 potential problem triggers also showed that InterpretBank’s 
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contribution to correct renditions was limited for repeated terms, with informants 
often relying on memory. However, some, like Gale, Kelly, and Jordan, consistently 
used InterpretBank’s term retrieval. 

The third hypothesis explored InterpretBank’s impact on SI rendering quality. 
In this study, quality ratings were assigned on a scale from 1 to 6, with the Inter-
pretBank group consistently receiving better evaluations than the Excel group 
across different cycles, as evident in the percentages shown in Table 25. The di-
minishing difference in ratings between the groups across cycles, particularly a 
smaller margin in Cycle III, suggests potential adaptation to task demands and var-
ying cognitive strategies employed by the informants. Despite the low inter-rater 
agreement and the potential influence of various uncontrolled variables, the re-
sults broadly indicate that using InterpretBank positively impacts RSI rendering 
quality, supporting the study’s third hypothesis. 

The fourth hypothesis investigated whether improved documentation perfor-
mance correlates with better RSI rendering quality. This hypothesis of the study 
speculated a connection between glossary compilation and RSI rendering quality. 
Analysis of documentation behavior indicators like time per term and term diver-
sity in the Excel and InterpretBank groups revealed that, while InterpretBank gen-
erally led to lower time per term and higher term counts, it also resulted in lower 
term diversity, possibly due to its automatic extraction feature in InterpretBank. 
This finding indicates that InterpretBank supports efficiency, but that it might also 
lead to a certain homogenization of glossary terms. Additionally, individual varia-
tions in documentation behavior, such as fluctuating times per term for some in-
formants, suggest that the correlation between these behaviors and interpreting 
quality is complex and not straightforward, highlighting the need for further in-
vestigation into individual differences. The master glossaries—including all terms 
from InterpretBank automatic term extraction plus entries added by at least two 
Excel informants, plus potential problem triggers—were reviewed and sometimes 
modified by the informants. Therefore, the only remaining differences were in 
their ways of compiling their glossaries and their possibly related memory traces. 
In other words, we tried to isolate the impact of glossary compilation on glossary 
use. However, the findings do not support the fourth hypothesis. 

The fifth hypothesis concerned the continued use of InterpretBank based on 
improvements and attitudes. While InterpretBank was efficient in glossary com-
pilation, survey results indicated varied opinions on its necessity and effective-
ness for term retrieval. A follow-up survey a year later revealed that only a minority 
of informants (four informants out of eleven responses) continued using Inter-
pretBank, primarily for glossary preparation with a few times, indicating limited 
employment in interpreting tasks. Therefore, our findings support the first and 
third hypotheses. However, the second, fourth, and fifth hypotheses are not sup-
ported by our findings. 

In terms of individual performance, we observed variations in glossary com-
pilation strategies and engagement with subtasks across Cycles. The primary fo-
cus was on intra-subject analysis and group performance, with a percentage-
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based comparison used to better understand the differences between Cycles for 
each participant. The results showed significant individual variations in the in-
formants’ allocation of time to different strategies and subtasks within glossary 
tasks, highlighting the diverse ways in which individuals interact with and utilize 
CAI tools. In Cycle I of the study, informants set a baseline for their glossary task, 
heavily relying on popular tools such as Google Translate, Youdao multilingual dic-
tionary, Oulu App, and Baidu. These tools, especially Youdao and Oulu, which are 
preferred by Chinese users, offered features like automatic translations, bilingual 
examples, and English audio pronunciations. A significant amount of time was de-
voted to using search engines and bilingual dictionaries, with a marked preference 
for translations sourced from authentic bilingual contexts.  

The study also incorporated the analysis of keystroke events and screen 
changes, employing ear-key spans (E2Ks) and eye-voice spans (I2Vs) to explore 
behaviors linked to cognitive events in the process of term retrieval and interpre-
tation. The results indicated rapid response times and minimal variation, implying 
a continuous and seamless processing of behavior. Nonetheless, the observed var-
iations in E2Ks and I2Vs, including the occurrence of negative values, suggest in-
dividual differences in behavioral patterns and the influence of task-specific 
factors. These findings underscore the prediction, multitasking, and dynamic in-
teraction with CAI tools involved in live interpreting tasks, highlighting the com-
plexity and multi-faceted nature of this field. The study found a statistically 
significant negative correlation between the duration of source speech chunks and 
ear-voice spans (EVS1 and EVS2) in the first two Cycles for both groups, suggesting 
longer source speeches lead to shorter EVS2 as informants may struggle to process 
information quickly. However, in the third cycle, this correlation diminished for 
the Excel group but persisted for the InterpretBank group, indicating potential ad-
aptation to information processing demands and strategic management of cogni-
tive load by selectively shortening EVS2. 

This study evaluated the use of InterpretBank in rendering 33 terms and 6 
repetitions across three cycles. While InterpretBank’s usage varied across terms, 
a pattern emerged: certain repeated terms were inaccurate renditions, but Inter-
pretBank not used, whereas others were accurate renditions but InterpretBank not 
used. This suggests individual differences in recall ability and a possible adapta-
tion to InterpretBank over time. Despite the low overall frequency of Interpret-
Bank usage for term repetitions, when used, it showed a high rate of success, 
indicating its effectiveness in handling repeated terms, yet informants did not 
commonly rely on it, probably due to active retention in memory resources. 

The study revealed that the frequency of searches often matches or exceeds 
dropped chunks, suggesting a complex interplay of cognitive demands from 
source speeches and multitasking challenges working with InterpretBank. In-
formants like Alex, Blake, Dana, Erin, Frankie, and Gale showed varied search be-
haviors with InterpretBank, indicating individual differences and strategic 
adaptations to the tool’s use, as evidenced by varying frequencies of searches and 
dropped chunks across different task phases and cycles. 
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In view of the importance of quality assessment in the present study, we took 
additional steps to support scientific rigor. The results revealed significant indi-
vidual differences among raters in assessing speeches, with low inter-rater relia-
bility indicating varied rating approaches, such as Luc’s consistently stringent 
scoring. Additionally, the relationship between raters’ assessments and quantita-
tive indicators was inconsistent, exemplified by the fluctuating correlations for in-
dicators like filler across different cycles, highlighting the need for further 
investigation into the evolving role of these quality indicators over time. We pru-
dently think that the framework, methods, and constructs we used were, as a 
whole, adequate, and led to an informative result. In this sense, the methodology 
goals of this research project have modestly been reached. 
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Chapter 5 
 

conclusion, limitations, and further research 
 
 
The aim of this exploratory research project was to develop, adapt, and test re-
search methods drawing from cognitive translatology (a situated cognition ap-
proach) to study interpreting. The project adopted a perspective of human-
computer interaction to focus on aspects of remote simultaneous interpreting, and 
used InterpretBank as a paramount example of 3rd generation CAI tools (Prandi, 
2023). Of particular interest was whether purported benefits and drawbacks re-
main the same when the users are trainees and when they have an L1 (Chinese) 
distant from the source language (English). The star features of InterpretBank, au-
tomatic retrieval of terms through voice recognition, were intentionally left out, to 
avoid too large a number of variables.  
 In order to have a full test bed that allows for comparisons with prior research 
projects on the use of CAI tools, a mixed methods study was designed and carried 
out that examined the behaviors of 22 Chinese interpreting trainees at glossary 
compilation and also performing remote simultaneous interpreting, both sup-
ported with InterpretBank features. Three cycles of data collection were sepa-
rated one week from each other, and each one entailed compiling a glossary and 
performing RSI on a popular science speech ca 13 min each. After Cycle I, the sam-
ple was split into a control group, using Excel, and an experimental group, using 
InterpretBank. Data sources were keylogging, screen recording, SI output, and 
survey questionnaires: a sociodemographic survey to profile the informants, two 
questionnaires on tool use and self-assessment after data collection rounds, and a 
follow-up questionnaire to check on InterpretBank use one year later. 
 Even though it was an exploratory project, the study adopted a pre-test post-
test design. Different from a typical confirmatory research project was that the 
treatment consisted of a training workshop whose contents differed: multimodal 
searching for the Excel group and an introduction to the InterpretBank features to 
be used for the experimental group. Recordings of both workshops were made 
available to all informants, after data collection was complete. Also different from 
typical pre-test post-test designs, there were two data collection rounds after the 
treatment, which differed in that the use of either Excel or InterpretBank was com-
pulsory in Cycle II but free for informants to choose from in Cycle III. Data from 
Cycle I became the baseline benchmark for cycles II and III.  
 Keylogging data, screen recordings, and audio recordings of source speeches 
and SI outputs remotely collected from the informants’ PCs and Apple computers 
were aligned and synchronized to the millisecond onto a universal time scale. This 
enabled comparative analyses of the informants’ actions, based on their timings, 
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durations, and placement. A battery of indicators for interpreting fluency and ac-
curacy was also used to study the impact of InterpretBank and was cross-refer-
enced with the holistic quality assessments of 5 or 3 raters. Our findings hold 
potential implications for various stakeholders, including users (professional in-
terpreters, non-European language speakers, interpreting trainees), CAI develop-
ers, trainers, and researchers. 

Glossary tasks were set up to observe how informants (in two groups) com-
piled individual glossaries. Key indicators for data analysis such as total time spent 
on glossary compilation, number of terms, time per term, and diversity rate were 
analyzed across Cycles I, II, and III for both Excel and InterpretBank groups. The 
InterpretBank group showed a lower diversity rate and a larger number of glos-
sary entries compared to the Excel group, suggesting that the automatic extraction 
feature of InterpretBank might save time but lead to a more homogenized, larger 
set of glossary terms. Individual performance varied significantly, as seen in the 
case studies of Val (Excel group) and Alex (InterpretBank group), where the rela-
tionship between time spent per term and interpreting quality was inconsistent 
across cycles. As a reminder, we expected read-first glossaries (where glossary 
compilers read the original in various ways and mark, copy or type the entries as 
they spot them) leave stronger memory traces in the informants, and we used time 
per term as a proxy of focused attention fostering these traces, such that shorter 
times are assumed to hint at the weaker presence of terms in memory. 

For the booth tasks based on the pre-treatment test (Cycle I) and post-treat-
ment tests (Cycle II and Cycle III) and for most fluency indicators (false starts, self-
corrections, fillers, repetitions), there were no significant differences both within 
and between the Excel and InterpretBank groups across the three cycles of the 
study. This conclusion is based on the Friedman test for within-group analysis and 
the Mann-Whitney U Test for inter-group analysis. However, in Cycles I and III, no 
significant differences were observed between the groups for this indicator. This 
suggests that, except for the noted instance in Cycle II, using either Excel or Inter-
pretBank did not significantly compromise mental processing for the informants. 
Regarding the time cluster (bumps, respites, EVS1 and EVS2), both groups exhib-
ited no significant differences in between-group comparisons, except for bumps in 
Cycle II where the InterpretBank group exhibited a higher median number of 
bumps compared to the Excel group. They also displayed similar patterns in the 
frequency of bumps and respites. The Excel group adjusted their strategies for 
EVS1 and EVS2 across the cycles, while the InterpretBank group showed longer 
durations of EVS1 and EVS2 than the Excel group in Cycle II due to two outliers. 
These variations did not show significant differences in most between-group com-
parisons. So InterpretBank’s impact on fluency indicators, whether positive or 
negative, is limited. 
 In terms of accuracy indicators (correct, adequate, wrong, and skipped), both 
groups showed growth in the median number of correct renditions from Cycle I to 
Cycle III, with InterpretBank informants showing a more pronounced improve-
ment. In Cycle I, the difference between the groups (all using Excel) was small, but 
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by Cycle II, InterpretBank was introduced for the experimental group and sur-
passed Excel, a trend that widened in Cycle III. InterpretBank informants showed 
fewer adequate renditions compared to the Excel group across cycles. Regarding 
wrong renditions, both groups showed fluctuations across the cycles without sig-
nificant statistical differences. For skipped terms, both groups exhibited a down-
ward trend, with no significant differences between the groups. 

The study also compared accurate and inaccurate renditions for 33 problem 
triggers. Both groups showed an increase in accurate renditions (correct + ade-
quate) and a decrease in inaccurate renditions (wrong + skipped) over time. The 
results show that the average counts of inaccurate renditions were higher than 
those of accurate renditions. Since the number and the distribution of problem 
triggers were similar across cycles, the differences in accurate rand inaccurate 
renditions might be explained by informants actively trying to minimize inaccu-
rate renditions while maximizing accurate renditions as they interpreted term-
dense speeches. SI rendering quality was holistically assessed by five PhD raters. 
The InterpretBank group consistently received better quality ratings than the Ex-
cel group across cycles based on the average rating scores, hinting that using In-
terpretBank positively impacts RSI rendering quality. 
 Surveys conducted after Cycles II and III and a follow-up survey one year later 
assessed informants’ opinions on InterpretBank regarding glossary preparation 
and term retrieval at RSI tasks. While initial surveys indicated satisfaction with 
InterpretBank’s time-saving features for glossary tasks and term retrieval for 
booth tasks, actual usage data suggested discrepancies between positive survey 
responses and low frequency of practical tool usage in booth tasks. InterpretBank 
informants generally reported benefits in glossary compilation and expressed in-
tent to continue using the tool for future booth tasks. However, the follow-up sur-
vey after one year revealed that seven out of eleven informants did not use 
InterpretBank after the study, citing reasons such as cost, lack of need in daily 
practice, and job requirements not involving interpreting. 
  

 
5.1 General conclusions and implications 
 
For interpreters, this study underscores that the successful use of CAI tools entails 
a significant learning curve and a training period of (probably) at least weeks. An 
expanding and diversifying market of remote simultaneous interpreting under-
scores the need for extensive information literacy skills (Drechsel, 2019) which 
minimally involve managing information from a diverse range of sources, effi-
ciently and effectively retrieving information, critically and competently assessing 
it, and accurately and inventively using it to address specific issues or problems. 
Compiling glossaries before SI assignments can enhance the interpreters’ ability 
to process information at the booth and use electronic resources (Jiang, 2013). In-
corporating CAI tools into SI routines involves adapting to new workflows, learn-
ing sophisticated functions, and meeting larger multitasking demands. We have 
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suggested some strategies to improve InterpretBank’s effectiveness in version 8. 
On the other hand, using InterpretBank may also have an impact on cognitive 
styles of interpreters that might lead to higher technological dependence or reliance. 

For interpreting trainees, technology may act as cognitive support and some 
applications may even become genuine “technologies of the extended mind” 
(Reiner & Nagel, 2017; O’Brien, 2023). Evidence shows that using InterpretBank 
leads to improvements in fluency, but intra-subject analysis reveals considerable 
individual variation. Several informants seemed to systematically search for rep-
etitions as much as they did search for first-time terms. The early introduction of 
InterpretBank in training programs might implicitly encourage trainees to rely 
less on their WMs, fostering a dependency on CAI tools. That is, getting trainees 
not to use their WMs might induce a switch in their cognitive styles and even end 
with the often presumed and still debated enlarged WM capacity (Mellinger & 
Hanson, 2019; Ghiselli, 2022). Using InterpretBank, on the other hand, did not lead 
to an overall improvement in all indicators. For instance, there was a higher rate 
of correct renditions of potential problem triggers, but also more sentences were 
dropped whose source version contained those terms.  

InterpretBank seems to have been primarily developed for European lan-
guage users, and Chinese interpreters should approach translation suggestions 
with caution. For instance, traditional and simplified Chinese characters are not 
separate in InterpretBank. We may make an analogy of the difference as to that 
between old Blackletter or Gothic script (littera textualis or textus fractus) vs 
modern Roman or Latin script (this text). In the 1950s and 1960s, China intro-
duced simplified characters, and education and contemporary written materials 
primarily employ simplified characters. In contrast, Taiwan and Hong Kong have 
consistently adhered to the use of traditional characters, also in education. That is, 
both are currently used. This is a common challenge. Search engines may not al-
ways distinguish effectively between Chinese and Japanese content, but a sophis-
ticated professional tool for interpreters should. 

In many cases, traditional and their corresponding simplified characters are 
pronounced the same. Crucially, beyond frequent characters, even very educated 
speakers may sometimes be unable to tell the nature of isolated characters, let 
alone know how to pronounce them. Recognizing a specialized term heard in the 
source language and pronouncing its rendition in the target language is a chal-
lenge. In the pair Chinese-English, it is unclear whether glossary compilation with 
the automatic term extraction feature actually saves time or instead simply dumps 
it onto other subtasks, such as searching for renditions and pronunciations. The 
meaning, relevance, and pronunciation of renditions need to be backed somehow. 

Insights gained from logged behavior should help CAI tool developers create 
or improve applications that align with users’ “actual behavior rather than their 
presumed behavior” (Dumais et al., 2014). For instance, the workflows in § 4.7.1 
demonstrated in CAI tools influence users’ behaviors. Understanding user habits 
is crucial. For example, some Chinese users habitually do not switch to English 
character input before booth tasks.  
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More to the point, InterpretBank informants had larger and more homogene-
ous glossaries, because informants generally accepted most results from auto-
matic term extraction. This is not necessarily good. A one-size-fits-all approach to 
the InterpretBank informants’ needs obviates the user’s language command and 
their domain knowledge. More entries might become distractors or noise—per-
haps especially when the automatic recognition and retrieval function is at work, 
which was not the case. However, the larger the number of entries, the more 
chances there are of finding competing renditions to choose from. Fine-tuning the 
algorithm through machine learning is a must for specialized interpreters with ac-
cumulated experience. 

As part of the data management of this study, we have also faced issues when 
importing files into InterpretBank from system directories with non-Roman char-
acters, such as paths containing Chinese characters. This often resulted in errors 
and failed file imports due to clashes. A practical solution to this issue is to save 
the files in directories with paths exclusively in English, thereby avoiding the com-
plications associated with non-Roman characters. But no information is to be 
found from InterpretBank sources, perhaps does not exist. 

Many researchers have investigated didactic aspects of CAI tools (Amelina & 
Tarasenko, 2020; Prandi, 2020; Mellinger, 2023). Some research projects relied 
on quantitative rubrics and indicators and probably underestimated holistic as-
sessment in evaluating CAI tool users’ performance (Wang & Wang, 2019; Pisani 
& Fantinuoli, 2021; J. Zhang, 2021). Of course, holistic assessment may also be sub-
ject to the instructions and consensus scoring but we aimed at naturalistic assess-
ments where such strategies that improve inter-rater reliability may be 
considered distorting. As a precaution, we chose raters to be interpreters who are 
PhD interpreting researchers (see § 2.5.5.1). After all, holistic, intuitive assess-
ment are exactly how users of interpreting services are going to assess their qual-
ity. Here the holistic assessments performed by relative specialists show a large 
variation, and precisely because of that they have significant implications for our 
understanding of human factors in assessing performance, when studying the im-
pact of CAI tools.  

There were no clear linear trends in all informants across cycles, raising ques-
tions about the nature of CAI-supported rendering assessment. Longitudinal stud-
ies are sorely needed, focused on CAI orientation and training, as well as 
integrated syllabi, before the real value of CAI tools can be settled. This study sug-
gests that InterpretBank is indeed effective in improving term renditions accuracy, 
but unquantified variables such as prior knowledge, motivation, and attitude 
clearly very likely play a role as well. Most InterpretBank informants declared 
their intention of using InterpretBank in the future, but one year later only two 
really had used it, and not too often, considering that they are interpreting trainees. 
There may be many reasons for this, but these two only used InterpretBank to 
compile glossaries.  

Finally, this study tested ways to explore human-computer interaction based 
on data from a cognitively-situated perspective. It is the reader—in particular, the 
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viva committee—who will judge whether we succeeded in our goal of contributing 
to developing such perspectives to study interpreting. We modestly think that this 
project managed to suggest novel ways of using known tools, such as keylogging, 
to study interpreting behavior. Two constructs, ear-key span, and eye-voice span, 
proved useful to trace the interpreting trainees’ information-seeking behaviors. 
Aligning different sources catered for a multimodal grid that portrayed the inter-
action of the informants with the tool. We further think that this approach to study 
some aspects of remote simultaneous interpreting might be extended to other as-
pects and tasks. 
 This methodological study adopted some ways of confirmatory designs, both 
to organize the complex quantitative threads of this multimethod project and to 
enhance rigor. Contradictory results are not discouraging; the goal was to formu-
late ways to apprehend the dynamics within a task, the interaction of the inform-
ants with their tools, and the environmental impacts on a task. Determining 
whether InterpretBank is useful in supporting the process and results of Chinese 
interpreting trainees was the testbed, rather than a primary goal by itself. All in 
all, our situated approach has proved to be able to yield a richer picture of the 
strategical behavior of the informants in their interaction with their environment 
to face some demands while pursuing their goals. 
 
 
5.2 Limitations  
 
The sample size in this study was small from the perspective of the numbers typ-
ical in other areas of Cognitive Science, but in CTIS there is no population with 
homogeneous characteristics to generalize any result. Rather, in CTIS we build 
knowledge by replicating tests and obtaining similar results in different popula-
tions, which is usually taken as a hint that such results may be a general case. For 
instance, in earlier CAI tools study, samples of informants were 22 MA participants 
in Xu (2018), six MA participants in Defrancq & Fantinuoli (2021), three profes-
sional interpreters in Fantinuoli et al. (2022), nine advanced interpreting stu-
dents in Prandi (2023), and ten conference interpreters in Frittella (2023).  
 This study included informants from three Chinese MA programs where com-
petition for registration is intense due to their reputed research, and part of the 
application process includes proving they have excellent L2 (English) command. 
In combining informants from several programs, I aimed to minimize differences 
stemming from the training in their home institutions, or a poor educational back-
ground. Informants from more average backgrounds might exhibit significantly 
different behaviors. 
 We focused on determining the potential advantages of using InterpretBank 
under naturalistic conditions (close to ideal, real conditions) by reasonably skilled 
informants, and the results cannot be generalized to all Chinese interpreting train-
ees. Here the ideal conditions are realistic and naturalistic, but not completely real 
and natural, from the moment the task was not real (it lacked an audience), and 
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the informants were conscious of the experimental scenario, so the behavior ob-
served in these interpreting trainees might not be exactly typical. For instance, in 
a real situation, the informants might have striven to render at least some of the 
sentences they dropped, perhaps enlarging the number of incorrect renditions. 

Under these circumstances, the conclusions derived from the analysis apply 
to this testing environment, whose distortions did coincide with those usual in in-
terpreter training programs. Working from home may be a professional feature, 
but doing it with no boothmate, on negotiated dates, and knowing you will be eval-
uated are all typical didactic conditions. There were no specific restrictions on the 
testing environment, as we did not want to intimidate participants. We used un-
obtrusive methods to allow participants to behave naturally for the sake of eco-
logical validity. Potential biases that could influence this outcome include 
informants being aware of the purpose of the research, which could unconsciously 
move them to adjust their performance, especially as they became used to the task 
setting. We cannot exclude confounders like the effect of new tasks or individual 
prior knowledge. Therefore, while the data from our study hints at the potential 
influence of using InterpretBank on RSI task performance from English to Chinese, 
drawing very concrete conclusions remains a challenge. 

The study employed various indicators and conducted observational log anal-
ysis based on basic statistics in order to comprehend the overall information-
search and -management behavior of the informants over time, but such measures 
proved insufficient. We still lack precise hints at the underlying factors influencing 
each choice and strategy. The reasons behind each informant’s emotions, interests, 
and attention shifts remain undisclosed. For instance, one informant accessed the 
glossary in Excel but did not perform any actions for five minutes; no mouse move-
ment or keystrokes were observed. This could be due to the informant being un-
certain about the next steps or using her mobile phone to look up words without 
being observed. We even did not know whether the informant was confused in the 
study. So, values alone cannot speak out the whole fact. Consequently, this cogni-
tive analysis is in part an artifact and cannot avoid some bias, as we cannot turn 
down alternative reasons behind some observations. 

To prompt informants’ term retrieval needs and investigate how informants 
respond to problem triggers, we manipulated variables, such as the number of 
problem triggers, the speed of delivery, discourse features, and the length of the 
source speech. Although the text has been revised by an L1 English speaker who 
is both a conference interpreter and an interpreting trainer, ensuring its relevance 
for interpreting training, this design raises issues about the comparability of arti-
ficial texts applied in experimental settings. Yet many texts to be publicly deliv-
ered are artificial in that many a hand participates in their final form, they are 
often carefully worded, way above regular drafting, and increasingly computers 
help as well, from grammar and spell checking to actually write or revise excerpts.  

Moreover, we adopted an intra-subject approach and group approaches, but 
there were more confounders in the environment, and we could not even know 
them all, let alone control them all, especially when we opted for remote collection 
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and several cycles spanning one month. The complex setup forced us to keep 
source speeches in the same order, so there may have been order effects we could 
not mitigate, hence the third data collection cycle. In spite of the efforts to control 
them, there may be factors at work that require further research, such as the in-
formants’ familiarity with the topics, their comfort with their respective tools, and 
even the order and difficulty level of speeches in each cycle. Hence, the number of 
fillers observed in both groups across cycles could be attributed to several factors. 

The difference in results between InterpretBank and Excel may result from 
other factors such as the participants’ familiarity with the software or the nature 
and complexity of the speeches in Cycle II. Additionally, the participants’ inherent 
cognitive abilities and prior training experience with RSI may also influence the 
frequency of respites. Furthermore, adapting to new tools takes time, and profi-
cient use of a tool necessitates systematic, longer training. Consequently, the in-
formant surveys only provide a partial view, reflecting immediate opinions (right 
after booth tasks in my case) rather than the complete range of perspectives. Ad-
ditionally, InterpretBank’s booth mode was generally perceived as a useful feature 
for mitigating stress among interpreting trainees. However, the extent to which it 
was relied upon varied individually over time, warranting further exploration into 
the psychological implications of technology use in this context. 

 
 

5.3 Future work 
 
This study was not seeking to confirm any truths but rather trying to determine if 
there are truths to be confirmed, whether they can be approached the ways we 
did, and how these ways could be refined in future approaches to consolidate a 
grasp on interpreting trainees’ information seeking behavior when using CAI tools. 
However, we formally tested whether InterpretBank was good for Chinese inter-
preting trainees and found some food for thought as well. 

An analysis of silent intervals in the speech flow can be useful to explore the 
cognitive processes behind bumps and respites—unintentional and unnoticed short 
gaps vs unintentional but potentially noticeable, longer gaps. InterpretBank inform-
ants tended to exhibit more bumps and respites than Excel informants, which may 
be attributed to the tool they used. Further investigation is needed to understand 
the cognitive circumstances leading to these bumps and respites. For instance, do 
InterpretBank informants display increased controlled attention to respites in the 
task or is the control of bumps and respites a function of regular, intuitive self-mon-
itoring? Can measuring bumps and respites over time serve as a quantitative means 
to indirectly evaluate self-monitoring efficiency? Answering these questions will 
open new areas of discussion and chart pauses for interpreting strategies related to 
cognitive functions, particularly when trainees deal with novel terms. 

Pronunciation-checking behaviors and their aspects require further investi-
gation. Phonological knowledge is crucial in SI preparation, particularly in a tech-
nological work environment. Interpreters need to retain pronunciations in 
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memory, for they play an important role in production. For instance, incorrect 
pronunciation of a name may result in the loss of relevant information and the 
offer of information different from that originally provided (Scaglioni, 2013). One 
of the typical features, supported by Chung’s study (2023), is that experienced in-
terpreters demonstrate better mastery than non-interpreters in processing pho-
nological information when embedded in the text. Future research should 
examine the correlation between the accessibility of audio pronunciation in CAI 
tools and interpreting trainees’ memory capacity for technical terms, assessing 
their correlation with term accuracy in interpreting tasks. 

Attention to keyword-based searching (Dennis et al., 2002)—actually, of 
typed-in-string searches—might reveal an uncharted area for discussing in detail 
how informants use keywords to navigate their online information sources. Dif-
ferent keyword combinations to explore the renditions of potential problem trig-
gers may possibly reflect users’ search skills or uncertainty, but it may also be a 
problem associated with the online resources a language has. As we walk down the 
peak of a handful of world languages, digital documentation loses part of its glitter. 

Future research may alleviate the increasing difficulties for users by anticipat-
ing the relevance of selected keywords for an effective search (Azzopardi et al., 
2017). The situated observation of online information-seeking behavior may also 
reflect the users’ strategies for keyword query formulation, including steps of 
identifying keywords and extracting relevant information from text to achieve 
search results that match the expected rendition of terms. Future work may lead to 
improved efficiency and accuracy in text searching while reducing cognitive efforts. 

This research project also examined the screen recording and keylogged be-
havior log data across cycles, as categorized for this project. The disparities be-
tween pre- and post-treatment for individual participants were important. 
However, due to the limitations in time and scope, the trainee informants were 
not compared to professional interpreters as to their use of CAI tools. For instance, 
the study did not investigate how domain experts employ glossaries, resources, 
and strategies, compared to inexperienced trainees who lack knowledge in a spe-
cific domain. Interpreting directions within a language pair might also yield inter-
esting differences and searching different but possibly systematic patterns of 
behavior in both directions may yield precious insight for CAI tool developers. 

Moreover, the informants’ approaches, sources, and tools for glossary compi-
lation were quite varied even within the InterpretBank group. Isolating the impact 
of each one on the number of terms in individual glossaries is a real challenge, 
impossible with such a small sample of informants and recordings, and way be-
yond the scope of this project. The question remains whether specific tools other 
than InterpretBank, such as TermBank, also foster larger glossaries or if other fac-
tors also play a role, such as investigating individual search patterns. Future re-
search should aim to explore these aspects, potentially uncovering insights into how 
tool choice impacts the quality and comprehensiveness of glossaries for RSI tasks. 

This study combined multimodal data collection methods involving keylog-
ging, screen recording, and SI renditions recording, with a special focus on 
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keylogging as an unobtrusive way to register informants’ observational behavior 
during tasks. To our knowledge, at the time of writing this dissertation, this is the 
first empirical study to incorporate it into interpreting research. Keylogging be-
havior is unobtrusive. In this case, it was solely based on keydown events. This 
was a technical requirement of the equipment but, introducing keyup events and 
hence telling apart the duration of keypresses from those of the time gaps between 
keypresses (i.e., inter keystroke intervals) in future studies, might let us tap from 
knowledge accumulated by translation researchers regarding revisions, planning, 
certainty, and decision making. 

The number of terms and repetitions in this mini-test was limited, the ob-
served recall effects cannot be generalized but are certainly food for thought. Au-
tomatic term recognition and retrieval may be increasingly felt as a way to put 
words in the mouth of an interpreter and be felt increasingly annoying with repe-
titions. This is definitely worth further study. In general, some CAI tool developers 
might benefit from studying what interpreters do and then coming up with ways 
to support interpreters in what they do, rather than coming up with something 
computers can do and then seeing if interpreters benefit from that. 

The combined results of the Excel and InterpretBank groups concerning both 
first-time and repeated terms (rep1 and rep2) indicate that the choice of tool im-
pacts rendering quality. This is likely because informants must adapt to the spe-
cific workflow of InterpretBank, thereby altering their cognitive strategies and 
focused attention. The decline in the InterpretBank group during Cycle III suggests 
that there is room for improvement in the tool. Future research should explore the 
learning curve of CAI tools and user adaptations because this study found hints 
that it may affect the trainees’ cognitive style to approach the task when it is under 
development. Future studies might seek to examine whether long-term use and 
familiarity with CAI tools mitigate these effects. 
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Appendix A Profiling survey for informants 
 

Intent to Enroll Form 

Any information you provide will be protected and not be used in any other way. 
 
1. Please fill in your name here. (For example: CHEN LILI)  
 
 
2. Your gender?  
☐ Woman    ☐ Man    ☐ Other/ Prefer not to say 

 
3. Your age?  
 
 
4. What's your affiliation? (For example: University of Oxford)  
 
 
5. What is your major?  
☐ Translation    ☐ Interpreting    ☐ Other          

 
6. How many semesters of your MA degree have you already COMPLETED?  
☐ 0   ☐ 1   ☐ 2   ☐ 3   ☐ 4   ☐ 5   ☐ 6 

 
7. What kind of computer (operating system) are you using for the study? 
☐ Windows    ☐ Mac    ☐ Other          

 
8. Do you own or have access to a headset and will use it for all SI tasks in the study 
(as required)?  
☐ Yes    ☐ No 

 
9. Can you have and use a quiet place to perform all tasks without interruptions, dis-
tractions, or noise?  
☐ Yes    ☐ No 

 
10. Please let me have your email address. (To be used only for matters strictly related 
to this study, then deleted)  
 
11. Do you have any experience using InterpretBank? 
☐ Yes    ☐ No 

 
12. Please elaborate on when and for how long you used it  
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13. Do you have any experience in using other computer-assisted interpreting tools, 
like Intragloss?  
☐ Yes    ☐ No 

 
14. Could you please tell me how many hours of using computer-assisted interpreting 
tools you have?  
 
 
15. ID code: we need this code to avoid duplicate responses and will not be used in 
any other way or published.  

Please write: 
First TWO letters of mother’s Last Name? 
Number of brothers or sisters (living and deceased)? 
Number representing the month you were born. 
Example:  
⚫ the daughter (born in April) of CHEN LI, has two sisters, and she will write 

CH0204.  
⚫ the son (born in June) of WANG YUE, has no brothers, and he will write 

WA0006.  
 
 
 
 

Thanks for your interest. 
 

I will contact you shortly to tell you whether you are shortlisted. 
Please feel free to write whatever questions you may have: zhiqiang.du@studio.un-

ibo.it. 
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Appendix B Informants’ profiles  
 

groups informants gender age number of completed  
semesters in MA operating system experience with  

InterpretBank usage 
experience with  
other CAI tools 

InterpretBank Alex  23 2 Mac   
 Blake  25 4    
 Casey  24 2 Mac   
 Dana  22 2  Yes Yes 
 Erin  23 2    
 Frankie  23 2 Mac Yes Yes 
 Gale  23 2    
 Harley  24 2  Yes Yes 
 Ira  23 2  Yes Yes 
 Jordan  23 2  Yes Yes 
 Kelly male 27 4 Mac Yes Yes 
 Lee  24 2    
EXCEL Morgan  27 5    
 Noel  24 3    
 Oakley  31 3    
 Peyton male 24 2 Mac   
 Quinn  27 6    
 Riley  23 2 Mac   
 Sidney  23 2    
 Taylor  23 2    
 Uli  24 2    
 Val  34 2    

note: most informants were females using windows with no experience using InterpretBank and other CAI tools. 
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Appendix C Potential problem triggers 
 
term coded term n-gram 
01 time perception 2 
02 fast time-restricted feeding 3 
03 gene expression 2 
04 norepinephrine 1 
05 entrainment 1 
06 circannual rhythms 2 
07A melatonin 1 
08A light-dark cycle 2 
09 circadian time cycle 3 
10_07B melatonin 1 
11 clock genes 2 
12_08B light-dark cycle 2 
13 ultradium rhythm 2 
14 slow-wave sleep 2 
15 REM sleep 2 
16_07C melatonin 1 
17 acetylcholine 1 
18 dopamine 1 
19 basic rest-activity cycle 3 
20_08C light-dark cycle 2 
21A resting blood glucose 3 
22 human nervous system 3 
23_21B resting blood glucose 3 
24 neuromodulators 1 
25 neural circuits 2 
26 Serotonin 1 
27 frame rate 2 
28 cannabinoid receptor activation 3 
29_21C resting blood glucose 3 
30 overclocking 1 
31 hippocampus 1 
32 neocortex 1 
33 cognitive behavioral therapy 3 
34 spontaneous eye-blink rate 3 
35 metabolism 1 
36 brown fat stores 3 
37 mesolimbic reward pathway 3 
38 nucleus accumbens 2 
39 ventral tegmental area 3 

 
Table 34. Potential problem triggers in Cycle I. 
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term coded term n-gram 
01 hormones 1 
02 immune system 2 
03 cortisol 1 
04 epinephrine 1 
05 estrogen 1 
06 cholesterol 1 
07 dietary cholesterol 2 
08 stress hormone 2 
09 adrenaline 1 
10A neuroplasticity 1 
11 corticotropin releasing hormone 3 
12 pituitary 1 
13 insomnia 1 
14A blood vessels 2 
15 Arteries 1 
16 stress response 2 
17 net effect 2 
18A sympathetic chain ganglia 3 
19 chronic cortisol elevation 3 
20 non-sleep deep rest 3 
21_10B neuroplasticity 1 
22 stress threshold 2 
23 high-intensity interval training 3 
24 abdominal fat accumulation 3 
25 immune response 2 
26_14B blood vessel 2 
27 neural energy 2 
28 chronic stress 2 
29_18B sympathetic chain ganglia 3 
30 negative feedback loop 3 
31 melanocytes 1 
32 sympathetic nervous system 3 
33 hair stem cells 3 
34 melanocyte stem cells 3 
35 low-density lipoprotein cholesterol 3 
36_18C sympathetic chain ganglia 3 
37 psychological stress 2 
38_14C blood vessel 2 
39_10C neuroplasticity 1 

 
Table 35. Potential problem triggers in Cycle II. 
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term coded term n-gram 
01 emotions 1 
02 carbohydrates 1 
03 micronutrients 1 
04 vagus nerve 2 
05 10th cranial nerve 3 
06 neurons 1 
07A reward prediction error 3 
08 heart rate 2 
09 polyvagal theory 2 
10 dorsal vagus 2 
11 spinal cord 2 
12 hypothalamus 1 
13 lateral hypothalamus 2 
14 locus coeruleus 2 
15 amino acid 2 
16 neurochemicals 1 
17 intestines 1 
18A L-tyrosine 1 
19 plant-based foods 2 
20_07B reward prediction error 3 
21 raphae nucleus 2 
22 antidepressants 1 
23_18B L-tyrosine 1 
24 gut brain axis 3 
25 blood brain barrier 3 
26 long-chain fatty acids 3 
27_18C L-tyrosine 1 
28 fatty acid ratio 3 
29 heart rate variability 3 
30 autonomic nervous system 3 
31 respiratory sinus arrhythmia 3 
32A gut microbiome 2 
33 prebiotics 1 
34 central nervous system 3 
35_07C reward prediction error 3 
36_32B gut microbiome 2 
37 neurotransmitters 1 
38 circadian type fasting 3 
39_32C gut microbiome 2 

 
Table 36. Potential problem triggers in Cycle III. 
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Appendix D Survey for Excel group in Cycle III 
 
Please fill in your nickname in the study here:  
 
 
1. How do you feel about your interpreting performance? 

☆ ☆ ☆ ☆ ☆ ☆ ☆ ☆ ☆ ☆ 
 
2. glossary task  

statements totally  
disagree disagree not sure agree totally 

agree 

I like to use applications on my 
phone instead of a PC for term re-
trieval. 

◎ ◎ ◎ ◎ ◎ 

While locating the term's translation, 
I would check its pronunciation. ◎ ◎ ◎ ◎ ◎ 

I did not verify the accuracy of the 
translation solution given by web re-
sources (e.g., online dictionaries, 
term bank) 

◎ ◎ ◎ ◎ ◎ 

I would rely on automatic term ex-
traction from texts rather than hu-
man selection. 

◎ ◎ ◎ ◎ ◎ 

 
3. booth task 

statements never once in  
a while sometimes mostly always 

In a SI task, memorizing the term and 
its translation is more useful than 
term retrieval. 

◎ ◎ ◎ ◎ ◎ 

I’d look for a suitable computer-as-
sisted interpreting (CAI) tool for SI 
tasks  

◎ ◎ ◎ ◎ ◎ 

I do not use the existing and shared 
glossary instead of creating my own. ◎ ◎ ◎ ◎ ◎ 

CAI training can influence my selec-
tion of CAI tools. ◎ ◎ ◎ ◎ ◎ 

 
4. Do you think that terminology management service will improve your term prepa-
ration efficiency? 

☐ No    ☐ Yes 
 

5. Do you think that you will benefit from the advanced functions of CAI tools (e.g., 
speech recognition, and AI translation)? 

☐ Yes   ☐ No 

Thanks for your participation and time. 
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Appendix E Surveys for InterpretBank group in Cycles II and III 

 

Please fill in your nickname in the study here:  
 
 
1. How do you feel about your interpreting performance? 

☆ ☆ ☆ ☆ ☆ ☆ ☆ ☆ ☆ ☆ 
 
2. glossary task  

statements totally  
disagree disagree not sure agree totally 

agree 

Automatic extraction can 
spare me time at extracting 
technical terms from files 

◎ ◎ ◎ ◎ ◎ 

Manual extraction is a must-
have function ◎ ◎ ◎ ◎ ◎ 

InterpretBank is convenient to 
compile glossaries ◎ ◎ ◎ ◎ ◎ 

 
3. booth task 

statements never once in  
a while sometimes mostly always 

I use Booth mode when no-
ticing a technical term. ◎ ◎ ◎ ◎ ◎ 

Term retrieval in Booth 
mode can help locate the 
target terms correctly. 

◎ ◎ ◎ ◎ ◎ 

Term retrieval in Booth 
mode can reduce my pres-
sure when tackling technical 
terms. 

◎ ◎ ◎ ◎ ◎ 

 
4. Do you think that you will continue to use InterpretBank to assist you in glossary 
preparation? 

☐ No 
☐ Yes 

 
5. Do you think that you will continue to use InterpretBank to assist you in booth tasks? 

☐ Yes 
☐ No 

 
Thanks for your participation and time.
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Appendix F Follow-up survey 
 
Please fill in your Nickname in the study here:  

 

1. In the 12 months after our study in December 2023, how many times did you use 
InterpretBank? 

☐ Never (zero times) 
☐ Very rarely (1–2 times) 
☐ Rarely (3–7 times) 
☐ Occasionally (8–15 times) 
☐ Frequently (16–30 times) 
☐ Always (nearly every week) 
 

2. How do you use InterpretBank? (Please rank them by frequency, from the most 
frequent to the least frequent). If you use InterpretBank in any other way, please ex-
plain it in the next question. 

statements 
most 
fre-

quent 

very  
fre-

quently 

less  
fre-

quently 
rarely never 

I use the automatic extraction of terms ◎ ◎ ◎ ◎ ◎ 
I use it to correct the entries of my glossary ◎ ◎ ◎ ◎ ◎ 
I use it to practice and memorize terms with 
flashcards ◎ ◎ ◎ ◎ ◎ 

I use it to find translations for the glossary 
entries ◎ ◎ ◎ ◎ ◎ 

I use it in the booth, to look up glossary en-
tries ◎ ◎ ◎ ◎ ◎ 

 
3. If you use InterpretBank in any other way not covered above, please ex-plain here, 
and add how frequently you use it, using the above categories (i.e., from most fre-
quent to never). 
 
 
4. Did you pay anything to be able to use InterpretBank? 

☐ Yes   ☐ No 
5. For InterpretBank, are there any improvements you think could be made? You may 
respond either in Chinese or in English. 

 

6. Could you please share the reasons why you did not use InterpretBank? You may 
respond in either Chinese or English. 

 

7. Thank you for your help. If you would like to add anything, please use the box below 
to do so. Your feedback is greatly appreciated. 
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Appendix G Information sheet for Phd raters 
 
 

Intent to enroll as a quality rater in a research project 

  

This is the registration form to volunteer to contribute to a cutting-edge PhD project. The task con-
sists of assessing 45 audio files, each one about 13 minutes long. That is, just listening to all audio 
files completely amounts to a total of 10 hours. The whole task may thus take between 12 and 15 
hours. Luckily, you can break down the task into three to five sessions within 3 weeks, but you need 
to assess all audios in the exact order that you will be given because they will be intentionally ran-
domized. However, you may listen to parts of an audio file again to compare it with the one you are 
currently assessing. 

Further good news is that we are NOT interested in a detailed report or a rubric-based scoring 
analysis of any kind. We only want you to give us an intuitive ranking of each file into one of six 
quality groups, from best to worst. No further explanation needed! 
You need, however, to be serious in your intuitive assessment, and to listen to all audios in full. Just 
remember that people tend to be stressed and get tired toward the end. So, the impression you get 
based on the first or the middle parts might not be the same when you reach the end of that audio. 
Please note that this registration does not constitute a guarantee of being enrolled. The final con-
firmation will be sent out through an email letter. This is also the best time for you to change your 
mind if you think this is too much work or that it will take too much time from you. 

 

1. Please fill in your name here.  
Example: LI (first name), CHEN (last name) as in LI CHEN  

 
 
2. Your gender?  
☐ Woman    ☐ Man    ☐ Other/ Prefer not to say 

 
3. Your age?  
 
 
4. What's your affiliation? (For instance, the University of Oxford)  
 
 
5. What is the prospective title of your current PhD dissertation or postdoctoral re-
search project?  
 
 
6. What year of your PhD program are you currently in?  
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☐ first-year   
☐ second-year  
☐ third-year  
☐ further advanced  
☐ completed  
☐ post-doc 

 
7. Please let me have your email address. (To be used only for matters strictly related 
to this study, then deleted)  
 
 
8. Do you commit to thoroughly and completely listening to all audio files assigned 
to you?   
☐ Yes   
☐ No   
☐ I changed my mind since I didn’t have enough time to finish the task. 

 
9. Do you pledge to report any incidence, difference, anomaly, and the like?  Accidents 
may happen and they may perhaps be solved, but we need to know them.  
☐ Yes    ☐ No 

 
10. Would you be willing to be contacted for future research activities?  
☐ Yes    ☐ No    ☐ Maybe 

 
11. ID code: we need this code to avoid duplicate responses and will not be used in 
any other way or published.  

Please write:  
First TWO letters of grandmother’s Last Name? 
Number of brothers or sisters (living and deceased)? 
Number representing the month you were born. 
Example:  
⚫ If the granddaughter (born in April) of CHEN LI, has two sisters, then she will 
write CH0204.  
⚫ If the grandson (born in June) of WANG YUE, has no brothers, then he will 
write WA0006.  

 
 
 

Thanks for your interest. 
I will contact you soon to tell you whether you are one of the few raters invited to 

participate. Please feel free to write whatever questions you may have: zhiqi-
ang.du@studio.unibo.it 
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Appendix H Chunks and sentences of source speech texts 
 
 

No. 
chunks in Cycle I 

sentences  chunks  
1 1 Today we are talking about time perception. 

2 2 Our perception of time is perhaps one of the most important factors in 
life. 

3 3 
and it is directly linked to the neurochemical states that control our sen-
sation of mood, stress, and contentment. 

4 4 
Before we begin our discussion about the perception of time, I'd like to 
mention some issues related to the topic of fast time-restricted feed-
ing. 

5 5 Fast time restricted feeding involves eating for a particular period of 
time in each 24 hour cycle in a fairly regular way 

6 6 
Some people observe shorter feeding windows but, regardless, each 
feeding window should occur at more or less the same time within each 
24-hour day. 

7 7 This affects gene expression that regulates a number of positive effects 
on different tissues in the body. 

8 8 and for some people It makes weight loss easier because they are not 
eating for long periods in each 24 hour cycle. 

9 9 It basically boils down to whether or not something you ingest, either 
liquid or solid food. 

10 10 Now let's talk about the most fundamental aspect of perception of time, 
which is called entrainment. 

11 11 
Entrainment is a way in which our internal processes, our biology and 
our psychology are linked to external phenomena, . 

12 12 
and the most basic form of entrainment that we are all a slave to all 
year round for our entire life is the socalled circannual rhythms we 
have. 

13 13 
We have neurons, nerve cells in our eyes, in our brain and in our body 
that mark off the passage of time throughout the year, in effect a calen-
dar system in our brain and body. 

14 14 and the way this works is beautifully simple. 

15 15 Light seen by our eyes inhibits, meaning it reduces, the amount of a 
hormone released in our brain called melatonin. 

16 16 Melatonin has two major functions. 

17 17 
One function is to make us sleepy at night and the other is to regulate 
other hormones in the body. 

18 18 There are other forms of entrainment, meaning the matching of our 
brain and body to phenomena in our external environment. 

19 19 In one study, skin was exposed to sunlight for about two hours a day. 
20 20 In this case, on the upper body, the subjects were not totally naked. 

21 21 The study shows that we are entrained to the external light-dark cycle 
and as the day lengthens, our hormone levels change. 

22 22 And we can override this effect through exposure to bright lights and 
resting blood glucose. 
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No. 
chunks in Cycle I 

sentences  chunks  

23 23 The next level of time that we are all entrained or matched to is the so-
called circadian time cycle, which is a 24 hour rhythm. 

24 24 This is perhaps the most powerful rhythm that we all follow and that 
none of us can escape from。 

25 25 The cells in the circadian clock fire, meaning they release chemicals into 
our brain and body following a very regular rhythm. 

26 26 
Our perception of time is also conscious, watching the clock tick down 
day after day and related to the length of the day, influencing hor-
mones like melatonin. 

27 27 This is the circadian clock. It all happens on a 24 hour cycle. 

28 28 We identify clock genes and these clock genesregulate a number of dif-
ferent functions. 

29 29 Every cell in our body has a 24 hour cycle of gene and protein expres-
sion. 

30 30 The Earth rotates once every 24 hours. 

31 31 The processes in every cell of our body are linked within the cells of our 
brain and body and match out the outside light-dark cycle. 

32 32 Next I'd like to talk about the so-called ultradium rhythm. 

33 33 Ultradium rhythms are rhythms of about 90 minutes or so, and our 
whole existence is broken up into these 90 minute ultradium cycles. 

34 34 When we go to sleep at night, that entire period of sleep is broken up 
into these 90-minute ultradian cycles. 

35 35 Early in the night we tend to have more slow-wave sleep. 
36 36 Later in the night, we tend to have more REM sleep. 

37 37 Throughout, our sleep is broken up into these 90-minute cycles, in-
creases your resting blood glucose. 

38 38 And when we wake up in the morning, many of the things that we do 
are governed by these ultradian rhythms. 

39 39 
For instance, if you learn a language or do physical work, 90-minute 
blocks seem to be the units for the brain to enter a state of focus and 
alertness, for doing work and concentrating. 

40 40 
Well, what you're entraining to in this case is the release of particular 
neurochemicals, such as melatonin , acetylcholine and dopamine, which 
allow your brain to focus for particular periods of time. 

41 41 The amount of these chemicals that can be released drops to very low 
levels, which is why our ability to focus becomes diminished. 

42 42 To find out more about what is behind these ultradian rhythms, you 
should consider another phenomenon. 

43 43 This was originally called the basic rest-activity cycle. 

44 44 The interesting thing about these basic rest-activity cycles, these ultra-
dian rhythms, is that we can reset them whenever we want. 

45 45 
If you decide that you want to apply ultradian rhythms to work and per-
formance, you can set a clock and decide, okay, now my period of focus 
begins. 
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46 46 
Unlike the dark light side, the light dark cycle, the light-dark cycle , 
these 90-minute cycles are linked to the ability of neurons to release do-
pamine and norepinephrine,  

47 47 which give us narrow focus, motivation, and drive, and shape the way 
these 90-minute cycles evolve 

48 48 After about 90 minutes, these circuits are far less willing to engage and 
therefore it's much harder to continue to focus to a high degree. 

49 49 The beauty of time perception in the human nervous system is that it 
boils down to a couple of simple molecules. 

50 50 We use our memory to reconstruct certain sets of events in the past and 
get a sense of their relative positioning in time. 

51 51 
Neurochemicals like dopamine and norepinephrine are called neuro-
modulators because they modulate the way that other neural circuits 
work. 

52 52 Serotonin is also important. Serotonin is released from another site in 
the brain and has a different effect on perception of time. 

53 53 Studies show that the more dopamine is released into our brain, the 
more we tend to overestimate the amount of time that has just passed. 

54 54 Fine-slicing of time periods  is like increasing the frame rate on your 
camera. 

55 55 Slow motion is achieved in movies by increasing the frame rate. 

56 56 So if you take a movie at 30 frames per second and watch it, the action 
will appear to have a certain speed, right? 

57 57 
Other factors can increase serotonin levels, including cannabinoid re-
ceptor activation. 

58 58 That's because serotonin and other related molecules in the brain tend 
to lead to slower frame rates and resting blood glucose. 

59 59 It is clear that dopamine and norepinephrine  can impact our percep-
tion of the passage of time. The best example is trauma. 

60 60 
People who have been in car accidents or have gone through some 
other kind of major trauma often experience what is called overclock-
ing. 

61 61 
Overclocking is when the frame rate is so high that a memory gets 
etched into the psyche and it is very hard time to shake that memory 
off, and the emotions associated with that memory. 

62 62 
Now, that might not seem like a bad thing overall but the problem with 
overclocking is the way in which that information gets etched into the 
memory system. 

63 63 The memory system, which involves areas of the brain like the hippo-
campus and the neocortex, is basically a space-time recorder. 

64 64 
The nervous system doesn't have a whole lot of information about the 
inside, about the outside world, except light coming in through the ice 
and so forth. 

65 65 So it has to take all these neural signals into account to create a record, 
to create a record of what has happened. 



  

267 
 

No. 
chunks in Cycle I 

sentences  chunks  

66 66 

Nowadays there are many treatments for trauma, like cognitive behav-
ioral therapy, involving not just trying to reduce the amount of emotion 
associated with a memory, but also a deliberate speeding up or slowing 
down of that memory. 

67 67 
In other words, trying to allow the person who experienced the trauma 
to take control of the rate of the experience in their memory, not just 
whether or not the memory happened at all. 

68 68 Much of the information coming into the brain through our eyes has an 
impact on our attention. 

69 69 Well, it turns out that dopamine, and increases in dopamine levels, are 
associated with increases in spontaneous eye-blink rate. 

70 70 And every time we blink, our perception of time shifts, leading to an 
overestimation of time. 

71 71 It seems as though in some way blink rate is actually related to frame 
rate. 

72 72 But dopamine, and the way that it relates to eye shuttering, seems to 
control the frame rate of our experience, similarly to cold exposure. 

73 73 There are many positive effects of cold exposure provided it's done 
properly. 

74 74 It can lead to increases in metabolism and brown fat stores, which are 
the good fat stores that you want. 

75 75 They're like a furnace that allows us to heat up, stay warm in cold envi-
ronments, increase resilience and so forth. 

76 76 For instance, cold water exposure can increase your dopamine levels, 
which will also change your perception of time. 

77 77 Your frame rate is going up. 

78 78 
Up until now, I've been talking about how dopamine, and to some ex-
tent, serotonin can differentially impact our perception of how fast or 
how slowly things are happening in the moment. 

79 79 We haven't talked a lot about the neural circuits and the various areas 
of the brain that underlie this. 

80 80 
Some studies suggest that researchers can measure surprise by the re-
lease of dopamine in two areas of the brain that are part of what is 
called the mesolimbic reward pathway. 

81 81 The two areas of the brain that are important here are the nucleus ac-
cumbens and the ventral tegmental area. 

82 82 These are areas that release dopamine as a kind of token reward any 
time something is surprising or a positive expectation is met. 

83 83 So this speaks again to dopamine being something that's important not 
just for positive events, but for unexpected events. 

84 84 Today we have covered many aspects concerning perception of time. 

85 85 

We certainly haven't covered everything about time perception but we 
have mentioned aspects like entrainment, the role of dopamine, habits 
and various routines that can adjust our sense of time for the sake of 
particular goals. 

86 86 Thank you for your time and attention today, and last but certainly not 
least, thank you for your interest in science. 
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1 1 Today, we're going to discuss hormones and focus on how particular 
hormones can influence our energy levels and immune system. 

2 2 Let's get started talking about how to increase your energy and immun-
ity.  

3 3 I think it's fair to say that most people would like to feel energetic dur-
ing the day, especially if they are daytime workers. 

4 4 
In other words, you want to have energy, and you want your immune 
system to function well, to ward off infections of various kinds, bacterial 
infections, viral infections, etc. 

5 5 
And it turns out that the two key hormones in the processes of having 
enough energy and having a healthy immune system are cortisol and 
epinephrine. 

6 6 First, cortisol is a hormone much like estrogen and it is derived from 
cholesterol. 

7 7 This cholesterol could be produced by the liver. 

8 8 Some people claim that dietary cholesterol has zero impact on circulat-
ing cholesterol coming from the liver. 

9 9 But there are also problems with the idea that cholesterol levels are de-
termined entirely by dietary intake. 

10 10 Whatever the case, if you are under stress, more cholesterol is devoted 
to creating cortisol, which is a stress hormone. 

11 11 However, the word stress shouldn't stress you out, because we all need 
cortisol: cortisol is vital. 

12 12 You don't want your cortisol levels to be too low. 

13 13 It's very important for immune system function and to stop you feeling 
depressed. 

14 14 So now we're going to talk about how to control your release cycles and 
levels of cortisol. 

15 15 But first we should mention epinephrine, also known as adrenaline, 
which has been rather demonized. 

16 16 We tend to think of it as the main stress hormone, the substance that 
makes us feel anxious, wanting to fight or flee. 

17 17 The fact of the matter is that epinephrine is our best friend when it 
comes to immunity, for protecting ourselves from infection. 

18 18 And it is our best friend when it comes to remembering things, learning 
and activating neuroplasticity. 

19 19 
Once again, it's a question of how much and for how long, and the spe-
cific timing of release of cortisol and epinephrine, as opposed to simply 
thinking of them as good or bad. 

20 20 They're great when they are properly regulated; but they are terrible 
when they are unregulated. 

21 21 
Our brain makes what we call corticotropin releasing hormone, which is 
a substance made by neurons in our brain that triggers the pituitary 
gland. 
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22 22 This gland is about an inch above the roof of the mouth at the base of 
the brain. 

23 23 When you sense stress in your mind or your body senses stress from a 
wound or something of that sort, 

  24 A signal is sent to neurons down each side of the spinal cord. 

24 25 They are called the sympathetic chain ganglia. 

25 26 They operate like a sprinkler system that hoses your body with epineph-
rine. 

26 27 This will increase your pulse and will increase your breathing rate. 

27 28 In some cases it will constrict your blood vessels, and it will also expand 
your arteries, allowing blood to flow to your vital organs. 

28 29 This is why your extremities get cold when you're feeling stressed and 
your pulse gets faster. 

29 30 At the same time, adrenaline (epinephrine) is released from your ad-
renal glands, situated above the kidneys. 

30 31 Let's look at stress response. 

31 32 So, we have established that we have cortisol and we have epinephrine, 
and their net effect is to create a feeling of increased energy. 

32 33 Now of course regulating cortisol levels will not cure mental illness on 
its own,  

  34 but it can promote a healthy state of mind, and reduce unhealthy states 
of mind, including depression. 

33 35 Make sure that your highest levels of cortisol are first thing in the morn-
ing when you wake up.  

34 36 
The best way to stimulate an increase in cortisol at the appropriate time 
is very soon after waking, within 30 minutes or so, to get outside, get 
some sunlight, get out even if it’s overcast. 

35 37 
Late-shifted cortisol increase, meaning cortisol that is released around 8 
or 9 pm, is a signature feature of many depressive disorders, including 
deep depression and anxiety. 

36 38 And of course it correlates with conditions like insomnia. 

37 39 
In principle, it is best to have a high level of cortisol early in the day but 
you can also expect increases in cortisol and adrenaline throughout the 
day if you experience unpleasant events. 

38 40 
For me, the events that are most unpleasant are things like heavy traf-
fic, emails asking me to fill out forms, links that I need but I can't find, 
and so on. 

39 41 This kind of thing stresses me out; I'm a human being. 

40 42 You shouldn't experience such periods so often or so long that you are 
in a constant state of chronic cortisol elevation. 

41 43 
This system of stress control is designed to increase our alertness to 
things, and when we get frustrated, it provides an opportunity to 
change behavior. 

42 44 So if you find yourself getting stressed and staying stressed, you could 
incorporate a non-sleep deep rest (NSDR) protocol into your routine. 

43 45 
But please understand that the energy you experience during stress, 
that sudden increase in alertness and attention that comes from a mo-
ment of difficulty, 
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  46 That is a healthy hormonal and neural system in operation. 

44 47 And this is why I speak of neuroplasticity, the brain's ability to change 
in response to experience. 

45 48 If you take control of your cortisol level, you won't feel so troubled by 
small stress increases throughout the day. 

46 49 Now, there are ways to leverage stress, epinephrine and cortisol in ways 
that serve us, and we can do it deliberately. 

47 50 There are also ways to do it that increase our stress threshold, meaning 
they make it less likely that epinephrine and cortisol will be released. 

48 51 Things like ice baths. Things like high-intensity interval training. 
49 52 Such activities are useful. 

50 53 Of course, we should also mention the negative consequences of too 
much cortisol, and too much epinephrine, over extended periods. 

51 54 Consider abdominal fat accumulation. And sleep disturbances. 

52 55 These can cause an immediate increase in epinephrine in the brain and 
body. 

53 56 And chances are they are going to increase levels of cortisol as well. 

54 57 Your body is actually primed to resist infection, when you have high lev-
els of epinephrine in it for short periods of time. 

55 58 
You'd think that maybe cold water exposure, or something that in-
creases your levels of stress and adrenaline, would make the effects of 
an infection worse, but no, quite the opposite is the case. 

56 59 Essentially it is a signal from the nervous system to immune system or-
gans. And that’s how epinephrine works in the body and in the brain. 

57 60 The immune system can recognize invading substances but the nervous 
system provides the signal. 

58 61 
The duration here is a really important factor because if stress remains 
high for too long then, yes indeed, stress can hinder your immune re-
sponse. 

59 62 
The reason we're talking about epinephrine and cortisol for increasing 
energy and immune system function is because they are largely inde-
pendent of the blood vessel. 

60 63 

Of course, we heard so much when we were growing up about the need 
to eat well for energy, but the energy that we're talking about today is 
actually a much more powerful kind than what derives from food. We 
could call it neural energy. 

61 64 This has an impact on the ability of the immune system to react in re-
sponse to intruders. 

62 65 There are ways to adjust cortisol levels, even if you're feeling stressed. 

63 66 I don't have to list all the ways that stress and chronic stress are bad. I 
think you know. 

64 67 
For instance, as a result of sympathetic chain ganglia, your immune 
system will get battered over time and you won't be able to fight infec-
tion off. 

65 68 
If cortisol levels get too high, if there's too much cortisol floating 
around in the bloodstream, a negative feedback loop is set up, and the 
brain and pituitary shut down, in a so-called negative feedback loop. 
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66 69 
So you really don't want to undergo chronic stress, because it leads to a 
cause and effect cascade: stress leads to more stress leads to more 
stress. 

67 70 This is why it's very important to learn how to turn off the stress re-
sponse. 

68 71 A further negative effect of stress is hair graying. 
69 72 Hair pigmentation, like skin pigmentation, is controlled by melanocytes. 

70 73 

Well, it turns out that activation of the so-called sympathetic nervous 
system, which is really just another name for the system that liberates 
adrenaline from the adrenals and hormones in the brain, drives deple-
tion of melanocytes in hair stem cells. 

71 74 In other words, there is aging that we undergo based on our genetic 
makeup, but stress will also make us go gray. 

72 75 A recent study showed that stress in various forms will deplete the mel-
anocyte stem cells. 

73 76 
So if chronic stress is so bad because of its effects on epinephrine and 
cortisol being elevated for too long then the question becomes And 
how do I keep chronic stress at bay?  

74 77 
People can take supplements, prescription drugs, et cetera. Supple-
ments can modestly adjust the levels of cortisol like low-density lipopro-
tein cholesterol, so-called "bad cholesterol" quote unquote. 

75 78 It has been shown to have a profound effect on anxiety and cortisol it-
self.  

76 79  There are some consequences due to reducing cortisol, for instance 
lowered heart rate, lowered rates of insomnia . 

77 80 So we should think about stress mechanistically, in terms of epineph-
rine and cortisol. 

78 81 And then if we do that we can think about how to regulate its sympa-
thetic chain ganglia. 

79 82 
Most psychological stress, but also the release of substances like 
ghrelin that make you hungry, has an effect on our food consumption 
clock. 

80 83 But we all eat to suppress cortisol and epinephrine. When we're hungry 
cortisol and epinephrine create an agitation so we go seek food.   

81 84 When we ingest food typically if it includes carbohydrate, there's a 
blunting of epinephrine in the blood vessel. 

82 85 There are any number of ways to increase your adrenaline and stay 
calm. 

83 86 We tend to focus on things like exercise as a way of raising our energy 
levels. 

84 87 
But today, again I'm talking about neuroplasticity, deliberately increas-
ing adrenaline while staying calm mentally, pulling back on adrenaline 
and cortisol, training the nervous system. 
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1 1 Today we're talking about emotions, which are central to our entire ex-
perience of life. 

2 2 
And today we're going talk a lot about how the brain and body interact 
to create these things called emotions in the context of food and nutri-
tion. 

3 3 
Nutrients like proteins, fats, and carbohydrates, as well as micronutri-
ents, can impact the chemicals in our brain that give rise to the feelings 
of being happy or sad or sleepy or alert. 

4 4 Delight or happiness or excitement are feelings of attraction to certain 
ideas, songs, people, places, and so on. 

5 5 There's an action there: you're either moving toward or you're moving 
away from something. 

6 6 And any time you're talking about action in the nervous system,  

  7 You're talking about literally the contraction of muscles to move you to-
ward or away from things. 

7 8 

And when you're talking about nerve-to-muscle phenomena and action, 
you're talking about the brain and the body, because the brain can't 
move around by itself. The brain has a body so that the organism can 
move it around. 

8 9 There are circuits in the brain for aversion and attraction to things. And 
the body governs a lot of that. 

9 10 so I’m going to introduce you to the nerve pathways connecting brain 
and body. One key component is the vagus nerve. 

10 11 So, the vagus nerve is one, not the only one, but one way in which our 
brain and body are connected, regulating our emotional states. 

11 12 Basically the vagus is the 10th cranial nerve, which means that the con-
trol center of each of the neurons in the vagus is near the neck. 

12 13 And a branch of the vagus goes into the brain. It is connected into the 
brain. 

13 14 It is also connected into the stomach, the intestines, the heart, and the 
lungs. 

14 15 This vagus nerve is incredible because it's taking information from the 
body and it operates in two directions. 

15 16 Reward prediction error senses things that are happening in the gut, in 
the lungs, everything, and sends that information up into the brain. 

16 17 It also senses things in the gut like how distended or empty your stom-
ach is. It can sense your pulse, your heart rate. 

17 18 It can sense your immune system, whether or not you have bacteria or 
other intruders in your body. 

18 19 But the vagus is not just for sensing things. It's actually for controlling 
things too. 

19 20 But you certainly don't want to just stimulate the vagus. 

20 21 There was a fairly pioneering theory about the vagus which is called pol-
yvagal theory. 

21 22 Polyvagal: "poly" means many. That is appropriate because it acknowl-
edges that the vagus has many branches. 
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22 23 
The idea is that there's a dorsal vagus, which kind of runs down the 
back of the spinal cord, which is involved in alertness and activation and 
fight or flight type stuff. 

23 24 

The problem with the polyvagal theory is that people often say that if 
your dorsal vagus is too active then you tend to be someone who's a lit-
tle too keyed up; and when people are kind of in a state of freeze, or 
flacid and lethargic, it is because that pathway is hypoactive.  

24 25 Let's keep things simple. The vagus nerve analyzes many features 
within the body and informs the brain of how to feel and what to do. 

25 26 
When you eat something sweet, you have sensor cells within your stom-
ach, neurons, that sense the presence of sugary foods, and signal this 
to the brain. 

26 27 
This is a particular set of neurons detecting that something in your body 
has a particular feature, in this case the presence of sugars, sending in-
formation to the brain, essentially to control your behavior. 

27 28 
What most people don't know about is an area of the hypothalamus, 
deep in the brain, kind of in the middle part of the brain, called the lat-
eral hypothalamus. 

28 29 And the lateral hypothalamus is really interesting because it controls 
eating, and it inhibits eating. It stops us from eating. 

29 30 And there's another area in the brain. It is called the locus coeruleus. 

30 31 Now the locus coeruleus is further back in the brainstem. It makes us 
feel alert. 

31 32 
But what's interesting is that as we approach food the locus coeruleus 
releases all these molecules that make us feel more anxious and alert. 
Sometimes it's felt as excitement. 

32 33 
Many people aren't aware that this interaction between the locus co-
eruleus and the lateral hypothalamus is a basic mechanism making us 
more alert and anxious around meal times. 

33 34 And there are accelerators, things that make us want to eat more, like 
sugar and fats. 

34 35 And they help generally, at least in the short term, to support the sur-
vival of animals. And also there are amino acids. 

35 36 
Amino acids of course are important because they are the building 
blocks of muscle tissue, and other parts of our body that may need re-
pair. 

36 37 
And it's fair to say that people will basically eat, not until their stomach 
is full but until the brain perceives that they have an adequate intake of 
amino acids. 

37 38 But what most people don't realize is that amino acids are what the 
neurochemicals in the brain are made from. 

38 39 
And this feels good, when it is caused by events that you're looking for-
ward to, and production of these neurochemicals is inhibited by events 
you're looking forward to that don't work out. 

39 40 This is called reward prediction error. 

40 41 
And as I mentioned, these amino acid sensors in our gut are detecting 
how many amino acids are there but they're also detecting which 
amino acids. 

41 42 And there's a particular amino acid called L-tyrosine which comes from 
food. 
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42 43 It is in meat, nuts, and some plant-based foods. 

43 44 
Now, hopefully you don't have Parkinson's disease. It's clear that die-
tary L-tyrosine supports the healthy production of things like dopamine, 
as well as other factors within the brain. 

44 45 We have a brain body connection. There are many connections, but one 
of the main ones is the vagus nerve. 

45 46 
The vagus collects information about a lot of things, breathing, heart 
rate stuff that's happening in the gut, the intestines, and sends that in-
formation up to the brain. 

46 47 Most of this information is in the neurons of the brain in an area called 
the raphae nucleus. There are a few other locations too,  

  48 and these are the neurons that control whether we feel satiated or not. 
Whether or not we feel happy and calm. 

47 49 Now, you can't discuss the vagus without mentioning serotonin and an-
tidepressants. 

48 50 They can be quite useful for many people. Not everyone responds well 
to them as I'm sure you've all heard. 

49 51 They can do all sorts of things, and can work really well. 

50 52 
We ingest these foods that are rich in L-tyrosine, and these supple-
ments are things people take, they don't put them directly into the 
brain. 

51 53 So yes, there's a gut brain axis. Certain things to do with our experience 
of life and our emotions are happening in our body. 

52 54 
What you have to do is ingest things that are metabolized in certain 
ways that communicate to the brain or they pass into the brain them-
selves across what's called the blood brain barrier. 

53 55 These barriers exist. Just because you eat something, just because you 
ingest it, doesn't mean it's going to cross the blood brain barrier. 

54 56 There are also nerves in the gut that detect the nutrient content of food. 

55 57 
And this has many effects. They are involved in mitochondrial activation 
of long-chain fatty acids, which is a big mouthful, but it has some inter-
esting effects on the neuro side. 

56 58 
So, the ovaries and the brain are the organs of the body that nature has 
gone out of its way to protect, with this additional layer of the blood 
brain barrier. 

57 59 So, that's the effects of foods that are rich in L-tyrosine. 

58 60 Let's talk a little bit more about things that we ingest in our body, allow-
ing our body to inform our brain and shift our mood. 

59 61 I don't think most people know the omega-3 fatty acid ratio has a pro-
found effect on depression. 

60 62 
People who are clinically depressed, suffering major depression, are 
found to be equally able to reduce depressive symptoms when they 
have high levels of omega-3. 

61 63 It’s especially interesting for effects on the heart, because we know that 
omega-3 fatty acids can come from other sources too.  

62 64 We know that having a heart rate that's really high or heart rate, that's 
really low. Neither of those are good. 
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63 65 We call it heart rate variability. 

64 66 A lot of people think, oh you just want a low heart rate, and a big stroke 
volume. 

65 67 This has a lot to do with the tone of the autonomic nervous system. 

66 68 when you inhale, it speeds up the  heart rate. When you exhale, it de-
creases the heart rate. 

67 69 That's called respiratory sinus arrhythmia. That's the basis of heart rate 
variability. 

68 70 And we should mention another aspect of the gut-brain relationship 
that may surprise you; in some cases it might shock you. 

69 71 And that's gut microbiome and prebiotics. I think these compounds are 
powerful. 

70 72 They carry risks for some people, but not for others. We'll look at this in 
more detail another time. 

71 73 So that is the so-called gut brain axis. 
72 74 Today we've actually been talking a lot already about the gut brain axis. 

73 75 But let's just take a step back and think about our body plan. 
74 76 We are actually a series of tubes. 
75 77 There's the central nervous system that all started out as a tube. 

76 78 It starts with our mouth, also our nose. And then we have all reward 
prediction error. 

77 79 They go down through our throat and then into our stomach and then 
into our various intestines. 

78 80 Some of them make us feel better and they do that mainly by changing 
the conditions of our gut environment. 

79 81 
Maintaining a healthy gut microbiome is good for mood, great for di-
gestion. And foods and fermented foods are going to be the best 
source. 

80 82 In addition to that, they impact the neurotransmitters and the neurons 
that live in the gut. 

81 83 So find the diet that's right for you. 

82 84 
Circadian type fasting is when I push out my first meal by a few hours. 
My first meal is generally around lunchtime or so but the longer periods 
of fasting go on for a day or two or three days. 

83 85 Today we've talked mainly about how the body and things that we put 
inside this tube, that runs from our mouth to our rectum 

84 86 Also what you believe about certain substances like gut microbiome, 
and certain foods that have a profound effect on our bodies. 
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Appendix I Other applications / services in glossary tasks in Cycles II &III 
 
 

Cycle group environment Applications / services duration (s) percentage (%) 

II XL online chat.openai.com 1705.431 3.61  
   termbox.lingosail.com 1245.872 2.63  
   reverso.net 1171.258 2.48  
   dict.cnki.net 878.053 1.86  
   cn.bing.com 352.828 0.75  
   eng.ichacha.net 341.012 0.72  
   linguee.com 325.027 0.69  
   translate.google.com 152.78 0.32  
   deepl.com 89.053 0.19  
   termonline.cn 56.614 0.12  
   merriam-webster.com 46.74 0.10  
   dictionary.cambridge.org 41.219 0.09  
   baike.baidu.com 19.383 0.04  
   fanyi.so.com 17.517 0.04  
   english-corpora.org 15.944 0.03  
   sum 6458.731 13.65  
 IB local MS Excel 823.116 1.51  
   Saladict App 460.927 0.84  
   Zhiyun App 147.537 0.27  
   WPS Word 20.692 0.04  
   Adobe Acrobat Reader 13.731 0.03  
   sum 1466.003 2.68  
  online baidu.com 1480.516 2.71  
   fanyi.so.com 1198.68 2.19  
   cn.bing.com 968.094 1.77  
   cnki.net 535.394 0.98  
   deepl.com 337.212 0.62  
   zhihu.com 206.717 0.38  
   fanyi.baidu.com 194.174 0.36  
   dict.cnki.net 193.577 0.35  
   linguee.com 141.83 0.26  
   reverso.net 69.851 0.13  
   letpub.com 69.199 0.13  
   zhidao.baidu.com 51.871 0.09  
   wikipedia.org 33.475 0.06  
   dict.cn 31.427 0.06  
   baike.baidu.com 31.086 0.06  
   merriam-webster.com 26.234 0.05  
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   termonline.cn 25.033 0.05  
   scholar.google.com 15.467 0.03  
   sum 5609.837 10.26  

III XL local Youdao app 1368.518 3.02  
   Lingoes App 51.47 0.11  
   Oulu App 10.212 0.02  
   sum 1430.2 3.16  
  online reverso.net 718.406 1.59  
   tmxmall.com 284.785 0.63  
   cn.bing.com 281.773 0.62  
   dict.cnki.net 168.998 0.37  
   linguee.com 143.608 0.32  
   Youdao Web 136.512 0.30  
   translate.google.com 130.965 0.29  
   baike.baidu.com 128.074 0.28  
   zhihu.com 122.843 0.27  
   eng.ichacha.net 35.039 0.08  
   termonline.cn 32.93 0.07  
   fanyi.baidu.com 27.752 0.06  
   dictionary.cambridge.org 14.889 0.03  
   deepl.com 12.161 0.03  
   sum 2238.735 4.94  
 IB local MS Word 1837.611 3.73  
   MS Excel 659.494 1.34  
   Saladict App 320.483 0.65  
   Lingoes App 180.067 0.37  
   Adobe Acrobat Reader 46.723 0.09  
   MS word 17.952 0.04  
   sum 3062.33 6.21  
  online baidu.com 690.315 1.40  
   tmxmall.com 655.791 1.33  
   translate.google.com 328.261 0.67  
   zhihu.com 153.689 0.31  
   baike.baidu.com 50.385 0.10  
   termonline.cn 37.817 0.08  
   deepl.com 36.458 0.07  
   linguee.com 20.564 0.04  
   reverso.net 18.585 0.04  
   eng.ichacha.net 15.533 0.03  

   sum 2007.398 4.07  
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Appendix J Individual rating scores per text  
 
 
group name text 1 text 2 text 3 
InterpretBank Alex 4.6 2.3 2.3 
 Blake 3.3 2.3 3.6 
 Casey 4 3.7 4.3 
 Dana 3.3 2.3 1.8 
 Erin 3 3 2.7 
 Frankie 3.7 2 2.7 
 Gale 5 3 3.3 
 Harley 2.7 2.3 3 
 Ira 3.7 3.3 2.8 
 Jordan 4 4 3.8 
 Kelly 4.4 3.7 4 
 Lee 3.7 3.7 3.3 
Excel Morgan 4.2 3 3.3 
 Noel 5.7 4.8 4.3 
 Oakley 4.3 4.3 4.7 
 Peyton 4 3 2.3 
 Quinn 3 3.3 3.2 
 Riley 4 2.3 2.7 
 Sidney 4.3 3.4 3.7 
 Taylor 3.8 5.3 3.3 
 Uli 5 4 4 
 Val 5 3.8 5 

 
Table 37. Informants’ rating scores per text. 
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