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Abstract

In recent years, we have assisted to a new spring of Artificial Intelligence (AI). This transformation
has been characterized by a shift from the symbolic methods prevalent in the last century to a focus
on sub-symbolic techniques, driven by the remarkable achievements of deep learning in areas such as
computer vision and natural language processing. The renewed interested in AI is attributed to two
pivotal factors: the advent of powerful, dedicated hardware like graphical processing units and tensor
processing units, providing the computational power necessary for training complex deep learning models,
and the enormous data availability in the age of big data. The latter, especially augmented by the
widespread adoption of Internet of Things (IoT) technologies, has led to an abundance of data from
diverse sources, particularly sensor measurements, fueling the application of machine learning and deep
learning in various industrial scenarios.

Despite the successes of sub-symbolic, data-driven methods, recent years have seen a growing
inclination towards hybrid models that synergize symbolic and sub-symbolic approaches. This trend
stems from several inherent limitations in purely data-driven systems. Firstly, these systems often
redundantly learn concepts that are already part of common knowledge or are well-understood by domain
experts. This redundancy raises the question of how to prevent machine learning algorithms from
re-learning these established concepts. Secondly, data-driven methods may struggle to adhere to specific
constraints, such as those dictated by natural laws or user-imposed rules, whereas symbolic methods
can manage these constraints more easily. Lastly, the black-box nature of sub-symbolic methods poses
challenges in terms of interpretability and explainability, in contrast to the more transparent symbolic
approaches.

In the context machine learning and deep learning, these challenges have given rise to the emergent
field of informed machine learning. This new domain aims to exploit the strengths of both symbolic and
sub-symbolic methods by formalizing and incorporating existing task-specific knowledge into traditional
machine learning workflows. The goal is to create systems that are not only more efficient and reliable
but also more interpretable and adaptable to various constraints.

The core objective of this thesis is to explore and advance the field of informed machine learning. It
presents innovative algorithms within this domain and conducts a thorough investigation of existing
methodologies. The applications of these algorithms are explored in two significant areas of AI: predictive
modeling and decision support systems. To validate the practical utility of these algorithms, the thesis
undertakes a comprehensive empirical evaluation. This evaluation encompasses real-world application
as well as abstract problems commonly used in the scientific community to investigate practical use
cases. The findings from these studies provide concrete evidence of the effectiveness of informed machine
learning solutions in addressing the highlighted challenges. Moreover, the thesis demonstrates how
informed machine learning can significantly enhance the capabilities and applicability of sub-symbolic
methods by effectively harnessing diverse forms of existing knowledge.
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Chapter 1

Introduction

In a broad sense, AI aims to build machines capable of solving problems typically requiring human
intelligence, such as playing games, solving equations, image recognition, and understanding natural
language. Humans learn to solve new problems through experience and by reasoning about previously
solved challenges. However, learning is a multifaceted task that necessitates both sensory and reasoning
capabilities. For instance, when solving mathematical equations, we first recognize the written digits
and symbols, then we rely on prior algebraic knowledge to solve the problem.

Informed machine learning emerges as a response to the limitations of traditional data-driven AI.
While conventional machine learning (ML) algorithms excel at pattern recognition and predictive
modeling, they often lack the depth and context that come from established domain knowledge. Informed
ML seeks to bridge this gap by integrating external, validated knowledge into the ML process. Consider
the challenge of solving algebraic equations from images: an informed ML solution might employ a deep
learning model to recognize digits and symbols from images, followed by a symbolic engine to solve
the resulting equations. This example underscores the promise of informed ML but also highlights the
complexity in its implementation.

The first challenge in implementing informed ML lies in defining and formalizing knowledge. Within
AI and computer science, knowledge transcends mere data or information; it embodies a set of validated
entities, concepts, and relations, rigorously established and authenticated. Techniques for formalizing
this knowledge vary, ranging from logical constructs to algorithmic representations, each tailored to the
unique requirements of the task at hand.

Furthermore, knowledge is heterogeneous and originates from diverse sources. Algebraic equations
and logic rules, for instance, might represent world and commonsense knowledge, while differential
equations describe complex systems and natural laws. In industrial facilities, expertise may be encoded as
causal relationships between different components. This diversity poses a significant challenge: devising
a unified approach to integrate these varied forms of knowledge into sub-symbolic methods.

Another key challenge is determining the optimal way to inject knowledge into an ML algorithm. ML
pipelines are articulated in four main steps: 1) training data; 2) hypothesis set; 3) learning algorithm;
and 4) final hypothesis. The integration of knowledge can vary depending on its source and form, and
may affect different steps of the pipeline.

This thesis investigates the adoption of different forms of knowledge, injected at various stages of an
ML workflow, with the aim of enhancing predictive models and decision support systems. In the realm
of predictive models, we empirically validate innovative informed ML methodologies, with a particular
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emphasis on physics-informed ML, balancing empirical accuracy with scientific interpretability. Practical
applications are explored through challenges in industrial predictive maintenance, such as in oil and gas
facilities, where leveraging expert knowledge is crucial to effectively manage complex machinery.

We also highlight the declarative formulation of optimization problems as a valuable source of
knowledge. A tighter integration between learning and optimization emerges as an effective solution to
enhance decision support systems. The thesis introduces a novel framework that marks a significant leap
in this area, demonstrating how the fusion of ML with combinatorial optimization techniques can lead
to more sophisticated, effective decision support tools. Practical applications in Energy Management
Systems are explored, revealing the intricate balance required in decision-making under uncertainty.
These real-world scenarios, along with abstract but challenging problems like the knapsack and weighted
set multi-cover problems, serve as grounds for demonstrating the efficacy of informed ML in the context
of decision support systems.

The thesis is structured as follows. Chapter 2 provides the background necessary for understanding
informed ML techniques, encompassing ML, constrained optimization, and optimization under uncertainty.
Chapter 3 introduces informed ML and the state-of-the-art approaches, focusing on knowledge represented
as algebraic equations, differential equations, logic rules, simulation results, Bayesian networks, and
the declarative formulation of an optimization problem. Chapter 4 presents the use cases that will
be investigated, namely an Energy Management System, an oil and gas facility, an RC-circuit for
thermal modeling, and some abstract but challenging combinatorial optimization problems. The main
contributions of the thesis begin with Chapter 5, where we depict a novel methodology for integrating
prior knowledge in the form of external black-box models. We then deeply investigate the physics-
informed ML framework in terms of accuracy and interpretability. Chapter 6 presents novel informed
ML techniques for decision support systems. The first approach distills knowledge into the weights
of a neural network to speed up the decision process during inference. We then describe unify, a
general framework that incorporates knowledge of optimization problems into the learning step of an
ML algorithm. Finally, we present a specific instance of the unify framework. Chapter 7 provides final
conclusions and discussion.



Chapter 2

Background

In this chapter, we present an overview of three foundational research areas central to the innovative
work discussed in this thesis: optimization with constraints, optimization under uncertainty, and machine
learning.

Optimization with constraints addresses the challenge of identifying the optimal solution within a set
of choices while adhering to specific limitations or requirements. Optimization under uncertainty extends
the concept by acknowledging the inherent unpredictability present in many practical scenarios. These
methods enable robust decision-making in domains such as finance, logistics, and energy management,
where variables can exhibit high volatility and unpredictability. Machine learning represents a paradigm
shift from traditional problem-solving approaches. By leveraging historical data, machine learning
empowers systems to learn from experience, discover patterns, and excel at predictive tasks that often
elude human analysis.

In this thesis, we harness the power of optimization with constraints and optimization under
uncertainty as decision support systems to tackle complex challenges, including energy management and
production scheduling. Simultaneously, machine learning serves as a predictive tool, enhancing human
decision-making by providing valuable insights based on historical data.

2.1 Optimization under constraints

From a high-level perspective, constrained optimization involves identifying the optimal values for a set
of variables, referred to as the solution, that minimize or maximize a cost or profit function. However,
not all values are allowed; in other words, not all solutions are feasible. The feasible solutions must
satisfy a set of constraints that restrict the space of values we explore, known as the feasible region.

In real-world scenarios, various problems emerge. For instance, a manufacturing company seeks to
minimize production costs while meeting customer demands. An Energy Management System must
allocate the minimum-cost power flows from different sources while satisfying user loads. A logistics
company needs to schedule a fleet of vehicles to complete its delivery tasks while minimizing total travel
times. These examples illustrate the breadth of constrained optimization problems, sparking significant
interest in the research community to develop methods that efficiently explore the feasible region to find
optimal solutions.
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Formally, constrained optimization involves solving the following problem:

x⋆ = arg min
x∈F(x)

f(x) (2.1)

Here, z ∈ Z with Z denoting the domain of the variables, f : Z → R represents the objective function
(cost or profit), and F(z) ⊆ Z is the feasible region.

Over time, optimization problems under constraints have been classified into different categories
based on the form of the function f and the feasible region F . This classification aims to develop
dedicated methods for each category. In the following sections, we provide a non-exhaustive review of
these different classes of problems and methods, directing interested readers to additional references.

2.1.1 Constrained Satisfaction Problems

Constrained satisfaction problems (CSPs) represent a specific instance of the optimization problem
outlined in eq. (2.1). In CSPs, the primary objective is to identify solutions, if they exist, that satisfy
a given set of constraints. Notable examples of CSPs include the scheduling problem, which involves
optimizing the utilization of limited resources for task completion (e.g., job scheduling on processors),
and the maximum cut problem. The latter entails partitioning an undirected graph into two sets of
vertices to maximize the number of edges between them—a problem with applications in network design
and production scheduling.

Formally, CSPs are characterized by the triplet ⟨X, D, C⟩, where X is the set of variables, Xi ∈
Di, ∀i ∈ |X|, and C is the set of constraints defining feasible solutions. CSPs are usually solved via
search techniques, with backtracking and local search being widely adopted. Backtracking maintains a
list of feasible candidates while incrementally constructing a solution. In case of failure (e.g., when the
domains of all variables are empty), it restarts the search with a new candidate until a solution is found
or the search space is exhausted. Local search explores the solution space through variable assignment
changes.

CSP techniques often leverage methods to intelligently reduce the space of feasible solutions for
efficient search. Constraint propagators, for instance, prune variable domains while ensuring consistency
in possible assignments. Propagators can achieve consistency at three levels: node consistency, where
every unary constraint on a variable must be satisfied by all values in its domain; arc consistency,
indicating that a variable is arc-consistent with another if every value in its domain is consistent with
at least one value in the other variable’s domain according to all constraints; and path consistency, a
generalization of arc consistency involving the comparison of a pair of variables with a third one.

This sub-section provides a concise overview of CSPs, and for a more in-depth discussion, interested
readers are referred to [4]. It’s important to note that CSP methods focus solely on finding solutions
that satisfy the given constraints. In contrast, in the more general constrained optimization setup (and
in many practical scenarios), preferences may exist among feasible solutions based on an evaluation
function. The subsequent sub-section describes various classes of such problems and the techniques that
can effectively address them.

2.1.2 Constrained Optimization Problems

Conversely to CSPs, constrained optimization problems (COPs) require finding the set of feasible
solutions that optimize an objective function. Due to their numerous applications and the computational
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complexity challenges, substantial research activity has been devoted to developing efficient methods to
solve these problems, particularly within the operations research (OR) community. Formally, a COP
involves solving the following problem:

min
z

f(z) (2.2)

s.t. gi(z) ≤ 0 ∀i = 1, . . . , I (2.3)
hj(z) = 0 ∀j = 1, . . . , J (2.4)

where z is the set of decision variables, f : Z −→ R is the objective function, and I and J are, respectively,
the number of inequality and equality constraints. Depending on the structure of the objective function
and feasible region, dedicated methods have been developed to solve these problems more efficiently.
Below, we provide an overview of the classes of COPs along with their properties and challenges.

Convex Optimization Convex optimization problems [5] constitute a special case of COPs where
the objective function f is convex, the inequality constraints gi, ∀i = 1, . . . , I are convex functions, and
the equality constraints are affine transformations, i.e., hj = aj · z − bj ∀j = 1, . . . , J , with aj as a
vector and bj as a scalar. Convex optimization problems possess the following properties: 1) every
local minimum is a global minimum, 2) the set of optimal solutions is convex, and 3) if the objective
function is strictly convex, the problem admits at most one optimal solution. While convex optimization
is generally NP-hard, many problems admit polynomial-time algorithms in practice, such as the Interior
Point method [6].

Linear Programming Linear programming (LP) problems are a special case of convex optimization
where the objective function, disequality, and equality constraints are all affine, and the feasible region
is defined by a polyhedron. An LP problem can be formulated as:

min
z

cT z (2.5)

s.t. Gz − h ≤ 0 ∀i = 1, . . . , I (2.6)
Az − b = 0 ∀j = 1, . . . , J (2.7)

where z ∈ Rn, and c ∈ Rn is the cost vector. Since LP is a special case of convex optimization, it retains
the same properties. LP problems are combinatorial, with the set of feasible solutions being finite since,
if an optimal solution exists, it will be attained at a vertex of the polyhedron. Moreover, LP problems
are solvable in polynomial time, and various optimization algorithms, such as the Simplex algorithm,
the ellipsoid method and Karmarkar’s algorithm [7] exist.

Quadratic Programming Problems where the feasible region is a polyhedron, but the cost function
is quadratic, are referred to as quadratic programming (QP) problems and can be formulated as follows:

min
z

1
2zT Qz + qT z (2.8)

s.t. Gz − h ≤ 0 ∀i = 1, . . . , N (2.9)
Az − b = 0 ∀j = 1, . . . , M (2.10)
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where z ∈ Rn, Q ∈ Rn×n is the quadratic cost matrix, and q ∈ Rn is the linear cost vector. QP problems
are solved using interior point methods or extensions of the Simplex algorithm.

Integer Linear Programming and Mixed Integer Linear Programming So far, we have
considered only continuous decision variables. Many real-world optimization problems involve integer
decision variables to model resources that are discrete by nature. Problems where the cost function and
the equality and inequality constraints are affine functions, and the decision variables are integer values,
are referred to as integer linear programming (ILP) problems [8] and can be formulated as follows:

min
z

cT z (2.11)

s.t. Gz − h ≤ 0 ∀i = 1, . . . , I (2.12)
Az − b = 0 ∀j = 1, . . . , J (2.13)
z ∈ Zn (2.14)

In general, we can have both integer and continuous variables, resulting in the more general mixed
integer linear programming (MILP) problems. Due to integrality constraints, the feasible region is
no longer convex, and thus, they do not retain the properties of convex optimization. The methods
previously listed can not be applied to solve this class of problems, and dedicated branch-and-bound
algorithms are instead used in this setup.

2.2 Optimization under Uncertainty

In the previous section, we focused on problems with perfect information, where all parameters are
known at decision time. These problems are typically referred to as deterministic problems. However,
many real-world optimization problems involve a degree of uncertainty. For instance, in an Energy
Management System, the energy provided by renewable resources is highly uncertain and uncontrollable
(e.g., photovoltaic panels affected by weather); in vehicle fleet routing, the travel times might be
uncertain due to traffic conditions and new customers might appear during the travel; another notable
example is finance where the asset prices are highly stochastic and uncontrollable. In this scenario,
some optimization problem parameters are treated as random variables (e.g., photovoltaic production or
customers’ locations) with associated probability distributions, which may even be unknown.

Despite having numerous applications, optimization under uncertainty poses significant challenges.
Ideally, one would optimize for every possible outcome, leading to large-scale or even intractable problems.
One simplified approach to tackle such problems involves disregarding uncertainty and assuming that
all parameters are deterministic. However, this is not feasible when uncertainty significantly impacts
solution accuracy, necessitating dedicated methods.

There are two main classes of approaches to dealing with uncertainty in optimization problems [9]
[10] [11]: robust and stochastic optimization. Robust optimization aims to optimize for the worst-case
scenario without assuming knowledge of the distribution that models uncertainty. In contrast, stochastic
optimization algorithms optimize the expected value of the objective function, assuming knowledge
of the probability distribution. For example, in an Energy Management System we might opt for a
stochastic optimization solution: uncertainty stems from uncontrollable deviations of the renewable
energy resources productions which provide low price energy and the goal is to minimize the expected



2.3 Machine Learning 21

cost. At the same time, due to the availability of flexible energy sources (e.g. combined heat and power
generator) we are less concerned about the worst-case scenario. Conversely, in the engineering field,
for example when designing a mechanical structure, we aim at dealing with severe variations in the
material properties and operating conditions. Robust optimization is computationally tractable for many
uncertainty sets and problem types, making it appealing. However, when uncertainty can be adequately
modeled and reformulation is computationally feasible, stochastic optimization is generally preferred as
it typically provides better solution quality.

Stochastic optimization often involves multiple stages, where at each stage, a subset of uncertain
elements is revealed, and decisions must be made. Two-stage stochastic programming requires determining
two sets of optimal decisions—one for the first stage and another for the second stage (often referred
to as recourse actions). The first stage decisions are made before uncertainty is revealed, and recourse
actions are applied afterward to recover from feasibility issues due to partial information from the first
stage. For instance, in a vehicle routing problem, if travel times exceed expectations, rescheduling the
route may be required. The overall objective is to minimize the first stage cost and the expected value
of the second one.

A notable approach widely used for stochastic programming is the Sample Average Approximation
(SAA) [12] [13]. In SAA, probability distributions of random variables are approximated by drawing
a finite set of samples, yielding a set of realizations called scenarios. The approach involves solving a
deterministic version of the problem with a copy of the decision variables for each scenario, allowing
estimation of the expected cost by averaging the contributions from each copy. SAA provides high-quality
solutions with a sufficiently large number of sampled scenarios but comes with a significant computational
cost, posing scalability issues.

2.3 Machine Learning
Machine Learning (ML) [14] [15] [16], a pivotal subbranch of AI, eschews explicit programming to solve
complex tasks. Instead, it learns from experience, building statistical models to predict outcomes from
given inputs. These models are trained on historical data, which may be structured (like tabular data
and time series) or unstructured (such as images, text, and audio). ML also encompasses learning from
interactions within an environment that provides feedback.

In recent years, neural networks have become a popular tool for solving problems typically addressed
by ML algorithms. The perceptron [17], a fundamental unit of neural networks, was conceived in
the mid-20th century. However, neural networks have gained prominence only recently, thanks to
technological advancements in the hardware and the avilability of a vast amount of data. These
technological breakthroughs have revived interest in neural networks, stimulating new research and
discoveries in the field.

Deep learning [18], a subset of ML, has gained attention for tackling complex tasks. “Deep learning”
refers to complex neural architectures, with multiple layers and interconnections, that simulate how
the brain works. This approach is effective in complex perceptual tasks like vision, natural language
understanding, and speech recognition.

The extensive literature on ML and deep learning is beyond this the scope of this section. For a
comprehensive overview, additional references are recommended [14] [15] [16] [18].

ML algorithms are broadly classified into three main approaches: 1) supervised learning, 2) unsuper-
vised learning, and 3) reinforcement learning. In this section, we will provide a brief overview of these



22 Background

approaches since some of the concepts are useful for a better understanding of the work realized within
the scope of this thesis.

Supervised learning In supervised learning, the objective is to learn a mapping function f : X −→ Y ,
where X ∈ Rn represents an input vector (information), and Y ∈ Rm is a target vector (desired outcome).
Supervised learning assumes access to a dataset D = {(xk, yk)}K

k=1, where each (xk, yk) is an example,
and K is the number of available examples—a representative sample of the true underlying distribution
P (X, Y ).

Supervised learning is further categorized into classification, when the output belongs to a finite set
of categories, or regression, when the output is numerical.

Given a candidate set h ∈ H, where h : X −→ Y , finding the optimal hypothesis h∗ for the mapping
f is known as training. Formally, this is expressed as:

h∗ = arg min
h∈H

{
K∑

k=1
L(yk, ŷk)

}
(2.15)

Here, ŷ = h(xk; θ), and L is a loss function measuring the dissimilarity between model predictions and
desired outcomes. Common loss functions include categorical cross-entropy for classification and mean
squared error (MSE) for regression.

When H consists of parameterized models h(x; θ) ∈ H with parameters θ, eq. (2.15) becomes:

θ∗ = arg min
θ

{
K∑

k=1
L(yk, h(xk; θ))

}
(2.16)

Supervised learning finds practical applications in various domains, including computer vision (e.g.,
object detection in images), natural language processing (e.g., sentiment analysis, argumentation mining,
machine translation), and time series forecasting.

Unsupervised learning While supervised learning assumes knowledge of the desired outcome,
unsupervised learning [19] operates with input features alone, lacking any associated labels. From a
probabilistic standpoint, instead of estimating the conditional distribution p(y|x; θ), as commonly done in
supervised learning, unsupervised learning seeks to estimate p(x; θ) conditioned solely on the parameters
θ.

Unsupervised learning is widely employed for discovering patterns in data. One prominent application
is clustering, where similar data points are grouped into clusters sharing similar properties. It finds
utility across diverse fields, including computer vision (e.g., grouping pixels for image segmentation),
natural language processing (e.g., text categorization, topic modeling), and market analysis (customers
segmentation, targeted advertising), among others.

Another prevalent application of unsupervised learning is dimensionality reduction. This involves
projecting high-dimensional input features into a smaller space that retains the main properties of
the data. This approach facilitates data interpretation and is often used as a pre-processing step for
supervised models, aiming to enhance their accuracy.

Practical applications include genomics, where dimensionality reduction is employed to analyze
gene expression data, given the simultaneous measurement of thousands of genes; signal processing, to
separate signals into distinct sources; and in natural language processing, where dimensionality reduction
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techniques capture the contextual meaning of words in a lower-dimensional space, enabling more efficient
processing of textual data.

Reinforcement Learning The goal of reinforcement learning (RL) consists of training an agent to
maximize a reward signal received from an environment with which the agent interacts. RL differs from
supervised learning since the agent is not explicitly instructed on how to act. Instead the behavior is
inferred from the interactions with the environment and by observing the actions outcome. Even if
labels are not provided, it is not a subset of unsupervised learning: finding hidden patterns may be
useful to increase the reward but it is not a key part of the paradigm.

An RL system consists of two main entities: an agent and an environment. The environment is a
structured framework that simulates the dynamics and constraints of the real-world scenario relevant to
the task, providing the agent with the necessary context and challenges for learning and decision-making.
Its internal state is accessible through observations. The observations capture only salient features of
the environment state and might not reflect the state in its entirety, i.e. some features might be hidden
from the outside.

The agent is the entity interacting with the environment through actions and capable of processing
the observations. Some examples are: a robot capable of moving, grabbing and leaving objects; a
self-driving cars, with sensors and cameras, which takes the driving decisions; an Energy Management
System that schedules the optimal power flows while minimizing the cost; a recomendation system that
provides the user with personalized content and aims at maximizing the attractibility of a product; a
non-player characters in videogames.

The actions model the outcome of the agent and how it affects the environment’s internal state.
RL does not pose strict restriction on what actions are but they are usually classified between discrete
and continuous: discrete actions are represented with a set of finite choices, while continuous ones
are associated with numeric values. For example, a robot movement might be modeled as a discrete
set of four possible actions (up, down, right, left) or as two-dimensional continuous vector (speed and
direction).

Beside the agent and the environment, other elements of an RL system are the policy, the value-
function and, optionally, a model of the environment. While the reward represents short-term evaluation
of the agent’s behavior, the value-function represents the long-term desirability of a given state. Value-
functions take into account not only the current reward but also the possible future states and rewards.
The policy represents the agent’s behavior: given the current state, it establishes which action should be
performed, and it is formally defined as a function πθ : S −→ A, with parameters θ, where S and A are
respectively the states and actions spaces. In general, it’s stochastic, meaning that can be represented
as probability distribution over states and actions, but it can also be deterministic. Finally, the model
of the environments allows the RL agent to infer additional information about it; for example it may be
able to predict next state before acting.

RL algorithms are mainly adopted to solve sequential decision-making problems by relying on the
Markov decision process (MDP) mathematical formulation. Formally, a fully-observable MDP is defined
by a tuple (S, A, p, r, γ), where S is the set of states, A is the set of actions, p(·|s, a) is the probability
distribution of next states, r(·|s, a) is the probability distribution of the reward and γ ∈ [0, 1], called
discount factor, controls the impact of future rewards.

The sequential decision making problem is then cast down to a recurrent process where the RL
agent interacts with the environment by performing actions according to the policy π. Consequently,



24 Background

these actions provoke the agent’s state transitions. The learning process is then formulated as the
maximization problem of cumulative rewards along state-action trajectories τ , dictated by π.

J(θ) = Eτ∼pθ(τ)

[
T∑

t=1
γtr(st, at)

]
(2.17)

pθ(τ) = pθ(s1, a1, . . . , sT , aT ) = p(s1)
T∏

t=1
πθ(at|st)p(st+1|st, at) (2.18)

where T is the trajectory time horizon.
RL algorithms can be classified into two main categories: model-free and model-based RL. Model-free

algorithms try to find the optimal policy π∗ such that the expected cumulative discounted reward from
the initial state st=1 is maximized. The idea of model-based RL is to learn the model of the environment,
i.e. the transition probabilities p(·|s, a), rather than the optimal policy and then use the learned model
to choose the optimal actions.

Within the model-free family, policy gradient algorithms are widely used when the actions space is
continuous. One such an example is REINFORCE [20]: given a parametric policy πθ, the parameters θ

are optimized by gradient ascent to directly maximize J(θ):

∇θJ(θ) = Eτ∼πθ(τ)

[(
T∑

t=1
∇θ log πθ(at|st)

)(
T∑

t=1
r(st, at)

)]
(2.19)

Policy gradient algorithms are known to suffer from high variance. Several non-mutually exclusive
solutions can be employed to mitigate this issue, such as baseline subtraction to correctly isolate
positive actions. Among the possible baselines, actor-critic (AC) methods are particularly effective
in reducing variance. Instead of using a state-dependent baseline, one can reduce the variance by
computing the advantage of taking an action at in state st. The advantage is defined as Aπ(st, at) =
r + γVπ(st+1) − Vπ(st), where Vπ(st) = Eπ [J(τ)|s = st] is the value function, r is the reward and st+1 is
the next state. Thus, the actor is represented by the policy, whereas the value function acts as the critic.

Conversely, value-function methods aim at estimating the optimal value-function or the advantage-
function which is then used to choose the optimal action at each state. Notable examples of this class of
RL algorithms are Q-learning and SARSA.

Modern RL approaches take advantage of deep learning models as powerful tools for representation
learning [21]. More precisely, neural networks are employed to approximate the policy πθ and Vθ(·). The
scientific community usually refers to this research field as deep reinforcement learning (DRL).

Conclusions

This chapter provided a foundational overview of three research fields: optimization with constraints,
optimization under uncertainty, and machine learning. Each of these domains offers unique insights and
tools for tackling complex problems in various fields.

In optimization with constraints, we explored how optimal solutions can be identified within predefined
boundaries, emphasizing the importance of efficient methods to navigate and exploit the feasible
region. This category encompasses constrained satisfaction problems, addressed through constrained
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programming techniques, and constrained optimization problems, typically tackled using methods from
operations research.

Optimization under uncertainty highlighted the challenges and methodologies for dealing with
unpredictable elements in decision-making processes. The concepts of robust and stochastic optimization
underscore the need for strategies that can adapt and perform well under various conditions. We
described the Sample Average Approximation method as a notable stochastic programming approach.

Finally, ML showed us the power of data-driven approaches in understanding and solving complex
tasks. The rise of neural networks, deep learning, and RL techniques underlines a significant shift
towards systems capable of learning and evolving, pushing the boundaries of what can be achieved
through computational intelligence.





Chapter 3

Informed Machine Learning

In our daily life, we continuously cite and rely on the concept of “knowledge”. But what is knowledge?
How can we assess knowledge of something? What are the origin and nature of knowledge? Epistemology
[22] [23] is the science that addresses these questions. However, there are still no unique and universally
endorsed answers, and research and debate are ongoing.

In the scope of this thesis, we will focus on knowledge from a computer science perspective. We
define knowledge as a set of entities, concepts, and relations between them that have been validated by
trusted authorities or via an empirical protocol. In the context of ML, we refer to prior knowledge as a
source of knowledge that is separated from the learning algorithm and the training data. Despite being
external to the usual ML pipeline, it is clear that prior knowledge is a valuable resource for learning
solutions from experience.

The discipline that studies ML algorithms by explicitly integrating prior knowledge is referred to as
informed machine learning. A formal and clear definition of informed ML is provided in [24]: “Informed
machine learning describes learning from a hybrid information source that consists of data and prior
knowledge. The prior knowledge comes from an independent source, is given in formal representations,
and is explicitly integrated into the machine learning pipeline ”

Figure 3.1 illustrates a schematic representation of an informed ML pipeline, highlighting the process
of deriving a mapping function f from an input domain X to a target domain Y . This mapping
encapsulates various learning paradigms: in supervised learning, it addresses regression or classification

Figure 3.1: Informed machine learning pipeline.
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tasks, mapping input features (domain X) to labels (domain Y ). In the unsupervised paradigm, the
same input domain X leads to either clusters (domain Y in clustering tasks) or a reduced input space (in
dimensionality reduction). RL differs slightly, as X represents the observation space, while Y corresponds
to the action space. The data, or “experience”, feeding into this model encompasses diverse formats
such as images, textual content, tabular structures, and time series. While supervised learning pairs
each input feature x with a corresponding label y, unsupervised learning operates solely on the input x.
RL adds another layer, combining observations with rewards, but it does not provide an optimal action
as part of the target.

The core of the ML pipeline consists of the following steps:

1. Training data. The data are preprocessed to make them digestible by the algorithm.

2. Hypothesis set. As also previously described in section 2.3, a candidate set of hypotheses H is
identified, from which the optimal model is chosen.

3. Learning algorithm. The learning algorithm aims to find the optimal hypothesis h∗ from the
candidate set H.

4. Final hypothesis. The output of the learning algorithm is then selected as the solution for the
problem.

Informed ML techniques are classified based on three dimensions: 1) the knowledge source, 2) the
knowledge representation, and 3) the step of the ML pipeline where knowledge is integrated. In the
following, we provide a short description of each dimension.

Knowledge source As previously mentioned, the knowledge source is validated by a trusted group
of individuals from a specific domain. It can originate from science, world common sense, or human
experts. The source of knowledge is broad and heterogeneous, and the validation process can be formal
or informal, explicit or implicit.

The most common source of knowledge is science, encompassing many disciplines like physics, maths,
chemistry, engineering, and technology. Scientific knowledge is usually well-established through empirical
procedures and formalized in natural laws or algebraic equations that are easy to integrate into an ML
pipeline.

Another readily available source of knowledge stems from the world surrounding us, i.e. facts and
experiences from everyday life that we implicitly acquire. It usually refers to objects and concepts, and
the relations among them. While world knowledge is an extensive and readily verifiable resource, its
formalization into a format that is easily interpretable by ML algorithms can be challenging.

The final major category of knowledge is expert knowledge, which is acquired through years of
specialized work in particular fields. This form of knowledge is especially prevalent in engineering, where
practitioners develop a deep understanding of specific systems through extensive professional experience.
While undeniably valuable, expert knowledge is relatively scarce, often residing with a limited number
of individuals. Furthermore, it frequently takes an informal or implicit form, rooted in intuition rather
than well posed laws or equations.

Knowledge representation The knowledge representation is the formalization used as an interface
with the ML algorithm. In the following, we will briefly overview the most widespread knowledge
representations employed in informed ML (some of them are depicted in fig. 3.1).
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A differential equation is a mathematical equation that involves one or more derivatives of an
unknown function. They are usually employed to describe how a function or a system of functions change
over time or space. Differential equations are classified into various categories depending on the highest
order of the derivatives involved or whether the functions are linear or not, but two of them are the
most common: ordinary differential equations (ODEs) and partial differential equations (PDEs). ODEs
involve derivatives with respect to a single independent variable, for example, time when describing a
dynamical system. On the other hand, PDEs involve derivatives with respect to multiple independent
variables, e.g., Navier-Stokes equations used to model fluid dynamics.

Logic rules [25] [26] are fundamental principles that allow the formalization of knowledge about
entities and their relationships. Logic rules ensure consistency and validity in reasoning and inference.
A rule consists of boolean expressions combined with operators such as or, and, and negation.

An algebraic equation is a mathematical statement that asserts the equality of two algebraic expres-
sions. Algebraic expressions are combinations of variables, constants, and mathematical operations like
addition, subtraction, multiplication, division, and exponentiation. Algebraic equations are used to
describe relationships between quantities and to find values of variables that satisfy the given equation.
Notable examples are the physics laws but also the declarative formulation of an optimization problem.

Probabilistic graphical models are frequently used to model cause-effect relations, especially for expert
knowledge. One such an example are Bayesian networks [27]: a probabilistic graphical model capable of
handling incomplete data and update beliefs with new evidence.

Simulators play a crucial role in replicating physical phenomena that are challenging to reproduce in
real-world settings, like fluid dynamics. These tools serve as approximate yet precise representations
of physical systems. They involve solving a system of complex equations via numerical solvers. The
flexibility of simulators is further highlighted by their ability to be configured with various parameters,
enabling detailed exploration and analysis of specific scenarios.

Knowledge integration Informed ML techniques inject prior knowledge into one of the four steps of
the classical ML pipeline. Informed ML methods that act on the training data usually augment the
available dataset via simulation or expert feedback. When acting on the hypothesis set, the goal is to
find good candidates based on the available knowledge, e.g., when classifying images, employing neural
architectures designed for grid-like input data (e.g., convolutional neural networks [28] [29]). Many
approaches focus on the learning part of the ML pipeline, for example, by adding regularization terms
to the loss function to encode a well-established rule. Finally, informed ML methods might alter the
final hypothesis, forcing it to reflect the prior knowledge.

Symbolic knowledge integration In this thesis, our focus is on symbolic knowledge—knowledge
formalized through symbols and rules, which is both comprehensible to humans and easy to manipulate
by machines. For instance, an optimization problem can be formalized by a domain expert in a declarative
manner. Likewise, algebraic and differential equations are effective tools for depicting complex systems
in a format amenable to human understanding. Moreover, logic programming offers a suite of symbols
and rules for encapsulating general concepts and commonsense knowledge.

The integration of symbolic knowledge in the inference phase of ML models is relatively straightfor-
ward, typically involving the evaluation of outputs from both the ML model and the symbolic engine.
However, the true challenge lies in training ML models to effectively leverage symbolic knowledge.
This endeavor faces numerous obstacles. For instance, neural networks are commonly trained via
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backpropagation [30], necessitating differentiable operations. Yet, computing gradients for operations
that handle symbolic knowledge is often complex. Furthermore, the training stability of data-driven
methods may be compromised by the incorporation of prior knowledge, demanding cautious approach.

Given the diverse origins of symbolic knowledge, the research community has proposed specific
integration methodologies. The subsequent sections of this chapter will summarize state-of-the-art
informed ML techniques that utilize symbolic knowledge, categorizing them based on the type of
representation, namely: 1) algebraic equations, 2) differential equations, 3) simulation results, 4) Bayesian
networks and 5) declarative formulation of an optimization problem.

3.1 Algebraic equations

One effective method to inject knowledge in the form of algebraic equations into an ML algorithm
involves incorporating a regularization term in the loss function. This modification impacts the learning
stage of the pipeline. This solution is frequently adopted in physics to inject some well-known laws. In
supervised learning scenarios, eq. (2.15) is adapted as shown below:

h∗ = arg min
h∈H

{
λs

K∑
k=1

Ls(yk, ŷk) + λpLp(f(xk))
}

(3.1)

In this equation, Ls denotes the standard supervised learning component (such as MSE or categorical
cross-entropy), while Lp represents the regularization term, designed to align predictions with physical
laws. The weights λs and λp correspond to the supervised and physics-informed components, respectively.

For instance, [31] introduced Physics-guided Neural Networks (PGNNs), which incorporate physics
knowledge in the form of algebraic equations as a regularization term in the loss function, specifically
for lake temperature modeling. This method leverages the principle that water density increases
monotonically with depth. Consequently, for any two depths d1 and d2 at a given timestep t, where
d1 < d2, the following inequality must hold:

ρ[d1, t] − ρ[d2, t] ≤ 0

Considering a grid with nd depth levels and nt timesteps, the density difference for consecutive depths
di and di+1 (where di < di+1) is calculated as:

∆[i, t] = ρ̂[di, t] − ρ̂[di+1, t]

A positive value in ∆[i, t] indicates a violation of the physical law. Thus, the regularization term is
defined as:

Lp(ρ̂) = 1
nt(nd − 1)

nt∑
t=1

nd−1∑
i=1

max(0, ∆[i, t])

This approach exemplifies how algebraic equations can model simple physical properties such as
monotonicity and feasible ranges [32]. Notably, physics-informed regularization provides a form of
weak supervision, making it particularly valuable for datasets where human annotations are scarce or
challenging to obtain. For example, [33] demonstrates the feasibility of training CNNs for computer
vision tasks without explicit supervision. They utilized the parabolic equation of free fall to detect
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objects, applying the equation yi = y0 + v0(i∆t) + a(i∆t)2, where yi is the object’s height, y0 and v0 are
its initial height and speed, a = −9.8m/s2 is the acceleration due to gravity, i is the frame index, and
∆t is the duration between frames.

However, adding a regularization term is not the sole approach to embed physics knowledge in the
form of algebraic equations during learning. An alternative strategy involves formulating these equations
as constraints. For instance, [34] [35] [36] describe various methodologies. [35], specifically, augments a
linear support vector machine (SVM) classifier with prior knowledge encapsulated in polyhedral sets
corresponding to each class. These sets, defined by a series of equality and inequality constraints,
represent regions within the input space. Similarly, [36] translates nonlinear known implications into
linear inequalities, subsequently solving the learning problem as a LP problem.

An alternative approach to integrate algebraic equations into ML algorithms involves encoding these
equations directly into the ML model’s architecture. This method effectively constrains the hypothesis
set H. For instance, Lu et al. [37] incorporated physics laws into the intermediate layers of a neural
network, targeting applications in electrochemical micro-machining. Similarly, Ramamurthy et al. [38]
utilized physics-based knowledge combined with the concept of the mean of multiple computations [39]
to enhance the sample efficiency of a RL agent designed for robotic tasks.

The data preparation stage in ML pipelines extends beyond merely considering the dataset size; it
crucially involves the selection and engineering of input features. Algebraic equations offer a method to
enrich the dataset with new features that encapsulate physical properties or constraints. A pertinent
example of this is found in the work of Ladičký et al. [40]. By relying on the Navier-Stokes equations,
they expanded the initial feature vector to include additional features such as viscosity, pressure, surface
tension, and incompressibility. This enriched feature set enabled them to efficiently train a regression
forest [41], significantly reducing the computational resources required to predict subsequent frames in a
fluid simulation process.

Algebraic equations are also used to incorporate symbolic knowledge provided by an expert [32, 36].
For instance, constraints like monotonicity or feasible ranges are typically represented algebraically. In
[32], constraints are added to the loss function as:

arg min
h∈H

L(y, h(x)) + λDLD(h(x)), (3.2)

where x and y denote input and target features, L is the standard supervised loss, and LD represents
the domain knowledge loss, weighted by λD.

In [36], the authors present a distinct approach, employing polynomial regression where the hypothesis
set is defined by:

ŷθ(x) =
∑

|α|≤m

θαxα, (3.3)

with α = (α1, . . . , αD) and total degree m ∈ N. Monotonicity constraints are enforced by controlling the
sign of partial derivatives:

σj
∂ŷθ(x)

∂xj
≥ 0, ∀j ∈ J, x ∈ X, (3.4)

where σj ∈ {−1, 0, 1} indicates the desired monotonicity for coordinate j.
This section explores integrating algebraic equations into ML algorithms, primarily through regu-

larization in the loss function and constraints formulation. Examples include Physics-guided Neural
Networks for lake temperature modeling and polynomial regression with monotonicity constraints. These
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Figure 3.2: Schematic overview of the PINNs computation.

methods enable adherence to physical laws and expert knowledge, enhancing prediction accuracy and
interpretability. Additionally, the use of algebraic equations in data preparation and feature engineering
is highlighted, illustrating their broad applicability in ML pipelines.

3.2 Differential equations

Differential equations play a pivotal role in describing the dynamics of systems evolving over time and
space and are extensively used in physics. These equations are primarily utilized in two steps of ML
pipelines: to enhance the learning process and to define custom architectures that incorporate prior
physics knowledge.

An early attempt to solve differential equations with neural networks is provided in [42]. The solution
is computed as the sum of two terms: the first term satisfies the initial and boundary conditions whereas
the second term is provided by a neural network which is trained to satisfy the differential equation.
The method has been applied to both ordinary and partial differential equations.

A seminal contribution to the fusion of differential equations and neural networks are Physics-Informed
Neural Networks (PINNs), as introduced by Raissi et al. [43]. In this framework, a neural network
is trained in a supervised manner to predict the state of a dynamical system. The authors consider
nonlinear differential equations of the general form:

u(t, x) + N [u, λ] = 0, s.t x ∈ Ω, t ∈ [0, T ] (3.5)

where u(t, x) represents the system state at time t and x is the observable vector within domain Ω ⊂ Rd.
The nonlinear operator N [·, λ] is parameterized by λ, and t ∈ [0, T ] denotes the time interval. An
illustrative example is the resistor-capacitor circuit with a constant voltage generator which is described
by a simple ODE: N [u, λ] = λ (V0 − u(t)), with λ = 1

τ and τ = R · C representing the circuit’s time
constant, V0 is the voltage of the source and u(t) is the voltage value at time t.

PINNs primarily serve two functions: 1) computing data-driven solutions of partial differential
equations, and 2) discovering partial differential equations in a data-driven manner.
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For continuous time models with known parameters λ, the first task is addressed by using PINNs as
follows. The PINN is defined by:

f(t, x) = u(t, x; θ) + N [u] (3.6)

Here, u(t, x; θ), approximating the system state, is represented by a neural network with parameters θ.
The loss function is then given by:

L(θ) = 1
Nu

|u(t(i)
u , x(i)

u ; θ) − u(i)|2 + 1
Nf

|f(t(i)
u , x(i)

u ; θ)|2 (3.7)

where
{

t
(i)
u , x

(i)
u , u(i)

}Nu

i=1
are the initial and boundary training data for u(t, x), and

{
t
(i)
f , x

(i)
f

}Nf

i=1
are

collocation points for f(t, x).
In discrete time models, Runge-Kutta numerical solvers [44] can be applied to Eq. 3.5 to obtain the

system state at the next timestep, un+1, as:

un
i = un+ci + ∆t

q∑
j=1

aijN [un+cj ], i = 1, . . . , q, (3.8)

un
q+1 = un+1 + ∆t

q∑
j=1

bjN [un+cj ] (3.9)

where un+cj (x) = u(tn + cj∆t, x) for j = 1, . . . , q. The specific numerical solver employed is dependent
on the chosen parameters aij , bj , and cj , which define the time stepping scheme. The neural network
computes

[
un+c1(x), . . . , un+cq (x), un+1], and the output of the PINN is

[
un

1 (x), . . . , un
q (x), un

q+1(x)
]
.

The second task that PINNs can achieve is the data-driven discovery of partial differential equations,
specifically identifying the parameters λ that optimally align with the observed data. In this context,
the PINN formulates the function:

f(t, x; θ, λ) = u(t, x; θ) + N [u; λ] (3.10)

Here, the state u(t, x; θ) is approximated using a neural network, and λ denotes the set of parameters
within the PINN. The optimization process involves training not only the neural network parameters
θ but also the PINN parameters λ, by minimizing the loss function 3.7. Considering the RC circuit
example, the PINN is expressed as:

f(t, x; θ, λ) = u(t, x; θ) + 1
τ

(V0 − u(t, x; θ)) (3.11)

where λ = {τ, V0} are the trainable parameters of the PINN.
In the study conducted by Yang et al. [45], physics knowledge is integrated into generative models

in the form of differential equations. Specifically, the conditional probability distribution of the model,
given the latent variable, is constrained by established physical laws. This relationship is represented as
follows:

p(u|x, t, z), z ∼ p(z), s.t. u(t) + N [u] = 0 (3.12)

In this formulation, p(u|x, t, z) denotes the conditional probability distribution of the state variable
u given the observable features x, time t, and latent variable z. The latent variable z follows the
distribution p(z), and the constraint u(t) + N [u] = 0 embeds the physics law into the generative model.
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In the preceding discussion, the focus has been on deterministic models. However, quantifying the
model’s confidence in the solutions of differential equations is often a critical concern. Addressing this,
Zhu et al. [46] propose a novel approach that involves the physics-constrained training of a probabilistic
model. This methodology aims to estimate distributions of possible solutions rather than a single
solution, thereby providing a measure of uncertainty and confidence in the model’s predictions.

So far, our focus has been on physics-informed ML methods that leverage differential equations to
augment the learning phase in ML pipelines. Differential equations can be seamlessly integrated into the
hypothesis set, for instance, through the development of specialized neural architectures. This concept
is extensively discussed in literature [47] [48] [49] [50] [51].

A particularly noteworthy instance is Thermal Neural Networks (TNNs) [51]. In TNNs, complex
thermal models are substituted with more manageable lumped-parameter thermal networks (LPTNs).
LPTNs, while defined by a set of simple ODEs, incorporate prior knowledge about geometry and material
properties. Remarkably, certain unknown terms in TNNs are estimated using a universal approximator,
like a neural network. Due to their simplified structure, TNNs facilitate real-time estimations, finding
practical applications in temperature prediction for electric power systems [52] [53] and electric machines
[54] [55] in automotive and automation industries. A TNN is mathematically represented as:

Ci(θ(t))dθi

dt
= Pi(θ(t)) +

∑
j∈Mi

θj − θi

Ri,j(x(t)) +
n∑

j=1

θ̃j − θi

Ri,j(x(t)) (3.13)

Here, C symbolizes the thermal capacitance, P the power loss, and Ri,j the bidirectional thermal
resistance between nodes i and j of the thermal model, with x(t) being the observable features at time
t and θ the temperature at time t, where M = {1, 2, . . . , m}. Sources for which the temperature is
measurable during operations (such as ambient temperature) are incorporated as ancillary nodes whose
temperature is θ̃. In TNNs, the thermal resistances Ri,j and capacitances Ci are estimated using neural
networks. As evidenced in [51], TNNs not only enhance predictive accuracy relative to purely black-box
models but also offer superior interpretability.

A more direct approach involves employing a neural architecture that reflects the differential equation
modeling the system under study. In this spirit, [47] employs a convolution-deconvolution neural network
to address the task of forecasting sea surface temperature, which is modeled using advection-diffusion
equations. The design of this approach is versatile, enabling its application to a diverse broad range of
transportation problems governed by advection-diffusion principles.

Similarly, [48] introduces Deep Lagrangian Networks (DeLaN), a neural network architecture that
integrates Lagrangian mechanics directly through the Euler-Lagrange equation, which is a second-order
ODE. Although DeLaN does not achieve state-of-the-art results, it demonstrates increased robustness
and sample efficiency. Furthermore, it facilitates real-time robot tracking control tasks.

In a similar spirit, [50] integrates rigid body dynamics into a neural model through a linear comple-
mentarity problem (LCP) [56], providing an analytical method for differentiating through the optimal
solution of the LCP. This integration leads to the creation of a completely differentiable end-to-end
simulator.

This section explores the integration of differential equations into ML algorithms, highlighting
their use in enhancing learning processes and defining custom architectures. Early examples include
Physics-Informed Neural Networks for solving differential equations and predicting system states, and
Physics-guided Neural Networks that incorporate physical laws as regularization terms in supervised
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Figure 3.3: An example of KBANN. Gray lines represent learnt propositions, absent from the initial
ruleset.

learning. The section also discusses how differential equations facilitate the creation of specialized
neural architectures, like Thermal Neural Networks, which estimate complex thermal models using
simplified ODEs. Additionally, it covers approaches like Deep Lagrangian Networks (DeLaN) that embed
mechanical principles directly into neural network architectures for tasks such as real-time robot control.

3.3 Logic rules

Logic rules serve as pivotal tools in representing worldly concepts and commonsense knowledge. They
articulate properties of objects (e.g., SQUARE(x) =⇒ POLYGON(x) ∧ SIDES(x,4)) and relationships
(e.g., isDaughterOf(Anna, Bob) ⇐⇒ isFatherOf(Bob, Anna)). In ML, these rules are predomi-
nantly integrated into the hypothesis set or the learning algorithm of an ML pipeline.

Two principal strategies exist for incorporating logic rules into the model architecture: neuro-symbolic
methods [57–62] and statistical relational learning [63–71].

A pioneering neuro-symbolic method, Knowledge-based Artificial Neural Network (KBANN), trans-
lates a set of rules into a neural network structure. It uses positively/negatively weighted connections to
represent existing/negated relations, respectively. Hidden units in this network are relations absent from
the initial rule set. These weights are further refined through the learning process. Figure 3.3 shown
an example of KNANNs where the given ruleset is {A =⇒ B ∧ ¬C, B =⇒ C }, and gray lines are
additional connections that do not reflect the initial set of rules. While KBANN focuses on propositional
logic, subsequent advancements like CILP [58] and CILP++ [59] extend support to first-order logic.

Statistical relational learning [68], probabilistically integrates logic rules into the hypothesis set.
A notable method within this domain is Markov logic networks (MLNs) [66], which employ Markov
networks—undirected probabilistic graphical models with nodes representing random variables and edges
denoting relations. MLNs blend probabilities into knowledge, articulated through first-order logic rules,
with each predicate assigned a weight indicating its likelihood.

Closely aligned with MLNs is Probabilistic Soft Logic [67], distinguished by two key features. Firstly,
it relaxes boolean truth values to the continuous interval [0, 1]. Secondly, it permits first-order formulas
in conjunctive forms. These modifications render the inference process a convex optimization, thereby
enhancing computational efficiency.
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A recent innovation in statistical relational learning is DeepProbLog [69]. Building upon the
probabilistic logic language ProbLog [72], DeepProbLog incorporates neural models to represent some
grounded facts. It enables joint training of neural networks and probabilistic fact parameters through
gradient descent, leveraging examples for learning.

Another prevalent application of logic rules in informed ML occurs during the learning phase, often
through a regularization term [73–78]. Semantic Based Regularization (SBR) enables an ML model to
concurrently learn from perceptual data and prior knowledge. This prior knowledge is derived from first-
order logic rules, which are transformed into a continuous format using fuzzy logic [79, 80] and t-norm
functions. Such a transformation allows training with gradient-based algorithms and backpropagation.
Differing from traditional logic where predicates are binary ({0, 1}), fuzzy logic permits continuous values
within the interval [0, 1]. A t-norm is defined as a function t : [0, 1] × [0, 1] → [0, 1], characterized by
continuity, commutativity, associativity, monotonicity, and having the neutral element 1. In continuous
representation, these logic rules are incorporated as a regularization term in the loss function, yielding
the loss:

L(f) = ∥f∥2
H +

H∑
h=1

λh(1 − ϕh(f)), (3.14)

where ϕh(f), with 0 ≤ ϕh(f) ≤ 1 and h = 1, . . . , H, represents the t-norm form of the logic rules, and
λh is the weight for the h-th constraint. Equation (3.14) is applicable even in the absence of labeled
data (unsupervised setting), simply by enforcing the fuzzy logic rules.

Hu et al. [77] proposed a model to learn knowledge confidence jointly with the neural network. In their
later work [78], they introduced an iterative student-teacher learning framework. In this framework, the
teacher neural network is derived from projecting the student network into a rule-regularized subspace.
The student network is trained to balance between emulating the teacher’s output and accurately
predicting the true label.

This section explores the integration of logic rules, a key representation of word concepts and
commonsense knowledge, into ML pipelines. We examine two primary integration strategies: neuro-
symbolic methods, such as KBANN and its advancements, which translate logic rules into neural network
structures; and statistical relational learning, notably Markov logic networks and Probabilistic Soft Logic,
which probabilistically blend logic rules with hypotheses. More recently, DeepProbLog integrates neural
models into probabilistic logic for joint training. Additionally, we discuss the use of Semantic Based
Regularization for concurrent learning from data and knowledge, employing fuzzy logic and t-norm
functions for continuous logic rule representation. This approach highlights the sophisticated application
of rule-regularized ML models in both supervised and unsupervised learning settings, advancing the
field of informed ML.

3.4 Simulation results

Simulation software and tools are extensively used in physics to run experiments that are challenging to
replicate in real-world settings. They are usually modeled by an human expert by relaying on a mix
of algebraic and differential equations. The output from these simulations serves as a valuable source
of knowledge, which can be effectively integrated into ML pipelines, often enhancing the training data
[1, 81–85].
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Figure 3.4: Comparison between the SimKern and a traditional ML workflow, as described in [1]
.

Simulation results can be used to generate additional input features. In [1], instead of relying
solely on raw training samples, the authors execute multiple simulations for each sample, subsequently
calculating a similarity score based on the outcomes. According to the experimental results with various
ML algorithms, this simulation-based similarity matrix yields a more distinct separation of data samples
in the input space compared to using raw features alone.

When real data are scarce or expensive to collect, simulation outputs can serve as a more consistent
and reliable target. For instance, [31] employs simulations in lake temperature modeling to supplement
missing historical data.

However, the simulation process can be computationally demanding. In such cases, the simulation’s
output may become the target feature, enabling the training of an ML algorithm to mimic the simulation
process [82]. The resultant surrogate model can match the accuracy of the original simulator while
operating at a significantly faster rate.

In robotics, acquiring real-world labeled data is often expensive or impractical thus preventing deep
neural networks from learning and generalizing effectively. In a scenario where one can rely entirely on
synthetic data for training, [83] explores how CNNs can learn the trajectories of toy wooden blocks using
data generated through a 3D game engine. Their experimental analysis reveals that these networks
are capable of generalizing to real-world images and previously unseen conditions, such as varying the
number of blocks.

In many real-world scenarios, a non-negligible discrepancy may exist between true and simulated
data distributions. To bridge this gap, [85] introduces SimGAN, an approach inspired by generative
adversarial networks (GANs) [86]. This method aims to enhance the realism of simulator-generated
images. SimGAN consists of two networks: a refiner, which strives to improve the simulated images, and
a discriminator that classifies images as real or simulated having access to real but unlabeled images.
SPIGAN [81] is similar to SimGAN, but it additionally leverages physics knowledge by accessing the
simulator’s internal information about the world.

Besides generating additional data, simulator can be employed as a part of the neural architecture
[87] [88] [89], as shown in fig. 3.5. This approach is particular helpful when the simulator is not very
accurate and only a small amount of data are available.
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Figure 3.5: A low fidelity simulator can be incorporated in the architecture of a neural network.
.

Simulation tools, integral in physics for replicating complex experiments, are increasingly utilized
in ML pipelines, often enhancing training data with their outputs modeled through algebraic and
differential equations. These simulations not only provide additional input features and reliable targets
for scenarios with limited real data but also aid in creating efficient surrogate ML models. Techniques like
SimGAN and SPIGAN have been developed to reconcile differences between simulated and real-world
data, improving realism and accuracy. Furthermore, simulations are sometimes integrated directly into
neural network architectures, particularly beneficial when data is scarce or simulations lack precision.

3.5 Bayesian networks

Bayesian networks are probabilistic graphical models that allow to formalize causal relations. A Bayesian
network is a directed acyclic graph (DAG) where each node represents a random variable and the edges
encode conditional dependencies. Formally, for a set of random variables {X1, X2, . . . , Xn}, a Bayesian
network represents the joint probability distribution as:

P (X1, X2, . . . , Xn) =
n∏

i=1
P (Xi|Parents(Xi))

where Parents(Xi) are the nodes with edges directed towards Xi. A simple illustrative example is
depicted in fig. 3.6.

The literature is rich with works that employ Bayesian networks in informed ML [2] [90] [91] [92] [93]
[94]. In the field of clinical medicine, where data can be scarce and the development of a full data-driven
approach is not always viable, Bayesian networks have shown notable applicability. For instance, in
[2], the authors design a decision support system for clinical settings that integrates expert knowledge
with empirical data, demonstrating the practical value of Bayesian networks in complex decision-making
scenarios. As depicted in fig. 3.7, expert knowledge and meta-analysis are used to define the structure of
a Bayesian network, whose parameters are then learned leveraging the available data.

Besides clinical medicine, incorporating prior knowledge in Bayesian networks finds application in
industrial problems, where expert knowledge is usually gathered thanks to many years spent working
on a specific system. For example, [93] explores the combination of principal knowledge and empirical
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Figure 3.6: A simple Bayesian network and the resulting decomposition of the joint probability distribu-
tion.

Figure 3.7: Overview of the Bayesian network-based decision support system developed in [2] (image
from [2]).

data into a Bayesian network to identify the quality characteristics of mechanical products. Similarly,
[94] investigates the fusion of expert knowledge and Bayesian networks for risk and safety analysis in
the chemical and process industry, while [95] demonstrates how Bayesian networks can improve the
efficiency and accuracy of production processes in semiconductor manufacturing.

Due to the lack of statistical expertise, the expert knowledge belief’s might be biased [96]. To
compensate for this limitation, [90] proposes designing Bayesian networks while preserving the expected
value, independent of the expert judgment, of the random variables in the available dataset. This
approach not only mitigates the bias inherent in expert opinions but also enhances the explanatory
capabilities of models in complex domains like medicine and industry, providing a more robust framework
for decision-making under uncertainty.

In summary, Bayesian networks offer a flexible and robust framework for incorporating expert
knowledge in various fields, effectively handling the inherent uncertainty in complex systems. Their
applications range from clinical decision support to industrial process optimization, demonstrating their
versatility and importance in data-driven decision-making.

3.6 Declarative formulation of an optimization problem
Optimization problems are typically defined by human experts in a declarative manner, specifying
decision variables, constraints, and an objective function to be minimized or maximized. This formulation
provides structured source knowledge and delineates the properties of an optimal solution.

OR methods efficiently explore the solution space of these problems. However, the computational
complexity of many optimization problems, particularly NP-hard ones, exponentially increase with the
size of the input (number of decision variables). Despite this, state-of-the-art OR methods can often
find optimal solutions within reasonable, albeit sometimes really long, time.
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Figure 3.8: Illustrative example on how the prediction error might affect the dowstream task loss (image
from [3]).

ML techniques have emerged as a promising tool to develop efficient heuristics [97, 98]. These
methods, often employing deep neural networks, are trained to directly output optimal solutions in a
supervised fashion or to optimize the objective function via RL [98–103]. However, they require extensive
data, struggle with combinatorial structures, and have limited generalizability to larger instances [104].
Moreover, the inherent combinatorial nature of problems is often obscured in the learned function, posing
interpretability challenges.

An alternative approach involves using neural networks to enhance heuristic algorithms [105–107]
or to aid the search process [108–112]. While the former aligns with end-to-end methodologies, the
latter more effectively utilizes problem formulations by integrating with existing solvers. Notably, these
methods assume complete knowledge of the problem at solution time.

In real-world constrained optimization problems, certain parameters of the model might be unknown
at solution time. For instance, in package delivery problems, travel times might be uncertain due to traffic
and weather conditions. Similarly, in production scheduling, customer demands are often unpredictable
and influenced by factors like the time of year or inflation rates. In such scenarios, ML models can
estimate these unknown parameters based on observable features.

In a typical ML workflow, models are trained to maximize accuracy, which involves minimizing
the MSE in regression problems or the categorical cross-entropy in classification problems, thereby
aligning predictions closely with ground-truth values. However, this approach overlooks the influence of
prediction errors on the loss incurred in the subsequent optimization task, i.e., the cost associated with
the optimization problem.

Figure 3.8 illustrates this concept. Consider a problem where the objective is to choose between two
solutions (edges) to minimize cost, formulated as the following binary LP:

min c1z1 + c2z2

s.t. z1 + z2 = 1
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Figure 3.9: Schematic overview of a DFL pipeline. F denotes the feasible region and f the problem
objecitve function.

Here, the edge costs are functions of an observable feature x. The relation between the input feature
and the cost of the first edge is represented by circles, and for the second edge by squares in the figure.
The optimal decision policy, as deduced from the figure, involves selecting the second edge if x ≤≈ 1.2,
and the first edge otherwise. Employing a simple linear regression model as a predictor would result in
errors due to the polynomial nature of the relationship between x and edge costs. Such errors, depicted
in the top right chart of fig. 3.8, hinder the identification of the optimal policy.

The lower part of fig. 3.8 demonstrates two different predictive models. Although these models
exhibit non-zero prediction errors, possibly higher than the previous model, they successfully identify
the optimal decision policy. This is because these models were trained by incorporating knowledge of the
optimization problem, focusing on minimizing the task loss (i.e., c1x1 + c2x2) rather than maximizing
accuracy [3]. Training an ML model to minimize the task loss introduces challenges, which have been
extensively explored in the field of decision-focused learning (DFL) [113]. DFL contrasts with traditional
prediction-focused learning (PFL), which aims at maximizing model accuracy.

A primary challenge in DFL is computing the derivative of the task loss to train the predictive
model using gradient descent. The derivative of the task loss can be expressed using the chain rule of
differentiation as follows:

dL(z⋆(ω̂), ω)
dθ

= dL(z⋆(ω̂), ω)
dz⋆(ω̂) · dz⋆(ω̂)

dω̂
· dω̂

dθ
(3.15)

where ω̂ and ω represent the predicted and ground-truth optimization problem parameters, respectively,
and θ denotes the ML model’s trainable parameters. Calculating the first and last terms of the chain
is straightforward: L is usually differentiable with respect to the solution z⋆(ω̂), and the term dω̂

dθ can
be computed using automatic differentiation tools like TensorFlow [114] or PyTorch [115]. However,
computing the second term dz⋆(ω̂)

dω̂ is challenging for two reasons: 1) the mapping ω̂ → z⋆(ω̂) (i.e.,
computing the optimal solution) may lack a directly differentiable closed-form expression; 2) for many
practical optimization problems (e.g., LP, ILP, MILP), this mapping is either non-differentiable or its
gradient is zero, hindering gradient-based optimization.

The subsequent sections provide an overview of DFL methods addressing these challenges, categorized
into two main approaches (schematically depicted in fig. 3.10: 1) treating the optimization solver as
a layer within a neural network architecture; 2) employing surrogate losses that compute dL(z⋆(ω̂),ω)

dω̂

without explicitly requiring the derivative of the solution process. For a comprehensive survey, readers
are referred to [113].
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Figure 3.10: Solver-as-a-layer (upper) and surrogate loss (lower) DFL approaches.

3.6.1 Solver-as-a-layer

Amos et al. [116] pioneered the integration of an optimization solver as-a-layer of a deep neural network.
Their methodology, named OptNet, embeds QP problems, as defined in eq. (2.8). The core concept
involves employing implicit differentiation of the Karush-Kuhn-Tucker (KKT) optimality conditions [5].
This approach enables the computation of exact gradients of the optimal solution z⋆ with respect to the
parameters of the optimization problem. The gradients are obtained by solving the following system of
linear equations: Q GT AT

D(λ⋆)G D(Gz⋆ − h) 0
A 0 0


 dz

dλ

dv

 =

 −dQz⋆ − dq − dGT λ∗ − dAT v∗

−D(λ∗)dGz⋆ + D(λ∗)dh

−dAz⋆ + db


Here, λ and v represent the Lagrangian multipliers, while D denotes a diagonal matrix. Additionally,
the authors developed a batch QP solver optimized for GPUs, demonstrating reduced computation
time compared to traditional commercial solvers like Gurobi [117] and Cplex [118] used in this setup.
As a practical illustration of its utility, OptNet was successfully applied to solving Sudoku puzzles
without prior knowledge of the game’s rules, showcasing generalization capabilities in comparison to a
conventional end-to-end CNN architecture.

Following the seminal work of Amos et al. [116], several notable extensions have emerged. Konishi
et al. [119] employ gradient boosting algorithm [120] as predictive model. This model, trained in an
end-to-end manner, requires the computation of the second-order derivative of the solution, adding a
layer of complexity to the approach. Concurrently, Agrawal et al. [121] developed a methodology for
differentiating through conic programs, leveraging similar principles to those of [116]. Building upon this,
in their subsequent work [122], they proposed a more generalized solver for convex optimization problems,
further broadening the applicability and scope of optimization within deep learning architectures.

The methodologies previously outlined address the issue of differentiating through the arg min
mapping. However, these approaches encounter limitations when applied to combinatorial problems,
such as LP, ILP or MILP. In these cases, the gradient of the task loss is typically undefined or zero. To
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Figure 3.11: Feasible region (left) and task loss (right) for the illustrative ILP. θ are the parameters of
the ML model.

illustrate this issue, consider the following ILP:

min c1z1 + c2z2

s.t. z1 + z2 ≤ 2
z1 ≥ 0, z2 ≥ 0
z ∈ Z

In this scenario, the cost vector c = (c1, c2) is not known a priori and must be estimated. The feasible
region of this problem, as shown on the left side of fig. 3.11, is finite due to the integer nature of the
decision variables. The right side of fig. 3.11 depicts how the task loss L(z, ĉ) = ĉT z may vary for
a single sample. A minor alteration in the predictions can lead to a discrete change in the optimal
solution within the feasible set. These changes are graphically represented at the steps of L, where the
function becomes discontinuous and, consequently, non-differentiable. In regions where the prediction
modifications do not change the solution, L remains constant, resulting in its gradient being zero.

In LP problems, the optimal solution often lies in the vertices of the feasible region [123], presenting
a major challenge in DFL. To address this, Wilder et al. [124] augment the linear objective function
with the Euclidean norm of the decision variables, formulating the objective as:

z⋆(c) = arg max
z

cT z − µ∥z∥2
2,

creating a continuous mapping ĉ → z⋆(ĉ). The ML model is trained to predict the cost vector c using
backpropagation in the framework of [116]. Rather than the objective function, the task loss is the
regret, defined for minimization problems as:

Regret(z⋆(ĉ, c)) = f(z⋆(ĉ), c) − f(z⋆(c), c), (3.16)

a concept first introduced in [3].
Mandi et al. [125] introduce a differentiable LP solver based on log-barrier regularization. Assuming

an unknown cost vector c, the parametrized LP problem is:

z⋆(ĉ) = arg min
z

ĉT z + λ
∑

i

zi (3.17)

s.t. Az = b, (3.18)
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where the solver approximates the LP’s homogeneous self-dual (HSD) embedding using an interior point
method. Since it solves an LP, this method is computationally more efficient than [124] (which involves
solving a QP).

Similar approaches, employing regularization to make solvers differentiable, are used in other works
for sorting, ranking [126], and multi-label classification problems [127].

For ILP problems, [124] suggests dropping the integrality constraints, treating the resulting LP as
described earlier. Extending this, Ferber et al. [128] introduce Mipaal (MILP as a Layer) for general
MILP problems, using cutting plane methods to align the solutions of the LP and corresponding MILP.
While Mipaal improves performance in terms of regret, it introduces scalability issues due to the cut
generation process.

Besides regularization techniques, an alternative approach to enabling differentiation through solvers
in DFL involves smoothing the objective function by randomly perturbing the predictions [129–131].

Pogančić et al. [129] use a linear interpolation as a perturbation for the mapping ĉ → z⋆(ĉ). This is
achieved by interpolating between the points ĉ and ĉ + δ dL(z⋆(ĉ))

dz |z=z⋆(ĉ). Given the derivative of the
loss with respect to the solution, dL(z⋆(ĉ))

dz⋆(ĉ) , the derivative of the loss with respect to the cost vector is:

dL(z⋆(ĉ))
dĉ

≈
(

z⋆

(
ĉ + δ

dL(z⋆(ĉ)
dz⋆(ĉ)

)
− z⋆(ĉ)

)
. (3.19)

This method has been applied to various problems where the input is an image rather than the problem
formulation, such as the shortest path problem in Warcraft II images [132], a traveling salesman problem
with flag images, and a min-cost perfect matching problem on MNIST images [133].

Sahoo et al. [130] propose using the negative identity matrix for the gradient dz⋆(ĉ)
dĉ during backprop-

agation. They address the issue of instability in scale-invariant optimization problems by projecting the
cost vector ĉ onto the unit sphere.

Berthet et al. [131] present a different approach by modeling the conditional distribution p(z|c),
employing the reparametrization trick [134, 135] for generating samples. They perturb c with a random
vector ϵη̃, where η̃ is sampled from a probability distribution η and ϵ is a temperature value. The
perturbed solution z⋆

ϵ is considered a sample from p(z|c) for a given ϵ. The derivative of z⋆
ϵ can be

estimated via Monte Carlo sampling:

dz⋆(c)
dc

= − 1
ϵM

M∑
m=1

z⋆(c + ϵη(m))ν′(η(m))T . (3.20)

Similarly, Niepert et al. [136] also model the conditional distribution p(z⋆|c) but use the Sum-of-Gamma
distribution for noise generation.

In conventional approaches, predictive models are constrained to estimating the cost vector and do
not allow training in a DFL manner to predict unknown parameters within constraints. To address this
limitation, Paulus et al. [137] introduced CombOptNet, a novel method that integrates an ILP solver
into the architecture of deep neural networks. This integration allows for the simultaneous prediction of



3.6 Declarative formulation of an optimization problem 45

both cost vectors and constraint parameters. The authors propose the following proxy function:

P∆k
(A, b) =


min

j
dist(aj , bj ; y) if y′

k is feasible and y′
k ̸= y,∑

j

Jaj · y′
k > bjKdist(aj , bj ; y′

k) if y′
k is infeasible,

0 if y′
k = y or y′

k /∈ Y,

(3.21)

where dist represents the Euclidean distance between a point and a hyperplane and J·K are the Iverson
brackets. Here, y′

k = y + ∆k is defined as an integer point adjacent to y, oriented in the direction of
dy =

∑n
k=1 λk + ∆k, with ∆k ∈ {−1, 0, 1}n, and λk ≥ 0 are scalar values.

3.6.2 Surrogate loss functions

The methods illustrated in the previous section enable the computation of exact or approximated
values of dz⋆(ĉ)

dĉ , which can be integrated as a layer in a deep neural architecture. In contrast, the
methods described in this section approximate the value of dL(z⋆(ĉ),c)

dĉ where L is the regret as defined in
Equation 3.16. These approaches require the availability of ground-truth cost vectors in the training
data.

One seminal DFL work is the Smart “Predict, Then Optimize” (SPO) approach by Elmachtoub et al.
[3]. They propose the SPO+ loss as a convex upper bound on the regret:

LSPO+(z⋆(ĉ)) = 2ĉT z⋆(c) − cT z⋆(c) + max
z∈F

{cT z − 2ĉT z} (3.22)

The SPO+ loss has a useful subgradient given by:

z⋆(c) − z⋆(2ĉ − c) ∈ ∂LSPO+ (3.23)

which can be utilized to train the ML model via gradient descent.
Mulamba et al. [138] adopt the noise contrastive estimation (NCE) concept [139], which involves

discriminating true data from noise data. In the DFL context, they train a ML model to predict ĉ that
leads the optimal solution and avoid the non-optimal solutions. Their loss function is defined as:

LNCE(ĉ, c) =
∑
z′∈S

f(z⋆(c), ĉ) − f(z′, ĉ) (3.24)

where z′ ∈ S represents the set of non-optimal solutions. Notably, LNCE does not require the computation
of z⋆(ĉ) or its gradient.

The same authors propose an alternative based on self-contrastive estimation (SCE) [140], where the
model’s most likely output is contrasted against the ground-truth solution:

LSCE(ĉ, c) =
∑
z′∈S

f(z⋆(c), ĉ) − f(z′, ĉ) (3.25)

where

z′ = arg min
z∈S

f(z, ĉ) (3.26)
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Mandi et al. [141] develop a surrogate loss function based on pairwise learning to rank [142]. The
model is trained to predict ĉ so that for every pair (z⋆(c), z′), where z′ ∈ S, the rankings are consistent
for both ĉ and c. The loss function, which includes a margin Θ > 0, is:

LPairwise(ĉ, c) =
∑
z′∈S

max (0, Θ + (f(z⋆(c), ĉ) − f(z′, ĉ))) (3.27)

They further extend this approach to the listwise learning to rank framework. The loss is the cross-entropy
between the probability distributions induced by ĉ and the ground-truth c:

LListwise(ĉ, c) = − 1
|S|

∑
x′∈S

pr(x′|c) log pr(x′|ĉ) (3.28)

Recent research has shifted focus to surrogate loss functions in the context of problems with unknown
parameters in constraints [143]. In [143], the authors introduce the concept of post-hoc regret. Given the
uncertainty of the true feasible region at the time of solution, a correction function, z⋆(ω̂) → z⋆

corr(ω̂, ω), is
required. This function projects the estimated solution, z⋆(ω̂), into the true feasible region. Additionally,
a non-negative penalty is imposed for this correction. The post-hoc regret, PReg(ω̂, ω), is then formulated
as follows:

PReg(ω̂, ω) = obj(x⋆
corr(ω̂, ω)) − obj(x⋆(ω), ω) + Pen(x⋆(ω̂) → x⋆

corr(ω̂, ω)) (3.29)

Hu et al. develop correction and penalty functions specifically for linear packing and covering prob-
lems. Furthermore, they extend the method proposed by Mandi et al. [125] by deriving the implicit
differentiation of ∂PReg(ω̂,ω)

∂θ , where θ denotes the parameters of the neural network.
In a subsequent work, [144] they generalize the Branch and Learn framework [145] to train linear

predictive model, via coordinate descent [146], to estimate unknown parameters in the constraints.
However, the approach is applicable only for recursively solvable problems.

Since some of these methods are solver-free, they do not only bypass gradient-related issues but also
offer computational efficiency as computing the optimal solution can be expensive.

This section delves into the integration of optimization problems with ML, emphasizing how declarative
formulations (e.g. decision variables, constraints, and objective functions) can augment data-driven
methods. A pivotal advancement in this field is DFL, which redirects the training emphasis of ML
models from maximizing accuracy to minimizing task loss, an essential consideration for real-world
scenarios. This shift necessitates sophisticated techniques such as incorporating optimization solvers
into neural network structures and employing surrogate losses for approximating task loss derivatives.
These methods enable more effective and interpretable ML solutions for intricate optimization tasks.
While scalability remains a challenge in DFL, recent developments in solver-free approaches have shown
promising outcomes. Additionally, there is a growing interest in extending DFL scope beyond predicting
cost vectors to include estimating parameters within constraints. Section 6.4 will introduce a promising
method that significantly broadens DFL applicability.



Chapter 4

Use cases

Before delving into the details of the designed methods, we will first provide a formal description of the
use cases involved.

The first one is an Energy Management System that can be framed as a sequential decision-making
problem under uncertainty. Finding the optimal power flows is difficult due to uncertainty in energy
production and user demands.

The second use case is a predictive maintenance task which requires to monitor an oil and gas facility
to anticipate faults or anomalies. The main challenge here is the presence of a complex equipment with
several components. On the other hand, a lot of knowledge is available in the form expertise of the plant
operator and the components’ vendor.

We then investigate a synthetic resistor-capacitor circuit which is often used to model thermal
systems.

The last set of problems that we consider are the knapsack and weighted set multi-cover problems.
Despite being abstract, they have been studied for a long time in the OR community and thus they
provide solid bechmarks. Moreover, they find grounding in many practical use cases, as further detailed
in the dedicated section.

For the Energy Management System and the abstract combinatorial optimization problems, the
source of knowledge is the declarative formulation of the problems themselves that we will leverage for a
tighter integration with the ML models.

4.1 Energy Management System

In recent years, power distribution networks have undergone a significant transformation, shifting away
from traditional centralized power stations toward the adoption of distributed energy resources (DERs).
Unlike conventional power stations, DERs offer modularity and proximity to the locations they serve.
DERs draw power from different sources, namely flexible and reliable power sources, e.g. thermal loads,
but also highly uncertain ones, such as photovoltaic or wind plants (or more generally renewable energy
sources). The inherent variability and unpredictability of these renewable systems necessitate intricate
coordination and decision-making processes, typically managed through the implementation of smart
grids.
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Figure 4.1: Schematic example of an EMS.

Within the context of this thesis, we employ the term “Energy Management System” (EMS) to
denote the framework responsible for optimizing the allocation of the most cost-effective power flows
from various DERs and, if applicable, an energy storage unit, which can accumulate surplus energy
for future use. Our EMS framework aligns with the one proposed in earlier works such as [147, 148],
accommodating exogenous uncertainty. This uncertainty arises from uncontrollable deviations in planned
consumption loads and the presence of renewable energy sources (RES).

Based on actual energy prices and on the availability of DERs, the EMS needs to decide: 1) how
much energy should be produced; 2) which generators should be used for the required energy; 3)
whether the surplus energy should be stored or sold to the energy market. Decisions need to be taken
and implemented at fixed intervals, the stages, (e.g. every 15 minutes), so that power balance can
be maintained to prevent grid failure. This results in tight restrictions on the response time for any
decision-making policy. Furthermore, power flows to and from individual generators and the storage
system are subject to capacity constraints that restrict their utilization. Provided that power balance is
maintained, the EMS goal is to minimize the cost over one day of operation since several key pieces
of information (e.g. grid energy prices) are provided with a daily frequency. Typically, historical data
in the form of past energy prices, forecasted and actual power generation, and user load demands are
available for analysis.

The EMS framework presents an ideal opportunity to explore the integration of knowledge into ML
pipelines: some elements are known explicitly (e.g., constraints on power flows and their balance, cost of
buying/selling energy) and can be formulated in a declarative fashion, whereas others are only in implicit
form (e.g., renewable energy generation) but they can be inferred from data via training an ML model.
At the same time, the task is challenging due to the uncertainty that affects some of the power sources
and user demands. As an additional restriction, the uncertainty is assumed to be non-anticipative and
exogenous, meaning that only past load and demands may affect the future values and that decisions
have no impact on the uncertain elements.

For the EMS, it is possible to account for the explicit problem elements by relying on declarative
optimization. In particular, we can model the cost function and the constraints via the following LP,
similarly to what was done by [147]. For stage k we have:
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arg min
z(k)

m∑
i=2

c
(k)
i z

(k)
i (4.1)

s.t.
m∑

i=1
z

(k)
i = x

(k)
load (4.2)

li ≤ z
(k)
i ≤ ui ∀i = 1..m (4.3)

0 ≤ x
(k)
storage − ηz

(k)
1 ≤ q (4.4)

z
(k)
i ∈ R ∀i = 1..m (4.5)

The decision variables z
(k)
i correspond to the power flows from (for a positive sign) or to (for a negative

sign) each power generator, the grid, and the storage system. There is a linear cost associated with every
power flow, except for the storage system, which is associated with index 1. The costs change over each
interval, but they are known at planning time (since they are communicated one day ahead). The net
energy produced must match the observed demands, i.e. x

(k)
load. All flows must satisfy lower and upper

physical bounds, i.e. li and ui. We have li ≥ 0 for every unit except for the grid, since selling energy
is always an option. The energy level in the storage system cannot be negative and cannot exceed its
capacity q. The charging rate η depends on the time interval length and the storage system efficiency.

The LP we have presented can provide feasibility guarantees (assuming the physical limits from/to
the grid are large enough) and optimize the cost for a single stage. It can also be solved quickly enough
that latency constraints are not an issue. However, the model is totally myopic: it lacks any mechanism
to anticipate future load, energy production, and costs. In particular, the model will never store energy
in preparation for price spikes, since, within a single stage, using energy to satisfy demand or selling to
the grid is always more efficient than moving it to the storage system.

4.2 Predictive Maintenance
In an industrial facility, the necessity for maintenance operations arises both to prevent potential faults
and to address faults that have already occurred. The task of determining the optimal schedule for
these maintenance operations is inherently challenging, as both the maintenance operations themselves
and the subsequent repairing actions can entail significant costs. Three primary strategies are typically
employed in this context:

• Prescriptive maintenance. In this approach, maintenance operations are scheduled at a frequency
that minimizes the probability of faults occurring. While this strategy effectively reduces the
incidence of faults, it comes at a high cost due to the frequency of operations.

• Reactive maintenance. This strategy foregoes scheduled maintenance operations entirely, with
repairing actions only being initiated in response to a detected fault. While this approach saves
time and reduces the cost associated with scheduled maintenance, it may result in a higher number
of unexpected faults.

• Predictive maintenance. Under this strategy, a minimal maintenance schedule is established based
on the estimated condition of the facility’s components. The objective is to minimize maintenance
operations without incurring in any faults.
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The field of predictive maintenance has been under study for numerous years, but the emergence of
advanced technologies, such as ML, has significantly enhanced its efficacy. ML algorithms can serve as
predictive models for various tasks, including:

• Early failure detection. The output is 1 if the model predicts that a failure will occur within a
certain amount of time; 0 otherwise.

• Anomalous behaviour detection. Even when the model lacks specific knowledge about the nature
of an impending failure, it can identify unusual behavior patterns that might indicate an anomaly.

• Remaining Useful Life (RUL). This task involves regression, where the model’s goal is to predict
how much longer a machinery component can be used before it needs replacement.

In the scope of this thesis, we focused on two use cases: a real-world oil and gas facility and an
abstract RC circuit system that can be adopted to model thermal components.

4.2.1 Oil and gas facility

Oil and gas extraction is a complex process involving extensive facilities comprising numerous intercon-
nected components. Any faults or malfunctions in this intricate system not only result in economic losses
but can also pose environmental and safety risks to nearby communities. Consequently, the prevention
of anomalies assumes paramount importance in this industry.

During the course of my Ph.D. research, I was involved in a national project where I applied informed
ML algorithms to enhance the operational efficiency of an oil and gas facility. The facility in question
was operated by a prominent multinational corporation headquartered in Italy. To respect confidentiality
and protect sensitive information, the name of the corporation will remain anonymous throughout this
discussion, and it will be simply referred to as “company”.

The goal of the aforementioned facility is the extraction of hydrocarbons from underground reservoirs.
In this operational context, oil and gas retrieved from the reservoirs are channeled from the wells
through a gathering network to a stabilization facility. The role of this facility is to separate the oil,
gas, and water phases, bringing them to stable conditions and subsequently directing them toward
downstream processing facilities. These downstream processes can include refining for the oil component
and integration into the gas distribution network for the gas components, among others.

While the stabilization process itself may be relatively straightforward, its successful execution is
challenged by the frequent fluctuations in process conditions. These variations arise from several factors:

1. Well drilling and expansion. During the initial production phase of the oil and gas field, new wells
are drilled, which leads to changes in the quantity of oil and gas that must be processed.

2. Evolution over the field’s lifecycle. Over the field’s operational lifespan, individual wells tend to
produce an increasing amount of water alongside the oil. This shift alters the composition of the
hydrocarbon stream and subsequently impacts the process conditions.

3. Intermittent well interventions. Periodically, wells are taken out of the production stream for
various reasons, such as conducting well production tests or implementing production optimization
measures like solvent jobs. These actions further contribute to the dynamic nature of the operating
conditions of the plant equipment.
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Figure 4.2: Simplified schema of the oil and gas facility. Dark blue, light blue and yellow lines are the
flows of respectively the oil, water and gas.

The process for handling the oil extracted from the wells involves a sequence of three vessels,
functioning as gravity separators. Due to the distinct densities of oil, water, and gas, specific separation
actions occur within each vessel. A portion of the gas rises to the top part of each separator (depicted
as yellow streams in fig. 4.2), while the water in the oil descends to the bottom part of the separators
(represented as light blue streams). Meanwhile, the oil proceeds from one separator to the next one
(indicated by dark blue streams). Importantly, these separators operate at progressively decreasing
pressures, enabling the removal of additional gas with each successive stage.

Following the third separator, the oil is directed to an oil stabilization column. The oil enters the
upper section of the column, traverses multiple plates, proceeds to a further separator for the removal
of residual water, and then passes through additional plates at the column’s base. Here, it encounters
two reboilers that heat the oil. The heating process at the column’s base induces an upward flow of
vapor, which interacts with the descending oil on the plates, aiding in the removal of any remaining gas.
Finally, the oil is cooled and stored in tanks.

A critical parameter in this process is the residual vapor pressure of the oil stored in the tanks,
known as the reid vapor pressure (RVP). It is imperative that the RVP remains lower than the ambient
pressure (1 bar) to prevent gas release within the tanks. A value exceeding 1 bar indicates a failure to
meet the stabilization requirements, while a very low RVP (e.g., 0.2 – 0.6 bar) suggests waste of energy,
resulting in over-stabilization of the oil.

In this context, precise control of the temperature at the column’s base is of paramount importance.
The temperature must be sufficiently high to achieve an RVP below 1 bar while being low enough to
avoid excessive energy consumption and over-stabilization. The temperature at the base of the column
is controlled through the use of reboilers, which heat the oil via thermal exchange between hot vapor
and oil through a tubing system. Both the quantity and temperature of the vapor can be regulated to
maintain the desired temperature at the column’s base.

4.3 Resistor Capacitor circuit for Thermal Modeling

Ordinary differential equations (ODEs) are mathematical equations that involve derivatives of a single
independent variable. They are a fundamental tool used to model dynamic systems. One practical
example of such systems includes electric circuits with resistors and capacitors. In particular, resistor-
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capacitor (RC) circuits with constant voltage sources find applications beyond electromechanics, such as
thermal modeling [52, 53, 55, 149].

Thermal modeling plays a crucial role in predictive maintenance scenarios where real-time temperature
measurements are essential to prevent irreparable damages (e.g. electric power systems). However,
developing highly accurate thermal models can be computationally expensive. RC circuit models offer a
cheaper yet accurate alternative, requiring only knowledge of the shape and material of the components
involved. These considerations motivated us to incorporate experiments of informed ML techniques in
the context of RC circuit systems.

In a RC circuit, the state evolution is described by the following ODE:

dVC(t)
dt

= 1
τ

(Vs − VC(t)) (4.6)

where VC(t) is the capacitor voltage at time t, Vs is the voltage provided by the generator, and τ is the
time constant which defines the circuit response. Despite being relatively simple, this ODE allows to
investigate physics-informed ML techniques, as we will see in section 5.2.

4.4 Combinatorial Optimization

Within the scope of this thesis, we focused on two combinatorial optimization problems: the knapsack
(KP) and the weighted set multi-cover (WSMC). Although these problems are abstract, they have a rich
history in OR and find widespread real-world applications.

Knapsack The KP [150] is a well-known NP-complete ILP problem with numerous practical appli-
cations such as portfolio optimization, cargo loading, and cutting stock, among others. The primary
objective in the KP is to select a subset of items from a given set that maximizes their total value while
adhering to a specified budget constraint. The formulation is:

max
∑
j∈J

vjzj (4.7)

∑
j∈J

wjzj ≤ c (4.8)

z ∈ {0, 1} (4.9)

where vj and wj are respectively the value and weight for the j-th item, c is the budget/capacity
constraint, zj is 1 if the j-th item is selected and 0 otherwise.

Beside the classical formulation, we also considered a stochastic version where either the capacity
or the item weights are stochastic and unknown at solution time thus requiring recourse actions. For
example, in a production scheduling problem, the items weights might follow a random probability
distribution, such as a Poisson distribution.

Formally, this scenario can be framed as a two-stage stochastic optimization problem with recourse
actions. It involves solving the first stage problem by incorporating an estimate of the unknown
parameters in the model formulation. Subsequently, after uncertainty is revealed, we solve the second
stage by employing a recourse action if the first stage solution was not feasible. The recourse action
allow to add/remove items although at the price of respectively reduced value and higher cost. This



4.4 Combinatorial Optimization 53

penalty approach is actually employed in real-world scenarios; for instance, in a cargo loading problem,
if the capacity is exceeded, we might incur additional costs for disposing of the exceeded items.

The problem is formulated as follows:

max
z,u+,u−

∑
j∈J

(
cjzj + 1

ρ
vju+

j − ρvju−
j

)
(4.10)

s.t.
∑
j∈J

wj(zj + u+
j − u−

j ) ≤ C (4.11)

z ≥ u− (4.12)
z + u+ ≤ 1 (4.13)
u+, u− ∈ {0, 1} (4.14)

where u+ and u− are respectively the selected/removed items during the second stage, w is the realization
of the items weights and ρ > 1 is the penalty coefficient.

Weighted Set Multi-cover The WSMC is a simplified version of a production scheduling problem.
Formally, we assume a factory can manufacture products out of a universe I. Products can be built only
in specific combinations, each associated with a different construction cost and represented as sets over
I. Its formulation is:

min
∑
j∈J

cjzj (4.15)

∑
j∈J

ai,jzj ≥ yi ∀i ∈ I (4.16)

zj ≥ 0, zj ∈ Z ∀j ∈ J (4.17)
(4.18)

Similarly as for the KP, we considered a two-stage stochastic version of the problem where the
demands are uncertain. Unmet demands can still be satisfied by buying additional products but at
a higher cost. Our goal is to meet customer demands d (by either manufacturing or buying) while
minimizing the total cost. Formally, this is a two-stage stochastic optimization problem with recourse
actions. The problem can be modeled via the following MILP:

min
∑
j∈J

cjzj +
∑
i∈I

ρsi (4.19)

∑
j∈J

ai,jzj ≥ yi(1 − wi) ∀i ∈ I (4.20)

(wi = 1) =⇒ si ≥ di −
∑
j∈J

ai,jzj ∀i ∈ I (4.21)

zj ≥ 0, zj ∈ Z ∀j ∈ J (4.22)
si ≥ 0, wi ∈ {0, 1} ∀i ∈ I (4.23)

While the vector of decision variables z specifies how many units of each set should be manufactured, the
additional vector of variables s represents how many units should be bought. Equation (4.20) specifies
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that all estimated demands should be met unless the “flag variable” wi for the respective item is raised,
i.e. wi = 1. In this case, the indicator constraint in Equation (4.21) forces the si variable to be larger
than the unmet demand. The objective combines the cost of manufacturing each set (built using the cj

coefficients) with that of buying items (with the ρ coefficient).



Chapter 5

Knowledge injection methods to
improve predictive models

In this chapter, we explore knowledge integration approaches developed or investigated during my
research activity, specifically tailored to enhance predictive models. The first part focuses on informed
ML methods designed to improve the capabilities and accuracy of predictive models. In the second part,
we delve into the balance between interpretability and accuracy by focusing on specific informed ML
technique that leverages physics knowledge.

The rest of the chapter is organized as follows. In the first section, we describe a general methodology
for integrating a blackbox model into a custom ML pipeline. Before delving into the results for the
aforementioned methodology, we present a preliminary analysis and an anomaly detection system that
we developed for the facility under investigation. In the remaining part of the chapter, we introduce
and provide experimental insights into the physics-informed ML algorithm that was the subject of our
analysis.

5.1 External model integration

In various practical applications, leveraging a blackbox model, whose internal details are inaccessible yet
valuable, is common practice. Consider a large facility with numerous components, often provided from
vendors rather than being internally manufactured. These external models are a valuable form of prior
knowledge and might be characteristic curves describing component behavior, simulators or even ML
models trained on undisclosed data (due to sensitive information concerns, for instance). Integrating
such external models becomes essential when their encapsulated knowledge is otherwise unavailable, or
obtaining similar knowledge is prohibitively expensive.

This situation raises crucial questions: How can we effectively utilize the knowledge from these
external models as they are? How can we seamlessly integrate them into a custom facility’s operational
model? To address these challenges, there is a need for a methodology that enables an easy integration
of external models into the operational framework of a specific facility.

General idea The idea behind the methodology is relatively simple: regardeless its nature, the
external model E is described by the equation y = f(x), where x and y are respectively the input and
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Figure 5.1: First integration schema of the external model.

Figure 5.2: Second integration schema of the methodology.

output variables, and f is a function that maps each x ∈ X to the corresponding y ∈ Y . This approach
is very flexible since it allows to integrate either white or black boxes with custom data-driven models.

In the subsequent part of this section, we present a variety of schemas that exemplify the application
of this methodology and enable to address the aforementioned challenges. Although the source of
knowledge remains constant, each schema may impact a different stage of the ML pipeline, highlighting
the flexibility and generality of the methodologies.

Schema n.1 In industrial plants, particularly with the widespread adoption of IoT solutions, data
collection is mainly realized through sensor measurements. However, this approach is not always feasible,
as certain measurements may require human intervention. This scenario presents several challenges and
limitations: data collected can be noisy and scarce, and the collection operation itself might be costly.
When a specific measurement is valuable and cannot be ignored, it becomes imperative to devise an
economical and efficient method to obtain it.

To address this need, we developed an integration schema that impacts the final hypothesis step
of the ML pipeline and enables fast and cost-effective estimation of hard-to-measure quantities. The
concept, as illustrated in fig. 5.1, is simple yet highly effective: an external model E serves as a proxy to
estimate the value of interest. If E is not overly complex, querying it is more economical than conducting
laborious hand measurements. Moreover, if the external model accurately captures the component’s
behavior, its estimates can even surpass the accuracy of field-collected values, which are susceptible to
noise.

Schema n.2 Ideally, the external model exhaustively encapsulates all necessary knowledge. For
instance, a vendor might train a data-driven model to represent a component across a wide range of
operational conditions. When trained to optimize an accuracy metric (such as minimizing the MSE), the
model inherently considers the entire spectrum of input working conditions as equally relevant. However,
in practical integration within a specific facility, the component often operates within a narrower range
of conditions.
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Figure 5.3: Third integration schema.

In such cases, the emphasis might be on achieving higher accuracy within this plant-specific operational
range, with less concern about performance in the broader spectrum. To address this, we developed
the integration methodology outlined in fig. 5.2. Here, we employ an in-house model A to enhance the
outcomes of the external model by generating predictions Y ′ aligned with the plant-specific working
conditions. As this approach modifies the model architecture, it constrains the initial set of hypotheses we
draw before learning. This integration approach preserves flexibility as it neither necessitates updating
E nor requires knowledge of its internal representation.

Schema n.3 In anomaly detection tasks, the objective is not only to detect ongoing anomalies but
also to identify the source of the anomalous behavior. Returning to the example of a large facility,
it is often essential to understand which components are malfunctioning. We differentiate between
global anomalies, which simply indicate unexpected behaviors in the facility, and localized anomalies,
which provide a more detailed identification of the involved components. To design such a sophisticated
anomaly detection system, we leverage not only the external model but also a valuable source of human
knowledge: the interconnections between the entities within the system, provided by an expert. As
depicted, in fig. 5.3, by leveraging these interconnections, we can design a Bayesian network that reflects
the causal dependencies, where each node is a component.

Similar to the previous schema, we depict an architecture (and thus an hypothesis set) that reflects
these causal relations. Since the external model describe the ideal behaviors, we can use them to estimate
the probability P (X) of an observed variable or to compute the conditioned probability P (Y |X) of
the outcome Y given X. Low probabilities are associated with anomalous or very unlikely working
conditions and by combining these probability values with the Bayes theorem, we can effectively localize
faulty components.

In the context of the Bayesian network depicted in Figure 5.3, the joint probability distribution of
variables X, Y , and Z can be expressed as P (X, Y, Z) = P (X) · P (Y |X) · P (Z|Y ). When this joint
probability is low, examining the values of the conditional probabilities helps identify the nature of the
anomaly. Common scenarios include:

• When P (X, Y, Z) is low, and both P (X) and P (Z|Y ) are high, but P (Y |X) is low, the likely source
of anomaly is E2. Generally, if all conditional probabilities are high except one, this suggests a
localized anomaly in the system.

• If P (X, Y, Z) is low and P (X), P (Z|Y ), and P (Y |X) are all low, it indicates a more widespread
issue across the network, pointing to a global anomaly.

These patterns assist in pinpointing the source of anomalies within the system associated with the
Bayesian network.
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Figure 5.4: Other viable integration schemas derived from the proposed methodology.

Other integration schemas With the sole goal of demonstrating the generality and flexibility of the
integration methodologies, we present an additional set of schemas that were not directly implemented
in this thesis. A schematic overview is provided in fig. 5.4.

In Schema 4, the external model is not utilized to make predictions but to determine the input X

that results in a desired outcome Y . This approach is useful for computing the value of a controllable
variable that produces a specific outcome.

Schema 5 is closely related to Schema 2: the objective is to achieve more accurate predictions Y ′ for
the specific system where the component is installed. The in-house model E is trained to rescale the
input features X to a new range X ′ that aligns with the facility-specific operational conditions. This
approach is beneficial when the operational conditions lie at the boundaries of the benchmark.

If the in-house model is data-driven, the availability of sufficient data is critical for its development.
Unfortunately, in many practical scenarios, data collection is challenging, resulting in scarce facility data.
As demonstrated in Schema 6, we outline an integration schema where the external model E is utilized
to generate new data synthetically. This enables us to augment the available training data with new
ones and enhances the efficiency of the training process.

This section addresses integrating blackbox models, which encapsulate valuable external knowledge,
into ML pipelines for practical applications. Key methodologies include treating any external model
E as a function y = f(x), which allows its seamless integration into various stages of the ML pipeline.
Demonstrated through several schemas, this approach enhances operational models in settings like
industrial facilities, where external models are used for tasks such as estimating hard-to-measure
quantities, enhancing model outcomes for specific operational conditions, and sophisticated anomaly
detection using Bayesian networks. These integration techniques underscore the flexibility in utilizing
external knowledge across diverse scenarios, from proxy estimations and model adaptation to anomaly
localization and synthetic data generation for training enhancement.

5.1.1 Preliminary analysis

The methodology outlined in the previous section was applied to the oil and gas facility introduced in
chapter 4. Before applying the methodology, we performed a preliminary analysis of the data and we
designed an anomaly detection system capable of alerting the plant operator before the value of the
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Figure 5.5: The histogram of the stabilization column temperature values.

column bottom temperature leaves an acceptable range. These preliminary data analyses and the design
of an anomaly detection system played a crucial role in acquiring valuable insights about the system
and served as the foundation for the subsequent development of informed ML techniques for this specific
application.

In particular, we implemented a data-driven solution based on a predictive model as its core, plus
preprocessing and postprocessing modules. Preprocessing transforms the input data so that it is digestible
by the predictive models. During the postprocessing step, raw predictions are aggregated to obtain a
more robust alarm signal, and a multi-objective quality criterion allows the operator to balance the
sensitivity and specificity of the system. For the predictive core, we consider a variety of solutions
including regression and classification approaches, operating with both sequence and aggregated data.
Moreover, models are retrained over time to account for concept drift and evolving operating conditions.

In the investigated oil and gas facility, the RVP is an indicator of stabilization quality and thus of
eventual anomalies. Unfortunately, real-time measurements of the RVP are not available since it is
measured twice a day by human operators. However, according to domain experts, the temperature at
the bottom of the column can be used as a proxy, since the two are highly correlated. Low temperatures
are associated with high RVP values, whereas high temperatures lead to over-stabilization of the oil. In
the considered scenario, a temperature within the [140, 180]°C range is considered acceptable. Its value
can be controlled through the reboilers, which heat the oil through the thermal exchange of hot vapor
and the oil across a tubing system.

As per the previous considerations, the temperature of the bottom of the column provides a natural
target for an alarm system. It is therefore important to characterize its behavior in the context of the
facility under investigation.

We start by inspecting the distribution of the temperature values: the histogram from fig. 5.5 shows
this is not too far from being Normal, with a mean and a standard deviation of respectively 167°C and
6.8°C and a few outlier values at around 120°C (likely related to plan maintenance events). It can also
be seen that the lower bound of the safe interval (140°C) is almost never passed, whereas the upper
bound (180°C) is exceeded a non-negligible number of times. The temperature rarely reaches values
close to 200°C, due to the control systems operating on the plant.

Finally, we attempt a characterization of anomalous events (i.e. out of bounds temperature). In
fig. 5.6, we see an example that is representative of the issues that may affect the facility:

• Multiple anomalies may occur on the same day.
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Figure 5.6: A representative example of anomalous events that may occur during a day.

• Anomalies may have different duration.

• Instances of multiple anomaly events are more probable when the temperature hovers around
180◦C, indicating an going state of alarm.

• As shown in the timeframe 00:00 AM-03:00 AM, the temperature may overcome the desired bounds
in different intervals which are relatively close in time. It is important to decide when they are
classified as different anomalies and when they are assigned to the same one.

Overall, this is a practical scenario that is complex to handle, thus making the design of a well-behaving
alarm system far from trivial.

The goal of this preliminary task was to developed a data-driven system designed to alert the user
when the oil temperature at the bottom of the stabilization column is expected to be outside a specified
[tmin, tmax] interval over the next τ minutes. The idea is that, if we are able to notify the plant operators
with a proper advance, they may adopt suitable containment measures.

In principle, an ML model could be used to obtain predictions about the temperature behavior in
the considered time frame and then to directly warn the operator. More realistically, the predictions
would need to be postprocessed to improve the robustness and sensitivity of the alarm signal. Since
mistakes (both false alarms and missed anomalies) are unavoidable, such a postprocessing step should
be flexible enough to accommodate priorities determined by the plant operator.

The general architecture of our alarm detection method is depicted in fig. 5.7. Data (either historical
or real-time) are collected from remote sensors installed on the plant and stored via an architecture that
records the measurements from the field. The collected data undergo a preprocessing step to make them
digestible for a data-driven approach. Finally, raw predictions require a postprocessing step to generate
an alarm signal that is easily interpretable by and manageable for the human operator.

In the remainder of the section, we will provide additional details about the building blocks of our
method, namely data preprocessing, predictive model, and alarm signal generation, and after that the
results of the experimental analysis.

Preprocessing During the preprocessing step, raw data from the plant are cleaned and transformed so
as to make them digestible by the predictive modules. While certain preprocessing steps are applicable
to both regression and classification models, and are independent of the specific predictive model, others
are tailored to the nature of the task or the characteristics of the model being employed.
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Figure 5.7: Architecture of the designed alarm detection system.

We start by enumerating a list of common practices and then we proceed by describing specific
preprocessing steps. As a first step, we perform missing value imputation, so that we are not later
constrained to choose predictive models that can handle them. Additionally, certain ML algorithms,
such as neural networks, necessitate the standardization of input features to operate optimally within
canonical ranges. To achieve this standardization, we apply a uniform scaling transformation to all input
variables. As a result, all the input features are centered on zero and have unit variance.

We then proceed by describing a task-specific preprocessing step. We previously highlighted that
plant dynamics are relatively slow, and that oil takes a non-negligible time to move between components.
For this reason, feeding synchronous input measurements runs the risk of missing any delayed effect due
to this mechanism. Luckily, a preprocessing step can be used to re-align the input data so as to keep
into account the delayed responses of the stabilization column temperature. Specifically, if we refer to
the m-dimensional input as x, where each input feature xj has a delayed response with lag ∆t′

j and we
want to predict the stabilization column temperature with an advance τ then the result of the alignment
operation will be:

x
(t)
j := x

(t−max(τ,∆t′
j))

j ∀j ∈ {1, . . . , m} (5.1)

This procedure temporally aligns each input feature based on the delayed response without exceeding
the necessary prediction advance.

The alignment operation holds particular significance in the context of regression models. In contrast,
in a classification scenario, our predictions typically pertain to a relatively extended forward interval
([t, t + τ ]), which inherently accommodates the consideration of delayed responses. The delayed values
are identified via a time-lagged correlation analysis between the input features and the stabilization
column temperature; for simplicity, we use the (lagged) Pearson correlation coefficient:

ρXY∆t
= σXY∆t

σXσY∆t

(5.2)

where ∆t is the time lag. As we are working with time-series data, a crucial aspect of the design involves
making thoughtful choices about how to manage the input for the predictive model. Two natural options
are:

• Feeding the predictive model with a sequence of input data, corresponding to a reasonably long
time window.

• Using aggregation function (e.g. common moment statistics such as mean and standard deviation)
to extract meaningful features in the preprocessing step.

Both these solutions can be effective but they require a predictive model that handles the specific data
format.
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Predictive models From an ML perspective, the core predictive task within our system can be
categorized into two distinct approaches:

• Regression. This involves predicting future temperature values τ time units ahead. This task is
more challenging, requiring the estimation of specific temperature values well in advance to enable
timely actions by the operator.

• Classification. This entails determining if the temperature will be within (class 0) or outside (class
1) a predefined safe range in the next τ time units. While less granular than regression, it aligns
more closely with our primary task of ensuring temperatures remain within safe boundaries.

Given the operational context and initial experiments, our focus is primarily on developing classifi-
cation models. These models are designed to indicate whether temperatures are likely to exceed safe
limits, rather than providing detailed temperature predictions. We adopted neural architectures for their
robust performance, but our methodology is not confined to this type of algorithm.

For the regression task, we formulate the problem as learning a function f : X(t) → Y (t+τ), where
X(t) ∈ Rm represents the input features at time t, and Y (t+τ) is the target temperature value at time
t+τ . The training of neural networks for this task is supervised, requiring a dataset D = {(x(i), y(i))}N

i=0,
with each x(i) being the input features and each y(i) being the corresponding target temperature value.

In the classification scenario, the task is binary, aiming to predict whether temperature values will
remain within a safe range. The dataset for this task is labeled as anomalous or non-anomalous based
on whether the temperature exceeds safe limits at any point from [t, t + τ ]. Here, the function to learn is
f : X → Y , where X ∈ Rm consists of input features, and Y is a binary class indicating anomaly. The
dataset for this task is similarly structured to the regression scenario, but with binary targets indicating
anomaly status.

The choice of input format is crucial and depends on the model’s design. If the sequence input is
selected, the data will be in the form of m × w matrices, where w is the window length, and m is the
number of input features. This format is particularly suited for models like 1-dimensional CNNs, which
can exploit the sequential nature of the data. Alternatively, for models designed for aggregated data,
the input is a vector X ∈ Rq, where q = m · u and u is the number of computed statistics (e.g., mean,
standard deviation) for each feature. This aggregated format can be more suitable for models that do
not inherently process sequential data.

Alarm signal generation The primary objective of our system is to generate an alarm signal that is
both easily interpretable by field operators and aligns with business needs. Defining an effective alarm
requires considering several factors:

• Both missed detections and false alarms are detrimental from a business perspective. Operators
should be alerted only when necessary, as investigating a potential danger is costly. Additionally,
frequent false alarms can lead to distrust in the system.

• Technicians do not continuously monitor the alarm system, so multiple closely-timed predictions
can be aggregated into a single alarm signal.

• The lead time provided by anomaly detection should be sufficient for effective intervention and
repairs.
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To meet these requirements, we developed a method to transform raw predictions into interpretable
alarms. While our approach primarily utilizes binary classifier predictions, it can be adapted to regression
scenarios, such as by applying a threshold to the model’s predictions. This method incorporates several
parameters and operations:

• Validation Undershoot: Groups individual predictions to form a coarser-grained alarm signal.
This parameter determines the number of predictions considered when validating an alarm.

• Threshold: The required proportion of anomalous predictions within a group (determined by the
validation undershoot) to trigger an alarm.

• Anomaly Undershoot: Defines the interval within which two anomalous temperature readings
are considered part of the same anomaly. Alternatively, it can specify the required separation
between anomalies for them to be classified as distinct.

• Alarm Undershoot: Recognizes that operators are not constantly monitoring the system.
Anomalies separated by sufficient time are treated as different alarms.

• Minimum Advance: Ensures that alarms provide enough lead time for operators to effectively
respond to potential issues.

• Blurred Area: While strict safe boundaries are used for classifying data, evaluation can be more
flexible. Ground truth values within ∆T °C of the boundaries are excluded during evaluation to
avoid overemphasizing minor anomalies and affecting the evaluation score.

Experimental analysis Training and evaluation were conducted using real data acquired from sensor
measurements at the facility. We used historical data from the period 2018/10/01 to 2019/10/31,
sampled every 5 minutes. The dataset was segmented into four periods, each spanning 10 months, with a
one-month overlap created by shifting the start date for each segment. This segmentation was designed
to evaluate model robustness under changing operational conditions over time, anticipating potential
distributional shifts in the data. Periodic retraining of the model might be necessary, and based on input
from domain experts, it is believed that the plant’s operational conditions evolve gradually. Therefore, a
monthly retraining schedule is considered sufficient to address these changes.

For each of the four segments, the initial 8 months of data were used for training, while the
subsequent 2 months were evenly divided between validation and testing. In the data aggregation phase
of preprocessing, and in agreement with domain expert insights, we calculated the mean, standard
deviation, and the average difference between consecutive values over a 20-minute window, reflecting the
plant’s dynamics.

The evaluation is based on the alarm signal methodology described earlier. For this, the validation,
anomaly, and alarm undershoot parameters are set at 5, 10, and 5 minutes, respectively. We implemented
a threshold of 1 and required a minimum advance of 5 minutes. Temperature values in the range
[175, 180[°C are excluded from the evaluation. Throughout this section, we will refer to true alarms,
false alarms, and missed anomalies as True Positives (TP), False Positives (FP), and False Negatives
(FN), respectively.

Considering the business perspective, both FP and FN are significant, and our aim is to minimize
them jointly. Defining an a priori balance between FP and FN can be challenging; hence, we adopted a
Pareto frontier analysis approach during model selection. This method allows us to present a set of
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Figure 5.8: Average R2 score and the Mean Absolute Error for the MLP and CNN architectures on the
4 datasets.

solutions, enabling the user to choose based on specific business requirements. The threshold for binary
classification notably influences the Pareto analysis, as increasing it reduces FPs but raises FNs. Finding
an optimal threshold balance is crucial.

Our training and evaluation procedure includes the following steps:

1. Select a ML algorithm, identify hyperparameters for tuning, and determine their candidate values.

2. Randomly split the dataset into training, validation, and test sets.

3. Train model instances for each candidate hyperparameter set on the training set, and compute FP
and FN on the validation set. Discard non-Pareto optimal candidates.

4. For each remaining hyperparameter set, train a new model instance on a dataset formed by
appending the validation set to the training set.

5. Perform final evaluation on the test set, assessing both the quality and robustness of Pareto optimal
solutions identified during validation. Model robustness is confirmed if test set results align closely
with those from the validation set.

The hyperparameter search resulted in relatively simple architectures. The MLP comprises three
hidden layers with 24, 12, and 6 units each, ReLU activation function, and L2-regularization. The
CNN consists of a single convolutional layer with 8 filters, a kernel size of 3, and ReLU activation,
followed by two fully-connected layers with 12 and 6 units, ReLU activation, and L2-regularization. In
binary classification tasks, both architectures utilize a sigmoid function at the output layer. Neural
networks were trained for up to 100 epochs, with a batch size of 512. Training stops if no improvement
in the validation set loss is observed after 3 epochs. Network parameters are optimized using the Adam
optimizer with a learning rate of 0.001.

We first present preliminary results for a regression model, which guide our decision to focus on
the classification approach. The models are evaluated for prediction advances up to 25 minutes. Due
to the dataset’s imbalance, we separately compute the mean absolute error (MAE) and R2-score for
anomalous and non-anomalous examples. The results, as shown in fig. 5.8, indicate that the MLP
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Figure 5.9: ROC curve for the binary classification problem.

and CNN accuracy deteriorates rapidly for anomaly ground truth examples as the prediction advance
increases.

Given the regression model’s unreliability in estimating anomalous temperature values, we shifted
our efforts to the classification formulation. In binary classification, the receiver operating characteristic
(ROC) curve is a classic metric for evaluating models, plotting the false positive rate (FPR) against
the true positive rate (TPR). Figure 5.9 demonstrates that the MLP nearly achieves ideal performance,
whereas the CNN slightly surpasses a random classifier. However, relying solely on the ROC curve for
evaluation might lead to disregarding the CNN, despite it being inferior to the MLP in this metric. Yet,
this single metric does not suffice for our specific use case, where the objective is to balance minimizing
both FPs and FNs while meeting business requirements.

To cater to this need, we introduce a business-oriented validation framework utilizing Pareto frontier
analysis. The binary classification threshold significantly influences FP and FN rates, hence our
analysis concentrates on this hyperparameter. However, this evaluation can be extended to include all
hyperparameters. We present results for the neural architectures with threshold values ranging from
0.1 to 0.9, incremented by 0.1. A singular evaluation metric is inadequate for this task; therefore, we
assess not only FP and FN values but also the robustness of the models. Robust models should yield
consistent results across both validation and test sets if the Pareto optimal solutions are valid.

For a fair comparison between the validation and test sets, we normalize FN and FP values.
Specifically, FN is normalized by the total number of anomalies, and FP by the total number of days,
based on the respective set. This normalization results in two distinct metrics: the “FN ratio” and “FP
per day.”

Results for the MLP and CNN across all datasets are depicted in fig. 5.10. The Pareto optimal
solutions computed on the validation set are marked with red points, while the corresponding test
set values are indicated in gold. Solutions on both sets are connected by red lines, with shorter lines
denoting greater robustness in results. Contrary to the ROC curve analysis, the results here are more
consistent, underscoring the limitations of traditional metrics for our specific problem. Notably, for both
models, by tolerating as few as 4 FP every 10 days, we can achieve almost 0 FN.

However, it is important to highlight the MLP’s marginally superior performance over the CNN. In
most cases, the MLP’s solutions on the test set closely mirror those on the validation set, indicating robust
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Figure 5.10: Pareto frontier results for the neural architectures.

performance. On the other hand, the CNN demonstrates some instances of performance deterioration
from validation to test set, suggesting less consistency in results.

5.1.2 Experimental results on the integration methodology

To evaluate the effectiveness of our methodology, we implemented the integration schemas using real-
world data obtained from the oil and gas facility described earlier. Due to the unavailability of a
vendor-provided model, we emulated its behavior by training a ML predictor on simulation data. The
simulation process allowed us to gather data across a wide spectrum of operational conditions, including
scenarios not encountered in the actual facility. This simulation-based approach serves as a surrogate
benchmarking process comparable to what a vendor might conduct.

In our experimental analysis, we considered two instances of the external model, each associated
with distinct tasks:

• Stabilization Process. This includes separators, the stabilization column, and the reboiler. For
this instance, we required a predictive model capable of estimating the RVP, a key measure of oil
stabilization effectiveness.

• Reboiler. Focusing specifically on the reboiler, we needed a separate model to predict the outlet
temperature since its role is crucial in heating the oil properly.

In the remainder of this section, we present experimental evidence of the successful application of
the integration methodology to: 1) the estimation of the RVP, 2) in-house adaptation of the external
model, and 3) the detection of localized anomalies.

Estimate of the RVP As an application of the first integration approach outlined in section 5.1,
we successfully achieved the objective of estimating the RVP. The goal is to gather cost-effective
RVP measurements, a task often assigned to human operators and known to be time-consuming. For
the surrogate external model, we trained a feedforward fully-connected neural network on 75% of
the simulation data (with 20% reserved for validation). Following hyperparameter tuning, the best
performance was achieved with a relatively simple architecture, consisting of a single hidden layer with 8
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Figure 5.11: The external model is used to collect surrogate measurements of the RVP.

Figure 5.12: Prediction errors on the real data. From left to right: linear regression model, external
model and the external model plus the adapter.

units and a ReLU activation function. The prediction errors of this model are depicted in the left-hand
side of fig. 5.11.

As illustrated in the right-hand side of fig. 5.11, while the model captures the overall trend of the
RVP, it exhibits a non-negligible estimation error. Nevertheless, our primary concern is not the precise
value of the RVP but rather whether it falls within the interval of 60-100 kPa, indicating effective oil
stabilization. In this context, our integration schema remains valuable, enabling us to leverage the
external model for a rough yet cost-effective estimate.

In-house adaptation of the external model The aim of the second integration schema described
in section 5.1 is to train an in-house model capable of adapting the external model to the facility-specific
operating conditions. To empirically demonstrate the effectiveness of this approach, we focused on the
reboiler as it was provided by a vendor. The external model employed here is a single-layer neural
network with 8 units and a ReLU activation function, trained on simulation data, as detailed in the
previous paragraph.

As depicted in the middle plot of fig. 5.12, the external model accurately captures the trend but
consistently underestimates the outlet temperature values, implying a translation of its predictions
relative to the true values. To address this, we utilized an offset as the adapter, defined as Y ′ = Y + b,
where b represents the offset and is trained on the available data. We also considered a scenario with
extremely limited data, using only 10 contiguous data points as the training set. To evaluate the
method’s effectiveness, we compared it with a linear regression model trained exclusively on the 10 data
points. Both models were then assessed on the remaining data.
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Figure 5.13: Example of an anomaly affecting the only reboiler.

Results are reported in fig. 5.12, highlighting that the dataset is not sufficiently large and variable
for learning a robust linear regression model. Conversely, the adapter demonstrates its effectiveness by
appropriately translating the external model predictions to align with the correct values. While in this
case the adapter function is simple, the experimental results provide a proof of concept for more complex
situations where the adapter function could, in principle, be nonlinear.

Detecting Localized Anomalies In the last integration methodology, we propose to identify localized
anomalies by relying on the Bayesian networks. Referring with X and Y respectively to the input
and output of the reboiler, we thus need probabilistic models that are capable of predicting: 1) the
probabilities P (X) of observing a specific value of X, 2) the joint probability P (X, Y ) of observing a
specific value of X and Y and 3) the conditioned probabilities P (Y |X) of observing a specific value of
Y given the value of X.

For P (X) and P (X, Y ), we employ the kernel density estimation (KDE) algorithm. For P (Y |X), we
assume that data are distributed according to a Normal distribution N (µ, σ) where the mean µ and
the standard deviation σ are outputs of a neural network. We trained both the KDE and the neural
network (with the same architecture as for the previous methods) on the simulation data and treated
them as vendor-provided models. We then used these models to compute the probabilities values P (X),
P (X, Y ) and P (Y |X). Given these values, there are three possible scenarios:

1. If P (X, Y ), P (X) and P (Y |X) are low then an anomaly is occurring and it involves the whole
facility.

2. If only P (X, Y ) and P (X) are low, then the anomaly pertains to the upstream part of the plant.

3. If only P (X, Y ) and P (Y |X) are low then an anomaly is occurring in the only reboiler.

In fig. 5.13, we show an example of a possible non-ideal behavior affecting the reboiler. The joint
probability P (X, Y ) is low, indicating something anomalous is affecting the plant. At the same time,
P (X) is relatively high, whereas P (Y |X) is low. This aligns with the third scenario previously described:
we can thus hypothesize that the reboiler does not have the ideal behavior. Due to the lack of ground-
truth data, we cannot conclude whether our hypothesis is correct. However, it demonstrates how this
methodology allows fine-grained anomaly detection.
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Discussion Large industrial facilities typically comprise extensive equipment with numerous inter-
connected components, presenting significant challenges in developing predictive maintenance solutions
based on ML algorithms. However, a wealth of knowledge is often available in the form of expert insights,
sourced from human operators in the field or the expertise of component vendors.

In this section, we outline a mathematical framework that enables the incorporation of a general
blackbox component into a ML pipeline. The versatility of the framework is demonstrated by allowing
various integration schemas with different purposes, impacting different steps of the pipeline. More-
over, experimental analysis reveals that the method enhances predictive performances and introduces
capabilities not easily achieved via standard approaches.

The methodology has been successfully demonstrated on simple static equipment, but future works
could address complex pieces of equipment, such as large turbine-driven multiple-stage compressors. As
part of future research directions, it would be interesting to extend the analysis to a larger number of
components or, owing to its generality, to investigate the methodology in different industrial facilities.

5.2 Universal Differential Equation for data-driven discovery
of ODEs

Universal Differential Equations (UDEs) were first proposed in [151]. The formulation relies on embedded
universal approximators to model forced stochastic delay PDEs in the form:

N [u(t), u(α(t)), W(t), Uθ(u, β(t))] = 0 (5.3)

where u(t) is the system state at time t, α(t) is a delay function, and W(t) is the Wiener process.
N [·] is a nonlinear operator and Uθ(·) is a universal approximator parameterized by θ. The UDE
framework incorporates physical knowledge in the hypothesis set, and it is general enough to express
other frameworks that combine physics and ML models. For example, by considering a one-dimensional
UDE defined by a neural network, namely u′ = Uθ(u(t), t), we retrieve the Neural Ordinary Differential
Equation framework [106, 152, 153].

UDEs are trained by minimizing a cost function Cθ defined on the current solution uθ(t) with
respect to the parameters θ. The cost function is usually computed on discrete data points (ti, yi)
which represent a set of measurements of the system state, and the optimization can be achieved via
gradient-based methods like ADAM or stochastic gradient descent (SGD).

In the scope of this thesis, we propose to employ UDEs for data-driven discovery of ODEs and
we investigate their interpretability. More specifically, we restrict our analysis to dynamical systems
described by ODEs with no stochasticity or time delay. The corresponding UDE formulation is:

u′ = f(u(t), t, Uθ(u(t), t)) (5.4)

where f(·) is the known dynamics of the system, and Uθ(·, ·) is the universal approximator for the
unknown parameters. As cost function, we adopt the MSE between the current approximate solution
uθ(t) and the true measurement y(t), formally:

Cθ =
∑

i

∥uθ(ti) − y(ti)∥2
2 . (5.5)
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We consider discrete time models, where the differential equation in (5.4) can be solved via numerical
techniques. Among the available solvers, we rely on the Euler method, which is fully differentiable
and allows for gradient-based optimization. Moreover, the limited accuracy of this first-order method
enlightens the effects of the integration technique on the unknown parameter approximation.

Our analysis starts from a simplified setting, in which we assume that the unknown parameters are
fixed. Therefore, the universal approximator in Equation (5.4) reduces to a set of learnable variables,
leading to:

u′ = f(u(t), t, θ) (5.6)

We consider two approaches to learn Equation (5.6). Given a set of state measurements y in the
discrete interval [t0, tn], the first approach, mentioned by [43] and named here full-batch, involves 1)
applying the Euler method on the whole temporal series with y(t0) as the initial condition, 2) computing
the cost function Cθ, and 3) optimizing the parameters θ via full-batch gradient-based methods. An
alternative approach, named mini-batch, consists of splitting the dataset into pairs of consecutive
measurements (y(ti), y(ti+1)), and considering each pair as a single initial value problem. Then, by
applying the Euler method on the single pair, we can perform a mini-batch training procedure, which
helps in mitigating the gradient vanishing problem [154]. Conversely to the full-batch approach,
which requires data to be ordered and uniform in observations, the mini-batch method has less strict
requirements and can be applied also to partially ordered datasets.

5.2.1 Experimental analysis

The UDE framework is extensively employed in applied sciences for estimating the evolution of dynamical
systems and for data-driven discovery of differential equations. Despite numerous proposed variants
and investigations into various applications, a detailed analysis of the framework’s capabilities and
limitations is absent in the literature.

Using the RC circuit system as a use case, we performed a preliminary analysis, focused on ODE, by
addressing 4 questions of scientific interests:

1. How does the training procedure affect the accuracy of predictions and the efficiency of the training
itself? To address this question, we conducted a comparison between the full-batch and mini-
batch. The mini-batch offers distinct advantages over the full-batch. Firstly, it can be applied
to partially ordered time series. Secondly, it does not need to consider the whole input data as a
single initial value problem, thereby preventing the development of very deep neural architectures,
which are challenging to train.

2. How does the solver accuracy impact the approximation of unknown parameters? In the UDE
framework, the model is trained to predict the system’s evolution accurately by learning an
approximation of the unknown parameters, minimizing the cost function Cθ. The formulation
relies on the integration method to approximate the system state u(t). However, the numerical
solver may introduce approximation errors affecting the entire learning procedure. Since the Euler
method is a first-order method, its error depends on the number of iterations per time step used
to estimate the value of the integral. Thus, our analysis allows for direct control over the trade-off
between execution time and solver accuracy.

3. How accurately can UDE approximate an unknown functional dependence? Leveraging the universal
approximator in Equation (5.4), the UDE framework can learn not only fixed values for unknown
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Table 5.1: Comparison between mini-batch and full-batch methods.

Vs τ Vc(t) Time

mini-batch 0.027 ± 0.013 0.163 ± 0.101 0.021 ± 0.010 9.21 ± 39.49
full-batch 0.018 ± 0.021 0.200 ± 0.081 0.014 ± 0.020 26.19 ± 5.69

parameters but also functional relationships between them and observable variables. Consequently,
we express system parameters as functions of observable variables and investigate the capabilities
of UDE in function reconstruction.

4. Can we leverage the known dynamics of the system under analysis to design the data collection
process and enhance approximation accuracy? Since UDE is as a data-driven approach, it is
crucial to explore its effectiveness under diverse data samplings. Simultaneously, we can utilize the
knowledge of the differential equation to assess whether the collected samples are adequate for
accurately learning the system parameters.

Evaluation and experimental setup. We evaluate the model accuracy by relying on two metrics:
the absolute error (AE), to evaluate the estimation of the parameters, and the root mean squared error
(RMSE), to study the approximation of the dynamic system state. For each experiment, we perform 100
trials, normalize the results, and report mean and standard deviation.

Training Procedure We conduct a comparative analysis between the full-batch and mini-batch
methods to determine their accuracy and efficiency. High-precision simulation is employed to generate
RC circuit data, with an initialization of Vc(0) = 0. We sample 100 values for Vs and τ within the ranges
[5, 10] and [2, 6], respectively. Data is generated using the analytical solution of Equation 4.6. From
each resulting curve, we sample 10 data points (Vc(t), t), equally spaced in the temporal interval [0, 5τ ].

We assess the accuracy of UDE in approximating unknown parameters and the system state, tracking
the total computation time required for convergence. Notably, the mini-batch has an advantage over
the full-batch: the latter predicts the entire state evolution given only the initial state u0, while
the former reconstructs the state evolution with intermediate values. To ensure a fair comparison,
predictions of the mini-batch are fed back to the model to forecast the entire temporal series with only
u0.

As illustrated in Table 5.1, both full-batch and mini-batch accurately approximate Vs and Vc(t)
whereas the approximation of τ exhibits a non-negligible error. Notably, full-batch requires almost
three times the computational time to converge. Given the similar estimation accuracy of both methods,
we conclude that mini-batch is a more efficient method for training UDE compared to full-batch.
Consequently, we employ the mini-batch in the remaining experiments.

Solver Accuracy In the context of ODE discovery, our focus is on approximating unknown system
parameters. Despite an overall accurate estimation of the system state, the previous analysis results
indicate that the UDE framework does not achieve high accuracy in approximating system parameters.
This model inaccuracy may stem from the approximation error introduced by the integration method.
To investigate the impact of solver accuracy on the approximation of unknown parameters, we conduct
tests with different levels of solver accuracy by increasing the number of iterations between time steps in
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Figure 5.14: UDE training time as a function of the number of iterations per time step of the Euler
method.

the integration process. A higher number of iterations per time step of the Euler method is expected to
yield more accurate solutions of the ODE; however, this comes at the cost of increased computational
time, as shown in Figure 5.14.

Figure 5.15: Average and standard deviation of the AE as a function of the number iterations per time
step of the Euler method.

For this experiment, we use the same data generated for the Training procedure experiment. In
Figure 5.15, we present the approximation error of the UDE framework when applying the Euler method
with an increasing number of steps. As anticipated, in both use cases, increasing the precision of the
Euler method leads to more accurate estimation of ODE parameters until reaching a plateau after 10
iterations per time step.

Functional Dependence and Data Sampling In real-world scenarios, the dynamical systems often
depend on a set of external variables, or observables, influencing the system’s behavior. These elements
can include environmental conditions or control variables that affect the evolution of the system state.
For example, since the RC circuit is often used to model thermal heating of mechanical components, such
as rotating equipment, the temperature value might depend on some observables such as the external
forces or the ambient temperature. As a preliminary analysis, we thus investigate the UDE framework
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Figure 5.16: Linear coefficients and predictions error as a function of the EOH.

in the presence of observables, assuming a linear dependency between the independent and dependent
variables.

In particular, we consider a controlled setup where τ is a linear function of a continuous input variable
x changing over time, defined as τ(x) = ax, where a and x are scalar values. Unlike previous experiments,
we assume Vs to be known and equal to 1 to focus our analysis on the accuracy of approximating the
linear relationship. Since the value of τ changes over time, we cannot rely on the analytic solution of
Equation (4.6) to generate data. Therefore, we generate samples from one time step to the next by
using a high-resolution integration method, namely the Euler method with 10, 000 iterations per time
step. In the generation process, the linear coefficient a is randomly sampled from a uniform probability
distribution in the interval [2, 6], and the observable x is initialized to 1 and updated at each time step
according to the equation:

x(t) = x(t − 1) + ϵ, with ϵ ∼ U[0,1].

This procedure allows reasonable variations of τ to prevent physically implausible data. During the
learning process, considering the results from the Solver Accuracy experiment, we use 10 iterations per
time step in the Euler method as a trade-off between numerical error and computational efficiency.

In this set of experiments, our focus is on evaluating the UDE accuracy in approximating the unknown
linear dependence. The resulting absolute error in the approximation of the linear coefficient a is
0.24 ± 0.27, indicating that the model is not correctly approximating the functional dependence.

Given that UDE is a data-driven approach, we hypothesize that the estimation errors may arise from
data quality. Since we simulate the RC circuit using a highly accurate integration method resolution,
we can assume that data points are not affected by noise. However, the sampling procedure may have
a relevant impact on the learning process. The time constant τ determines how quickly Vc(t) reaches
the generator voltage Vs, and its impact is less evident in the later stages of the charging curve. Thus,
sampling data at different time intervals may affect the functional dependence approximation.

To investigate how data sampling affects the linear coefficient estimation, we generate 10 data points
in different temporal regions of the charging curve, considering intervals of the form [0, EOH], where
EOH ∈ (0, 5τ ] refers to the end-of-horizon of the measurements. Since τ changes over time, we consider
the maximum as a reference value to compute the EOH. As shown in Figure 5.16, the linear model
approximation is more accurate when data points are sampled in an interval with EOH ∈ [1.5τ, 3τ ],
where Vc(t) reaches approximately 77% and 95% of Vs, respectively. With higher values of EOH, the
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sampled data points are closer to the regime value Vs, and the impact of τ is less relevant in the system
state evolution. Thus, the learning model can achieve high prediction accuracy of Vc(t) without correctly
learning the functional dependence.

Discussion In this section, we provide an in-depth analysis of the UDEs framework for solving the
data-driven discovery of ODEs. Our experimental findings demonstrate that the mini-batch gradient
descent is faster than the full-batch version without compromising final performance. We highlight
challenges that arise when combining data-driven approaches and numerical integration methods, such
as discrepancies in accuracy between state evolution prediction and system parameter approximations.
We investigate integration method precision as a potential source of error and discuss the trade-off
between approximation accuracy and computational time. Additionally, we explore the significance of
the data collection process in achieving higher parameter approximation accuracy. In summary, our
analysis reveals that interpretability is not straightforward when using UDE. The blackbox model may
have a negative impact, and therefore, the training data collection and learning approach should be
carefully designed.

Several future works are viable. To name a few: i) testing different numerical integration solvers
(e.g., higher-order Runge-Kutta ), ii) considering the unknown parameters to be stochastic, rather than
deterministic, iii) extending the analysis to PDEs or stiff equations.



Chapter 6

Knowledge Injection Methods to
Enhance Decision Support Systems

Decision support systems aim to facilitate or improve strategic decisions made by human operators.
Consider the example of a logistics company tasked with scheduling a fleet of vehicles for delivering a
large quantity of products. Finding a cost-effective route is a complex task and is challenging for a human
alone due to several reasons: 1) the number of potential solutions is prohibitively large, 2) travel times
might be unknown and need estimation, 3) new customers might emerge. An ML model can assist the
logistics company by addressing some of these challenges: a predictive model can estimate travel times
and handle uncertainties arising from new customers. However, ML struggles with combinatorial decision
spaces, while combinatorial optimization algorithms provides more effective techniques to address this
challenge.

If we can find a way to effectively integrate learning methods with combinatorial optimization, we
would be able to tackle all the aforementioned challenges. In this chapter, we describe a methodology to
exploit the declarative formulation of an optimization problem into ML workflows. We start by describing
a first integration attempt where only a part of the solution process (i.e. constraints propagators) is
distilled in the neural network weights, showing advantages and drawbacks. We then present a new
unification framework named, unify, for methods that combine learning and combinatorial optimization.
We demonstrate that our method is a generalization of approaches widely used for decision support
systems, such as DFL, constrained RL, hybrid offline/online optimization, and stochastic optimization.
In the last part of the chapter, we introduce a specific instance of unify developed during my research
activity, which widens the applicability of DFL.

6.1 Injecting Constraints Propagators in Neural Networks

Given enough data, DNNs are capable of learning complex input-output relations with high accuracy.
Recent work has shown how this applies also to the solution process of CSPs, at least to some degree:
examples include the approach from [155], relying on a pool of solutions, or RL approaches inspired
by [102], relying on solution checkers/evaluators. This class of approaches, while still not close to the
state of the art in combinatorial decision making, may have advantages in terms of robustness and when
implicit soft or hard constraints are present. For example, course timetables often need to take into
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account both explicit constraints (e.g. preferences, capacities) and informal agreements or manually
enforced rules.

For CSPs, informed ML allows to leverage well-defined sources of symbolic knowledge at training,
which cannot however be easily exploited at search time, e.g. particularly expensive (e.g. NP-hard)
propagators [156]. In this context, a deep learning approach may learn to satisfy such constraints without
the need for a propagator at search time.

In this section, we will describe a method that trains a network for identifying variable-value
assignments that are likely to be feasible. We will assume the availability of both implicit knowledge
(from data), and explicit symbolic knowledge that can be accessed prior to the search process.

Rather than tackling a real-world problem directly, we perform experiments in a controlled setting,
with the aim to gauge the potential of the approach and identify the key challenges. The idea, in the
spirit of [157], is to test the ground before starting the complex and time-consuming endeavor of applying
such methods in a real-world use case.

In detail, we use as a benchmark the Partial Latin Square (PLS) completion problem, which requires
to complete a partially filled n × n square with values in {1..n}, such that no value appears twice on any
row or column. Despite its simplicity, the PLS is NP-hard, unless we start from an empty square, it has
practical applications (e.g. in optical fiber routing), and serves as the basis for more complex problems
(e.g. timetabling). We focus on the only PLS due to its clear structure, availability of multiple solutions
that can be easily generated, and its single defining parameter (size).

Using a classical constrained problem as a case study grants access to symbolic domain knowledge
(the declarative formulation), and facilitates the generation of empirical data (problem solutions). This
combination enables controlled experiments that are impossible to perform on real-world datasets.

As a baseline, we train on a pool of solutions a problem-agnostic, data-driven, approach. We then
devise a simple method to extract multiple training examples from a finite set of solutions, and we
define a technique, building over Semantic Based Regularization, [158] to inject at training time domain
knowledge coming from constraint propagators. We then adjust the amount of initial data (empirical
knowledge) and of injected constraints (domain knowledge) and assess the ability of the approach to
identify feasible assignments.

Baseline method The analysis that we aim to perform requires a data-driven technique that can
solve a constrained problem, with no access to its structure. In the approach from [159], a neural
network is used to learn how to extend a partial variable assignment so as to retain feasibility. Despite
its limited practical effectiveness, this method shares the best properties of constraint acquisition (no
explicit problem information), without being restricted to constraints expressed in a classical declarative
language.

This last approach was chosen as our baseline, since it represents (to the best of our knowledge) the
data driven method for constraint problems that requires the least amount of problem knowledge. In
particular, it requires neither information about the problem constraints (like e.g. [155]), nor a fully
known (or at least evaluable) problem model like all RL approaches.

The baseline approach is based on training a neural network to extend a partial assignment (also
called a partial solution) by making one additional assignment, so as to preserve feasibility. Formally,
the network is a function:

f : {0, 1}m → [0, 1]m (6.1)
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Algorithm 1 Deconstruct(x)
1: D = ∅
2: while ∥x∥1 > 0 do
3: Let y = 0 # zero vector
4: Select a random index i such that xi = 1
5: Set xi = 0, set yi = 1
6: Add the pair (x, y) to D
7: return D

whose input and output are m dimensional vectors. Each element in the vectors is associated to a
variable-value pair ⟨zj , vj⟩, where zj is the associated variable and vj is the associated value. We refer
to the network input as x, assuming that xj = 1 iff zj = vj . Each component fj(x) of the output is
proportional to the probability that pair ⟨zj , vj⟩ is chosen for the next assignment. This is achieved in
practice by using an output layer with m neurons with a sigmoid activation function. The setup makes
no assumptions on the constraint structure but requires a fixed problem size and variables with finite
domains.

Dataset Generation Process. The input of each training example corresponds to a partial solution
x, and the output to a single variable value assignment (represented as a vector y using a one-hot
encoding). The training set is constructed by repeatedly calling the randomized deconstruction procedure
of Algorithm 1 on an initial set of full solutions (referred to as solution pool). Each call generates a
number of examples that are used to populate a dataset. At the end of the process, we discard multiple
copies of identical examples. Two examples may have the same input, but different output, since a single
partial assignment may have multiple viable completions.

Unlike [159], here we sometimes perform multiple calls to Algorithm 1 for the same starting solution.
This simple approach enables to investigate independently the effect of the training set size and of the
actual amount of empirical knowledge (the size of the solution pool).

Training and Knowledge Injection. The basic training for the NN is the same as for neural
classifiers. Since the network output can be assimilated to a class, we process the network output
through a softmax operator, and then we use as a loss function the categorical cross-entropy H.
Additionally, we inject domain knowledge at training time via an approach that combines ideas of SBR
and constraint programming.

Without loss of generality, we assimilate domain knowledge to a constraint propagator, in the sense that
it can be used to flag specific variable-value pairs as either feasible or infeasible. In our experimentation,
we indeed use a classical propagator (forward checking) as the source of symbolic knowledge.

Formally, given a constraint (or a collection of constraints) C, here we will treat its associated
propagator as a multivariate function such that Cj(x) = 1 iff assignment zj = vj has not been marked
as infeasible by the propagator, while Cj(x) = 0 otherwise. Given that, we formulate three different
approaches to augment the loss function with an SBR inspired term.

The first one relies on the usual assumption that pruned values are supposed to be provably infeasible.
Given an example ⟨x, y⟩, we have:

Lnegative
sbr (x) =

m−1∑
j=0

((1 − Cj(x)) · fj(x)) (6.2)
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Algorithm 2 feastest(X, C, h)
1: J∗ = arg maxj|Cj (x)=1{hj(x)} {Most likely assignments}
2: Select j∗ uniformly at random from J∗

3: Set xj∗ = 1
4: if solve(x, Cpls, hrnd) ̸= ⊥ then
5: return 1 {Globally feasible}
6: else
7: return 0 {Globally infeasible}

i.e. increasing the output of a neuron corresponding to a pair flagged as infeasible incurs in a penalty
that grows with fj(x).

For the other two methods, we just acknowledge that the domain knowledge may be incomplete,
discouraging provably infeasible pairs, and encouraging the remaining ones. The only difference is in
the cost function. In one instance the cost function is the binary cross-entropy, since for each partial
solution there may exist many global viable completions, and the SBR inspired term is:

Lbce
sbr(x) =

m−1∑
j=0

(Cj(x) · log(fj(x)) + (1 − Cj(x)) · log(1 − fj(x)) (6.3)

In the other case instead we employ the MSE as cost function for the SBR-inspired regularization:

Lmse
sbr (x) =

m−1∑
j=0

(Cj(x) − fj(x))2 (6.4)

Our full loss is hence given by:

L(x, y) = H

(
1
Z

f(x), y

)
+ λLsbr(x) (6.5)

where Z is the partition function and the scalar λ controls the balance between the cross-entropy term
H and the SBR term, i.e. the amount of trust we put in the incomplete domain knowledge. Since
we assume the domain knowledge/propagator to be incomplete, there is a risk of injecting incorrect
information into the model. In practice, this is balanced by the presence of the categorical cross-entropy
term in the loss: only the single pair that comes from the deconstruction of a full solution will be
associated with a non-null component, and this pair is guaranteed to be globally feasible.

The method can be applied for all known propagators with discrete, finite domain, variables. By
adapting the structure of the SBR term, it can be made to work for important classes of numerical
propagators (e.g. those that enforce Bound Consistency).

Evaluation and Knowledge Injection. We evaluate the approach via a constraint solver, a classical
PLS model, and a randomized search strategy. Formally, we assume access to a function solve(x, C, h),
where x is the starting partial assignment, C is the considered (sub)set of problem constraints, and h is
a probability estimator for variable-value pairs (e.g. our trained NN). The function runs a depth-first
search using the Google or-tools [160] constraint solver: the variable-value pair for the left branch is
chosen at random with probabilities proportional to h(x′), where x′ is the current state of assignments.
The solve function returns either a solution, or ⊥ in case of infeasibility.
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Our main evaluation method tests the ability of the NN to identify individual assignments that are
globally feasible, i.e. that can be extended into full solutions. This is done via Algorithm 2, which
1) starts from a given partial solution; 2) relies on a constraint propagator C (if supplied) to discard
some of the provably infeasible assignments; 3) uses the NN to make a (deterministic) single assignment;
4) attempts to complete it into a full solution (taking into account all problem constraints, i.e. Cpls).
Replacing the NN with a uniform probability estimator provides an uninformed search strategy. We
repeat the process on all partial solutions from a test set and collect statistics. This approach is identical
to one of those in [159], with one major difference, i.e. the ability to use a constraint propagator for
“correcting” the output of the probability estimator. This enables us to assess the impact of using the
offline knowledge directly during the search, something that is allowed in our controlled setting, but
that would be impossible (e.g.) with an actual simulator.

Unlike in typical ML evaluations, accuracy is not a meaningful metric in our case, as it is tied to the
(practically irrelevant) ability to replicate the same sequence of assignments observed at training time.
Incidentally, accuracy is very low when measured in the traditional way in all our experiments.

6.2 Empirical Analysis

In this section we discuss our experimental analysis, which is designed around three key questions:

Q1: Does injecting knowledge at training time improve the network’s ability to identify feasible assign-
ments?

Q2: What is the effect of adjusting the amount of available empirical knowledge?

Q3: Can knowledge injection improve the ability to satisfy constraints in a soft fashion, i.e. in terms of
the number of violations?

While Q1 and Q2 focus on the feasibility of individual assignments, Q3 assumes that some degree
of infeasibility can be tolerated. We present a series of experiments in our controlled use case that
investigate such research directions. Details about the rationale and the setup of each experiment are
reported in dedicated sections, but some common configurations can be immediately described.

We perform different experiments on 7 × 7, 10 × 10 and 12 × 12 PLS instances, resulting respectively
in input and output vectors with 343, 1000 and 1728 elements. For all the experiments, we use a
feed-forward, fully-connected neural network with three hidden layers, each with 512 units having ReLU
activation function. This setup is considerably simpler than the one we used in [159], but manages to
reach very similar results. We employ the Adam optimizer from Keras-TensorFlow 2.0, with default
parameters. We use a batch size of 2048 for experiments on the PLS-7, whereas we adopt a batch size of
50,000 for the ones on PLS-10 and PLS-12.

Regularization methods comparison and λ-tuning As a first step to evaluate the impact of
knowledge injection at training time, we compare the regularization methods and evaluate how the λ

value affects the performance of each of them. We focus on the PLS-12, which is the greatest dimension
among the ones examined in this work so that advantages and limitations for each method can easily
emerge. We refer as negative, bce and mse to the methods which respectively employ the SBR-inspired
loss functions described in eq. (6.2), eq. (6.3) and eq. (6.4).
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Figure 6.1: Effect of the injection of the all constraints at training time comparing the regularization
methods for different λ values, on the PLS-12.

Figure 6.2: Effect of the injection of the only rows constraints at training time comparing the regularization
methods for different λ values, on the PLS-12.

The evaluation concerns whether injecting domain knowledge at training time may help the neural
network in the identification of feasible assignments, assuming the same knowledge is not available at
search time. We also assume in this instance that a large number of historical solutions is available.

This experimentation is motivated by practical situations in which: 1) a domain expert has only
partial information about the problem structure, but a pool of historical solutions is available; 2) some
constraints (e.g. from differential equations or discrete event simulation) cannot be enforced at search
time. In detail, the training set is generated using the deconstruction approach from Algorithm 1,
starting from a set of 10,000 PLS solutions, 75% of which are used for training and the remaining
ones for testing. Each solution is then deconstructed exactly once, yielding a training set of 1,000,000
examples. An additional validation set of 5,000 partial solutions is adopted to assess the improvements
during training via the feastest procedure, using the network as the heuristic h and an empty set of
constraints as C (no propagation when choosing the assignment to be checked). Since this computation
is really expensive, we perform the assessment every 10 epochs. If for 10 successive checks the best
global feasibility ratio found so far is not improved then we stop the training.

For each regularization approach, we train two neural networks: one trained with knowledge about
row constraints and another trained with knowledge about row and column constraints. For the first
network, we use the SBR-inspired methods (and a forward checking propagator) to inject knowledge
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Figure 6.3: Full constraints injection at training time on different problem dimensions.

that both assigning a variable twice and assigning a value twice on the same row is forbidden. For the
second one, we do the same, applying the forward checking propagator also to column constraints (i.e.
no value can appear twice on the same column). Due to the use of an incomplete propagator, both the
networks make use of incomplete knowledge.

In addition, we train a model-agnostic neural network that lacks even the basic knowledge that a
variable cannot be assigned twice, since this is not enforced by our input/output encoding, and must
infer that from data.

We evaluate the resulting approaches via the feastest procedure, using the separated test set
as X, the trained networks as h, and an empty set of constraints (i.e. no propagation at test time).
We compare them with methods that randomly choose an assignment with an uniform probability
distribution but that can rely on a set of constraints C during the evaluation. We consider the two
scenarios in which C is the set of the row constraints (rnd-rows) and the one in which C is the set of
column and row constraints (rnd-full). These methods are representative of the behavior (at each
search node) of a constraint programming solver having access to either only row constraints or the full
problem definition. It allows us to gauge the ideal effect of the offline symbolic knowledge.

Finally, we consider a very pessimistic baseline, referred to as rnd, which again randomly chooses
an assignment with an uniform probability distribution but does not rely on the propagation of any
constraints (i.e. C is the empty set). We then produce “feasibility plots” that report on the x-axis the
number of assigned variables (filled cells) in the considered partial solutions and on the y-axis the ratio
of suggested assignments that are globally feasible. Since rnd-rows and rnd-full methods are the
only ones that can rely on online constraints propagation, we have highlighted them using solid lines.

In fig. 6.1, we show results when all the constraints are employed by the forward checking constraints
propagator, whereas in fig. 6.2 we do not propagate the columns constraints. The balance between
learning the constraints from empirical data and the forward checking propagator is tuned by λ: reducing
its value means giving more emphasis on the global feasible assignments obtained by deconstruction of
the complete solutions rather than on the incomplete knowledge. We report results for λ equal to 10, 1
and 0.1. For all the λ values, the negative approach’s behavior is hardly distinguishable from rnd.
A reasonable explanation is that it encourages the network to keep the output the lowest as possible
instead of discouraging the network to make provably infeasible assignments. Since this approach is not
effective at all, we do not consider it for further analysis.
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Figure 6.4: Full constraints injection at training time when the dataset is reduced to the 10% of its
initial size.

We choose the best λ parameters for the bce and mse regularization methods with the aim of distilling
the constraints propagator in the neural network’s weights, finding a tradeoff between learning from
correct knowledge and the incomplete one. Considering the overall performance, the mse regularization
method provides better results with λ = 1, so this value is chosen for the successive analysis. The bce
approach provides the best performance with λ = 10.

Despite in fig. 6.2 lower values of λ provide better feasibility ratios, these results are not preferable
since they make the regularization not effective, i.e. the methods collapse to agn. The bce method
provides a little improvement over the mse one but, as we will see when answering question 2, it is not
robust when only a limited amount of empirical knowledge is available.

Domain Knowledge at Training Time for different problem dimensions Unlike the previous
section, here we extend the analysis to the PLS of dimensions 7 and 10, considering the only mse and
bce regularization methods together with their best λ values. The datasets are generated as described
in the previous section, yielding training sets of size 350, 000 and 700, 000 for respectively the PLS-7 and
PLS-10.

In fig. 6.3, we show results when all the constraints are employed by the forward checking constraints
propagator. As long as the problem size is small enough, agn performs considerably better than
rnd-full, even if no propagation is employed at evaluation time: this is symptomatic of the network
actually managing to learn the problem constraints from the available data, which (unlike the propagator
output) is guaranteed feasible. As the problem size grows, the gap decreases, until it almost disappears
for PLS-12.

For PLS-7, injecting incomplete symbolic knowledge appears to have an adverse effect, as it biases
the network toward trusting too much the incomplete propagator. With a large problem dimension
(i.e. PLS-12) the benefits introduced by knowledge injection become more visible, especially when
using the bce regularization method. The decreasing performance of the data driven methods is likely
a consequence of the training set size staying constant, in the face of a search space that becomes
increasingly large. In all cases, the feasibility ratio is high for almost empty and almost full squares,
with a noticeable drop when ∼60% of the square is filled. The trend may be connected to a known
phase transition in the complexity of this problem [161].
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Figure 6.5: Rows constraints injection at training time when the dataset is reduced to the 10% of its
initial size.

6.2.1 Training Set Size and Empirical Information

Next, we proceed to tackle Question 2, by acting on the training set generation process. In classical ML
approaches, the amount of available information is usually measured via the training set size: this is a
reasonable approach since the number of training examples has a strong impact on the ability of an
ML method to learn and generalize. We performed experiments to probe the effect of the training set
size on the performance of the data-driven approaches: the training sets are reduced to the 10% of the
initial size, i.e. 35, 000, 70, 000 and 100, 000 for respectively PLS of size 7, 10 and 12.

In fig. 6.4 and fig. 6.5, we show results when respectively all the constraints and the only rows
constraints are injected via the regularization methods. In this case, knowledge injection at training
time has a dramatic effect: the agn approach is very sensitive to the available number of examples and
it has a great drop in performance. Despite being less pronounced, the bce method has a major drop in
performance too. Instead, the mse approach provides much more robust results.

In our setup, we have also the possibility to apply the deconstruction process multiple times, so
that the number of different examples that can be obtained from a single solution grows with the
number of possible permutations of the variable indices (i.e. O(n2!) for the PLS). The approach opens
up the possibility to generate large training sets from very few starting solutions. This is scientifically
interesting since the “actual” empirical information depends on how many solutions are available; it
is also very useful in practice since in many practical applications only a relatively small number of
historical solutions exists.

The results of this evaluation are shown in Figure 6.6 for a solution pool of 100 elements, rather
than the original 10,000. Due to the bad results provided with the reduced datasets, we do not further
investigate the bce regularization approach but we examine the only mse method. For this analysis, we
collapse the feasibility results of the neural network trained with full knowledge injection (referred to as
mse-full) and of the network trained without the columns constraints knowledge injection (mse-rows)
in a single plot. The size of the generated training set is comparable to the original. Despite the
dramatically reduced number of training solutions, the mse-rows and mse-full methods perform really
close to respectively rnd-rows and rnd-full, i.e. they behave similarly to what the propagator would
if employed at search time. Instead, the performance of the agn drops dramatically, stressing again its
sensitivity to the available empirical information.
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Figure 6.6: Effect of reducing the solution pool size from 10,000 to 100.

From a practical point of view, it seems that injecting constraints during training can be a very
effective strategy when only a small number of training solutions is available. Constraint injection tends
to be redundant if the same type of propagation can be performed at search time, but can be very useful
in cases when this is not possible.

Constraint Violation Assessment In the last set of our experiments, we investigate the effectiveness
of the trained neural networks at guiding a search process toward solutions that are close to being
feasible, but not necessarily so. This is equivalent to treating constraints as soft and may be of practical
relevance on overconstrained problems (e.g. many real-world timetabling applications). This setup tends
to be more challenging for the ML models, since chains of variable-value assignments may lead to partial
solutions that are remarkably different from those observed at training time.

In detail, we used each trained neural network as a value selection heuristic in depth-first search,
once again for PLS of sizes 7, 10 and 12; we used for this experiment a fixed variable ordering. As a
baseline for the comparison, we consider (uniformly) random value selection referred to as rnd, while
for the neural networks we select a random value with probability proportional to the network output.
We generate a fixed number of solutions (500) from an empty square, rather than starting from partially
filled ones. When generating the solutions, we never propagate the entirety of the PLS constraints: this
setup serves as a controlled experiment for use cases where some constraints are either unknown or
cannot be enforced at search time. We measure the degree of feasibility of the generated solutions by
quantifying the violations for the constraints that were not propagated at search time. For this purpose,
we measure violations by counting how many times a value is not appearing exactly once in the same
row or column, depending on which constraint is being considered.

We train two model-agnostic neural networks: one on the dataset obtained by random deconstruction
of 10,000 solutions (referred to as agn-10k) and the other one on the dataset obtained by multiple
random deconstructions of 100 solutions (referred to as agn-100). Similarly, we train two neural
networks with knowledge injection at training time of all the constraints by means of the mean squared
error version of the SBR-inspired method and the forward checking propagator (referred to as sbr-10k
and sbr-100). Neither row nor column constraints are propagated during the search, and therefore we
count the violations of both in the final solutions.
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Table 6.1: Number of soft constraints violations per generated solution.

rnd agn-10k sbr-10k agn-100 sbr-100
rows cols rows cols rows cols rows cols rows cols

PLS-7 29 29 11 9 4 3 20 20 4 4
PLS-10 61 61 28 25 8 7 52 53 7 7
PLS-12 88 88 56 53 22 30 70 76 17 20

Results are shown in table 6.1: the SBR-inspired approach allows to significantly reduce the number
of violations, and it achieves very similar results even when only a small amount of empirical knowledge
is available. The agn approach performs considerably better than rnd, as long as a large pool of
solutions is available, but the gap narrows when trained on examples generated from 100 solutions.
It is interesting to see how, when constraints are interpreted in a soft fashion, injecting full problem
knowledge at training time has a much more robust effect compared to the analysis in section 6.2.

6.3 UNIFY: a Unified Policy Designing Framework for Solving
Integrated CO and ML Problems

Throughout my research, I played a key role in developing a unification framework for a family of existing
ML and CO approaches, referred to as unify. This approach assumes access to problem knowledge
in the form of both a declarative formulation (an objective function and a set of constraints) and data
(either historical or from a simulator). The framework is built upon the decomposition of the policy into
two components: an unconstrained ML model and a CO problem. This decomposition facilitates a more
effective training step. The interface between these components involves a set of “virtual” parameters in
the CO problem model, serving as an additional (potentially useful) design handle.

Our method can be intuitively understood using a motorsport analogy. In such a setting, the vehicle
control unit can adapt the input received from the rider (e.g. accelerating, breaking, stirring) to account
for conditions such as weather, asphalt grip, and reservoir capacity. This simplifies the task faced
by the driver, who can then focus on planning trajectories, dealing with other racers, and long-term
strategy. Similarly, in our decomposition the CO problem (the vehicle control unit) exploits the explicit
information to generate actionable decisions at each stage and to guarantee constraints satisfaction;
the ML model (the driver) “pilots” the CO problem by adjusting some of its modeling parameters (e.g.
costs or constraint thresholds), with the goal of optimizing robustness and long-term behavior.

Since the approach is based on a decomposition, multiple learning and optimization methods can
be used for its implementation. In our presentation, we emphasize the use of RL for the learning task,
due to its ability to handle both non-differentiable loss functions and sequential decision problems. Any
CO technique can be used to tackle the optimization problem, such as mathematical programming
(including mixed-integer approaches) or constraint programming. In addition to introducing unify, we
demonstrate how the method can address problems typically tackled with DFL, constrained RL, algorithm
configuration, and stochastic optimization, and incorporates additional properties and functionality.
While unify cannot be expected to exceed the performance of all the methods it can replicate, it
represents a strict improvement in terms of flexibility and applicability.
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6.3.1 Key Problem Elements and Notation

In the most general case, our method targets problems with the following properties:

1) Multiple decision stages, referred to as a sequence of stage indices {k}T
k=1. The notation T

represents the end of the planning horizon, and it might be infinite for decision processes that need
to run indefinitely. A decision stage may represent one working day in a production scheduling
context or a 15-minute time interval in an EMS.

2) Observables available at each stage, referred to as vector of values x(k). These might represent
information that is useful for making decisions (e.g., power generation and demand forecasts for
the next state), for evaluating the impact of past decisions (e.g., actual power generation and
forecast), for making predictions (e.g., weather at the current stage), or for describing the system
state (e.g. current level of a storage device).

3) Uncertainty, affecting the values of the observable and represented via a probability distribution
P , i.e. x ∼ P . While we make no specific assumption on the distribution, its properties (e.g.,
non-anticipative or exogenous) can affect which solution methods can be employed to deploy our
formulation.

4) Decisions to be taken for each stage, referred to as vectors of variables z(k). The variables might
represent how many items to produce in a day, the power-flows for a 15 minute interval in an EMS,
which donor-patient pairs to select for surgery in an organ transplant program, etc. We make no
assumption on the domain of z(k), meaning that in the general case, even the vector size may not
be fixed.

5) Hard constraints for each stage, which define the feasible values for the decision variables. We
represent such constraints as a set, whose definition depends on the values of the observables:
formally, we have that z(k) ∈ C(x(k)), with C(·) being a set-valued function. We assume without
loss of generality1 that the feasible set can be defined based on the observables for the current
stage (e.g. the constraints may require a power balance).

6) An immediate cost function, referred to as f , which specifies the cost incurred in stage k + 1
depending on the decisions at stage k, and on the observable at stages k and k + 1 (i.e. the
previous state and how uncertainty unfolds). Formally, we have that the cost incurred at stage
k + 1 is given by f(x(k), x(k+1), z(k)). For example, the function may measure the total profit we
get at stage k + 1 depending on the observed demand (in x(k+1)), by selling items produced (z(k))
and stored (in x(k)) at stage k. We assume the goal is to minimize the expected cost over all the
decision stages.

Knowledge about the constraints and the cost function can typically be obtained in explicit form by
talking to domain experts, while information about the uncertainty distribution P is typically available
in implicit form, through collections of historical data.

As stated, the list is meant to define the most general conditions for the application of our method.
A practical use case can (and typically will) introduce additional restrictions, e.g., a limited number of
stages, a focus on exogenous uncertainty, or a deterministic cost function f . Similarly, not all terms in

1If this is not true, the observables can be redefined so as to capture all relevant information (typically with
adverse effects on scalability).
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Problem Stages Observables Uncertainty Decisions Constraints Cost

EMS Time
intervals

Past demands
and production

True demands
and
production

Power
flows

Power
balance
and limits

Power
flows
cost

Production
scheduling

Production
days

Customer
information,
time of the year

True product
demands

Molds
to use

Molds
availability

Manifacture
cost

Table 6.2: Examples of real-world problems that can be tackled with unify and their components.

Figure 6.7: High-level overview of the approach, in the case of the EMS example.

x(k) might be relevant for defining the constraint set C(x(k)) or the cost f(x(k), x(k+1), z(k)). Table 6.2
gives an overview of the key elements of the use cases we illustrated in the previous section, from the
perspective of our analysis.

The main idea in unify is to extend an optimization approach by allowing an external component to
guide its behavior. Doing this requires introducing a mechanism for enabling communication between
such a component and the optimization solver. This is achieved in unify by adjusting the value of
certain parameters in the optimization problem. Such parameters can be either 1) chosen from those
naturally present in the formulation or 2) introduced ad-hoc for this purpose. In both cases, the selected
parameters remain interpretable (since they are employed in a symbolic model), but only in a loose
sense (since they are determined by a problem-agnostic component): for this reason, we refer to them as
virtual parameters.

So far we have introduced an abstract external component that tunes the virtual parameters. In
unify, such a component consists of a ML model, as shown in Figure 6.7. In particular, we introduce a
ML model h, whose role is to predict the optimal virtual parameters y(k) at stage k given the current
observation x(k), i.e. y(k) = h(x(k)).

Our design choice is motivated by a few observations: 1) ML is naturally well-suited to deal with
uncertainty; 2) predictions made by ML models are contextual, meaning that in our case they can change
depending on the observed x(k) values; 3) once trained, a ML model can very efficiently perform inference
on unseen examples. Alternative options for the external component, such as blackbox optimization, do
not provide the same advantages.

Unlike in classical ML tasks such as supervised learning, the ML model should not be trained for
maximum accuracy. On the one hand, the model output consists of virtual parameters, which may lack
a real-world counterpart, and therefore any ground truth value. However, our overall goal is not to
make accurate predictions but rather to lead to optimal decisions. Therefore, our ML model should in
principle be trained to minimize the decision cost of the overall policy.
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6.3.2 unify formalization

We now revisit from a formal perspective the concepts we have just introduced, with the goal to define a
general and technically sound method.

Solution Approach as a Policy Using terminology borrowed from sequential decision-making, the
process of choosing a decision vector z(k) based on the observables x(k) can be viewed as the application
of a policy. Formally, this is defined as a function:

π : (x; θ) 7→ z ∈ C(x) (6.6)

where we have that x is the vector of observables, z the vector of decisions, and C(x) the feasible set.
The requirement z ∈ C(x) implies that any viable policy is expected to consistently satisfy all the
constraints defined for a single decision stage.

The term θ represents a set of training parameters that can be used to adjust the function behavior.
These should not be confused with the virtual parameters in our decomposition, which will be formally
discussed later in this section. The θ parameters should be chosen to minimize the long-term cost of the
decisions, based on the available information about uncertainty. We can therefore formulate the training
problem as:

arg min
θ∈Θ

Eτ∼P

[
T∑

k=1
γkf(x(k), x(k+1), z(k))

]
with: z(k) = π(x(k); θ)

(6.7)

where f is the cost function for a single stage and τ refers to a trajectory, i.e. to a sequence of observables
and (feasible) decisions, i.e. τ = {x1, z1, x2, z2, . . . xT , zT , xT +1}.

The probability of a trajectory is given by the distribution P , which (in practical applications) will
likely be approximated via a collection of historical data or via a simulator. The term T is the end of
horizon, and it can be infinite if the sequence is not upper-bounded. In this case, the discount factor γ

should be strictly lower than 1, while γ should be equal to 1 for decision problems over a finite horizon.
Once training has been performed and an optimal parameter vector θ∗ has been found, the decision-

making problem can be solved by repeatedly observing x(k), querying π(x(k); θ∗) to obtain a decision
vector z(k), and deploying the decisions to move to the next step.

Decomposition to Simplify the Training Problem Solving the training problem from Equa-
tion (6.7) directly is very challenging without making additional assumptions, since the distribution
P will typically be approximated via a large dataset, the decisions are expected to be always feasible,
and the decision space can be complex or combinatorial. Formally, in unify the monolithic policy is
reformulated as:

π(x; θ) = g(x, h(x; θ)) (6.8)

where h(x; θ) is a ML model and g(x, y) corresponds to the solution of a constrained optimization
problem. Both components take as input the observation x. The ML model is the only component in the
decomposition whose behavior is affected directly by the training parameters θ; its output corresponds
to the virtual parameters previously discussed. The virtual parameters serve as an additional input to
the CO problem function, thus allowing the ML model to adjust its behavior. The formal definition for



6.3 UNIFY: a Unified Policy Designing Framework for Solving Integrated CO and ML Problems 89

the g function is as follows:
g(x, y) ≡ arg min

z∈C̃(x,y)
f̃(x, y, z) (6.9)

where the cost and constraint functions f̃(x, y, z) and C̃(x, y) need to be defined when formulating the
decomposition. Both terms are related to the original cost and constraint function, but they are also
different in some important aspects.

First, f̃ and C̃ depend on the virtual parameter vector y, which allows the ML model to alter the
optimal solution of Equation (6.9). In practice, it is enough to make only one of the two terms explicitly
dependent on y.

Second, the cost function f̃ does not use the next-stage observables as input. This has the effect
of making the g function myopic, but it is also necessary to perform inference in practice, i.e. to
evaluate Equation (6.8) and obtain a decision vector for the current stage. One way to define the f̃

function consists in: 1) starting from the original cost function f ; 2) neglecting any term linked to future
information (e.g. actual demand values in production scheduling); and 3) introducing terms linked to
the virtual parameters (e.g. the cost for power flows from/to the storage system in our EMS example).

Third, the set C̃(x, y) should imply the feasibility of the decision vector (i.e. the output of g)
according to the original constraints. This is necessary for the policy to satisfy Equation (6.6) and can
be formalized as:

z, y ∈ C̃(x) ⇒ z ∈ C(x) (6.10)

In practice, the property can be enforced either 1) by retaining the same constraints as the original
problem, i.e. C̃(x, y) = C(x), as in the case of our EMS example, or 2) by incorporating the virtual
parameters in a conservative fashion (e.g. temporal buffers over deadline constraints, or reduction factors
over capacity constraints).

Defining the virtual parameters y, the cost function f̃(x, y, z), and the constraint function C̃(x, y)
are the major design decisions when grounding our method on a practical use case.

Reformulated Training Problem With the decomposed policy reformulation, the training problem
becomes:

arg min
θ∈Θ

Eτ∼P

[
T∑

k=1
γkf(x(k), x(k+1), z(k))

]
with: z(k) = g(x(k), y(k)) and: y(k) = h(x(k); θ)

(6.11)

Equation (6.11) is considerably easier to solve than Equation (6.7), since the decomposition allows
one to partition the elements of complexity in the original problem and handle them via distinct, more
appropriate techniques: the CO problem (which can be solved via mathematical programming or similar
techniques) is in charge of ensuring feasibility and exploring a complex decision space; the ML model
handles uncertainty and long-term feasibility; both components contribute to cost optimization.

The main challenge when solving Equation (6.11) is the fact that g(x(k), y(k)) is defined through
an arg min operator. In many practical cases, such as LPs or combinatorial problems, the decision
vector may change in discrete steps in response to arbitrarily small changes in the virtual parameter
vector, thus making g(x(k), y(k)) piecewise constant and non-differentiable. Thankfully, optimizing over
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functions with these properties is a much better-understood topic, thanks to recent developments in
DFL, and decades of research in both black box optimization and RL.

Figure 6.8: UNIFY decomposition for the training and inference problems.

In fact, Equation (6.11) can be mapped to a traditional RL problem by a simple change in perspective.
At training time, the solution of the CO problem can be seen as part of the environment and the virtual
parameter vector y(k) is viewed as the RL agent “action” for the k-th stage. Conversely, at inference
time the ML model and the CO problem are components of a single policy (as already discussed). The
two different viewpoints are depicted in Figure 6.8.

Formally, we can perform training as for a MDP ⟨X, Y, P +, R, P 1, γ⟩ where: the set of possible states
corresponds to the set X of possible observables; the set of possible decisions corresponds to the set Y

of possible virtual parameters; the probability of the initial state P 1 is simply given by P (x1); and γ is
the discount factor. Finally, the probability of the next state and the reward are defined as:

P +(x(k+1) | x(k), y(k)) = P (x(k+1) | x(k), g(x(k), y(k))) (6.12)
R(x(k+1), x(k), y(k)) = f(x(k), x(k+1), g(x(k), y(k))) (6.13)

In other words, they are respectively the probability of the next observable given the current decision
vector z(k) = g(x(k), y(k)), and the corresponding cost. As a major benefit, this mapping enables one to
use any RL algorithm for policy training in unify.

6.3.3 Generalization

The main appeal of our method lies in its ease of use (since it can be implemented by relying on standard
RL libraries) and most of all its versatility. In particular, unify can be used to tackle problems that are
typically addressed via ad-hoc approaches. Additionally, in some cases unify actually subsumes the
existing methods. In this section, we will discuss how the method can be configured for several such
scenarios, the benefits it can bring, and under which conditions existing approaches should instead be
preferred.

Decision Focused Learning In the “predict, then optimize” paradigm, the objective is to estimate
a subset of the optimization problem parameters that are unknown at solution time. For instance,
in vehicle routing problems, it might involve estimating travel times, or in a production scheduling
problem, predicting item demands to define the optimal scheduling plan. Unlike the goal of maximizing
accuracy, DFL aims to train an ML model to minimize (or maximize) the task loss, representing the cost
of the solution instantiated by the prediction. Given that obtaining a highly accurate model is often
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challenging, DFL allows for the exploitation of the limited representational capacity of the ML model.
The idea gained attention after the seminal work by [162], and it is well covered in a recent survey [163].
In practice, DFL methods address the following problem:

arg min
θ∈Θ

Ex,y∗∼P [f(x, y∗, z∗)] (6.14)

with: z∗ = arg min
z

{f(x, y, z) | z ∈ C} (6.15)

and: y = h(x; θ) (6.16)

where y is the ML model estimate of the unknown optimization problem parameters, z∗ is the optimal
solution of the problem instantiated by the predictions y, and y∗ are the ground truth problem parameters.
While the original approach was limited to QP, subsequent works have tackled linear and combinatorial
problems, either in an approximate fashion via continuous relaxations [124], or in an exact fashion by
assuming a fixed feasible space and linear costs [3, 164]. Outer and inner relaxations have also been used
to improve scalability [165, 166]. unify can be employed to address the DFL problem, as formulated in
eq. (6.16), with the following grounding: 1) the problem has a single stage, i.e., T = 1; 2) the virtual
parameters correspond to y in eq. (6.16), representing the estimated optimization problem parameters;
3) the unfolded uncertain values are the ground-truth parameters, denoted as x(k+1) = y∗; 4) The
feasible set C̃ is fixed and equal to the feasible set C of the original problem; 5) the objective function
f̃(x, x(k+1), z(k)) is exactly f(x, y∗, z∗); 6) the distribution P is approximated by using a training set.

This specific grounding of unify preserves several key benefits provided by DFL techniques. Notably,
since the ML model is trained to minimize the task loss similar to DFL, unify enables improvements
in solution quality compared to “predict, then optimize” approaches. This improvement is achieved
by trading off computational cost at training time for faster inference. Analogously to DFL, unify
allows the adoption of simpler ML models that are faster to evaluate and easier to verify using formal
methods. The approach has a few additional properties, thanks to its flexibility. In particular, support
for non-linear cost functions and soft constraints is seldom found in the DFL literature, and the problem
of including estimated parameters in the constraints is still largely open. Moreover unify supports
sequential decision-making problems whereas classical DFL approaches typically focus on single stage
problems.

Not all the DFL approaches admit a unify grounding, e.g. methods based on surrogate losses such as
[167]. Techniques in this class have been shown to provide advantages in terms of convergence speed and
solution quality, meaning that, in cases where they are applicable, relying on them might be preferable
than using the RL-based unify implementation that we will adopt later in this paper.

Constrained RL Constrained RL addresses the fundamental task of training a policy to maximize a
reward function while adhering to a set of constraints. These constraints may involve safety considerations,
natural laws, or limitations on resource availability. This setup is common in various real-world scenarios.
For instance, a self-driving car aims to reach its destination quickly and cost-effectively without causing
harm to other vehicles or pedestrians, and without violating traffic regulations. Similarly, a drone may
strive to achieve maximum speed without causing damage to itself, and a robot might need to complete
a task within a specified time frame and without depleting its battery.

The aforementioned examples represent just a few instances of constrained RL applications and
numerous instances exist beyond robotics and automation. Thanks to its flexibility, unify can solve the
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constrained RL problem. Formally, the constrained RL problem can be formulated as follow:

arg min
θ∈Θ

Eτ∼P

[
T∑

k=1
γkf(x(k), x(k+1), z(k))

]
(6.17)

with: z(k) = π(x(k); θ) (6.18)
s.t.: z(k) ∈ C(x(k)) (6.19)

where τ is a trajectory sampled from a probability distribution P , f is the reward function, π is the
RL agent, z(k) and x(k) are respectively the action and observation at timestep k, and C(x(k)) is the
set of constraints. The constrained RL problem is similar to eq. (6.11). However, while with unify we
can flexibly demand constraints satisfaction via the decomposition, in constrained RL the agent directly
outputs the decisions. This connection allows us to easily ground constrained RL into our framework by
setting g = π.

Many constrained RL approaches enforce constraint satisfaction via a projection step in the decision
space. In other words, once a baseline policy has provided the decision vector, this is projected into
the feasible space by minimizing the Euclidean distance. Such a step is often presented as a “safety
layer” on top of a neural network policy [168]. This technique can guarantee constraint satisfaction in a
scalable way.

The safety layer approach for constrained RL can be replicated in unify by grounding the method
as follows:

arg min
θ∈Θ

Eτ∼P

[
T∑

k=1
γkf(x(k), x(k+1), z(k))

]
(6.20)

with: z(k) = arg min
z

{∥z − y(k)∥2
2 | z ∈ C(x)} (6.21)

and: y(k) = h(x(k); θ) (6.22)

When tackling traditional DFL problems, the main design choices are: 1) the virtual parameter vector
y(k) is in the same space as the decision vector; this is the case since in constrained RL the ML agent is
still in charge of producing actual decisions. Then, 2) the cost function for the CO problem is a (squared)
Euclidean distance or some other kind of metric; 3) the feasible set for the CO problem is the same as
for the overall problem, i.e. C̃(x) = C(x). Another strategy, investigated by [169], enforces constraints
by adding a projection step after gradient updates; the projection adjusts the policy weights so that
the decision vector becomes feasible, as in the projected gradient method [170]. This approach is more
numerically stable, but also more computationally expensive, due to the large number of parameters
typically present in many ML models. This class of approaches can be seen as approximately solving
eq. (6.7).

unify retains all the key properties of constrained RL: 1) decisions are feasible by construction w.r.t.
constraints defined for single stages; 2) fast inference, since the training cost is payed only once; 3) there
is no need for the agent to have access to detailed problem knowledge. At the same time, it provides
additional benefits: when available, symbolic knowledge can be easily exploited and the projection can
be task-specific rather than task-agnostic. Moreover, the ability to decouple virtual parameters from
actual decisions makes it much easier to handle complex decision spaces (e.g. combinatorial ones): for
example, the ML model might output expected preferences, which a CO problem might use to compute
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Figure 6.9: Schematic view of the tuning algorithm.

a stable matching. Most techniques designed for RL can potentially be employed for unify, either
directly or with some adaptation. In our experiments we limit ourselves to the advantage actor-critic
(A2C) algorithm, leaving this area open for investigation.

Integrated Offline/Online Optimization Many real-world problems consist of two distinct phases.
During an offline phase, long-term “strategic” decisions are obtained via expensive but accurate ap-
proaches. Conversely, during a subsequent online phase, “operational” decisions are scheduled within
strict time constraints and usually over multiple steps, requiring computational-efficient but often
approximated methods. For example, in vehicle routing problems, we might plan the route in advance
and then adjust it when new customers appear. In room allocation problems, we might revise an
allocation solution whenever new rooms suddenly become available or unavailable.

While for many years these two phases have been addressed separately, recently there has been an
increasing interest in a tighter integration between them [171]. In [172] the authors tackle the EMS
problem described in Chapter 4. They use the LP from Equation (4.1) as a fast heuristic to handle
online decisions, then compensate for the LP being myopic by: 1) introducing a virtual cost parameter
for the storage system; and 2) adding an offline parameter tuning step, based on stochastic optimization.

The tuning process can be applied provided that uncertainty is exogenous and the online problem is
convex. The method requires stating the KKT optimality conditions for the online model to obtain a set
of constraints that characterize any solution that is compatible with the behavior of the online heuristic.
Such constraints are incorporated in a mathematical program built using the SAA, which is then solved
to obtain a schedule for the parameter over all online decision stages. The offline problem can be solved
in an exact fashion: in this case, the parameter values are guaranteed to be optimal, within the limits
of the sampling noise. The overall approach is referred to as tuning and its behavior is schematically
depicted in Figure 6.9.

The key behavior of approaches in this class can be replicated in unify by grounding the framework
as follows:

arg min
y∈Y

Eτ∼P

[
T∑

k=1
γkf(x(k), x(k+1), z(k))

]
(6.23)

with: z(k) = arg min
z

{f̃(x(k), y(k), z) | z ∈ C̃(x)} (6.24)

Through this formulation we are not able to fully exploit unify potential. The CO problem here plays
the role of the online heuristic. There is a single, major, restriction w.r.t. the general method: namely,
there is no ML model and the optimization is performed directly over the virtual parameter vector y.
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To fully exploit the unify formulation, we can re-introduce the ML model. When configured in this
fashion, unify retains many of the key properties of the existing offline/online integration approaches.
Moreover, we introduce additional benefits by making the method adaptable to characteristics of the
current instance, or to information that unveils itself at online decision time (both captured via the
observable vector x(k)). Nonetheless, while tuning assumes the online optimization problem is convex,
unify does not pose restriction.

Conversely to existing approaches like tuning, the grounding of unify for integrated offline/online
optimization problems admits two alternative schemas depending on the output of the ML model h. The
first solution frames the problem in the same way traditional hybrid offline/online optimization problems
do: h simultaneously predicts the virtual parameters for all the stages, i.e., y(1,...,k) = h(x(1,...,k)). We
refer to this approach as single-step. The second alternative involves predicting one virtual parameter
at a time in a sequential fashion and leveraging the outcome of the uncertainty, i.e., y(k) = h(x(k), x+(k)).
This approach is referred to as sequential. While intuitively the sequential method should always
be favored, in the experimental section, we will demonstrate an application on the EMS that shows this
is not always the case.

Stochastic Optimization The area of stochastic optimization [9] also aims at improving robustness in
single- or multi-stage decision-making problems. Most stochastic optimization algorithms rely on Monte
Carlo methods to approximate expected values and assess constraint satisfaction. The SAA has long
been a staple of the field; its convergence rate in the context of combinatorial problems was eventually
provided in [13]. The SAA has been combined with Benders decomposition to address two-stage decision
problems, leading to the family of L-shaped methods for stochastic optimization [173, 174]. Multi-stage
decision problems have been often approximated as a sequence of 2-stage problems in so-called online
anticipatory algorithms [175], and solved once again via L-shaped methods. The connection between
multi-stage stochastic optimization and MDP is instead exploited directly by the method from [176].

The single-stage stochastic optimization problem can be formulated as:

arg min
y∈Y

Ex+∼P

[
f(x, x+, z∗)

]
with: z∗ = arg min

z
{f(x, y, z) | z ∈ C(x)}

(6.25)

We can thus ground single-stage stochastic optimization in unify following these steps: 1) since there is
a single decision stage, the summation from eq. (6.11) is absent and the notation x replaces x(k) and x+

replaces x(k+1); 2) since the focus is on a single instance, there is no need to compute the expectation
over x; 3) the virtual parameters can be assimilated to future values for the uncertain elements, so they
can appear where x+ is expected. 4) A ML model is absent and optimization is performed directly on y,
i.e. we use a single, “virtual” scenario for decision-making; multiple samples are still used for evaluating
the actual decision cost. Finally, 5) the cost function and constraints for the CO problem are the same
as for the original problem, i.e. f̃(x, y, z) = f(x, y, z) and C̃(x, y) = C(x).

Two-stage stochastic problems expand on single-stage ones by introducing recourse actions that can
be taken reactively once uncertainty is revealed. Unlike multi-stage problems, where all decisions are
similar in nature (e.g., donor-patient matching, power flows, etc.) the recourse actions can be radically
different from the first-stage decisions (e.g., buying products to satisfy unmet demand vs. deciding how
many products to manufacture).
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Two-stage stochastic optimization can be grounded in unify by viewing the recourse actions as
part of the decision variables, i.e. z = (zfirst-stage, zrecourse). Then, z∗ will specify values for both of the
first-stage variables and the recourse ones; recourse variables in z∗ will be ignored at deployment time
since they have no immediate impact (as it is typically done in two-stage stochastic programming). The
result is similar to the one already discussed: decision-making at deployment time is performed w.r.t. a
single scenario, which is optimized at training time over a larger number of sampled scenarios. Using
unify rather than traditional stochastic optimization algorithms retains its key property, i.e. improved
solution quality w.r.t. myopic approaches. Despite stochastic optimization approaches can provide very
high-quality solutions for individual problem instances, provided that enough samples are used, as a
major drawback, their scalability is limited, mostly as a result of sampling.

Conversely, unify improves scalability by relying on a single “virtual” scenario and thus removing
the main bottleneck that makes stochastic optimization more computationally expensive than its
deterministic counterpart. Performing sampling only during cost evaluation also enables leveraging
parallelization for a faster computation of the expected value. Scalability can be further improved by
adding back the ML model so that there is no need to re-optimize y for every new problem instance.
Moreover, unify naturally supports endogenous uncertainty. As a side effect, using unify may slightly
overconstrain the decision process, since it can yield only solutions that can be defined based on a single
scenario.

6.3.4 unify: an Application to an EMS and a Production Scheduling Problem

In section 6.3, we formally introduced unify from a theoretical standpoint. In this section, we will
experimentally showcase the effectiveness of unify in two use cases, extensively illustrated in chapter 4: a
real-world EMS and a simplified production scheduling problem, namely the WSMC. The first part of the
section is dedicated to illustrate the groundings for these two problem. Then, through our experimental
evaluation, we will illustrate how to: 1) define the virtual parameters by either choosing existing problem
parameters or introducing new ones and augmenting the solver with clairvoyant capabilities; 2) easily
handle constraints in RL by delegating constraint satisfaction to a CO solver; 3) design an RL-based
DFL approach; 4) improve scalability in stochastic optimization.

unify grounding on the EMS In the EMS case, handling control of any of the existing parameters
to the external component (e.g. li, ui, η) might lead to the violation of a critical constraint. We can
however introduce an ad-hoc parameter that allows the external component to alter the problem solution
without affecting short-term feasibility. In particular, we will associate a virtual cost y(k) to the storage
system, leading to the following modified LP:

arg min
z(k)

y(k)z
(k)
1 +

m∑
i=2

c
(k)
i z

(k)
i (6.26)

s.t.
m∑

i=1
z

(k)
i = x

(k)
load (6.27)

li ≤ z
(k)
i ≤ ui ∀i = 1..m (6.28)

0 ≤ x
(k)
storage − ηz

(k)
1 ≤ q (6.29)

z
(k)
i ∈ R ∀i = 1..m (6.30)
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Element Notation EMS Grounding
Decision stages {k}T

k=1 15-minute intervals over one day (T = 96)
Observables x(k) energy level in the storage systems for stage k (i.e.

x
(k)
storage), RES production and load for stage k (i.e.

x
(k)
load, x

(k)
res), forecast for RES production and load for

stage k + 1 (i.e. x
(k)
loadf , x

(k)
resf )

Uncertainty P uncontrolled deviations from production and load forecast
Decisions z(k) power flow from/to each generator and the storage system
Constraints C(x(k)) power balance of the energy system, upper/lower bounds

for the power flows
Cost function f(x(k), x(k+1), z(k)) cost/profit of generating, buying, or selling energy for one

stage

Table 6.3: EMS grounding for the main problem elements in the approach

Element Notation WSMC Grounding
Decisions stages — a single decision stage
Observables (current) x generic information correlated to future demands
Observables (future) x+ actual value of the customer demands
Uncertainty P the distribution for both x and x+, in particular P (x)

and P (x+ | x)
Decisions z how many units to manufacture for each set of products

(i.e. zfirst−stage), estimated number of products to buy
(i.e. zrecourse)

Constraints C(x) absent (demands can always be satisfied by buying prod-
ucts)

Cost function f(x+, x, z) cost of both manufactured and bought items

Table 6.4: WSMC grounding for the main problem elements in the approach

Where we assume without loss of generality that z
(k)
1 refers to the flow to/from the storage unit. Now,

by giving a negative value to y(k) it is possible to provide an incentive for the optimization model to fill
the storage system, for example, to prepare for a forthcoming peak in the grid energy price. In other
words, while the optimization problem is still largely unchanged (and still very easy to solve), it can now
exhibit anticipatory behavior by adjusting the value of the virtual parameters.

We consider two versions of this problem. In both cases, the grounding of the unify method is the
one specified in Table 6.3. Moreover, the CO problem is defined via the LP in eqs. (6.26) and (6.30),
i.e. the version where a virtual cost was associated with the storage system. The two versions differ
in terms of how the ML model is used. In the first version, referred to as sequential, the ML model
focuses on individual decision stages, so that it can take advantage of observed information as soon as it
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Figure 6.10: Optimality gap of the state-of-the-art tuning approach and the unify methods w.r.t. the
computational time.

becomes available, including the storage energy level. The ML model output is the virtual cost for the
storage system at the current stage, i.e. y(k).

In the second version, referred to as all-at-once, we assume a full schedule for the virtual costs
needs to be provided one day in advance. In this case, the ML model input still includes forecasts (since
they are also made available one day in advance), but it lacks information about the storage energy
level. The ML model is only evaluated once, then power flow decisions are taken as usual in a sequential
fashion. This setup is still practically meaningful, and it leads to a hybrid setting where the problem
has a single decision stage when viewed from a RL perspective: in fact, according to fig. 6.8, once the
ML model has provided the full virtual cost sequence {y(k)}T

k=1, the rest of the multi-stage process can
be seen as part of the reward computation.

unify grounding on the WSMC The grounding of unify for the EMS is exhaustively described in
table 6.4. For the virtual parameters we chose a simple yet effective design choice. We chose parameters
that already appear in the optimization problem, i.e. the y vector specifies the value of the demand for
the products that can be manufactured. However, it is crucial to consider them as “virtual” since they
do not reflect ground-truth demands or any statistical value (e.g., mean or quantile).

Offline/Online Integration using unify In this section, we demonstrate that unify can replicate
the offline/online integration approach based on the idea of tuning virtual parameters. Experiments
are run on the EMS use case, where we employ unify to tune the virtual cost y(i) of the optimization
model described in eqs. (6.26) to (6.29). Intuitively, by associating a negative cost to storage we can
provide an incentive for the CO problem to accumulate energy, in preparation for forthcoming spikes in
the grid energy price.

We consider both the sequential and the all-at-once versions of the problem described in the
previous section. We use unify to solve both versions of the problem and refer to the two approaches
respectively as unify-all-at-once and unify-sequential. The two methods are equivalent to those
we proposed in [177], which indeed can be considered an application-specific grounding of the unify
framework. As a baseline, we use the state-of-the-art tuning approach from [172], which solves the
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Figure 6.11: In this figure we show how demanding constraints satisfaction to the downstream solver
greatly improves over a full end-to-end RL method and safety-layer.

all-at-once version of the problem by relying on a mathematical program. Notably, this approach
provably converges to the best possible non-clairvoyant solution, as the number of samples used to
approximate uncertainty grows. However, scalability issues prevent its usage with a large number
of samples. The method also requires the online decision problem to be convex, thus limiting its
applicability.

We also compare the performance to that of a clairvoyant solution (referred to as oracle), to
provide an optimistic reference for the solution quality. This approach is obtained by simply instantiating
eqs. (6.26) to (6.29) for all decision stages, replacing all parameters with their actual realizations.
Similarly to [177], we compare the methods ensuring they have access to the same computation time.
Since the time execution of tuning is constant, we chose this value as the time limit for training the
other methods and plot its results as a horizontal line. In fig. 6.10, we show the optimality gap w.r.t.
the computation time. As also highlighted in [177], exploiting the sequential nature of the problem does
not provide clear benefits, possibly due to a suboptimal training solution, so that unify-sequential
yields slightly lower-quality solutions compared to unify-all-at-once.

Both the unify approaches performed remarkably well, with unify-all-at-once beating the state-
of-the-art tuning method. Intuitively, the additional scalability provided by our framework enables
collecting a much higher variety of samples, which was enough to compensate for the use of a suboptimal
approach (RL) to tackle the training problem. Additionally, unify does not require convexity for the
online problem, making it more broadly applicable.

Constraints in RL In section 6.3.3 we showed how unify can be used to deal with hard constraints
and combinatorial decision spaces in RL. Similarly to safety-layer approaches, unify handles constraints
by applying a constrained optimization step on top of the output of a ML model. Unlike safety layer
approaches, however, the ML model is not in charge of producing a decision vector, but rather of
“piloting” the CO solver by adjusting the values of virtual parameters.

For this experiment, we rely again on the EMS benchmark. In this case, any feasible solution
policy must satisfy hard constraints at each decision stage, i.e. the flow bounds and the power balance
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Figure 6.12: Optimality gap on the WSMC problem and the solution time of the predict-then-optimize
approach w.r.t. the number of scenarios.

restrictions. We compare the unify-sequential from Section 6.3.4 with two approaches from the
literature, plus the clairvoyant oracle that serves as an optimistic reference. In particular, we train
a full end-to-end DRL algorithm to provide a solution, by learning constraints satisfaction only from
the reward signal (i.e. via reward shaping); we refer to the approach as RL. In this setup, designing
the reward function is not trivial because it should provide a good trade-off between finding good
solutions and exploring the feasible space. Projection-based DRL algorithms (e.g. safety layer) provide
an alternative to full end-to-end methods when dealing with constraints: we have experimented with a
safety layer implementation [168] for the EMS and we will refer to it as safety-layer.

As shown in Section 6.3.3, both safety-layer and unify-sequential can be considered instances
of our unify framework, but they have a critical difference: in safety-layer the projection step can
fix infeasible decisions, but this is done in a cost-agnostic fashion and the RL agent still needs to output
a meaningful decision vector. Conversely, in unify-sequential the CO problem is capable of handling,
at least partially, much of the problem elements, including the cost and constraints for a single stage.
The ML model needs to guide such problem-specific solver by means of the virtual storage costs, which
is arguably a simpler task.

In the upper and lower parts of fig. 6.11, we respectively show the optimality gap of all the methods
and the number of failed episodes of rl due to constraints violations. In the early stages of training, rl
never completes a full episode. It then progressively learns to satisfy constraints but, conversely, the cost
of the solutions found increases. On the other hand, safety-layer converges very quickly but the final
solution cost is very close to the one provided by rl. unify-sequential quickly converges as well, and
it also improves the previous methods by a significant margin. These experimental results demonstrate
that RL can benefit from a policy decomposition that properly balances learning and optimization.

Stochastic Optimization Solving stochastic optimization problems can be incredibly challenging. As
mentioned in section 6.3.3, SAA methods are widely adopted in this field but they can be computationally
expensive. In this section, we will show how unify can be used to improve the robustness of the
downstream solver by performing a set of experiments on the WSMC.
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As a baseline approach to ensure robustness, we employ the SAA algorithm based on Monte Carlo
sampling that relies on the following optimization model:

min
∑
j∈J

cjzj + 1
|Ω|

∑
ω∈Ω

∑
i∈I

ρsi,ω (6.31)

∑
j∈J

ai,jzj ≥ di,ω(1 − wi,ω) (6.32)

∀i ∈ I, ω ∈ Ω

wi,ω = 1 =⇒ si,ω ≥ di,ω −
∑
j∈J

ai,jxj (6.33)

∀i ∈ I, ω ∈ Ω
zj ≥ 0 (6.34)
wi,ω ∈ [0, 1] (6.35)
si,ω ≥ 0 (6.36)
z, w ∈ Z (6.37)

where ω ∈ Ω are the sampled scenarios. If we increase Ω we also increase robustness but, at the same
time, we drastically increase the computational complexity and thus reduce scalability.

More specifically, we compared three approaches: 1) stochastic optimization: SAA approach where
scenarios are sampled directly from the training set. This method lacks contextual information and
does not provide instance-dependent scenarios. 2) predict-then-optimize: SAA approach which relies
on instance-specific samples by querying a Poisson probabilistic model trained for maximum likelihood
estimation. This approach has an advantage over simple stochastic optimization as it utilizes the ML
model, but its robustness improves with an increase in the number of sampled scenarios. 3) unify
implementation: the ML model is trained to minimize the cost and is inherently more robust without
relying on the SAA. This intrinsic robustness allows it to achieve similar performance to predict-then-
optimize with a large number of samples. It is worth highlighting that the comparison favors the
predict-then-optimize method since it is designed by assuming exact knowledge of the type of probability
distribution whereas the unify implementation makes no such assumption.

Results are shown in fig. 6.12. In the upper part of the figure, we report the optimality gap of the
three methods on a separate set of instances w.r.t. the number of sampled scenarios. Both the simple
the stochastic algorithm and predict-then-optimize approaches benefit from increasing the number of
scenarios. On the other side, the unify implementation does not depend on it, because it directly predicts
the demand values that are plugged into the optimization model. Despite the advantage previously
discussed, the predict-then-optimize approach surpasses unify only when at least ∼ 50 scenarios are
used in the downstream stochastic optimization model. In the lower part of the figure, we show the
runtime required by predict-then-optimize as a multiple of the runtime of unify, w.r.t. to the number
of scenarios. As we can see, to obtain better results, predict-then-optimize requires more than 200
times the computation of unify. We can thus conclude that a smart implementation of unify is a
cheaper alternative to a SAA method for improving the robustness of the solver when tackling stochastic
optimization problems.
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Discussion We designed the experimental analysis of unify to clarify its versatility, despite its core
idea is remarkably simple. More importantly, we would like to enlight how the framework blurs the
line between approaches that have been investigated mostly in isolation, thus highlighting opportunities
for cross-fertilization. For example, DFL and RL share a few key challenges (differentiating black-box
or piecewise constant functions), suggesting that many ideas developed for one of the two fields could
be adapted to the other. Similarly, drawing ties from ML to offline/online integration and stochastic
optimization could open the way for more scalable approaches, while retaining the key advantages of
such techniques (e.g. convergence and feasibility guarantees).

Finally, prior knowledge plays a crucial role in unify when designing the virtual parameters. On the
one hand, this is a non-trivial challenge for the method designer, since it requires an understanding of
both ML and constrained optimization methods. On the other, however, choosing the semantics and
size for y offers a rare opportunity to configure which aspects of the original problem are delegated to
the ML model and which ones to the CO problem.

Making y more similar to a vector of decisions makes the approach closer to RL, and it might be
better suited for use cases where declarative models are hard to craft. Using just a few key parameters
in y (as we did in our EMS example) goes in the opposite direction, and allows one to capitalize on
explicit problem knowledge in cases where this is available.

Overall, choosing the virtual parameters can be thought of as a design handle that enables “partitioning”
the complexity of the original problem into either a ML or CO module. By managing this decision, it is
possible to make sure that each module is used according to its strengths, at the same time compensating
for known limitations.

6.4 Score Function Gradient Estimation to Widen the Applica-
bility of DFL

The last methodological contribution of this thesis is a specific instance of the unify in the context of
DFL. The main challenge of DFL is the non-informative gradients of the task loss when the downstream
optimization problem is combinatorial. State-of-the-art DFL methods overcome this, but are limited by
the assumptions they make about the structure of the problem (e.g., that the problem is linear) or by
the fact that they can only predict parameters that appear in the objective function.

During my research work, we addressed these limitations by predicting distributions over parameters
in order to smooth the loss, and adopting score function gradient estimation (SFGE) to estimate the
gradients and compute decision-focused updates to the predictive model. Our experiments show that by
using SFGE we can deal with problems with linear or nonlinear objectives, with or without integrality
constraints, and with unknown parameters that occur in the objective function, in the constraints, or in
both. On the other hand, we demonstrated that DFL methods, when cleverly leveraging the knowledge
of the optimization problem, typically yield superior results compared to more general approaches like
SFGE.

Deriving the Score Function Gradient Estimator for DFL The central challenge in DFL is that
when the task loss L depends on the outcome z⋆ of a combinatorial optimization procedure, it has zero-
valued gradients with respect to the predictive model’s parameters almost everywhere. Gradient-based
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ω

L

Figure 6.13: Illustration of a DFL loss with non-informative derivatives ( ) smoothed by predicting a
Gaussian over the parameters with increasing variances ( ≤ ≤ ). The larger the variance, the
more the loss gets smoothed, but the less it resembles the original piecewise-constant task loss.

learning is thus uneffective. This can be seen when applying the chain rule:

∂L(z⋆(ŷ), y)
∂ω

= ∂L(z⋆(ŷ), y)
∂z⋆(ŷ)

∂z⋆(ŷ)
∂ŷ

∂ŷ

∂ω
(6.38)

The second factor, ∂z⋆(ŷ)
∂ŷ , measures the change in z⋆(ŷ) when ŷ changes infinitesimally. However, since

the problem is combinatorial, this change is zero almost everywhere. This in turn causes the entire
gradient ∂L(z⋆(ŷ),y)

∂ω to be zero almost everywhere.
To tackle this issue, we shift from training a model that makes point predictions ŷ, to a model that

predicts a vector θ that instantiates a distribution pθ(y). In other words, instead of predicting parameter
vectors, the model predicts distributions over parameter vectors. For instance, we may consider ŷ to be
sampled from a multivariate Gaussian distribution parameterized by its means µ and standard deviations
σ, which the predictive model is trained to predict, i.e., θ = (µ, σ).

By predicting the parameters θ of a distribution, the loss becomes an expectation:

L(θ, y) = Eŷ∼pθ(y)[L(z⋆(ŷ), y)] (6.39)

The motivation for this is that it removes the zero-gradient problem: by predicting distributions, the
gradient of the loss with respect to the output of the predictive model is not zero anymore. This is
illustrated in Figure 6.13, which shows how predicting a Gaussian distribution over parameters provides
a smooth proxy for the original piecewise-constant loss. However, although the resulting gradient is not
zero anymore, computing it is not trivial.

To train the predictive model, an estimate of ∂L(θ,y)
∂θ is needed. To compute such an estimate, we

SFGE (also known as the REINFORCE algorithm in the context of RL) [178]. Consider the following
derivation:

∇θL(θ, y) = ∇θEŷ∼pθ(y)[L(z⋆(ŷ), y)] (6.40a)

= ∇θ

∫
pθ(y)L(z⋆(ŷ), y)dŷ (6.40b)

=
∫

L(z⋆(ŷ), y)∇θpθ(ŷ)dŷ (6.40c)

=
∫

L(z⋆(ŷ), y)pθ(ŷ)∇θ log pθ(ŷ)dŷ (6.40d)

= Eŷ∼pθ(y)[L(z⋆(ŷ), y)∇θ log pθ(ŷ)] (6.40e)
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In (6.40d), the log derivative trick is used. The validity of the interchange between integral and
differentiation is discussed in appendix A.

In the following, we prove the validity of bringing the gradient inward in (6.40c).
To get an estimation of this gradient that can effectively be used in training, the final gradient in

(6.40e) can be estimated using a Monte Carlo method, giving

∇θL(θ, y) ≈ 1
S

S∑
i=1

L(z⋆(ŷ(i)), y)∇θ log pθ(ŷ(i))

with ŷ(i) ∼ pθ(y)

(6.41)

with S as the total number of samples.
What sets this approach apart from existing DFL methods is its broad applicability within DFL,

driven by the fact that Eq. (6.41) assumes nothing about the optimization problem’s form, the location
of the predicted parameters, or the choice of task loss L. Furthermore, we consider problems where the
uncertain parameters appear only in the objective, or only in the constraints, or in both. The prediction
of distributions is introduced solely for the purpose of obtaining informative non-zero gradients. At
inference time, we still want to obtain point predictions from the model to feed into the optimization
problem. Therefore, at test time, we take the mean of the predicted distribution as parameters that we
feed into the optimization problem.

6.4.1 SFGE applications to linear and non-linear optimization problems

To demonstrate the generality and wide applicability of our approach, we conducted the experimental
analysis by focusing on three main research questions:

Q1) How does SFGE compare with prediction-focused learning (PFL) and state-of-the-art DFL ap-
proaches when predicting parameters only appearing the objective function?

Q2) How does SFGE compare with PFL and state-of-the-art DFL approaches when predicting parameters
that appear in the objective function and constraints?

Q3) How does SFGE fare against a PFL method that solves the problem as a two-stage stochastic
optimization problem at inference time?

In our experimental evaluations, when utilizing SFGE, we employ a linear regression model to
predict the mean of a Gaussian distribution, from which we draw one sample of ŷ per gradient estimation
(i.e., S = 1), which we found to work best in practice. The standard deviation of the distribution is
trainable but non-contextual (i.e., remains independent of the input features). Although we could train
a regression model to predict the standard deviation as well, in practice this does not provide additional
benefits.

Q1: Objective function parameters We start with the task of predicting parameters that appear
linearly in the objective function, since this is the setting most commonly considered in existing works.
More concretely, we use the 0-1 knapsack problem (KP) with 50 and 75 items, and the 0-1 quadratic
KP with 8 and 10 items, both with all item values unknown.

We generate synthetic data by introducing a mapping between input features and targets in the
same way as described in the shortest path experimental evaluation of Elmachtoub and Grigas [167],
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Table 6.5: PFL, SFGE and SPO results on the linear and quadratic KP.

Method Rel. regret MSE Epochs

KP-50

PFL 0.023 ± 0.006 2.88 · 104 ± 1.84 · 104 50.6 ± 42.0
SFGE 0.008 ± 0.001 1.28 · 105 ± 5.04 · 104 80.7 ± 10.9
SFGE (contextual std.dev) 0.007 ± 0.001 1.19 · 105 ± 3.34 · 104 91.4 ± 17.4
SPO 0.004 ± 0.001 4.71 · 104 ± 2.24 · 104 41.7 ± 11.6

KP-75

PFL 0.024 ± 0.004 2.87 · 104 ± 1.64 · 104 48.1 ± 69.3
SFGE 0.008 ± 0.001 1.26 · 105 ± 4.22 · 104 103.8 ± 14.7
SPO 0.004 ± 0.001 5.15 · 104 ± 2.42 · 104 54.3 ± 15.4

Quadratic KP-8

PFL 0.034 ± 0.015 2.35 · 104 ± 1.58 · 104 24.3 ± 4.61
SFGE 0.006 ± 0.003 1.06 · 105 ± 6.45 · 104 54.5 ± 14.9
SPO 0.005 ± 0.002 6.95 · 104 ± 4.09 · 104 29.9 ± 10.4

Quadratic KP-10

PFL 0.041 ± 0.011 2.37 · 104 ± 1.50 · 104 45.8 ± 64.0
SFGE 0.008 ± 0.002 8.46 · 104 ± 4.04 · 104 54.1 ± 13.1
SPO 0.006 ± 0.002 6.47 · 104 ± 3.26 · 104 30.7 ± 8.6

with a degree of model misspecification deg = 5, number of input features p = 5, and a noise half-width
ϵ̄ = 0.5. In this setup, Smart Predict-then-optimize (SPO) [167] provides state-of-the-art results and
will be used as reference DFL method for comparison. As a baseline, we employ a PFL model trained to
minimize the MSE between the predictions and the ground-truth values.

We generate 5 different datasets and for each consider 3 different splits among training, validation
and test sets with proportions of respectively 80%, 10% and 10%. All the methods are used to train a
linear regression model with stochastic gradient descent, Adam as optimizer, a learning rate of 0.005
and a batch size of 32 samples. The training is stopped when the validation regret (for SPO and SFGE)
or the validation MSE (for PFL) has not improved for 10 epochs.

The aggregated results are reported in table 6.5. In terms of MSE, the PFL method is the most
accurate, followed by SPO. With respect to relative regret, although SPO performs best, SFGE is
able to outperform PFL. In terms of convergence speed, SPO and PFL require a comparable number
of epochs whereas SFGE is slower by a non-negligible gap. We conclude that when the uncertainty
occurs solely in the objective, SFGE significantly outperforms the PFL method, but is still bested by
the state-of-the-art SPO method.

Q2: Constraint parameters We now direct our attention to the task of predicting parameters in
the constraints, a challenging problem that is not easily addressed by existing DFL methods.

To the best of our knowledge, Hu et al. [143] is the only method specifically designed to train a
predictive model via gradient descent to predict constraint parameters of linear packing and covering
problems within a DFL framework. Consequently, we compare it (which we refer to as P+O) with our
SFGE method on the fractional KP with 10 items, which is also used in their experimental evaluation.
In this benchmark, both the item values and the item weights are unknown and must be predicted. We
choose the same correction and penalty functions as in Hu et al. [143]: when the solution instantiated
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Table 6.6: PFL, SFGE and PO results on the fractional KP. We did not report the Feas. rel. PRegret
for very high Infeas. ratio.

Method Rel. PRegret Feas. rel. PRegret Infeas. ratio MSE Epochs

capacity=50, ρ = 0

PFL 0.403 ± 0.015 0.107 ± 0.064 0.72 ± 0.15 99.1 ± 13.1 13.3 ± 2.9
P+O 0.377 ± 0.130 − 1.00 ± 0.0 9.8 · 105 ± 1.2 · 104 2.5 ± 1.9
SFGE (ours) 0.385 ± 0.008 − 1.00 ± 0.0 8.2 · 105 ± 6.8 · 105 13.4 ± 3.7

capacity=50, ρ = 1

PFL 0.501 ± 0.033 0.107 ± 0.064 0.72 ± 0.15 99.1 ± 13.1 13.3 ± 2.9
P+O 0.460 ± 0.162 0.380 ± 0.018 0.61 ± 0.02 3.8 · 105 ± 4.8 · 103 2.1 ± 1.9
SFGE (ours) 0.467 ± 0.016 0.177 ± 0.045 0.55 ± 0.10 7.9 · 105 ± 5.1 · 105 14.9 ± 4.7

capacity=50, ρ = 2

PFL 0.600 ± 0.077 0.107 ± 0.064 0.72 ± 0.15 99.1 ± 13.1 13.3 ± 2.9
P+O 0.492 ± 0.173 0.422 ± 0.009 0.42 ± 0.05 3.5 · 105 ± 3.8 · 103 1.6 ± 0.6
SFGE (ours) 0.512 ± 0.036 0.237 ± 0.092 0.46 ± 0.18 1.3 · 106 ± 9.3 · 105 16.8 ± 4.3

capacity=75, ρ = 0

PFL 0.353 ± 0.014 0.096 ± 0.058 0.72 ± 0.15 99.1 ± 13.1 13.3 ± 2.9
SFGE 0.337 ± 0.009 − 0.99 ± 0.01 6.20 · 105 ± 6.06 · 105 13.4 ± 4.1
P+O 0.332 ± 0.109 − 1.0 ± 0.0 9.8 · 105 ± 1.1 · 104 2.4 ± 1.4

capacity=75, ρ = 1

PFL 0.437 ± 0.023 0.096 ± 0.058 0.72 ± 0.15 99.1 ± 13.1 13.3 ± 2.87
SFGE 0.410 ± 0.010 0.172 ± 0.044 0.52 ± 0.09 9.41 · 105 ± 5.40 · 105 16.3 ± 3.8
P+O 0.405 ± 0.145 0.332 ± 0.013 0.617 ± 0.035 3.8 · 105 ± 4.5 · 103 1.8 ± 1.5

capacity=75, ρ = 2

PFL 0.522 ± 0.057 0.096 ± 0.058 0.72 ± 0.15 99.1 ± 13.1 13.3 ± 2.87
SFGE 0.436 ± 0.010 0.230 ± 0.081 0.40 ± 0.16 2.1 · 106 ± 1.53 · 106 20.8 ± 7.8
P+O 0.426 ± 0.149 0.378 ± 0.009 0.428 ± 0.025 3.5 · 105 ± 4.0 · 103 3.2 ± 2.0

by the prediction exceeds the capacity, items are proportionally removed (i.e., the selected knapsack is
scaled down) until the capacity constraint is satisfied. If the discarded amount of item i is ∆i, then the
penalty for removing it is ρvi∆i, where vi is the item’s value. We consider problem configurations with
a capacity of 50 and 75, and various penalty coefficients ρ = 0, 1, 2. To assess the performance of DFL
methods with highly misspecified models, we train a linear model to predict both the item weights and
costs of the fractional KP. We conduct experiments on 10 different training-validation-test splits, using
the same proportions as described in the previous section, along with the same hyperparameters.

The results are presented in Table 6.6. For each method, we report the relative post-hoc regret (Rel.
PRegret), the relative regret of solutions that do not require the correction action (Feas. rel. regret), the
ratio of solutions that require a correction action (Infeas. ratio), the MSE, and the number of epochs
before training is stopped. SFGE outperforms PFL in terms of relative post-hoc regret, while P+O
provides the best average performance but with a higher standard deviation; we can thus conclude that
SFGE provides a better worst-case relative post-hoc regret for this instance of the fractional KP. With
increasing ρ, the DFL methods become more conservative: the infeasibility ratio decreases, but at the
cost of a worse relative regret on the feasible solutions. Regarding convergence speed, P+O is the fastest,
whereas PFL and SFGE are slower and require a comparable number of epochs. As expected, in terms
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Figure 6.14: The relative post-hoc regret and normalized runtime at inference time of SFGE and
PFL+SAA on the WSMC of size 10 × 50, for a ρ = 5 (left) and ρ = 10 (right).

of MSE, PFL delivers the best performance, whereas SFGE and P+O perform worse and show similar
results. This makes sense, since SFGE and P+O train the model in a DFL fashion, rather than with
the goal of maximizing accuracy.

While P+O is limited to linear packing and covering problems, many real-world combinatorial
optimization problems involve integrality constraints and can be framed as ILP problems. Our SFGE
method makes no assumptions about the optimization problem’s structure, allowing it to be applied
to ILP problems without modification. To the best of our knowledge, the only method that allows
training a neural model in a DFL fashion to predict the constraint parameters of an ILP problem is
CombOptNet [137].

To evaluate SFGE’s performance when predicting parameters of constraints in an ILP problem,
we considered two problem setups: the KP with unknown item weights and WSMC with unknown
coverage requirements. To mimic a difficult-to-learn setting, we modeled the ground-truth relation
between features and targets stochastically. More concretely, the ground-truth targets are sampled
from a distribution whose parameters depend deterministically on the features. We assumed a Poisson
distribution for both the item weights and coverage requirements. The number of input features and
the degree of misspecification are the same as in the previous section. Since the ground-truth relation
between features and problem parameters is now modeled stochastically, for the PFL method we employ
the same probabilistic model used for SFGE: a Gaussian distribution whose mean is parameterized by a
linear regression model and whose standard deviation is trainable but non-contextual (i.e., independent
from the input features). This model is trained to maximize the likelihood (by minimizing the negative
log-likelihood) of the ground-truth parameters and not to minimize the task loss. The optimization
problem model and the recourse actions are the ones described in chapter 4.

We run experiments on the KP-50 and with ρ ∈ {5, 10, 20}. For the WSMC, the availability matrices
were generated following a set of guidelines by Grossman and Wool [179] that lead to realistic instances.
The set costs are generated uniformly at random from the range [1, 100].
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Figure 6.15: Comparison between SFGE and PFL+SAA on the KP-50 with stochastic item weights, for
ρ = 5 (left) and ρ = 10 (right).

The results are presented in table 6.7 and table 6.8. SFGE significantly outperforms the other
methods in terms of relative post-hoc regret. In WSMC, SFGE tends to be conservative, resulting in a
higher relative regret for solutions that do not require the recourse action, especially with higher ρ values.
Conversely, in the case of the KP, even though SFGE consistently achieves better post-hoc regret, it
frequently resorts to recourse actions. One possible explanation for this phenomenon is that the option
of adding items during the second stage always remains available, albeit at a reduced value. PFL is more
accurate, though with a higher regret, and converges faster than the other methods, while CombOptNet
is the least accurate. Similarly to the previous experiments, SFGE has a slower convergence speed,
requiring a larger number of epochs.

Q3: PFL with stochastic optimization The ILP problems tackled in the last section involve
stochasticity in the ground-truth relation from features to problem parameters. The PFL model is
trained to map the true distribution and can be further leveraged by performing SAA at inference
time [13]. This involves collecting a set of instance-specific samples, which are subsequently used as
scenarios in the SAA algorithm to compute the optimal solution z⋆. This ideally improved solution is
then employed to calculate the post-hoc regret. We refer to this pipeline as PFL+SAA. In contrast,
as discussed in section 6.4, SFGE relies on stochasticity primarily to smooth the regret but does not
model the underlying distribution. Simultaneously, it inherently minimizes the expected value of perfect
information while only requiring a single sample during inference. Consequently, we compare these two
methods to explore the considerable scalability advantages of SFGE.

In figs. 6.14 and 6.15, we present the relative post-hoc regret (top row) and the log10 normalized
runtime (bottom row) during as functions of the number of sampled scenarios on the same ILP benchmarks
as in the previous section. While for the WSMC we were able to solve the optimization problem (with
scenarios) to optimality, in the case of the KP, we imposed a time limit of 30 seconds. This choice was
necessitated by the higher computational demands of the KP, primarily stemming from the significant
number of second-stage decision variables. The corresponding values for SFGE are drawn as horizontal
lines since they do not require sampling.
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As observed, with an increase in the number of scenarios, PFL+SAA generally improves on PFL in
terms of relative post-hoc regret, but requires higher computation time. Because PFL learns to predict
a distribution (a Gaussian) that is different from the true one (a Poisson), for high ρ values, PFL+SAA
struggles to catch up to SFGE: even when 100 and 75 samples are collected for respectively the KP with
unknown item weights and the WSMC, PFL+SAA does not surpass the performance of SFGE.

Discussion These experimental results showed that, when predicting parameters that appear in the
objective function, SFGE is not able to outperform the DFL state-of-the-art that cleverly leverage the
available knowledge, but still provides a major improvement over PFL approaches. On the other hand,
on ILPs with uncertainty in the constraints, SFGE demonstrated superior performance in terms of both
post-hoc regret and infeasibility ratio. Moreover, SFGE can be employed to dramatically reduce the
computation time required to obtain robust solution for stochastic optimization problems. However,
we did observe that it is slower in convergence speed in comparison. This issue was not unexpected
since SFGE is known to suffer from the problem of high variance. Standardization plays a crucial
role in addressing this issue. However, as part of future work, we plan to enhance our approach by
incorporating variance reduction techniques from the existing literature, e.g. by learning critic for the
post-hoc regret. Furthermore, we intend to expand our analysis to encompass problems where predictions
appear non-linearly in the objective function, such as those involving trigonometric, polynomial, or
exponential functions.



Chapter 7

Conclusions

This thesis presents novel informed ML methodologies, showcasing how various forms of knowledge can
be integrated into different stages of the ML pipeline, with a focus on enhancing predictive models and
decision support systems.

In the realm of predictive models, we propose a versatile mathematical framework to leverage prior
knowledge in the form of external black-box models. This approach, characterized by its generality,
allows for the integration of different types of black-boxes (e.g. general mathematical functions, other
ML models) at various pipeline stages, including augmenting training data, designing custom neural
architectures, and creating dedicated learning algorithms. The effectiveness of this methodology is
demonstrated through a predictive maintenance task in an oil and gas facility. While this research
currently focuses on a single application, future studies could explore its applicability to a broader range
of real-world scenarios.

We also delve into the UDE for data-driven discovery of ordinary differential equations. While UDE
aids in improving predictive accuracy, we identify its data-driven component as a potential barrier to
achieving fully interpretable physics parameters approximation. Our analysis offers valuable insights for
mitigating and controlling this undesirable behavior, exemplified by an experimental study on an RC
circuit system often used to model thermal components.

The second part of the thesis shifts focus to informed ML techniques for enhancing decision support
systems. We introduce a method that distills constraints propagators into the weights of a neural
network, proving particularly beneficial when knowledge acquisition is costly and feasible only during
training, not inference. This technique is validated using the PLS completion problem and controlled
experiments assessing the impact of progressively integrating knowledge and data.

Furthermore, we propose a more structured approach to incorporate knowledge into ML models
for decision support systems. The unify framework is designed as a unified solution integrating
ML with combinatorial optimization techniques, where knowledge is encapsulated in the declarative
problem formulation. This framework cleverly decomposes the problem, partitioning the complexity
and harnessing the strengths of both ML and combinatorial optimization. It effectively utilizes ML
for predicting unknown parameters and managing uncertainty, while the optimization solver adeptly
handles combinatorial input spaces and enforces constraints. An extensive evaluation on a real-world
Energy Management System and abstract combinatorial optimization problems demonstrates unify’s
versatility and effectiveness. While it outperforms existing methods in some cases, it also introduces
additional capabilities in others.
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Additionally, we develop a specific instance of unify, namely score function gradient estimation
to widen the applicability of decision-focused learning. This variant opens new avenues for applying
decision-focused learning to challenging setups, such as predicting parameters appearing in constraints
and requiring recourse actions for recovering from feasibility, and stochastic optimization.

In conclusion, this thesis contributes significantly to the integration of symbolic knowledge into
ML algorithms for predictive models and decision support systems. Through extensive experimental
analysis on both synthetic and real-world problems, the effectiveness of the proposed methodologies
is substantiated. We highlight how informed ML offers versatile techniques for injecting knowledge
in various forms and phases of an ML workflow. While enhancing accuracy, symbolic knowledge also
improves interpretability, although sometimes requiring careful practices, especially in physics-informed
ML. This work underscores the importance of interpretability, hoping to inspire future research in this
field to place a stronger emphasis on it.

For decision support systems, we identify the declarative formulation of optimization problems as a
crucial source of symbolic knowledge, with the learning process being the most suitable phase for its
integration. The unify framework is presented as a general approach for this integration. While this
thesis provides a glimpse into unify’s potential, there are opportunities for further extensions, such
as addressing long-term or chance constraints and applying it to robust optimization. In the realm of
decision-focused learning, unify could enhance applicability to more complex, nonlinear optimization
problems, though scalability remains a challenge due to the requirement of solving multiple optimization
problems.



Appendix A

Theoretical Results on Score
Function Gradient Estimation

In this section, we prove the theoretical soundness of the method.
Recall the derivation of the gradient estimation:

∇θL(θ, y) = ∇θEŷ∼pθ(y)[L(z⋆(ŷ), y)] (A.1a)

= ∇θ

∫
pθ(ŷ)L(z⋆(ŷ), y)dŷ (A.1b)

=
∫

L(z⋆(ŷ), y)∇θpθ(ŷ)dŷ (A.1c)

=
∫

L(z⋆(ŷ), y)pθ(ŷ)∇θ log pθ(ŷ)dŷ (A.1d)

= Eŷ∼pθ(y)[L(z⋆(ŷ), y)∇θ log pθ(ŷ)] (A.1e)

The validity of the equations is trivial except for the interchange of the integral and gradient in (6.40c).
Mohamed et al. [178] states that the interchange is valid if:

(i) pθ(y) is continuously differentiable in its parameters θ,

(ii) pθ(ŷ)L(z⋆(ŷ), y) is both integrable and differentiable for all parameters θ, and

(iii) There exists an integrable function g(ŷ) such that supθ ||L(z⋆(ŷ), y)∇θpθ(ŷ)||1 ≤ g(ŷ), ∀ŷ.

For an arbitrary choice of probability density pθ and the loss function L, it is very difficult to check
that these three conditions hold (see, L’Ecuyer [180] or Glasserman [181] for a more detailed discussion).
Therefore, we make nonrestrictive assumptions to prove that the above conditions hold for our case.

First, assume that pθ is Gaussian, then (i) holds due to the smoothness of the density function. For
the univariate case:

pθ(y) = 1
σ

√
2π

e− 1
2 ( y−µ

σ )2

where θ = (µ, σ). Then, The derivatives of the Gaussian distribution with respect to µ and σ are

y − µ

σ2 pθ(y) and
(

(y − µ)2

σ3 − 1
σ

)
pθ(y), (A.2)
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respectively. Both derivatives are continuous in their respective parameters, unless when σ = 0. This
condition could be easily avoided by adding a small constant to the predicted σ. Thus (i) holds. The
extension to multivariate cases is similar.

In order to show that (ii) holds, we can also assume that the post-hoc regret L(z⋆(ŷ), y) is bounded.
The first part of the post-hoc regret, the regret, is bounded if the feasible region of the optimization
problem is also bounded. We can also assume that the second part, the penalty, always gives a finite
value, since in practice there is no infinitely infeasible decision to correct. Then, since L is bounded, and
under the Gaussian assumption, the product pθ and L is integrable and differentiable for all parameters
θ. Hence (ii) holds under these assumptions.

To show (iii), first note that that ∇θpθ(ŷ) takes a finite value for all θ and it vanishes as θ → ±∞ for
a Gaussiian random variable. The univariate case is clear in (A.2) and the extension to the multivariate
case is similar. Therefore, ∇θpθ(ŷ) is bounded, i.e. there exists a (possibly large) positive real number
M(ŷ) depending on ŷ such that supθ ||∇θpθ(ŷ)||1 ≤ M(ŷ) for all ŷ.

Using the Cauchy–Schwarz inequality , we get:

||L(z⋆(ŷ), y)∇θpθ(ŷ)||1 ≤ L(z⋆(ŷ), y)||∇θpθ(ŷ)||1

for all θ and ŷ since L is a non-negative real-valued function. Taking the supremum of the both sides of
the equation with respect to θ, we get:

sup
θ

||L(z⋆(ŷ), y)∇θpθ(ŷ)||1 ≤ L(z⋆(ŷ), y) sup
θ

||∇θpθ(ŷ)||1

since the loss does not depend on θ. Then, we have:

sup
θ

||L(z⋆(ŷ), y)∇θpθ(ŷ)||1 ≤ g(ŷ) := L(z⋆(ŷ), y)M(ŷ)

where g is constant and hence integrable. Hence (iii) holds.



Appendix B

Additional Results on SFGE for DFL

Figure B.1: Left: validation regret on the KP-50 w.r.t. the number of epochs when multiple predictions
ŷ are sampled for the same x. Right: test relative regret on the KP-50 when σ is contextual (predicted
std dev) and a trainable parameter (trainable), compared with the state-of-the-art SPO.

Estimating the parameter distribution While we employ stochastic parameter estimates, it’s
important to note that they are a part of our smoothing approach and need not precisely reflect the
actual distribution of y. This realization underscores a few key points: 1) We opt for a Gaussian
distribution not because it perfectly represents the nature of y, but because it results in localized
smoothing and more representative gradients. 2) Since the standard deviation primarily serves as a
smoothing factor, our approach remains effective regardless of whether σ is trainable. Throughout
our research, we conducted experiments with various σ settings, including a constant σ, a trainable
non-contextual σ (the same for all examples), and a contextual σ (input-dependent). It was observed
that using a trainable standard deviation tends to yield the best results, while introducing contextuality
(i.e., σ(x)) did not yield significant advantages. In fig. B.1 (right), we present the relative regret of
SFGE on KP-50 with a contextual σ. The results obtained with the best hyperparameter configuration
closely resemble those achieved with a non-contextual σ setting.



116 Additional Results on SFGE for DFL

Figure B.2: Validation relative regret during training of SFGE with and without standardization on the
KP-50

Improving the gradient estimate Our training problem can be understood as:

argmin
θ

Ex,y∼p(x,y),ŷ∼pθ(ŷ|x) [L(z⋆(ŷ), y)] (B.1)

where the expectation on x, y is approximated via mini-batches, and the expectation on ŷ by sampling
from the smoothing distribution. The motivation for using a higher number of samples is to obtain a
good gradient for improved generalizability. First we want to highlight that we train using mini-batch
gradient descent, which introduces stochasticity through different batches. This inherent randomness
of mini-batch gradient descent contributes to generalizability even if only one sample is used for one
instance. Nevertheless, using more samples still might lead to more reliable gradients, but it also
requires solving more optimization problems per gradient descent step. In our research, we had indeed
investigated this trade-off: as shown in fig. B.1 (left), using more samples results in fewer training epochs,
not a faster training time since for each sample we need to solve an optimization problem.

As previously mentioned in the main body of the paper, we apply standardization to the regret within
a single mini-batch to enhance convergence speed by reducing gradient variance. The standardization is
computed as follows:

R̃ = R − µ

σ2 + ϵ

Here, R represents the regret, µ and σ denote the mean and variance of the regret within a mini-batch,
and ϵ = 10−8 is a small constant introduced to prevent numerical instability. To empirically demonstrate
the effectiveness of this standardization operation, we compare a model trained with SFGE with and
without the standardization of the regret within mini-batches. We conducted experiments on the KP-50
dataset, following the same evaluation procedure as described section 6.4. In fig. B.2, we present
a comparison of the validation relative regret between the two approaches, clearly illustrating that
standardization significantly improves convergence speed.

Since the choice of mini-batch size affects the results of standardization and, consequently, the variance
reduction, we conducted experiments with various batch sizes, specifically {2, 4, 8, 16, 32, 64, 128, 256, 512},
on the KP-50 dataset. We evaluated both the relative regret on the test set and the number of
optimization problems solved before reaching convergence. The latter experiment provides insights into
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Figure B.3: Total number of optimization problems solved by SFGE during training w.r.t. the mini-batch
size used in stochastic gradient descent.

Figure B.4: Test relative regret w.r.t. the mini-batch size used in stochastic gradient descent.

the computational efficiency of different configurations, considering that solving a large optimization
problem can be challenging. As depicted in fig. B.3, increasing the batch size results in a larger number
of optimization problems required to reach convergence, as it necessitates more epochs. With a larger
batch size, the number of mini-batches decreases, reducing the number of optimization steps per epoch.
Overall, a batch size of 32 demonstrates the best trade-off in terms of computational cost and relative
regret.
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