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by Adriano CARDACE

In recent years, Deep Learning techniques have demonstrated remarkable achievements
across various Computer Vision tasks, frequently surpassing human capabilities. Never-
theless, these data-driven methodologies often demand large volumes of annotated data,
necessitating laborious and costly manual annotation procedures. The objective of this thesis
is to introduce novel methods designed to mitigate this challenge by harnessing knowledge
obtained from diverse domains or tasks, even in the presence of limited annotations. This
challenge is commonly known as the Transfer Learning problem. Our exploration will delve
into the forefront of Transfer Learning, with a predominant emphasis on the advancement
of techniques for Domain Adaptation in diverse computer vision tasks. This research jour-
ney begins with a comprehensive investigation into 2D Semantic Segmentation, and we
demonstrate how other tasks such as Depth Estimation and Edge Detection can enhance the
adaptability of models across different visual domains. Subsequently, the exploration extends
to the realm of 3D point cloud classification, where the challenges posed by diverse domain
shifts are addressed once again exploiting auxiliary tasks such as shape reconstruction or
recent Self-Supervised techniques. The proposed works for 2D Semantic Segmentation and
3D point cloud classification lay the foundation for the development of novel frameworks
aimed at tackling the challenging task of multi-modal Domain Adaptation for 3D Semantic
Segmentation, where multiple sensors such as RGB cameras and LiDARs are available. Fi-
nally, we shed some light on a new exciting and emerging topic which is solving common
vision tasks on Neural Fields, which are an emerging paradigm used to represent signals
such as images or 3D shapes. We will specifically focus on the 3D scenario, and in the context
of Transfer Learning, show for the first time how acting directly on Neural Fields allows
the possibility to transfer knowledge among different representations such as from 3D point
clouds to meshes.
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Chapter 1

Introduction

1.1 The Transfer Learning Problem

Deep learning has revolutionized Computer Vision in recent years. The success can be
largely attributed to the undeniable effectiveness of Convolutional Neural Networks (CNNs)
[12, 13, 14] and more recently Transformers [15]. These models have remarkable performance
when trained on high-quality annotated training data. Moreover, the availability of numerous
pre-trained models allows for the reuse of these networks as feature extractors, enabling the
resolution of complex tasks with minimal effort. For example, in a classification problem, one
can utilize standard network architectures like ResNet[14] or VGG [13] and train them using
their own dataset, potentially yielding excellent results if the data are accurately annotated.
These capabilities can be effectively utilized to tackle various complex tasks that demand a
comprehensive understanding of images, such as semantic segmentation, depth estimation,
and many more. In 2014, noteworthy advancements were made by [16], that achieved
state-of-the-art outcomes by simply employing a linear SVM classifier on top of a CNN.
However, thus far, most approaches have tackled each task independently, involving the
collection of a dataset, training of the model, and subsequent testing. But what if we could
transfer the knowledge gained from a previous task to a new one? Or train our network in
a specific domain and deploy it in another? After all, humans tend to learn progressively,
building upon past knowledge. In a way, we aim to make these algorithms more human-like.
Leveraging previously acquired knowledge can be beneficial in several ways. For instance,
collecting large datasets for tasks like semantic segmentation is often impractical. To this
end, it is essential to develop strategies that exploit synthetic datasets to save both time
and money. Transferring knowledge presents a significant challenge for computers, and
despite ongoing efforts by researchers to push the boundaries of Deep Learning, we are
still far from achieving human-level capabilities. In the realm of Machine Learning, the task
of transferring knowledge is commonly referred to as Transfer Learning (TL). This area of
research is expansive and dynamic, with roots in Computer Vision before the rise of Deep
Learning. Before delving into the specific focus of this thesis, which is Transfer Learning in
the context of Domain Adaptation (DA) and Task Transfer (TT), it is essential to briefly clarify
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some fundamental concepts that will be utilized throughout this dissertation. Depending on
the available data, different variations of machine learning problems can arise, and the most
common ones are as follows:

• Supervised Learning: under the supervised setting, we are given input-label pairs, and
the goal is to learn a mapping function between input and labels. A simple example is
image classification, in which the input is an image and the label is the class it belongs
to.

• Unsupervised Learning: In this scenario, the absence of labels makes it challenging
to assign categories. The main objective is to develop a feature space that effectively
represents the distinctive qualities of the input data. This is achieved by optimizing
an objective function without relying on any form of annotations. Typical tasks in this
context include clustering and anomaly detection.

• Semi-Supervised Learning: These algorithms aim to learn from both labeled and un-
labeled samples. The underlying assumption is that both types of samples are drawn
from the same or similar distribution, allowing them to be utilized together to enhance
performance. In many real-world scenarios, we often encounter situations where only a
small portion of the data is labeled, while a vast amount remains unlabeled. Therefore,
it becomes crucial to employ techniques that can effectively leverage both labeled and
unlabeled data to maximize learning potential.

• Self-Supervised Learning: Self-supervised learning is a relatively recent learning tech-
nique where the training data is labeled autonomously. While it can be considered
a type of supervised learning, the key distinction lies in the fact that the datasets are
not manually annotated by humans. Instead, they are automatically labeled through
a surrogate task. By designing a complex task that provides free labels, it becomes
possible to learn high-quality features that can be applied to the intended target task.
An example of such a task is image rotation, where the input image is rotated, and
the model predicts the degree of rotation. Solving these types of tasks requires a deep
understanding of high-level semantics. Consequently, the model learns representations
that can subsequently be utilized to address downstream problems. Self-Supervised
Learning is sometimes referred to as Weak-Supervised Learning.

Transfer Learning can be employed in all the aforementioned settings as these concepts
are independent of each other. To provide an intuitive and general example of the Transfer
Learning problem, let’s consider a scenario where our goal is to develop a model capable of
performing semantic segmentation, which involves assigning pixel-wise labels to different
objects in an image, such as buildings, trees, cars, pedestrians, and traffic lights. An example of
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such a dataset in the autonomous driving field is the Cityscapes dataset [17]. However, when
we deploy the same model on another dataset, such as Kitti [18], we encounter significant
performance degradation. The reason behind this poor performance is that the domain
has changed. Despite both datasets representing street scenes, there are variations such as
the different type of buildings or cars, and lighting conditions, among other factors, which
affect the model’s ability to generalize. This is where Domain Adaptation comes into play.
Domain Adaptation is a specific sub-discipline of Transfer Learning that addresses these
types of scenarios. In case no forms of annotations are available for the target domain, we
specifically talk about Unsupervised Domain Adaptation (UDA). Moreover, Transfer learning
can also involve the Task Transfer (TT) problem [19], i.e., on exploiting supervised data to
tackle multiple tasks in a single domain more effectively by leveraging on the relationships
between the learned representations. Thereby, in many of the approaches we introduce in the
next chapters, we focus on merging DA and TT by explicitly addressing a cross-domain and
cross-task problem where on one source domain (e.g., synthetic data) we have supervision
for many tasks, while in another target one (e.g., real data) annotations are available only for
a specific task while we wish to solve many.

1.2 Notation and Formal Definition of Transfer Learning

Let’s now give a formal definition of Transfer Learning and introduce some common
notation that will be used throughout this thesis. For the adopted notation, we closely
follow most of the surveys about Transfer Learning [20] [21]. A domain D consists of a
feature space X and a marginal probability distribution P(X), where X = {x1, ..., xn} ∈ X .
We may consider X as our training data. If the domain consists of RGB images with size
W × H × C, we have a three-dimensional feature space of size W × H × C, i.e., the space
of the possible three-channels images that can be generated. A dataset can be thought of
as a small volume inside this huge feature space. For example, all the natural images, lie
in a specific portion of this multi-dimensional feature space, and we are only interested in
modeling its marginal probability distribution P(X). For a given domain D = {X , P(X)},
a task T is defined by two components, T = {Y , f (·)}, where Y is the label space and
f (·) an objective predictive function that under a probabilistic perspective can be seen as
the conditional probability distribution P(Y|X). In the classical supervised setting, P(Y|X)

can be learned directly from the labeled data {xi, yi}, where xi ∈ X and yi ∈ Y . We can
generalize to the situation in which we have two domains, the source domain with sufficient
labeled data Ds = {Xs, P(X)s}, and the target one with a small amount of labeled data or no
annotated data Dt = {Xt, P(X)t}. Dt can thereby be decomposed in two sets: the labeled
part, Dtl, and the unlabeled part, Dtu. The entire target domain is Dt = Dtl ∪ Dtu. Each
domain is coupled with its corresponding task: the former is T s = {Y s, P(Ys|Xs)}, and the
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latter is T t = {Y t, P(Yt|Xt)}. The previous definition gives a general framework that can be
instantiated in different settings to obtain several cases. For example, if we fix Ds = Dt and
T s = T t, we are in the traditional Supervised Learning case. In general, since both domain
and task are composed by two elements, we have in total four possibilities:

1. The two datasets are different because the feature space is different: X s ̸= X t. A typical
example can be digit recognition. The source domain only contains one channel images,
while in the test domain, we have to classify colored digits.

2. The difference between the two datasets is caused by a distribution shift: P(Xs) ̸= P(Xt).
Fig. 1.1 illustrates such scenario. In a simplistic two-dimensional feature space, we have
images belonging to the same class (the digits 5) that are occupying different portions of
the feature space. Hence, training a classifier on domain A, and applying it on domain
B, would lead to very poor performance.

FIGURE 1.1. Distribution shift

3. Tasks divergence is caused by a label space discrepancy: Y s ̸= Y t. A typical example of
this case is face recognition, because in the source domain, we may have some faces,
while in the target domain, we would like to recognize other people as depicted in
Fig. 1.2

4. The conditional probability distribution of source and target tasks are different: P(Ys|Xs) ̸=
P(Yt|Xt). This case appears quite often in practice. This happens for example when we
train a model for image classification on a balanced dataset, while the test set is strongly
unbalanced.

The four previous cases are not exclusive and can also appear together as is often the case
in real-world problems. Again, in the autonomous driving scenario, we may have at our
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FIGURE 1.2. Different label space

disposal additional sensing information such as depth maps for both the source and the
target domain. if we want to solve semantic segmentation in the target domain by exploiting
such data, we are in a situation in which both the tasks (label space discrepancy) and the
domains (different feature space) differ.

1.3 Structure of the thesis

This dissertation aims to introduce novel Transfer Learning algorithms capable of trans-
ferring knowledge across diverse domains and tasks. This research encompasses various
applications, such as 2D semantic segmentation, 3D point cloud classification, and multi-
modal semantic segmentation. The chosen order of these topics is deliberate and strategically
designed. Firstly, we focus on 2D UDA for semantic segmentation, a well-studied field within
the UDA literature [22, 23, 24, 25, 26, 27]. Following our contributions in this domain, we
analyze and propose novel UDA algorithms for 3D point cloud classification [28, 29, 30].
Next, we investigate 3D semantic segmentation from multi-modal data (i.e., RGB and LiDAR
scans). This task can be considered the culmination of the previous two steps and only few
approaches delt with this complex scenario [31, 32, 33]. Notably, 3D semantic segmentation
using multi-modal data presents substantial challenges and necessitates a comprehensive
understanding of the prior topics before tackling its intricacies.

Finally, while Transfer Learning remains the primary focus of this thesis, an additional
chapter is dedicated to Neural Fields. This emerging topic has gained significant interest
within the computer vision community. In this context, we present two works exploring how
to perform standard Deep Learning tasks on this novel representation. Although Neural
Fields have not yet been investigated concretely in the context of Transfer learning, they hold
immense potential as a unified framework for representing various 3D data forms. To this
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end, we present in the last chapter some preliminary results on transferring knowledge across
modalities i.e., classifying Neural Fields of point clouds with a network trained on neural
fields of meshes. By introducing these works, we hope to inspire further research towards
leveraging neural Fields in Transfer Learning problems.

To summarize, the structure of the thesis is as follows:
Part 1 - Domain Adaptation for 2D Semantic Segmentation. We propose here two lines

of research in this area. The first two works focus on how to exploit different tasks such
as depth estimation, to improve the performance of a segmentation model in the Domain
Adaptation scenario. In the last work instead, we focus on how to obtain better segmentation
masks at object boundaries when the model has to be tested in a different domain.

• Chapter 3 - Learning Good Features to Transfer Across Tasks and Domains. In this
work [4] we introduce a set of strategies to constrain the learned feature spaces so that
the transfer of such features across tasks and domains can be considerably improved.

• Chapter 4 - Plugging Self-Supervised Monocular Depth into Unsupervised Domain.
In all previous works, the domain shift has always been addressed by focusing on the
differences between the two domains. This gap is usually addressed in the input space,
feature space, or output space. However, a different perspective can also be introduced,
and in this work presented in [2], we investigate whether it is possible to boost UDA
performance for 2D semantic segmentation by transferring knowledge learned from
another task.

• Chapter 5 - Shallow Features Guide Unsupervised Domain Adaptation for Semantic
Segmentation at Class Boundaries. Previous UDA methods for 2D semantic segmenta-
tion can correctly segment out coarse blobs of large elements in a scene such as cars or
buildings, failing however in providing pixel-wise accurate segmentation masks. Our
approach presented in [34], exploits shallow features of a CNN encoder to refine the
coarse segmentation.

Part 2 - Domain Adaptation for 3D Point Cloud Classification. In this part, we specifically
address UDA for Point Cloud Classification, and we propose two novel methods that focus
mainly on the Self-training step for boosting performance on the target domain.

• Chapter 7 - RefRec: Pseudo-labels Refinement via Shape Reconstruction for Unsuper-
vised 3D Domain Adaptation. In this chapter, we present RefRec [1], a novel algorithm
that relies on the self-training protocol to learn domain-specific decision boundaries and
reduce the negative impact of mislabelled target samples, showcasing the effectiveness
of pseudo-labels for this important problem.

• Chapter 8 - Self-Distillation for Unsupervised 3D Domain Adaptation. This chapter
reports a novel UDA algorithm introduced in [5]. Here, we focus on obtaining a
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discriminative feature space for the target domain enforcing consistency between a
point cloud and its augmented version. We then propose a novel iterative self-training
methodology that exploits Graph Neural Networks (GNNs) in the UDA context to
refine pseudo-labels.

Part 3 - Domain Adaptation for multi-modal Semantic Segmentation. Here, we combine
the knowledge acquired with the previously proposed methods and investigate UDA for
multi-modal data that involves both 2D and 3D sensors.

• Chapter 10 - Boosting Multi-Modal Unsupervised Domain Adaptation for LiDAR
Semantic Segmentation by Self-Supervised Depth Completion. In this chapter, we
propose a novel multi-modal UDA method that leverages depth completion as an
auxiliary task to align features extracted from 2D images across domains.

• Chapter 11 - Exploiting the Complementarity of 2D and 3D Networks to Address
Domain-Shift in 3D Semantic Segmentation. In this chapter, we introduce MM2D2D[6],
a two-branches architecture that processes 2D and 3D information independently. We
explain why this design choice is effective and then show how this architecture can
be improved to make the multi-modal semantic segmentation more robust to domain
shift.

Part 4 - Neural Fields. Neural Fields have emerged in the last few years as a powerful
tool to encode continuously a variety of different signals like images, videos, audio and
3D shapes. When a single Multi-Layer perception (MLP) is used to parametrize a Neural
Field, we usually refer to them as Implicit Neural Representations (INRs) In the last part of
this thesis, we introduce the first work that shows how to effectively process INRs to solve
common downstream tasks. Then, in the last chapter, we go beyond the concept of INRs
and consider also other hybrid parametrizations for Neural Fields to solve downstream tasks
more effectively. Moreover, this representation enables the possibility to perform preliminary
experiments in the context of Transfer Learning.

• Chapter 13 - Deep Learning on Implicit Neural Representations of Shapes Since INR
are parametrized as neural networks, it is not clear whether and how it may be possible
to feed them into deep learning pipelines aimed at solving a downstream task. Here, we
put forward this research problem and propose inr2vec, a framework that can compute
a compact latent representation for an input INR in a single inference pass. We verify
that inr2vec can embed effectively the 3D shapes represented by the input INRs and
show how the produced embeddings can be fed into deep learning pipelines to solve
several tasks by processing exclusively INRs.

• Chapter 14 - Neural Processing of Tri-Plane Hybrid Neural Fields Using a single
neural network to parametrize a neural field to solve downstream tasks still holds
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many limitations, such as being significantly inferior to those achieved by processing
explicit representations, e.g., point clouds or meshes. In the meantime, hybrid rep-
resentations, in particular based on tri-planes, have emerged as a more effective and
efficient alternative to realize neural fields, but their direct processing has not been
investigated yet. In this Chapter, we show that the tri-plane discrete data structure
encodes rich information, which can be effectively processed by standard deep-learning
machinery. We define an extensive benchmark covering a diverse set of fields such as
occupancy, signed/unsigned distance, and, for the first time, radiance fields. While
processing a field with the same reconstruction quality, we achieve task performance
far superior to frameworks that process large MLPs and, for the first time, almost on
par with architectures handling explicit representations.
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Part I

Transfer Learning for 2D Semantic
Segmentation
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Chapter 2

Initial Remarks

Semantic segmentation is the task of classifying each pixel of an image. Nowadays,
Convolutional Neural Networks can achieve impressive results in this task but require huge
quantities of labeled images at training time [35, 36, 37, 38]. A popular trend to address this
issue concerns leveraging computer graphics simulations [89] or game engines [39] to obtain
automatically synthetic images endowed with per-pixel semantic labels. Yet, a network
trained on synthetic data only will perform poorly in real environments due to the so-called
domain-shift problem. In the last few years, many Unsupervised Domain Adaptation (UDA)
techniques aimed at alleviating the domain-shift problem have been proposed in literature.
These approaches try to minimize the gap between the labeled source domain (e.g. synthetic
images) and the unlabeled target domain (e.g. real images) by either hallucinating input
images, manipulating the learned features space or imposing statistical constraints on the
predictions [26, 40, 41, 42].

At a more abstract level, UDA may be thought of as the process of transferring more
effectively to the target domain the knowledge from a task solved in the source domain. This
suggests that it may be possible to improve UDA by transferring also knowledge learned
from another task to improve performance in the real domain. In fact, the existence of tightly
related representations within CNNs trained for different tasks has been highlighted since the
early works in the field [43], and it is nowadays standard practice to initialize CNNs deployed
for a variety of diverse tasks, such as, e.g., object detection [44], semantic segmentation [45]
and monocular depth estimation [46], with weights learned on Imagenet Classification [47].
The notion of transferability of representations among CNNs trained to solve different visual
tasks has been formalized computationally by the Taskonomy proposed in [19]. Later, [48]
has shown that it is possible to train a CNN to hallucinate deep features learned to address
one task into features amenable to another task related to the former by means of a transfer
function. In Chapter 3, we exploit the framework introduced in [48], and we build upon two
intuitions. First, the transfer function itself suffers from the domain shift. Second, solving
multiple tasks in a multi-task learning scenario can help to enrich the feature representation
and hence help to boost performance. Following this line of research, in Chapter 4, we
specifically focus on exploiting monocular depth estimation to learn useful features to boost
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the performance of any existing UDA method. Finally, in Chapter 5, we again take advantage
of an auxiliary task such as edge detection to propose a low-level feature adaptation stage
that leads to more accurate segmentation masks in the target domain.

2.1 Related works

2.1.1 Transfer Learning and Task Transfer

Collecting training data is often expensive, time-consuming, or even unrealistic in many
scenarios. Many works have tackled this problem by exploiting the existence of a relationship
between the weights of CNNs trained for different tasks [49]. In particular, [50] showed
that this strategy, referred to as transfer learning, can lead to better results than using
random initialization even if applied on quite diverse tasks. Transfer learning has become a
common practice, for instance, in object detection, where networks are usually initialized with
Imagenet [51] classification weights [52, 53, 54, 55]. Additional insights on the transferability
of learned representations between different visual tasks were provided in [19], where
the authors present Taskonomy, a computational approach to represent a taxonomy of
relationships among visual tasks. Along similar lines, [56] proposed to exploit the correlation
between known supervised tasks and novel target tasks, in order to predict the parameters of
models deployed to solve the target tasks starting from the parameters of networks trained
on the known tasks.

2.1.2 Domain Adaptation

Domain adaptation techniques aim at reducing the performance drop of a model de-
ployed on a domain different from the one the model was trained on [57]. Throughout the
years, adaptation has been performed at different levels. Early approaches tried to model
a shared feature space relying on statistical metrics such as MMD [58, 59]. Later, some
works proposed to align domains by adversarial training [60, 61, 62]. Recently [63] noticed
that, for classification tasks, aligning feature norms to an arbitrarily large value results in
better transferability across domains. Generative adversarial networks [64] have also been
employed to perform image-to-image translation between different domains [65, 66, 67],
and, in particular, to render cheaply labeled synthetic images similar to real images from
a target domain. However, when dealing with dense tasks such as semantic segmentation,
feature-based domain adaptation approaches tend to fail. Thus, several approaches to ad-
dress domain adaptation for dense tasks, such as semantic segmentation [68, 42, 69, 70, 71,
72, 73, 74, 75, 76, 77] or depth estimation [78, 79, 80] have been proposed recently. Akin to
UDA methods, we learn from a labeled source domain to perform well on a different target
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domain. However, unlike the classical UDA setting, we assume the existence of an additional
task where supervision is available for both domains.

2.1.3 Multi-task Learning

The goal of multi-task learning is to solve many tasks simultaneously. By pursuing this
rather than solving the tasks independently, a neural network may use more information to
obtain more robust and reliable predictions. Many works try to tackle several tasks jointly [81,
82, 83, 84]. For example, [83] showed that by learning to correctly weigh each task loss, multi-
task learning methods can outperform separate models trained individually. [70, 84] show
how learning multiple perception tasks jointly while enforcing geometrical consistency across
them can lead to better performances for almost all tasks. Recently, [85] proposes a method to
improve the performances of multiple single-task networks by imposing consistency across
them during training. Finally, Taskonomy [19] investigates the relationship between the
deployed tasks to accomplish multi-task learning effectively.

2.1.4 Task Transfer and Domain Adaptation

Most existing approaches address independently either task transfer or domain adaptation.
Yet, a few works have proposed to tackle these two problems jointly. [86] was the first paper to
propose a cross-tasks and cross-domains adaptation approach, considering as tasks different
image classifications problems. UM-Adapt [87], instead, learns a cross-task distillation
framework with full supervision on the source domain and deploys such framework on
the target domain in a fully unsupervised manner, while minimizing adversarially the
discrepancy between the two domains.

2.1.5 Semantic Segmentation Datasets

As explained in Sec. 1.1, we aim at transferring knowledge from a source domain to a
target domain. Since collecting a large amount of labeled data is often time-consuming and
expensive for tasks such as semantic segmentation, the source domain is typically obtained
leveraging computer graphics. This not only provides the advantage of collecting data in
a convenient way, but it also allows the possibility to extract different forms of supervision
such as depth maps that can be used at training time to boost UDA algorithms. Examples of
such datasets that will be used in the next chapters are GTA5 [88] and SYNTHIA [89]. The
former is one of the largest available synthetic datasets for autonomous driving scenarios,
and it contains 24,966 annotated images of 1914 × 1052 resolution extracted from the popular
video-game Grand Theft Auto V (GTAV). As regards as SYNTHIA, multiple subsets have
been released with different characteristics. In Chapter 4, we adopt the SYNTHIA VIDEO
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SEQUENCES (SYNTHIA-SEQ) subset as video sequences are required to train our method,
while for the experiments in Chapter 5 we utilize the SYNTHIA-RAND-CITYSCAPES (SYN-
THIA) subset, which is a collection of 9,400 synthetic images with resolution 1280 × 760. For
the experiment conducted in Chapter 3, we even collect our own synthetic dataset exploiting
the Carla simulator [90], which is composed of 3500, 500, and 1000 images for training, vali-
dation, and testing respectively. The real dataset used in this dissertation for addressing UDA
for 2D semantic segmentation are instead the Cityscapes dataset [91] and the NTHU [92].
The Cityscapes dataset is a high-quality collection of real images of 2048 × 1024 resolution
acquired in several German cities. It is composed of 2975 and 500 images for the training
and validation split, respectively. The NTHU dataset is a collection of images taken from
four different cities with 2048 × 1024 resolution: Rio, Rome, Tokyo, and Taipei. For each city,
3200 unlabeled images are available for the adaptation phase, and 100 labeled images for the
evaluation.
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Chapter 3

Transfer Features Across Tasks and
Domains.

This chapter expands upon the foundations laid by the AT/DT framework [48]. Before
delving into our own contributions, we briefly summarize the key concepts of this prior work.
At a high level, AT/DT tries to transfer features learned across tasks within a source domain
in a supervised fashion, and then apply this mapping to a target domain, where only partial
supervision is available. The key point is that the source domain can be synthetic, hence easy
and cheap to generate, even with labels for complex tasks. More specifically, the core idea
is to lean a mapping function G1→2 (colored in yellow in Fig. 3.1) in feature space between
two tasks in a given domain, so that the same mapping can be applied in another domain.
More precisely, the architecture foresees a classical encoder-decoder architecture that is used
to solve independently T1 and T2. These two networks are referred as to N1 = D1(E1(x))
(red network in Fig. 3.1) and N2 = D2(E2(x)) (green network in Fig. 3.1) respectively. Since
we assume to have complete supervision for T1, N1 is trained with images belonging to both
domains. N2 is of course only trained with synthetic images since we do not have labels
for B in T2. Up to this point, we obtained an encoder E1(x) capable of extracting depth
features f1 = E1(x) given both real and synthetic images, and an encoder E2(x) capable of
encoding deep semantic features f2 = E2(x). The final step is thereby to train the transfer
network G1→2 to map depth features into semantic segmentation features: G1→2 : f1 → f2.
Considering that N2 is trained on A, and due to the domain shift, E2(x) can only work
reasonably well on the domain it has been trained on. Hence, G1→2 is optimized on A as
well.

To solve T2, we can now extract depth features from a natural image, convert them into
features for the downstream task and feed them to the corresponding decoder. The whole
protocol can be summarized in the following steps:

1. Learn to solve task T1 on domains A and B.

2. Learn to solve task T2 on domain A.

3. Train G1→2 on domain A.
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FIGURE 3.1. AT/DT framework [48]

4. Apply G1→2 to solve T2 on domain B.

We describe in the next sections the additional improvement made to AT/DT to achieve
better transferability across tasks and domains. A graphical overview of the additional
improvements is depicted in Fig. 3.2.

3.1 Extended AT/DT

3.1.1 Feature Alignment Across Domains

In order to achieve good performances, it is crucial to make G1→2 generalize well in a
target unseen domain B even if trained only source data from A. Domain Adaptation (DA)
literature already offers several ways to accomplish this. One may act on the input space [66],
on the feature space [62] or on the output space of the network [93]. In our case though, both
input and output space of G1→2 are high dimensional latent spaces and, as reported in [93],
unsupervised domain adaptation techniques tend to fail when applied to such spaces for
dense tasks. However, we can address the domain shift directly on the input space of G1→2

since in our framework it boils down to the feature space of N1, where partial alignment is
already achieved by simultaneous supervised training on A and B. We can further diminish
the domain-shift between the two feature spaces by regularizing them, enforcing that f1

features extracted from E1 in A and B have similar L2 norms across channels. We preserve
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FIGURE 3.2. Features alignment strategies across tasks and domains. We train jointly the networks
N1, N2 and a shared auxiliary decoder Daux. We train N1 to solve T1 on images from domains A
and B using a supervised loss LT1 for T1 alongside a novel feature Norm Discrepancy Alignment
loss LNDA which helps better aligning the features computed by N1 across the two domains. We
train N2 using a supervised loss LT2 for T2 on images from B. Daux is trained to solve an auxiliary
task Taux using the loss Laux and based on the features computed by E1 on images from A and B
as well as by E2 on images from B.

spatial information while calculating the norms assuming that the two domains contains
scenes with similar structure (as it is the case for autonomous driving applications). To
visualize this property we select a synthetic domain A CARLA [90], and a real domain B
Cityscapes [91]. Then, we count for each pixel location the number of occurrences of each
class. We show the result of this experiment in Fig. 3.3, using a viridis colormap to display
these occurrency maps for each class and for both domains A and B. We can clearly see that
the maps have a structure similar across domains, e.g., building are concentrated in the top
image regions.

Thereby, starting from features f A
1 and f B

1 of dimensions H × W × C, where H, W and C
are the height, width and channels of the feature maps respectively, we calculate the L2 norm
along the C axis and we minimize the absolute difference between each spatial location i, j
along the H and W dimensions. Formally our NDA Loss is defined as follows:

LNDA =
1

W × H

H

∑
i=1

W

∑
j=1

||| f A
1i,j
||2 − || f B

1i,j
||2| (3.1)

3.1.2 Feature alignment across tasks

We have previously shown a practical solution to improve the generalization across
domains of our mapping. However, we want to go a step further and align features also
across tasks to ease the learning of a mapping function. We believe that, f1 should contain as
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FIGURE 3.3. Spatial Priors Similarities Across Domains. Considered the semantic segmentation
task, we compute the number of occurrences of each class at each pixel location for both domains.
Domain A is CARLA, B is Cityscapes. We visualize the occurrence maps with a viridis colormap.

much information as possible, even if they are not strictly needed to solve T1, because they
could be useful for T2. For this reason, while training networks for T1, we simultaneously
train a decoder to solve an auxiliary task Taux to enrich representations. However, though
multi-task learning of T1 and Taux can help to encode more relevant information in the T1

features f1, it does not guarantee that the decoder D2 used at inference time on the transferred
features from T1 to T2, f1→2, can make proper use of them if it has been trained only to solve
T2 in isolation. Taux can be used to this end and learn to solve it with the same decoder Daux

also from features f2 computed by E2.
In detail, given auxiliary task labels YA

aux and YB
aux for A and B, we train N1 and N2

simultaneously with an auxiliary decoder Daux using an auxiliary loss Laux. Therefore, we
obtain auxiliary predictions in the following way: yaux,k = Daux(Ek(x)), k ∈ [1, 2]. Again, we
feed images of both domains through E1, while we pass only images from A through E2. We
do not pass images belonging to B through E2 while training Daux since this would be the
only supervision for E2 on B and it may skew E2 output to be more effective on Taux than on
T2.

3.2 Experimental Settings

Tasks. We fix T1 and T2 to be monocular depth estimation or semantic segmentation.
These two visual tasks can be addressed using the same base architecture and changing
only the final layer. Semantic segmentation is solved by minimizing a cross-entropy loss,
monocular depth estimation by minimizing a L1 loss. We select edge detection as our Taux

since this task has many advantages. First, from an implementation point of view, it can
be solved using again the same decoder as T1 and T2. Second, since our main goal is to
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FIGURE 3.4. Two task transfer scenarios: on the left, the depth-to-semantic case; the opposite
on the right. Red circles highlight image details that are needed to perform the second task
but are not present in the first one. We propose to incorporate relevant details of the scene
within deep features by exploiting an auxiliary edge detection task, with the aim of making these
representations easier to transfer across tasks and domains.

improve the transferability of features among tasks, we force features for T1 to contain as
many details as possible of the scene, even if they are not strictly needed to solve T1. To
make a concrete example, we can think about the case of T1 being depth estimation and T2

semantic segmentation. Features f1 used to compute depth can ignore boundaries between
semantically distinct regions of the image that are not needed to correctly predict depth, as
shown in Fig. 3.4 (e.g., legs or tires touching the ground, or between street signs and poles).
Therefore, even if fed to a perfect G1→2, f1 may not contain all the information needed to
restore the semantic structure of the image. By solving edge detection, instead, we force
the network to extract additional information from the image, not normally encoded when
training depth features in isolation. We define Laux as a L2 loss for training the edge decoder.

Datasets. To assess our contributions, we set A and B to be the synthetic and real datasets,
respectively. We use as A a collection of images generated with the Carla simulator, while as
B the Cityscapes dataset. We generate a new version of the Carla dataset w.r.t. the one used
to evaluate the original AT/DT to reduce the gap between synthetic and real scenes. For each
image, we store the associated depth and semantic labels easily provided by the simulator.
Since for the Cityscapes dataset only the semantic labels are provided, we use depth maps
obtained with the SGM stereo algorithm [94], by filtering the erroneous predictions in the
generated disparities with a left-right consistency check. This can be considered as an added
value because it shows the ability to transfer knowledge when learning from noisy labels,
although a stereo setup is required. Finally, we use a pre-trained state-of-the-art neural
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network[95] (trained on datasets different from A and B) as an off-the-shelf black-box edge
detector to extract the edges from both A and B to be used as proxy labels when learning Taux.

Architecture. We use the same architecture as described in [48] to solve each task. The
two encoders are also used to capture good features for edge detection, which is solved using
Daux, which shares the same architecture as the decoders used in N1 and N2. G1→2 is a simple
CNN made out of 6 pairs of convolutional and batch normalization layers with kernel size
3 × 3 which, differently from the original AT/DT version, do not perform any downsampling
or upsampling operation.

Evaluation protocol. During the first step of the training, i.e., training N1 and N2, we
found to be extremely relevant to monitor the performance of the two networks. Indeed, we
have observed that the more effective is N2 on the downstream task, the higher is the final
performance of our method and that the same reasoning may be applied on N1 when trained
on A and B: better results lead to a superior domain adaptation method.

During the training phase of the transfer network, the model is evaluated on the validation
set of Carla. Of course, it is possible that the global optimum for Carla is not the global
optimum for Cityscapes. Yet, we cannot use data from the target domain neither for hyper-
parameters tuning nor for early stopping, because these data would not be available in a
real-case scenario. Therefore, the Cityscapes validation set is only used at test time to measure
the final performances of our adaptation method.

FIGURE 3.5. From left to right: RGB input image of domain A , depth prediction from N1, edges
from f1, semantic segmentation from N2 and edges from f2. Task features f1 and f2 encode richer
details than strictly needed to solve either task as we can recover all edges from both of them.

3.3 Experimental Results

We provide results for two different settings: transferring features from depth estima-
tion to semantic segmentation ( Sec. 3.3.1) as well as from semantic segmentation to depth
estimation ( Sec. 3.3.2).

In both scenarios, as already mentioned, we used edge detection as an auxiliary task,
motivated by the idea that both semantic segmentation and depth estimation can benefit
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mIoU Acc

Carla CS Source 78.99 38.81 1.34 5.80 24.02 24.47 71.98 52.23 5.57 65.17 59.10 38.86 78.58
Carla CS AT/DT 90.57 48.46 7.37 12.27 41.16 31.90 81.96 72.77 23.44 77.85 76.33 51.28 87.57

CS CS Transfer Oracle 89.69 48.05 11.46 29.58 59.68 35.84 85.83 85.57 34.03 78.17 85.54 58.50 88.84
- CS Oracle 96.74 78.28 29.26 40.78 72.39 51.28 90.69 91.94 58.92 86.33 89.23 71.44 93.90

TABLE 3.1. Experimental results of Dep. → Sem. scenario. Source stands for N2 trained on A and
tested on B, Transfer Oracle represents G1→2 trained only on B, Oracle refers to N2 trained and
tested on B. Best results highlighted in bold.

FIGURE 3.6. Qualitative results of the Dep. → Sem. scenario. From left to right: RGB image,
ground truth, baseline trained only on domain A, ours.
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from edge information. Fig. 3.5 shows that with our multi-task learning protocol, we are able
to restore all the details of the scene from both f1 and f2, proving that N1 and N2 learned to
encode richer information than strictly needed to solve T1 and T2.

Lower is better Higher is better
A B Method Abs Rel Sq Rel RMSE RMSE log δ1 δ2 δ3

Carla CS Source 0.7398 15.169 14.774 0.641 0.406 0.650 0.781
Carla CS AT/DT 0.3928 4.9094 12.363 0.444 0.372 0.757 0.923

CS CS Transfer Oracle 0.2210 2.2962 9.032 0.275 0.669 0.914 0.972
- CS Oracle 0.1372 1.6214 8.566 0.244 0.816 0.938 0.976

TABLE 3.2. Experimental results of Sem. → Dep. scenario. Source stands for N2 trained on A and
tested on B, Transfer Oracle represents G1→2 trained only on B, Oracle refers to N2 trained and
tested on B. Best results highlighted in bold.

FIGURE 3.7. Qualitative result of the Sem. → Dep. scenario. From left to right: RGB image,
ground truth, baseline network trained only on domain A, ours.

3.3.1 Depth to Semantics

In this setup, denoted as Dep. → Sem., the goal of our framework is to transform depth
features into semantic segmentation features. This mapping is learned using Carla as domain
A and Cityscapes as domain B. We report results in Tab. 3.1: the first row shows results
obtained with no adaptation (i.e., training N2 on Carla and testing it directly on Cityscapes),
while from the second row we can see that our final framework yields 51.28% mIoU and
87.57% Acc with an improvement of +12.48% and +8.99% respectively in terms of mIoU and
Acc wrt to the baseline.

Furthermore, as we are transferring features from another task, it is worth trying to
investigate on the upper bound in performance due to the inherent transferability of the
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features between the two tasks. Thereby, we train G1→2 using only Cityscapes to learn a
mapping function in a supervised fashion as explained in Sec. 3.1.2 on B and testing on the
validation set of B. These results are shown in the third row of the table (denoted as Transfer
Oracle): given a transfer architecture, there seems to be an upper bound in performance due
to the nature of the two tasks, which in the considered setting amounts to a 58.5% mIoU. Thus,
our proposal shows a gap that is only about -7.2% mIoU. We also report the performance of
N2 trained on B and tested on B to show the absolute upper bound (last row of the table,
denoted as Oracle).

Some qualitative results dealing with the Dep. → Sem. scenario are depicted in Fig. 3.6. It
is possible to appreciate the overall improvement of our method wrt the baseline, either in
flat areas (e.g., roads, sidelwalks and walls), in objects shapes (e.g., cars and persons) or in
fine-grained details (e.g., poles and traffic signs).

3.3.2 Semantics to Depth

In this setup, which we define as Sem. → Dep., the goal of our framework is to transform
semantic features into depth features. This mapping is learned using Carla as domain A and
Cityscapes as domain B.

Results are reported in Tab. 3.2. Similarly to the Dep. → Sem. scenario, in the first row
we show results with no adaptation (denoted as Source), while the second row presents
the ones obtained with our framework. In Fig. 3.7, we show some qualitative results of the
Sem. → Dep. scenario. While predictions look quite noisy in the background, we can see
a good improvement in the foreground area thanks to our method. Shapes are recovered
almost perfectly, both for big and small objects, even with difficult subjects like the crowd
in the bottom row. Additionally, our method enables a remarkable enhancement of the
prediction smoothness.

3.4 Additional Experiments

In the following sections, we study the effectiveness of each implementation choice.

3.4.1 Contribution of Taux and NDA Loss

We start by studying the effect of introducing in our framework the auxiliary task and the
NDA Loss, analyzing their contribution either when used separately or combined together.
The second and the third row of Tab. 3.3 report results obtained in the Dep. → Sem. setting
respectively when integrating in our method exclusively the auxiliary task (i.e., edge detection)
or the NDA loss. We can see that both techniques bring in an improvement of about +2% in
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Carla CS 89.95 46.77 5.16 10.21 28.93 28.92 77.50 71.37 19.24 75.29 75.12 48.04 85.90
Carla CS ✓ 90.12 48.90 4.18 11.63 37.40 31.98 82.34 71.50 15.11 78.04 80.61 50.16 87.21
Carla CS ✓ 91.21 50.16 5.14 13.78 36.99 32.10 77.72 73.38 23.47 76.67 72.67 50.30 86.77
Carla CS ✓ ✓ 90.57 48.46 7.37 12.27 41.16 31.90 81.96 72.77 23.44 77.85 76.33 51.28 87.57

TABLE 3.3. Ablation study in the Dep. → Sem. scenario. Best results highlighted in bold. Edge
refers to the framework trained with our details-aware features. NDA refers to the framework
trained with our NDA loss.

terms of mIoU wrt to the plain version of AT/DT (first row). Interestingly, though, from the
last row of the table we can see that edge detection and the NDA loss result complementary
when combined, providing an overall improvement of +3.34% mIoU.

Fig. 3.8 presents some zoomed-in qualitative results: we can see how small details such
as poles or car shapes are recovered with our method wrt results obtained without Taux and
NDA loss.

FIGURE 3.8. Zoomed results in a Dep. → Sem. scenario. From left to right: plain AT/DT without
edge and NDA, our complete framework, ground truth. We notice how our method is able to
recover fine-grained details of the output.

3.4.2 Effectiveness of edge detection as auxiliary task

In this section, we show empirically that the choice of the proper auxiliary task is key to
the performance of our framework.

In both the Dep. → Sem. and the Sem. → Dep. scenarios, we proposed to use edge
detection as an auxiliary task because it captures information about the shapes of the objects
in the input images, and allows for the straightforward computation of proxy labels. To
validate this design choice, we tested our framework in the Dep. → Sem. setting, using Daux

to simply reconstruct the input images both from f1 and f2, i.e., the classical autoencoder
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None 89.95 46.77 5.16 10.21 28.93 28.92 77.50 71.37 19.24 75.29 75.12 48.04 85.90
Autoencoder 90.68 50.12 7.45 9.08 31.40 29.43 78.72 68.51 12.95 74.67 75.68 48.07 86.31
Edge detection 90.12 48.90 4.18 11.63 37.40 31.98 82.34 71.50 15.11 78.04 80.61 50.16 87.21

TABLE 3.4. Comparison between autoencoder and edge detection as auxiliary tasks in the
Dep. → Sem. scenario. Best results highlighted in bold.

setting (results in Tab. 3.4). Interestingly, using a reconstruction task as the auxiliary task
achieves comparable performances in terms of mIoU over plain AT/DT. We believe that the
autoencoder is a trivial task that does not require the extraction of informative features about
the image, therefore not providing any additional cues to the downstream task.

3.4.3 Importance of simultaneous training of N1, N2 and Daux

In our experiments, we use edge detection as an auxiliary task and train a shared decoder
Daux to reconstruct edges of the input image from features extracted by both E1 and E2. In
fact, we argue that this procedure should force E1 to encode in the extracted features also
edges that are not necessary for T1 but could be relevant for T2. Besides, we believe that
simultaneous training of N1, N2 and Daux is crucial to encourage features coming from E1

and E2 to encode edge information in the same way, making it easier to learn G1→2.
In Tab. 3.5 we report the ablation study conducted to validate these intuitions. We consider

the Dep. → Sem. scenario using the Carla dataset as domain A and Cityscapes as domain B.
The four rows of the table represent the following training schemes:

1. We report the results obtained by plain AT/DT (i.e., trained without Taux and NDA loss)
as a baseline.

2. We first train N1 and Daux on both A and B. Then, we train N2 on A. Finally, we train
G1→2 on features extracted by E1 and E2 on domain A.

3. We train N1 and a first D1
aux on both A and B. Then, we train N2 and a second D2

aux on
A. Finally, we train G1→2 on features extracted by E1 and E2 on domain A

4. Our proposed method with a simultaneous training of N1, N2 and a shared Daux.

The introduction of edge detection as auxiliary task helps in every scenario. In fact, if we
use Daux only during training of N1 (second row), we already see an increase of 0.6% in the
overall mIoU. We believe that this is explained by the presence of edge details (not strictly
necessary to solve T1 but relevant for T2) in features extracted by E1. However, G1→2 can
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plain AT/DT 89.95 46.77 5.16 10.21 28.93 28.92 77.50 71.37 19.24 75.29 75.12 48.04 85.90
Separate (N1 + edge), N2 87.24 43.30 3.08 10.17 41.77 29.04 81.81 72.35 16.58 77.10 73.10 48.69 85.89
Separate (N1 + edge), (N2 + edge) 88.83 47.31 7.10 8.59 44.53 30.99 83.24 73.54 18.05 78.10 69.66 49.99 86.72
Simultaneous (N1 + N2 + edge) 90.12 48.90 4.18 11.63 37.40 31.98 82.34 71.50 15.11 78.04 80.61 50.16 87.21

TABLE 3.5. Ablation study on the use of edge detection as auxiliary task. Best results highlighted
in bold. See text for a detailed explanation of the training protocol used in each row.
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None 89.95 46.77 5.16 10.21 28.93 28.92 77.50 71.37 19.24 75.29 75.12 48.04 85.90
Adv. 89.89 46.01 4.22 11.89 38.20 30.65 77.00 63.68 12.99 74.35 81.16 48.19 85.42
NDA 91.21 50.16 5.14 13.78 36.99 32.10 77.72 73.38 23.47 76.67 72.67 50.30 86.77

TABLE 3.6. Comparison between NDA loss and adversarial training to align E1 features. Best
results highlighted in bold.

have difficulties in adapting f1 into f2 when the edge information is not explicitly present in
f2. This is confirmed by the result in the third row of the table, where an additional increase
of 1.3% in the overall mIoU is attained by using two different Daux (one during training of
N1 and one during training of N2). Finally, the best results in terms of mIoU and Acc are
achieved by our method, i.e., when simultaneously training N1, N2 and a shared Daux. This
shows the benefit of encoding in the same way the edge information in f1 and f2 to enforce
feature alignment across tasks.

3.4.4 Alignment strategies for N1

An alternative way to align N1 features between domains to ease the transfer process and
favor the generalization of G1→2, is to apply the widely used adversarial training in feature
space. In our settings, this can be done by adding a critic that must discriminate whether
the features produced by E1 come from A or B. Thus, the encoder E1 not only has to learn
a good feature space for its task, but it is also asked to fool the critic. Afterward, we can
proceed to learn a mapping function G1→2 among tasks as usual. In Tab. 3.6 we compare
this standard DA methodology to our NDA loss. Adversarial training (second row) does
not introduce significant improvements over not performing DA for T1 (first row, it even
lowers the pixel-wise accuracy), while constraining the features extracted by E1 in a norm
aligned space (third row) significantly increases both metrics with respect to the baseline.
Our intuition is that although adversarial training can be useful for domain alignment, it
alters the learned feature space with the goal of fooling the critic, and due to the instability of
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adversarial learning, this training objective can lead to worse performances on the current
task. Our NDA loss on the other hands, acts as a simple regularizer that tries to favor the
generalization of the network, thereby it directly helps the network to perform better in the
specific tasks.

3.4.5 Aligning N2 features
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plain AT/DT 89.95 46.77 5.16 10.21 28.93 28.92 77.50 71.37 19.24 75.29 75.12 48.04 85.90
Adv. 89.36 46.03 5.59 8.22 36.45 25.44 75.15 72.29 12.69 74.12 75.79 47.38 85.31
NDA 44.94 23.82 3.81 2.09 30.74 24.21 42.08 68.84 11.69 35.67 11.10 27.18 56.17

TABLE 3.7. Results of aligning output space of E2 in a Dep. → Sem. scenario. Best results
highlighted in bold.

We tried to perform feature alignment across domains also on the features f2 extracted by
E2, by either deploying adversarial training or imposing our NDA loss. The idea is to favor
the generalization of G1→2 by making not only alignment in its input space (i.e., the features
produced by E1, aligned with our NDA loss) more homogeneous, but also its output space,
i.e., the features produced by E2. However, the setting is not completely symmetric: when
learning E2, we do not have supervision available for B, and the only loss shaping the feature
space for its images is the alignment loss. We believe this to be the reason why aligning N2

features turned out always detrimental to performance, as shown in Tab. 3.7 and discussed
below.

In the first row, we report the results provided by plain AT/DT (no NDA, no aux), in the
second those obtained by adversarial training on the features f2 using the same procedure as
described in the previous section for f1. We can observe that not only adversarial training
does not improve (like adversarial training applied to E1) but it even decreases the overall
mIoU of 0.7% compared to the baseline. Finally, in the third row, we report the results
obtained by our NDA loss on f2, like we did successfully on f1: the NDA loss destroys the
feature space of T2 when applied in this context, as vouched by the drop of 20% in the overall
mIoU wrt to plain AT/DT.

We formulate the following hypothesis to explain these results: both adversarial training
and NDA perform a comparison between fA2 and f B2 . While fA2 are shaped also by the
supervision of T2, f B2 are evolved only according to the additional loss we impose, as we do
not have supervision for T2 on B. However, E2 is shared across domains, and therefore may
be pushed to produce worse representations for both domains while it tries to accomplish
the adversarial objective or the NDA loss minimization for B. If this happens, mappings
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- NDA 42.97 19.60 2.31 1.36 4.21 15.74 18.42 11.77 7.19 36.72 38.99 18.12 43.63
- Adv 90.80 48.91 6.16 11.84 35.32 30.29 78.78 71.17 18.51 75.66 75.03 49.32 86.43
- NDA + Adv 91.03 48.93 6.14 12.24 35.91 31.05 77.93 70.28 16.65 75.50 74.47 49.10 86.28
NDA Adv 90.67 49.49 5.54 12.29 36.73 28.49 78.28 70.19 22.05 76.47 76.35 49.69 86.73
NDA - 91.21 50.16 5.14 13.78 36.99 32.10 77.72 73.38 23.47 76.67 72.67 50.30 86.77

TABLE 3.8. Results of aligning input and output space of G1→2 in a Dep. → Sem. scenario. Best
results highlighted in bold.

learned by G1→2 from fA1 to fA2 will hallucinate worse features for T2 on B. To understand
why adversarial training leads to a small decrease in performances compared to the use of
NDA loss, we ought to consider that adversarial training implies a discriminator that cannot
be easily fooled by totally degenerated features, while, without any additional constrain from
task supervision, the NDA loss can yield totally collapsed representations.

3.4.6 Aligning G1→2 features

Although feature alignment did not turn out beneficial when training N2, one may still
expect to obtain better hallucinated features if the representations obtained when transferring
fA1 and f B1 are aligned. We empirically found out that even though output space aligning
strategies deployed when training G1→2 can lead to improvements in performance, input
space alignment using our NDA loss deployed when training N1 is more effective than them.
Moreover, combining input and output space alignment techniques does not lead to further
improvements. We performed this ablation study in the Dep. → Sem. scenario using Carla as
A and Cityscapes as B. Results of these experiments are reported in Tab. 3.8.

First, we applied our NDA loss to the output space of G1→2. Similarly to the previous
section, we notice that, without having supervision on B, the representations extracted
from G1→2 for its images collapsed into a single value, yielding a drastic drop in transfer
performance (row 1). We also tried to align the output-space features by training G1→2

alongside a discriminator in an adversarial fashion. We wanted to fool the discriminator
in order to generate indistinguishable features from A or B. We noticed that this strategy
allow us to reach good overall performances with a 49.32 mIoU on Cityscapes (second row).
Moreover, we thought that as adversarial training provides supervision on B, using the NDA
loss in combination with adversarial loss could avoid feature collapse for B while reaching
a better overall alignment between A and B. However, we notice that the combination of
the two losses lead us to slightly worse results than adversarial training only (rows 2 vs 3).
Finally, since we noticed that using adversarial loss on the output space lead us to good
overall performances, we tested the combination of input space alignment, through NDA
loss applied when training N1, and output space alignment, through adversarial training for
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G1→2. However, the combination of these two methods achieves worse performance than
using only NDA alignment loss on input space (rows 5 vs 6).

3.5 Conclusions

We have introduced a framework able to effectively transfer knowledge between different
tasks by learning an explicit mapping function between deep features. This mapping function
can be parametrized by a neural network and shows interesting generalization capabilities
across domains. To further ameliorate performance we have proposed two novel feature
alignment strategies. At a domain level, we showed that the transfer function presented
in our framework can be boosted by making its input space more homogeneous across
domains with our simple yet effective NDA loss. At a task level, instead, we reported how
deep features extracted for different tasks can be enriched and aligned with the introduction
of a shared auxiliary task, which we implemented as edge detection in our experiments.
We reported good results in the challenging synthetic to real scenario while transferring
knowledge between the semantic segmentation and monocular depth estimation tasks. Our
proposal is complementary to the whole domain adaptation literature and might be integrated
with it.
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Chapter 4

Plugging Monocular Depth into
Unsupervised Domain Adaptation

Inspired by previous findings, we argue that monocular depth estimation could be an
excellent task to gather additional knowledge useful to address semantic segmentation in the
Unsupervised Domain Adaptation (UDA) settings. First of all, a monocular depth estimation
network makes predictions based on 3D cues dealing with the appearance, shape, relative
sizes, and spatial relationships of the stuff and things observed in the training images. This
suggests that the network has to predict geometry by implicitly learning to understand the
scene semantics. Indeed, other works [97, 98, 99] show that a monocular depth estimation
network obtains better performances if forced to learn a semantic segmentation task jointly.
Moreover, previous experiments in [48] show that depth can help semantics alike. Indeed, it
is possible to learn a mapping in both directions between features learned to predict depth
and per-pixel semantic labels. It is also worth observing how depth prediction networks tend
to extract accurate information for regions characterized by repeatable and simple geometries,
such as roads and buildings, which feature strong spatial and geometric priors (e.g. the
road is typically a plane in the bottom part of the image) [100, 101, 102, 103]. Therefore, on
the one hand, predicting accurately the semantics of such regions from depth information
alone should be possible. On the other, a semantic network capable of reasoning on the
scene geometry should be less prone to mistakes caused by appearance variations between
synthetic and real images, the key issue in UDA for semantic segmentation.

Despite the above observations, injection of geometric cues into UDA frameworks for
semantic segmentation has been largely unexplored in literature, except for a few propos-
als, which either assume the availability of depth labels in the real domain [104], a very
restrictive assumption, or can leverage on depth information only in the synthetic domain
due to availability of cheap labels [105, 106, 107]. In this respect, we set forth an additional
consideration: nowadays, effective self-supervised procedures allow for training a monocular
depth estimation network without the need for ground-truth labels [101, 108, 109].

Based on the above intuitions and considerations, in this chapter, we show that thanks to
self-supervision, we can deploy depth information from both synthetic and unlabelled real
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FIGURE 4.1. D4 can be plugged seamlessly into any existing method to improve UDA for Semantic
Segmentation. Here we show how the introduction of D4 can ameliorate the performance of two
recent methods like Ltir [27] and Stuff and Things [96].

images in order to inject geometric cues in UDA for semantic segmentation. Purposely, we
adapt the knowledge learned to pursue depth estimation into a representation amenable to
semantic segmentation with [48]. As the geometric cues learned from monocular images
yield semantic predictions that are often complementary to those attainable by current UDA
methods, as illustrated in Fig. 4.1 we realize our proposal as a depth-based add-on, dubbed D4
(Depth For), which can be plugged seamlessly into any UDA method to boost its performance.

Finally, we also follow a recent trend in UDA for semantic segmentation, the Self-Training
(ST), which consists of further fine-tuning the trained network by its predictions [110, 111,
112, 113, 114, 115]. We propose a novel Depth-Based Self-Training (DBST) approach, which
deploys once more the availability of depth information for real images to build a large and
varied dataset of plausible samples to be deployed in the Self-Training (ST) procedure.

We will show that our framework can improve many state-of-the-art methods by a large
margin in two UDA for semantic segmentation benchmarks, where networks are trained
either on GTA5 [88] either or SYNTHIA VIDEO SEQUENCES [89] and tested on Cityscapes
[91]. Moreover, we show that our DBST procedure enables us to distill the whole framework
into a single ResNet101 [116] and achieve state-of-the-art performance.

4.1 Method

In Unsupervised Domain Adaptation (UDA) for semantic segmentation one wishes to
solve semantic segmentation in a target domain, B, though labels are available only in another
domain, referred to as source domain A. In the following, we describe the two ingredients to
better tackle this problem. In Sec. 4.1.1 we show how to use AT/DT to transfer information
from self-supervised monocular depth to semantic segmentation and merge this knowledge
with any UDA method (D4-UDA, Depth For UDA). Then, in Sec. 4.1.2 we introduce a Depth-
Based Self-Training strategy (DBST) to further improve semantic predictions while distilling
the whole framework into a single CNN.
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FIGURE 4.2. From top to bottom: ground truth, semantics from depth, semantics by LTIR [27]. The
semantic labels predicted from depth are more accurate than those yielded by UDA methods in
regularly-shaped objects (such as the wall in the left image and the sidewalk in the right one), whilst
UDA approaches tend top perform better on small objects (see the traffic signs in both images).

4.1.1 D4 (Depth For UDA)

Semantics from Depth. As explained above we want to use AT/DT to transfer knowledge
from depth to semantic. However, AT/DT assumes the availability of ground-truth labels for
the first task (depth estimation in this setting) also in B (real images), or at least a stereo setup.
As pointed out previously, this assumption does not comply with the standard UDA for
semantic segmentation problem formulation, which pertains availability of semantic labels
for source images (A) alongside with unlabelled target images (B). To address this issue we
propose here to rely on depth proxy-labels attainable from images belonging to both A and B
without the need for any ground-truth information. In particular, we propose to deploy one
of the recently proposed deep neural networks, such as [101], that can be trained to perform
monocular depth estimation based on a self-supervised loss that requires the availability of
raw image sequences only, i.e. without ground-truth depth labels. Thus, we will follow the
following protocol. First, we train a self-supervised monocular depth estimation network
on both A and B. Then, we use this network to generate depth proxy-labels for both domains.
Finally, we train AT/DT following the protocol exposed in AT/DT using the previously
computed depth proxy-labels to train N1. In the following, we will refer to such predictions
as semantics from depth because they concern semantic information extracted from features
amenable to perform monocular depth estimation.
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FIGURE 4.3. Overview of D4. RGB images are first processed by two different semantic segmenta-
tion engines to produce complementary predictions that are then combined by a weighted sum
that accounts for the relative strengths and weaknesses of the two engines (Eq. (4.3)). During
the next step, referred to as DBST, predictions from D4-UDAi are used to synthesize augmented
samples by mixing portions of different images according to depth and semantics. The augmented
samples are exploited to train a final model, so as to distill the whole pipeline into a single
network.

Combine with UDA. Fig. 4.2 compares semantic predictions obtained from depth by the
protocol described in the previous sub-section and from a recent UDA method. The reader
may observe a clear pattern: predictions from depth tend to be smoother and more accurate
on objects with large and regular shapes, like road, sidewalk, wall and building. However, they
turn out often imprecise in regions where depth predictions are less informative, like thin
things partially overlapping with other objects or fine-grained structures in the background.
As UDA methods tend to perform better on such classes (see Fig. 4.2), our D4 approach is
designed to combine the semantic knowledge extracted from depth with that provided by any
chosen UDA method in order to achieve more accurate semantic predictions.

Depth information helps on large objects with regular shapes, which usually account for
the majority of pixels in an image, and a whole dataset alike. On the contrary, UDA methods
perform well in predicting semantic labels for categories that typically concern much smaller
fractions of the total number of pixels in an image and dataset, like e.g. the traffic signs in
Fig. 4.2. This orthogonality suggests that a simple yet effective way to combine the semantic
knowledge drawn from depth with that provided by UDA methods consists of a weighted
sum of predictions, with weights computed according to the frequency of classes in A (the
domain where semantic labels are available). As weights given to UDA predictions (wuda)
should be larger for rarer classes, they can be computed as:

wuda = [w1
uda, . . . , wC

uda] where wi
uda =

1
ln(δ + f i)

(4.1)
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AdaptSegNet [93] 86.5 36.0 79.9 23.4 23.3 23.9 35.2 14.8 83.4 33.3 75.6 58.5 27.6 73.6 32.5 35.4 3.9 30.1 28.1 42.4 85.6
D4-AdaptSegNet + DBST 93.1 53.0 85.1 42.8 27.3 35.8 43.9 18.5 85.9 39.0 89.9 63.0 31.6 86.6 39.8 36.7 0 42.4 35.0 50.0 90.3

MaxSquare [24] 88.1 27.7 80.8 28.7 19.8 24.9 34.0 17.8 83.6 34.7 76.0 58.6 28.6 84.1 37.8 43.1 7.2 32.2 34.5 44.3 86.9
D4-MaxSquare + DBST 92.9 51.2 84.7 43.5 22.2 35.7 42.5 20.0 86.2 42.0 90.0 63.7 33.0 86.9 45.5 50.9 0 42.2 41.4 51.3 90.3

BDL [22] 88.2 44.7 84.2 34.6 27.6 30.2 36.0 36.0 85.0 43.6 83.0 58.6 31.6 83.3 35.3 49.7 3.3 28.8 35.6 48.5 89.2
D4-BDL + DBST 93.2 52.6 86.4 44.1 31.2 36.5 42.4 36.1 86.3 41.0 89.8 63.3 37.4 86.3 42.8 57.8 0 40.3 37.9 52.9 90.7

MRNET [118] 90.5 35.0 84.6 34.3 24.0 36.8 44.1 42.7 84.5 33.6 82.5 63.1 34.4 85.8 32.9 38.2 2.0 27.1 41.8 48.3 88.3
D4-MRNET + DBST 93.2 51.6 86.1 45.9 24.5 37.9 47.4 40.4 85.3 37.5 89.6 64.7 39.8 85.8 41.1 53.2 8.9 17.1 33.4 51.7 90.0

Stuff and things* [96] 90.2 43.5 84.6 37.0 32.0 34.0 39.3 37.2 84.0 43.1 86.1 61.1 29.9 81.6 32.3 38.3 3.2 30.2 31.9 48.3 88.8
D4-Stuff and things + DBST 93.3 54.0 86.5 46.4 32.3 37.7 45.2 39.5 85.5 39.4 90.0 63.7 32.8 85.5 32.0 39.5 0 37.7 35.5 51.4 90.5

FADA [119] 92.5 47.5 85.1 37.6 32.8 33.4 33.8 18.4 85.3 37.7 83.5 63.2 39.7 87.5 32.9 47.8 1.6 34.9 39.5 49.2 88.9
D4-FADA + DBST 93.9 58.2 86.4 45.9 29.6 36.9 44.6 27.0 86.3 39.4 90.0 64.9 41.0 85.8 34.6 51.2 9.9 24.2 37.3 52.0 90.7

LTIR [27] 92.9 55.0 85.3 34.2 31.1 34.4 40.8 34.0 85.2 40.1 87.1 61.1 31.1 82.5 32.3 42.9 3 36.4 46.1 50.2 90.0
D4-LTIR + DBST 94.2 59.6 86.9 43.9 35.3 36.9 45.7 36.1 86.2 40.6 90.0 65.9 38.2 84.4 33.3 52.4 13.7 46.2 51.7 54.1 91.0

TABLE 4.1. Results on GTA5→Cityscapes. When available, checkpoints provided by authors are
used. * denotes method retrained by us.

where C denotes the number of classes and f i = ni

tot denotes their frequencies at the pixel
level, i.e.,the ratio between the number ni of pixels labelled with class i in A and the total
number tot of labelled pixels in A. Akin to common practice, we set the constant δ to 1.02
in our experiments. Eq. (4.1) is the standard formulation introduced in [117] to compute
bounded weights inversely proportional to the frequency of classes. Accordingly, weights
applied to semantic predictions drawn from depth (wdep) are given by:

wdep = [w1
dep, ..., wC

dep] where wi
dep = 1 − wi

uda. (4.2)

Thus, at each pixel of a given image, we propose to combine semantics from depth and
predictions yielded by any chosen UDA method as follows:

ŷ f = wdep · ϕT(ŷdep) + wuda · ϕT(ŷuda), (4.3)

where ŷ f is the final prediction, ŷdep and ŷuda are the logits associated with semantics from
depth and the selected UDA method, respectively, ϕT denotes the softmax function with a
temperature term T that we set to 6 in our experiments.

As illustrated in Fig. 4.3, the formulation presented in Eq. (4.3) and symbolized as
⊕

can be used seamlessly to plug semantic information extracted from self-supervised monoc-
ular depth into any existing UDA method. We will refer to the combination of a given
UDA method with our D4 with the expression D4-UDA. Experimental results reported in
Sec. 4.2.2 show that, indeed, all recent s.o.t.a. UDA methods do benefit significantly from the
complementary geometric cues brought in by D4.
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FIGURE 4.4. The rightmost column is a training sample synthesized by copying pixels from left
column into the central one. Pixels are chosen according to their semantic class and stacked
according to their depths (third row). For example, the two small persons in the left pair are
copied behind the one in the middle column. The white pixels in the depth maps represent areas
that cannot be copied into other samples due to their depth being too large.

4.1.2 DBST (Depth-Based Self-Training)

We describe now our proposal to further improve semantic predictions and distill the
knowledge of the entire system into a single network easily deployable at inference time.
First, we predict semantic labels for every image in B by our whole framework (i.e. D4
alongside a selected UDA method, referred to as D4-UDA); then, we use these labels to train
a new model on B. This procedure, also known as Self-Training [120], has become popular in
recent UDA for semantic segmentation literature [110, 111, 112, 113, 114, 115] and consists
of training a model by its own predictions, referred to as pseudo-labels, sometimes through
multiple iterations. The novelty of our approach concerns the peculiar ability to leverage on
the depth information available for the images in B to generate plausible new samples.

Running D4-UDA on B yields semantic pseudo-labels for every image in B. Yet, as
described in Sec. 4.1.1 (Semantics from Depth), each image in B is also endowed with a depth
prediction, provided by a self-supervised monocular depth estimation network.

We can take advantage of this information to formulate a novel depth-aware data aug-
mentation strategy whereby a portion of images and corresponding pseudo-labels are copied
onto others so as to synthesize samples for the Self-Training procedure. The crucial difference
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between similar approaches presented in [121, 122] and ours consists of the deployment of
depth information to steer the data augmentation procedure toward generating plausible
samples. Indeed, a first intuition behind our method deals with semantic predictions being
less accurate for objects distant from the camera: as such predictions play the role of labels
in Self-Training, we are led to prefer picking closer rather than distant regions in order to
generate training samples. Moreover, we reckon certain kinds of objects, like e.g. persons,
vehicles, poles, traffic signs, to be more plausibly transferable across different images as they
tend to be small and less bound to specific spatial locations. For example, a piece of road or
building from another image would more unlikely merge seamlessly into a given one with
respect to a pedestrian or vehicle.

Given N randomly selected images xn from B, with n ∈ {1, . . . , N}, paired with semantic
pseudo-labels sn and depth predictions dn, we augment x1, by copying on it pixels from
the set X src = {x2, · · · , xN}. For each pixel of the augmented image we have N possible
candidates, one from x1 itself and N − 1 from the images in X src. We filter such candidates
according to two criteria: the predicted depth should be lower than a threshold t and the
semantic prediction should belong to a predefined set of classes, C∗. Hence, we define the set
of depths of the filtered candidates at each spatial location p as:

Dp = {dn
p | dn

p < t ∧ sn
p ∈ C∗} n ∈ {1, . . . , N}. (4.4)

In our experiments, for each image the depth threshold t is set to the 80th percentile of
the depth distribution, so as to avoid selecting pixels from the farthest objects in the scene,
while C∗ contains classes: pole, traffic light, traffic sign, person, car, rider, truck, bus, train,
motorbike, bicycle, wall and fence, which we found more amenable to synthesize plausible
training samples. Then, we synthesize a new image xz and corresponding pseudo-labels sz,
by assigning at each spatial location p the candidate with the lowest depth, so that objects
belonging to different images do overlap plausibly into the synthesized one:

xz
p = xk

p sz
p = sk

p (4.5)1, Dp = ∅

n s.t. dn
p = minDp, Dp ̸= ∅

(4.6)

In Fig. 4.4 we depict our depth-based procedure to synthesize new training samples,
considering, for the sake of simplicity, the case where N is 2.

Hence, with the procedure detailed above, we synthesize an augmented version of B, used
to distill the whole D4-UDA framework into a single model by a Self-Training process. This
dataset is much larger and exhibits more variability than the original B. Due to its reliance
on depth information, we dub our novel technique as DBST (Depth-Based Self-Training). The
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AdaptSegNet* [93] 75.6 78.0 89.7 28.5 3.4 76.0 28.5 85.1 27.2 55.3 46.6 0 49.5 86.9
D4-AdaptSegNet + DBST 88.0 80.2 95.1 66 .8 5.7 80.4 33.2 87.3 33.2 60.9 52.4 0 56.9 90.7

MaxSquare* [24] 72.4 79.2 89.2 36.0 4.6 75.7 31.5 84.9 30.7 55.8 45.8 8.6 51.2 87.3
D4-MaxSquare + DBST 88.1 80.1 95.0 66.6 6.0 79.4 34.4 86.7 36.3 60.8 47.2 8.4 57.4 90.6

MRNET* [118] 84.6 79.7 93.9 56.3 0 80.5 35.4 88.9 27.2 59.4 56.3 0 54.5 90.0
D4-MRNET + DBST 88.3 79.0 95.0 67.0 5.9 78.6 36.2 86.7 31.0 60.6 47.5 0 56.3 90.2

TABLE 4.2. Results on the SYNTHIA-SEQ→Cityscapes benchmark. * denotes method retrained
by us.

results reported in Sec. 4.2.2 prove its remarkable effectiveness, both when used as the final
stage following D4 as well as when deployed as a standalone Self-Training procedure applied
to any other UDA for semantic segmentation method.

4.2 Experiments

4.2.1 Implementation Details

Network Architectures. We use Monodepth2 [101] to generate depth proxy-labels for
the procedure described in Sec. 4.1.1. We change the AT/DT framework with respect to the
one used in [48] to this new setting by deploying the popular Deeplab-v2 [123] for depth
estimation and semantic segmentation networks. Both networks consist of a backbone and
an ASPP module [123], which substitute, respectively, the encoder and decoder used in [48].
The backbone is implemented as a dilated ResNet50 [124]. We also use the transfer function
without the downsampling and upsampling operations. More precisely, the transfer function
is realized as a simple 6-layer CNN with kernel size 3 × 3 and Batch Norm [125]. Following
the recent trend in UDA for semantic segmentation [93, 24, 22, 118, 96, 119, 27], during DBST
we train a single Deeplab-v2 [123] model, with a dilated ResNet101 pre-trained on Imagenet
[126] as backbone.

Training Details. Our pipeline is trained on one NVIDIA Tesla V100 GPU with 16GB
of memory. In every training and test phase, we resize input images to 1024×512, with the
exception of DBST, when we first perform random scaling and then random crop with size
1024×512. During DBST we use also color jitter to avoid overfitting on the pseudo-labels.
The depth and the transfer network are optimized by Adam [127] with batch size 2 for 70 and
40 epochs, respectively, while the semantic segmentation network is trained by SGD with
batch size 2 for 70 epochs.The final model obtained by DBST is trained again with SGD, batch
size 3 and for 30 epochs. We adopt the One Cycle learning rate policy [128] in every training,
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Method UDA D4-UDA UDA + DBST D4-UDA + DBST

AdaptSegNet [93] 42.4 46.7 46.0 50.0
MaxSquare [24] 44.3 48.0 48.1 51.3

BDL [22] 48.5 49.6 51.7 52.9
MRNET [118] 48.3 49.6 50.0 51.7

Stuff and Things* [96] 48.3 49.1 50.4 51.4
FADA [96] 49.3 49.9 51.4 52.0
LTIR [27] 50.2 51.1 53.1 54.1

TABLE 4.3. Impact on performance of the two components of our proposal (D4, DBST) when
applied separately or jointly to selected UDA methods on GTA5→Cityscapes. * indicates that the
method was retrained by us. Results are reported in mIoU.

setting the maximum learning rate to 10−4 but in DBST, where we use 10−3. To conduct our
experiments, e use two synthetic datasets: GTA5 and SYNTHIA. Since our method requires
video sequences to train Monodepth2 [101], we use the split SYNTHIA VIDEO SEQUENCES
(SYNTHIA-SEQ) in the experiments involving the SYNTHIA dataset. As for real images, we
leverage on the Cityscapes dataset [91].

4.2.2 Results

We report here experimental results obtained in two domain adaptation benchmarks,
i.e. GTA5→Cityscapes and SYNTHIA-SEQ→Cityscapes, which show how the combination
with our D4 method allows to boost performance of recent UDA for semantic segmentation
approaches.

GTA5→Cityscapes. Tab. 4.1 reports results on the most popular UDA benchmark for
semantic segmentation, i.e. GTA5→Cityscapes, where methods are trained on GTA5 and
tested on Cityscapes. We selected the most relevant UDA approaches proposed in the
last years [93, 24, 22, 118, 96, 119, 27], using training checkpoints provided by authors
whenever available. We report per-class and overall results in terms of mean intersection
over union (mIoU) and pixel accuracy (Acc), when each method is either used stand-alone or
deployed within our proposal (i.e. D4 + DBST). The reader may notice how every recent UDA
method does improve considerably if combined with our proposal, despite the variability
of their stand-alone performances. Indeed, Adaptsegnet [93], which yields about 42% in
terms of mIoU, reaches 50% when embedded into our framework. Likewise, LTIR [27],
currently considered one of the s.o.t.a. UDA methods, improves in mIoU from 50.2% to
54.1%. Analyzing Tab. 4.1 more in detail, we can observe that our method produces a general
improvement for all classes, although we experience a certain performance variability for
some of them (such as train, motorbike and bicycle), probably due to noisy pseudo-labels
used during DBST. Conversely, our method yields consistently a significant gain on classes
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FIGURE 4.5. From left to right: RGB image, prediction from UDA method, prediction from D4-
UDA + DBST, GT. The top two rows deal with GTA5→Cityscapes, the other two with SYNTHIA-
SEQ→Cityscapes. Selected methods are, from top to bottom: LTIR [27], BDL [22], MaxSquare [24]
and MRNET [118]. In all these examples our proposal can ameliorate dramatically the output of
the given stand-alone method, especially on classes featuring large and regular shapes, like road
in rows 1-3, sidewalk in rows 2-4 and wall in row 2.

characterized by large and regular shapes, namely road, sidewalk, building, wall and sky, which
validates our intuition on the effectiveness of a) the geometric cues derivable from depth to
predict the semantics of these kind of objects and b) the methodology we propose to leverage
on these additional cues in UDA settings. This behavior is also clearly observable from a
qualitative perspective in Fig. Fig. 4.5. Finally, we point out that, to the best of our knowledge,
the performance figure obtained by D4-LTIR + DBST, i.e. 54.1% mIoU (last row of Tab. 4.1)
establishes the new state-of-the-art for the GTA5→Cityscapes benchmark.

SYNTHIA-SEQ→Cityscapes. Akin to common practice in literature we present results
also on the popular SYNTHIA dataset. Due to our pipeline requiring video sequences to

Method D4-UDA Self-Training DBST

D4-BDL [22] 49.6 50.1 52.9
D4-MRNET [118] 49.6 50.3 51.7

D4-Stuff and Things [96] 49.1 49.4 51.4
D4-FADA [119] 49.9 50.0 52.0

D4-LTIR [27] 51.1 51.5 54.1

TABLE 4.4. Comparison between DBST and baseline Self Training. Results are reported in terms
of mIoU on GTA5→Cityscapes.
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train the self-supervised monocular depth estimation network, we select the SYNTHIA
VIDEO SEQUENCES split for training and the Cityscapes dataset for testing. We will refer
to this setting as to SYNTHIA-SEQ→Cityscapes. To address SYNTHIA-SEQ→Cityscapes
we re-trained the UDA methods for which the code is available and the training procedure
is more affordable in terms of memory and run-time requirements, namely AdaptSegNet
[93], MaxSquare [24] and MRNET [118]. The results in Tab. 4.2 show that all the selected
UDA approaches exhibit a substantial performance gain when coupled with our proposal,
with a general improvement in all classes. In particular, similarly to the results obtained in
GTA5→Cityscapes, we observe a consistent improvement for classes related to objects with
large and regular shapes (as depicted also in Fig. 4.5), with the only exception of a slight
performance drop for the class building when using MRNET [118] (last row of Tab. 4.2). We
argue that our approach is relatively less effective with MRNET [118] as, unlike AdaptSegNet
[93] and MaxSquare [24], it yields already satisfactory results in those classes which are
usually improved by the geometric clues injected by D4.

4.2.3 Ablation study

Impact of the individual contributions. In Tab. 4.3, we analyze the impact on the perfor-
mance yielded by the two main contributions of this approach, i.e. injection of geometric cues
into UDA methods by D4 and DBST. Purposely, we select the GTA5→Cityscapes benchmark
and, for each of the UDA methods considered in Tab. 4.1, we report the mIoU figures obtained
by a) using the stand-alone UDA method, b) combining it with D4, c) applying DBST directly
on the stand-alone method and d) embedding the method into our full pipeline. Thus, we
can observe that each of our novel contributions allows for improving the performance of
the most recent UDA methods by a large margin. Moreover, as shown in the last column of
Tab. 4.3, when deployed jointly so as to realize our whole proposal, D4 and DBST further
enhance the performances of any selected method suggesting that they are complementary.

Effectiveness of DBST. In Tab. 4.4 we compare our DBST against an alternative Self-
Training procedure. We select five UDA methods with appealing performances on GTA5→Cityscapes
and combine each of them with our D4, reporting the obtained mIoU figures in the second
column. Seeking a viable Self-Training algorithm, we considered those originally proposed
together with each method. Yet, we found experimentally that none of the original Self-
Training procedure could yield a further performance improvement. This can be explained
by the fact that these Self-Training algorithms rely on modeling the uncertainty of the original
method for which they are designed and this tends to fail when UDA methods get merged
with D4. This leads us to consider a baseline Self-Training procedure, which consists of
simply fine-tuning the model by its own predictions on the images of the target domain.
Thus, in Tab. 4.4 we compare this baseline Self-Training to DBST (third and fourth column
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respectively). The figures in Tab. 4.4 highlight how our DBST procedure consistently provides
a much larger performance improvement than the considered baseline Self-Training. As the
only difference between the two procedures concerns the dataset employed in the fine-tuning
process, the results in Tab. 4.4 prove the effectiveness of DBST in generating a large and
varied set of plausible training samples more amenable to Self-Training than the original
images belonging to the target domain.

4.3 Conclusions

We have shown how to exploit self-supervised monocular depth estimation in UDA
problems to obtain accurate semantic predictions for objects with strong geometric priors
(like roads and buildings). As all recent UDA approaches lack such geometric knowledge,
we designed our method as a depth-based add-on, pluggable into any UDA method to boost
performances. Finally, we employed self-supervised depth estimation to realize an effective
data augmentation strategy for self-training. Our work highlights the possibility of exploiting
auxiliary tasks learned by self-supervision to better tackle UDA for semantic segmentation,
paving the way for novel research directions.
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Chapter 5

Exploiting Shallow Features for Sharp
Segmentation Mask

In the last few years, several UDA techniques have been proposed for the task of semantic
segmentation [42, 23, 70, 129, 26, 130]. However, all these methods ignore the main goal of
semantic segmentation, which is to obtain sharp prediction masks and only focus on the
feature adaptation part. For this reason, previous works can correctly segment out coarse
blobs of large elements in a scene such as cars or buildings, while they provide inaccurate
segmentation masks along class boundaries as shown in Fig. 5.1. On the other hand, in the
supervised semantic segmentation setting, a large number of works focus on obtaining sharp
predictions [131, 132, 133, 134, 135]. This is commonly done by better integrating low-level
features into high-level features since modern segmentation architectures discard spatial
information with down-sampling operations such as max-pooling or strided convolution due
to memory and time constraints. Following the supervised setting, we argue that this line of
research should also be pursued for the UDA case to obtain sharp predictions across domains
even though target labels are not available. Our approach also leverages on low-level features
to reach this goal, and we introduce a novel low-level adaptation strategy specifically for the
UDA scenario. More precisely, we enforce the alignment of low-level features by exploiting
an auxiliary task that can be solved for both domains in a self-supervised fashion, intending
to make them more transferable. By doing this, we enable the possibility to exploit shallow
features to refine the coarse segmentation masks for both the source and target domains. To
achieve this, we estimate a 2D displacement field from the aligned shallow features that,
for each spatial location of the predicted coarse feature map, specifies the direction where
the representation for that patch is less ambiguous (i.e. at center of the semantic object).
Our intuition is that when the coarse feature map is bi-linearly up-sampled to regain the
target resolution, the feature representation of those patches corresponding to semantic
boundaries in the input image is mixed up, as it contains semantic information belonging to
different classes. Thanks to the estimated 2D displacement field, however, we refine each
patch representation according to the features coming from the center of the object, which are
less prone to be influenced by other classes as they lay spatially far from boundaries. This
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Input Ours Others

FIGURE 5.1. Given in input an RGB image (left-most column), our model produces sharp pre-
dictions along class boundaries (central column), while a model trained on translated images
(right-most column) exhibits severe noise.

process will be referred later as the feature warping process.
Finally, as done in the previous chapter, we exploit once again self-training. However in

this chapter, we are specifically interested in preserving the information at the boundaries
rather than naively masking low-confident pixels, and we propose a novel data augmentation
that allows us to preserve useful information such as the boundaries of an object. In fact, due
to the low confidence of the network in the target domain, pseudo-labels along edges are
usually masked by previous methods, resulting in further performance degradation along
class boundaries due to the lack of supervision during the self-training process. Thus, we
employ a class-wise erosion filtering algorithm that allows us to synthesize new training
samples in which only the inner body of the target objects is preserved and copied into other
images. By doing this, all pixels have supervision, and the network is trained to classify
correctly edges also in the target domain.



Chapter 5. Exploiting Shallow Features for Sharp Segmentation Mask 43

Conv1 Conv2 Conv3 Conv4 ASPP

𝐴𝑐
𝑏𝑢

𝐴𝑐

𝐴𝑓

Ƹ𝑒

𝐷 ො𝑦

𝐴

𝐴

FIGURE 5.2. Illustration of our architecture in the adaptation step. Given an RGB input image, the
network learns to extract semantic edges from shallow features. From the same feature map, a 2D
displacement map is estimated in order to guide the warping of down-sampled deep features,
which lacks of fine-grained details.

5.1 Method

Our proposed framework comprises several components, as depicted in Fig. 5.2. A
standard backbone (yellow branch) produces a coarse feature map Ac from an image. A
semantic edge extractor (top purple branch) estimates semantic edges ê, given the activation
map A produced by the first convolutional block of the backbone. The same shallow features
are processed by another convolutional block (bottom red branch) to obtain a 2D displacement
map, D. Then, Ac is up-sampled to the same size as D and it is refined according to D to
produce a fine-grained feature map A f . Finally, one last convolutional block that acts as
a classifier is applied to produce a C-dimensional vector for each pixel, with C being the
number of classes, and a final bi-linear up-sampling yields a prediction map of the same size
as the input. We detail each component in the following subsections.

5.1.1 Low-level adaptation

Learning transferable shallow features. We introduce an auxiliary task to push the
network to learn domain-invariant features that include details on object boundaries already
from early layers. Given the feature map A, a convolutional block γ is applied to predict an
edge map ê. Ground truths e are obtained by the Canny edge detector [136] applied directly
on semantic annotations for the source domain and on pseudo-labels for the target domain,
so that only semantic boundaries are considered. A binary-cross entropy loss is minimized
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for batches including images from both domains:

ê = γ(A),

Ledge =
H

∑
h

W

∑
w

e(h,w) log ê(h,w)

+ (1 − e(h,w)) log
(

1 − ê(h,w)
) (5.1)

Hence, we enforce the auxiliary semantic edge detection task for the very first layers of the
network only, rather than, as in typical multi-task learning settings such as [137, 138, 139], at
a deeper level, where features are more task-dependent. We believe this design choice to be
key for a good generalization for three reasons. First, trying to solve this task from shallow
layers guides the network to explicitly reason about object shapes from the beginning, rather
than solely texture and colors as typically done by CNNs [140]. Second, solving an auxiliary
task for both domains forces the network to learn a shared feature representation, which
naturally leads to aligned distributions. Consequently, the displacement field generated from
the shallow features is effective also in the target domain, and it can be directly exploited at
a deeper level to recover fine-grained details. Finally, the peculiar choice of semantic edge
detection is directly beneficial to estimate a displacement field that mainly focuses on edges,
making the following warping process more effective where the network is uncertain.

Feature warping. One of the contributions of our method is to refine the bi-linearly
up-sampled coarse feature map Ac, hereafter Abu

c , to obtain a fine-grained feature map
A f that better captures the correct class for pixels laying in the boundary regions. The
refinement is guided by a 2D displacement field D obtained from the domain-invariant
shallow features computed by the first convolutional block of the backbone. The displacement
field indicates for each location of Abu

c where the network should look to recover the correct
class information, namely the direction that better characterizes that patch. We estimate the
2D displacement map D by applying a convolutional block to the aligned shallow features A
that are aligned as described above.

Our intuition is that, due to the unavoidable side-effect of the down-sample operations in
the forward pass, the representation of those elements in Ac whose receptive field includes
regions at class boundaries in the original image, contains ambiguous semantic information.
Indeed, when Ac is bi-linearly up-sampled, patches that receive contributions from ambigu-
ous coarse patches inherit such ambiguity. However, in the higher resolution feature map
Abu

c it may be possible to compute a better, unambiguous representation for some of the
patches, i.e.,those now laying entirely in a region belonging to one class. The correct semantic
information may be available in the nearby high-resolution patches closer to the semantic
blob centers. Thus, each feature vector at position p on a standard 2D spatial grid of Abu

c , is
mapped to a new position p̂ = p + D(p), and we use a differentiable sampling mechanism
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FIGURE 5.3. Given a target image prediction pair (top-left) and a source training pair (top-right),
we select classes such as person (bottom-left) and apply our class-wise data augmentation pipeline
to synthesise a new training pair (bottom-right). The selected shapes are eroded before being
pasted.

[141] to approximate the new feature vector representation for that patch:

A f (p) = ∑
pl∈N ( p̂)

wpl A
bu
c (pl) (5.2)

where wpl , are the bi-linear kernel weights obtained from D and N the set of neighboring
pixels. Hence, Eq. (5.2) defines a backward warping operation in feature space, where A f is
obtained by warping Abu

c according to D. Finally, the fine-grained feature map A f is fed to
the classifier to obtain the final prediction that is up-sampled by a factor of 2 to regain the
input image resolution. We minimize the cross entropy loss using annotations for the source
domain and pseudo-labels for the target domain:

Lsem =
H

∑
h=1

W

∑
w=1

C

∑
c=1

y(h,w,c) log ŷ(h,w,c) (5.3)

5.1.2 Data Augmentation for Self-Training

Inspired by [142, 143, 144, 122], we use a pre-trained model to select objects based on
predictions on target images and paste them over source images (see Fig. 5.3). Peculiarly,
our self-training approach relies on a data augmentation process that selects objects from the
target scenes rather than the source ones as done [122]. Although selecting source objects
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may be useful to reduce the unbalanced distributions of classes, it is a sub-optimal choice
since the network would be still trained to identify shapes and details peculiar to the source
domain, which are different to those found at inference time for the target images. We instead
use pseudo-labels to cut objects from the target scenes and paste them into source or target
images, forcing the network to look for these patterns on both domains. However, due to
the inherent noise of pseudo-labels we need to filter out noisy predictions. In particular, we
aim at removing object boundaries as they typically exhibit classification errors and tend to
be localized rather inaccurately. Given a target image xt and its associated predictions ŷt,
we compute a binary mask Bc for each class c ∈ C∗, where C∗ denotes a random subset of
the considered classes. We exclude classes such as "road" and "building" to avoid occlusion
of the whole scene and to counteract the unbalanced distributions of classes, and only use
object instances such as "car" and "poles". This categorization is similar to the one used in
[96], and can be easily adapted to different datasets. For each spatial location p, Bc has value
1 if p is assigned to class c, 0 otherwise. Then, we apply an erosion operation, ⊖, with a 5 × 5
structuring element k to each class mask Bc. To obtain the set of pixels to be copied from
the target image to a randomly selected source image we apply the union set operator to all
masks:

B =
⋃

c∈C∗
Bc ⊖ k, (5.4)

xp =

xp
t , Bp = 1

xp
s , Bp = 0

, yp =

ŷp
t , Bp = 1

yp
s , Bp = 0

(5.5)

The new synthesised training pairs are very often enriched with fine-grained details from
the target domain. Indeed, as shown in Fig. 5.3, thanks to our data augmentation pipeline,
only the inner part of an object is preserved while edges are discarded, producing sharp
pseudo-labels even at class boundaries. The whole data augmentation process is applied
offline before training, therefore it does not have any impact on the training time.

5.1.3 Training Procedure

The whole pipeline can be summarised in 3 simple steps. We start with the initialization
step to train our baseline model (i.e. the yellow backbone of Fig. 5.2) on the source domain
only. We follow standard practices [22, 96, 145, 146, 147] and, for synthetic-to-real adaptation,
we utilize domain-translated source images provided by [22]. We deploy this baseline to
produce pseudo-labels for the target domain and obtain an augmented mixed dataset as
detailed in Sec. 5.1.2.
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Then, we perform the adaptation step: we train the model illustrated in Fig. 5.2 that
empowers our additional modules for low-level alignment as explained in Sec. 5.1.1. It is
important to highlight that the proposed data augmentation extracts objects from only target
images and pastes them on images on both domains. Hence, at this stage, the training is done
simultaneously in both domains. The training loss is as follows:

L = Lsem + λLedge (5.6)

with λ set to 0.1 in all experiments.
Finally, we use the predictions from the model trained in the previous step to synthesise

new training pairs by following again the procedure detailed in Sec. 5.1.2. This allows us to
distill the knowledge and the good precision along the class boundaries of the previously
enhanced model into a lighter segmentation architecture as the one used in the first step. We
do this to avoid the introduction of additional modules at inference time. Differently from
the adaptation step, however, we apply our data algorithm using solely images from the
target domain. Indeed, as we are now at the third and final stage, we expect pseudo-labels to
be less noisy compared to the previous step, and training only on the target domain allows to
capture domain-specific characteristics. We denote this third step as the distillation step.
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AdaptSegNet [23] 86.5 36.0 79.9 23.4 23.3 23.9 35.2 14.8 83.4 33.3 75.6 58.5 27.6 73.6 32.5 35.4 3.9 30.1 28.1 42.4
MaxSquare [24] 88.1 27.7 80.8 28.7 19.8 24.9 34.0 17.8 83.6 34.7 76.0 58.6 28.6 84.1 37.8 43.1 7.2 32.2 34.5 44.3
BDL [22] ✓ ✓ 88.2 44.7 84.2 34.6 27.6 30.2 36.0 36.0 85.0 43.6 83.0 58.6 31.6 83.3 35.3 49.7 3.3 28.8 35.6 48.5
MRNET [118] ✓ ✓ 90.5 35.0 84.6 34.3 24.0 36.8 44.1 42.7 84.5 33.6 82.5 63.1 34.4 85.8 32.9 38.2 2.0 27.1 41.8 48.3
Stuff and things [96] ✓ ✓ 90.6 44.7 84.8 34.3 28.7 31.6 35.0 37.6 84.7 43.3 85.3 57.0 31.5 83.8 42.6 48.5 1.9 30.4 39.0 49.2
FADA [119] ✓ 92.5 47.5 85.1 37.6 32.8 33.4 33.8 18.4 85.3 37.7 83.5 63.2 39.7 87.5 32.9 47.8 1.6 34.9 39.5 49.2
LTIR [27] ✓ ✓ 92.9 55.0 85.3 34.2 31.1 34.4 40.8 34.0 85.2 40.1 87.1 61.1 31.1 82.5 32.3 42.9 3 36.4 46.1 50.2
Yang et al. [147] ✓ ✓ 91.3 46.0 84.5 34.4 29.7 32.6 35.8 36.4 84.5 43.2 83.0 60.0 32.2 83.2 35.0 46.7 0.0 33.7 42.2 49.2
IAST [148] ✓ 93.8 57.8 85.1 39.5 26.7 26.2 43.1 34.7 84.9 32.9 88.0 62.6 29.0 87.3 39.2 49.6 23.2 34.7 39.6 51.5
DACS† [122] ✓ 89.9 39.7 87.9 30.7 39.5 38.5 46.4 52.8 88.0 44.0 88.8 67.2 35.8 84.5 45.7 50.2 0.0 27.3 34.0 52.1
Ours ✓ ✓ 91.9 48.9 86.0 38.6 28.6 34.8 45.6 43.0 86.2 42.4 87.6 65.6 38.6 86.8 38.4 48.2 0.0 46.5 59.2 53.5

TABLE 5.1. Results on GTA5→Cityscapes. † denotes models pre-trained on MSCOCO [149] and
ImageNet [47]. IT: Image Translation; ST: Self-Training.

5.2 Implementation

5.2.1 Architecture

To assess fairly our contributions, we use a similar setup to the one of the previous chapters
which is also adopted by previous works [23, 24, 22, 118, 96, 119, 27]. Indeed, we employ the
Deeplab-v2 [36] architecture, with a dilated ResNet101 pre-trained on ImageNet [47] for both
the initialization step and the distillation step.
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AdaptSegNet [23] 84.3 42.7 77.5 - - - 4.7 7.0 77.9 82.5 54.3 21.0 72.3 32.2 18.9 32.3 - 46.7
MaxSquare [24] 77.4 34.0 78.7 5.6 0.2 27.7 5.8 9.8 80.7 83.2 58.5 20.5 74.1 32.1 11.0 29.9 39.3 45.8
BDL [22] ✓ ✓ 86.0 46.7 80.3 - - - 14.1 11.6 79.2 81.3 54.1 27.9 73.7 42.2 25.7 45.3 - 51.4
MRNET [118] ✓ ✓ 83.1 38.2 81.7 9.3 1.0 35.1 30.3 19.9 82.0 80.1 62.8 21.1 84.4 37.8 24.5 53.3 46.5 53.8
Stuff and things [96] ✓ ✓ 83.0 44.0 80.3 - - - 17.1 15.8 80.5 81.8 59.9 33.1 70.2 37.3 28.5 45.8 - 52.1
FADA [119] ✓ 84.5 40.1 83.1 4.8 0.0 34.3 20.1 27.2 84.8 84.0 53.5 22.6 85.4 43.7 26.8 27.8 45.2 52.5
LTIR [27] ✓ ✓ 92.6 53.2 79.2 - - - 1.6 7.5 78.6 84.4 52.6 20.0 82.1 34.8 14.6 39.4 - 49.3
Yang et al. [147] ✓ ✓ 82.5 42.2 81.3 - - - 18.3 15.9 80.6 83.5 61.4 33.2 72.9 39.3 26.6 43.9 - 52.4
IAST [148] ✓ 81.9 41.5 83.3 17.7 4.6 32.3 30.9 28.8 83.4 85.0 65.5 30.8 86.5 38.2 33.1 52.7 49.8 57.0
DACS† [122] ✓ 80.6 25.1 81.9 21.5 2.6 37.2 22.7 24.0 83.7 90.8 67.6 38.3 82.9 38.9 28.5 47.6 48.3 54.8
Ours ✓ ✓ 90.4 51.1 83.4 3.0 0.0 32.3 25.3 31.0 84.8 85.5 59.3 30.1 82.6 53.2 17.5 45.6 48.4 56.9

TABLE 5.2. Results on SYNTHIA→Cityscapes. † denotes models pre-trained with MSCOCO [149]
and ImageNet [47]. IT: Image Translation; ST: Self-Training. The 13 classes with ∗ are used to
compute mIoU∗.

5.2.2 Training Details

Our pipeline is implemented in PyTorch [150] and trained on a single NVIDIA 2080Ti
GPU with 12GB of memory. We train for 20 epochs in the first two steps, while we set the
number of epochs to 25 for the final distillation with batch size 4 in all cases. We use random
scaling, random cropping at 1024 × 892, and color jittering in our data augmentation pipeline.
Akin to previous works, we freeze Batch-Normalization layers [151] while performing the
initialization and adaptation step. For the last step, instead, we activate these layers. We
adopt the One Cycle learning rate policy [128] for each training, with a maximum learning
rate 10−3 and SGD as optimizer.

5.3 Experiments

5.3.1 Datasets

We test our method on both synthetic-to-real and real-to-real adaptation. We set GTA or
SYNTHIA as source datasets and Cityscapes as target for the former setting, while we use
Cityscapes as source and the NTHU as target for the latter.

5.3.2 Synthetic-to-real adaptation

To test our framework, we follow standard practice [23, 110, 22, 118, 152, 24] and report the
results for the synthetic-to-real adaptation in the GTA5→Cityscapes and SYNTHIA→Cityscapes
benchmarks in Tab. 5.1 and Tab. 5.2 respectively. We obtain state-of-the-art performance in
the former setting, surpassing also recent methods such as [148] that perform many iterations
of self-training. We also improve over [122] for GTA5→Cityscapes, which, differently from
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Rome

Source only 85.9 40.0 86.0 9.0 25.4 82.4 90.5 38.8 25.9 81.6 52.0 48.7 6.7 51.9
CBST [110] ✓ 87.1 43.9 89.7 14.8 47.7 85.4 90.3 45.4 26.6 85.4 20.5 49.8 10.3 53.6

AdaptSegNet [23] 83.9 34.2 88.3 18.8 40.2 86.2 93.1 47.8 21.7 80.9 47.8 48.3 8.6 53.8
MaxSquare [24] 80.0 27.6 87.0 20.8 42.5 85.1 92.4 46.7 22.9 82.1 53.5 50.8 8.8 53.9

FADA [119] ✓ 84.9 35.8 88.3 20.5 40.1 85.9 92.8 56.2 23.2 83.6 31.8 53.2 14.6 54.7
Ours ✓ 89.4 48.2 87.5 26.3 37.2 83.1 90.7 55.2 42.1 84.8 66.6 59.2 11.1 60.1

Rio

Source only 80.4 53.8 80.7 4.0 10.9 74.4 87.8 48.5 25.0 72.1 36.1 30.2 12.5 47.4
CBST [110] ✓ 84.3 55.2 85.4 19.6 30.1 80.5 77.9 55.2 28.6 79.7 33.2 37.6 11.5 52.2

AdaptSegNet [23] 76.2 44.7 84.6 9.3 25.5 81.8 87.3 55.3 32.7 74.3 28.9 43.0 27.6 51.6
MaxSquare [24] 70.9 39.2 85.6 14.5 19.7 81.8 88.1 55.2 31.5 77.2 39.3 43.1 30.1 52.0

FADA [119] ✓ 80.6 53.4 84.2 5.8 23.0 78.4 87.7 60.2 26.4 77.1 37.6 53.7 42.3 54.7
Ours ✓ 86.6 63.3 82.3 10.3 19.8 73.9 88.4 57.5 41.3 78.1 51.5 40.0 19.4 54.8

Tokyo

Source only 86.0 38.8 76.6 11.7 12.3 80.0 89.5 44.9 28.0 71.5 4.7 27.1 42.2 47.2
CBST [110] ✓ 85.2 33.6 80.4 8.3 31.1 83.9 78.2 53.2 28.9 72.7 4.4 27.0 47.0 48.8

AdaptSegNet [23] 81.5 26.0 77.8 17.8 26.8 82.7 90.9 55.8 38.0 72.1 4.2 24.5 50.8 49.9
MaxSquare [24] 79.3 28.5 78.3 14.5 27.9 82.8 89.6 57.3 31.9 71.9 6.0 29.1 49.2 49.7

FADA [119] ✓ 85.8 39.5 76.0 14.7 24.9 84.6 91.7 62.2 27.7 71.4 3.0 29.3 56.3 51.3
Ours ✓ 87.8 41.0 79.6 20.3 24.2 80.2 90.0 62.3 30.8 74.0 6.4 32.7 50.0 52.4

Taipei

Source only 85.0 38.1 82.2 17.8 8.9 75.2 91.4 23.9 19.6 69.2 45.9 49.4 16.0 47.9
CBST [110] ✓ 86.1 35.2 84.2 15.0 22.2 75.6 74.9 22.7 33.1 78.0 37.6 58.0 30.9 50.3

AdaptSegNet [23] 81.7 29.5 85.2 26.4 15.6 76.7 91.7 31.0 12.5 71.5 41.1 47.3 27.7 49.1
MaxSquare [24] 81.2 32.8 85.4 31.9 14.7 78.3 92.7 28.3 8.6 68.2 42.2 51.3 32.4 49.8

FADA [119] ✓ 86.0 42.3 86.1 6.2 20.5 78.3 92.7 47.2 17.7 72.2 37.2 54.3 44.0 52.7
Ours ✓ 95.6 78.9 94.3 45.9 70.3 93.0 96.2 63.3 51.3 90.5 83.6 84.8 56.5 55.7

TABLE 5.3. Results for the Cross-City experiments. ST: Self-Training.

GTA Synthia
Step IT ST A W D mIoU mIoU

Initialization ✓ S 47.3 41.6

Adaptation
✓ ✓ S , T 49.8 43.5
✓ ✓ ✓ S , T 52.0 46.4
✓ ✓ ✓ ✓ S , T 52.6 46.9

Distillation ✓ ✓ ✓ T 53.5 48.4
Oracle T 63.8 65.1

TABLE 5.4. Ablation studies on GTA5→Cityscapes (second-to-last) and SYNTHIA→Cityscapes
(last) columns. IT: image translation; ST: Self-Training; W: low-level adaptation; A: Data Augmen-
tation; D: Training domain.

all other methods, pre-trains the baseline network not only on ImageNet[47] but also on
MSCOCO[149]. We argue that pre-training on more tasks and real annotated data notably im-
proves the baseline performance of the synthetic-to-real benchmark. For GTA5→Cityscapes,
we note that, thanks to our low-level adaptation, we can boost performances for fine-detailed
classes such as Bicycle and Motorcycle. Regarding SYNTHIA→Cityscapes, we obtain com-
petitive performance, showing that our method can work also in this challenging scenario
in which the source synthetic domain exhibits many bird’s-eye views that are very different
from the one in Cityscapes. Indeed our method is only slightly inferior to IAST[148] and
again superior to [122] that performs a similar data augmentation.
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5.3.3 Cross-city adaptation

We report in Tab. 5.3 our performance for the real-to-real setting. Our proposal shows great
results, confirming the generalization properties of our contributions in diverse settings. We
improve performance with respect to previous works for all the cities. Our model achieves
60% in mIoU in Rome, which is likely the most similar to the German cities used in the
Cityscapes dataset. Nonetheless, we achieve strong results even for more distant domains,
e.g. as in the case of Taipei, improving by 7.8% with respect to the model trained only on the
source domain. For the Cross-city adaptation setting, differently from the other settings, we
use images of both domains in our distillation step to exploit the perfect annotations available
in the similar source domain.

5.3.4 Ablation Studies

In this section, we analyze the contribution provided by each component of our framework
and motivate our design choices. In Tab. 5.4 we detail the results for both GTA5→Cityscapes
and SYNTHIA→Cityscapes. The first row reports the performance obtained using only
translated source domain images. This is nowadays a common building block of many UDA
frameworks, and we also consider it our baseline on which we build our pipeline. In the
adaptation section instead, we isolate both our contributions and use the model trained in
the initialization step to extract pseudo-labels for the target domain as explained in Sec. 5.1.2
and train on both domains simultaneously. When applying a naive self-training strategy (i.e.
training directly on pseudo-labels) we already obtain a significant boost (+2.5% and +1.9%)
respectively. However, when deploying the proposed data augmentation (row 3), we observe
an even greater boost: +4.8% for both settings. This clearly demonstrates the effectiveness
of our data augmentation and its applicability to diverse scenarios. Then, applying the
proposed low-level adaptation (row 4) also yields an additional contribution overall: about
+0.6% on top of the data augmentation version. We argue that is noticeable, especially when
performances are already high, as in our case, and the strongest competitors are all within
a narrow window. Finally, in row 5, we distill our full model (i.e. row 4) into a simple
Deeplab-v2 for efficient inference time and apply once again the proposed data augmentation.
Remarkably, this further improves performance with respect to the distilled model and avoids
the typical pseduo-labels overfitting behavior when employing many steps of self-training.

Moreover, to motivate our intuition that shallow features are amenable to guide the
warping process, we compare the results obtained by applying our adaptation step in the
GTA5→Cityscapes setting at the three different levels of the backbone before the last module
achieving 52.6%, 51.6%, and 51.8% mIoU for layers Conv1, Conv2, and Conv3 respectively.
Thus, the best result is achieved by using the first convolutional block of the architecture,
while on Conv2 and Conv3 results are comparable (see Fig. 5.2 for layer names).
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5.3.5 Performance Along Class Boundaries
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FIGURE 5.4. mIOU on GTA5→Cityscapes as a function of trimap band width around class
boundaries.

In this section, we test the segmentation accuracy with the trimap experiment [153, 154,
155, 156] to quantify the accuracy of the proposed method along semantic edges. Specifically,
we evaluate in terms of mIoU pixels within four bandwidths (4, 8, 16, 20 pixels) around class
boundaries (trimaps). We first compare our final model against other frameworks in Fig. 5.4.
We observe that our method is more accurate w.r.t. all other competitors in all the tested
bandwidths, validating our main goal which is improving precision along class boundaries.
We also highlight that although the green line is obtained from a distilled model (row 5 of
Tab. 5.4), that does not include the additional modules presented in Sec. 5.1.1, it is still able to
maintain strong performances at semantic boundaries thanks to the precise pseudo-labels
extracted from the adaptation step. Then, we assess in Fig. 5.5 how our contributions affect
performances on semantic boundaries. To this end, we repeat the same trimap experiment
using the intermediate steps of our pipeline i.e. rows 2, 3, and 4 of Tab. 5.4. When applying all
our contributions (purple line), we are able to improve by a large margin over the self-training
strategy (black line) confirming that the additional modules account for an improvement
along semantic edges. Furthermore, activating the low-level adaptation strategy maintains
its improvements along semantic edges over the data augmentation only version (cyan line),
leading to better pseudo-labels for the distillation step.

5.3.6 Comparison with other data augmentations

We compare our data augmentation, one of our main contributions, with the one intro-
duced in [122]. More specifically, we apply this data augmentation in the adaptation step
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FIGURE 5.5. mIOU on GTA5→Cityscapes as a function of trimap band width around class
boundaries. We report results for the three versions of the adaptation step of Tab. 5.4.

as in row 3 of Tab. 5.4, i.e. without the low-level adaptation modules to isolate the data-
augmentation effect. We augment target images by randomly pasting objects from the source
domain, using the open source implementation of [122]. With this strategy, we only obtain
51.0% in terms of mIoU, while with our technique the mIoU raises to 52.2%, confirming
our intuition that looking for target instances is more effective than forcing the network to
identify source objects as done [122] during the self-training step.

5.3.7 Displacement map visualization

In this section, we analyze the displacement map learned by the model. As Fig. 5.6
shows, the 2D map that guides the warping process is consistent with our intuition that the
displacement is more pronounced at the boundaries, while areas within regions such as the
body of a person are characterized by a low displacement (i.e. white color). Moreover, we
can appreciate that when the warping is applied according to the estimated displacement
field (top-right), the contours of small objects such as poles, traffic signs, and persons are
better delineated (bottom-right). On the other hand, in the bottom-left mask, these objects
are coarsely segmented when using a segmentation model train with translated images only.
We also highlight that the displacement field is agnostic to semantic class (it only considers
boundaries), and even though it captures other kinds of edges (i.e. not only semantic ones), it
leads to computing an average of patches belonging to the same class.
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FIGURE 5.6. Top left: input target image. Top right: estimated 2D displacement. Bottom left:
semantic map from a model trained on translated images. Bottom Right: Our results, improved
on class boundaries by using the warping module. Colors and lightness in the middle indicate the
warping direction with the corresponding intensity.

5.4 Conclusions

We proposed a novel framework for UDA for semantic segmentation that explicitly
focuses on improving accuracy along class boundaries. We have shown that we can exploit
domain-invariant shallow features to estimate a displacement map used to achieve sharp
predictions along semantic edges. Jointly with a novel data augmentation technique that
preserves fine edge information during self-training, our approach achieves better accuracy
along class boundaries w.r.t. previous methods.
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Part II

Domain Adaptation for 3D Data
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Chapter 6

Initial Remarks

Properly reasoning on 3D geometric data such as point clouds or meshes is crucial for
many 3D computer vision tasks, which are key to enabling emerging applications like
autonomous driving, robotic perception, and augmented reality. In particular, assigning the
right semantic category to a set of points that represent the surface of an object is a required
skill for an intelligent system in order to understand the 3D scene around it. Such a problem
referred to as shape classification, was initially addressed by hand-crafted features [157, 158, 159],
while, with the advances in deep learning, recent proposals learn features directly from 3D
point coordinates by means of deep neural networks [160, 161, 162, 163, 164, 165, 166, 167, 168,
169]. Although data-driven approaches can achieve impressive results, they require massive
amounts of labeled data to be trained, which are cumbersome and time-consuming to collect.
Typically, 3D deep learning methods use synthetic datasets of CAD models, e.g.,ModelNet40
[170] or ShapeNet [171], to harvest a large number of 3D examples. While synthetic datasets
enable 3D deep learning, they create a conundrum. On the one hand, shape classifiers trained
on ModelNet are very effective on synthetic data, as witnessed by performance saturation on
standard benchmarks [172, 173]. On the other hand, though, they are not able to transfer their
performance to real-world scenarios [172], where point cloud data are usually captured by
RGB-D or LiDAR sensors [174, 175]. This limitation severely restricts the deployment of 3D
deep learning methods in real-world applications. In light of the aforementioned rationale,
this dissertation introduces two innovative domain adaptation methodologies designed to
enhance the transfer of knowledge to an unlabeled target domain. In line with the previous
chapters on 2D data, we examine again the usage of auxiliary tasks. More specifically, in
Chapter 7, we leverage 3D point cloud reconstruction as a supplementary task. Conversely, in
Chapter 8, we advocate the utilization of a self-supervised task to boost performance within
the target domain.
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6.1 Related Works

6.1.1 Unsupervised 3D Domain Adaptation

Only few papers discuss Unsupervised Domain Adaptation for point cloud classification.
Among these, PointDAN [28] is a seminal work that proposes to adapt a classical 2D domain
adaptation approach to the 3D world. Specifically, they focus on the alignment of both
local and global features, building their framework upon the popular Maximum Classifier
Discrepancy (MCD) [176] for global feature alignment. Differently, [29, 30] leverage on
Self-supervised learning (SSL) to learn simultaneously distinctive features for both the source
and target domains. Similarly, [29] also relies on SSL, and introduces a novel pretext task to
learn strong features for the target domain as well.

6.1.2 Deep Learning for Point Clouds Reconstruction

With the recent advances in deep learning several methods for point cloud reconstruction
have been suggested. A seminal work in this area [177] proposes a new auto-encoder
architecture for point clouds using the permutation invariant operator introduced in [160].
AtlasNet [178] and FoldingNet [179] propose a plane-folding decoder to learn to deform points
sampled from a plane in order to reconstruct the input surface. TearingNet [180] takes
inspiration from [179, 178] and presents a tearing module to cut regular 2D patch with holes,
or into several parts, to preserve the point cloud topology. In [181], the authors reconstruct
the point clouds by training a generative adversarial network (GAN) on the latent space of
unpaired clean synthetic and occluded real point clouds. We take inspiration from the finding
of [177] and leverage the expressive power of point cloud auto-encoders to pre-train our
shape classifier and learn a global shape descriptor deployed for pseudo-labels refinement.

6.1.3 UDA Datasets for Point Cloud Classification and Segmentation

The standard dataset used for UDA for point cloud classification is PointDA-10 [28],
which consists of three subsets that share the same ten classes of three popular point clouds
classification datasets: ShapeNet [171], ModelNet40 [182] and ScanNet [174]. This allows to
define six different scenarios that involve synthetic-to-synthetic, synthetic-to-real and real-to-
synthetic adaptation. ModelNet-10 consists of 4,183 training and 856 testing point clouds,
that are extracted from synthetic 3D CAD models. Similarly, ShapeNet-10 features synthetic
data only. It is the largest and most varied among the three datasets, and it comprises
17,378 training and 2,492 testing samples. ScanNet-10 is the only real datasets among these
three, and it consists of 6,110 and 1,769 training and testing point clouds, respectively. It
has been obtained from multiple real RGB-D scans. For this reason, it exhibits several forms
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of noise such as errors in the registration process and occlusions. A second additional real
dataset that will be used for our experiments is ScanObjectNN [172] which is composed
of 2902 3D scans from 15 categories. Similarly to ScanNet-10, it represents a challenging
scenario due to the high diversity with respect to synthetic datasets and the presence of
artifacts such as non-uniform point density, missing parts and occlusions. Several variants
of the ScanObjectNN dataset are provided. As in [29], we select the OBJ_ONLY split which
contains only foreground vertices. As regards the problem of part segmentation, there is no
established setting in the literature and we refer to [29] as a reference since it is the only work
performing synthetic-to-real adaptation from ShapeNetPart [183] to ScanOBJ-BG, wich is
another split from ScanObjectNN. The task is solved only for the chair class, which comprises
4 components to segment: Seat, Back, Base, Arm.
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Chapter 7

RefRec: Pseudo-labels Refinement via
Shape Reconstruction

Classification feature space Reconstruction feature space
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FIGURE 7.1. Feature space of a classifier (left) and a reconstruction auto-encoder (right). A
classifier trained on source shapes only (blue) may not be effective on target shapes (orange) and
assign wrong pseudo-labels. An auto-encoder, instead, tends to cluster similar shapes together in
the learned embedding, such that its features can be used as global shape descriptors to correct
wrong pseudo-labels.

UDA has its roots in 2D computer vision, where a multitude of methods have been
proposed [184]. Among them, the most widespread approach pertains globally aligning
the feature distributions between the source and target domain. This is the paradigm also
leveraged by methods tackling UDA for 3D data, either explicitly, by designing losses and
models to align features [28], or implicitly, by solving a self-supervised task on both the
source and target domains with a shared encoder [29, 30]. We argue that, when moving from
a synthetic CAD dataset to a real-world one, feature alignment can only lead to sub-optimal
solutions due to the large differences between the two domains. Indeed, acquiring objects
in cluttered scenes results oftentimes in partial scans with missing parts due to occlusions.
Moreover, registration errors arising when fusing multiple 2.5D scans [185] to obtain a full
3D shape, alongside noise from the sensor, resulting in less clean and geometrically coherent
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shapes than CAD models. Therefore, the shape classifier may need to ground its decision on
new cues, different from those learned on the source domain, where the clean full shape is
available, to correctly classify target samples.

To let the classifier learn such new cues, we propose RefRec (Refinement via Reconstruction),
a novel framework to perform unsupervised domain adaptation for point cloud classification.
Key to our approach is reliance on pseudo-labels [186] and self-training, wich we introduced
and exploited in the previuos chapters as well. As usual however, the pseudo-labels obtained
from a model trained on the source domain may be wrong due to the domain shift (as shown
in Fig. 7.1-left) and a target domain classifier naively trained on them would underperform.
Therefore, our key contribution concerns effective approaches to refine pseudo-labels. We
propose both an offline and an online refinement, i.e., before training and while training
on pseudo-labels. Both refinements are based on the idea that similar shapes should share
similar labels. To find similar shapes, we match global shape descriptors, i.e., the embedding
computed by an encoder given the input shape. Here we make another key observation,
illustrated in Fig. 7.1: the space of features learned by a classifier is organized to create linear
boundaries among different classes, but it is not guaranteed -nor meant- to possess a structure
where similar shapes lay close one to another, especially for target samples which are not seen
at training time. Hence, such features are not particularly effective if used as global shape
descriptors. In contrast, teaching a point cloud auto-encoder to reconstruct 3D shapes is an
effective technique to obtain a compact and distinctive representation of the input geometric
structures, as proven by recent proposals for local and global shape description [179, 178, 187,
188], which, in our setting, can be trained also on the target domain since it is learned in an
unsupervised way. By leveraging on such properties of the reconstruction latent space, in the
offline step we focus on reassigning the pseudo-labels of target samples where the source
domain classifier exhibits low confidence, while in the online step, we compute prototypes
[189], i.e., the mean global descriptors on the target domain for each class, and we weight
target pseudo-labels according to the similarity of the input shape to its prototype. Peculiarly,
by using reconstruction embeddings trained also on the target domain to compute prototypes,
we avoid the domain shift incurred when using the classifier trained on the source domain
as done by previous 2D methods [190]. In the online refinement step, we also leverage the
standard training protocol of 2D UDA methods based on mean teacher [191] to improve the
quality of pseudo-labels as training progresses.

7.1 Method

As in the classical UDA setting, we assume the availability of a labeled source domain S =

{(xi
s ∈ Xs, yi

s ∈ Ys)}ns
i=1, and a target domain T = {xj

t ∈ Xt}nt
j=1, whose labels {yj

t ∈ Yt}nt
j=1

are, however, not available. As in standard UDA settings [57], we assume to have the same
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one-hot encoded label space Ys = Yt = Y = {0, 1}k and the same input space Xs = Xt (i.e.,
point clouds with {x, y, z} coordinates) but with different distributions Ps(x) ̸= Pt(x), e.g.,
due to source data being synthetic while target data being real or due to the use of different
sensors. The final classifier for a point cloud x can be obtained as a composite function
Ω = Φ ◦ Ψ, with Φ : X → Rd representing the feature extractor and Ψ : Rd → [0, 1]k the
classification head, which outputs softmax scores p̂ ∈ [0, 1]k. When one-hot labels are needed,
we further process softmax scores with Λ : Rk → Y to obtain the label corresponding to the
largest softmax score, with such value providing also the confidence associated with the label
prediction. Although the largest softmax is a rather naive confidence measure, we found it to
work satisfactorily in our experiments. Our overall goal is to learn a strong classifier Ωt for
the target domain even though annotations are not available therein.

An overview of our method is depicted in Fig. 7.2. It encompasses three major steps:
warm-up, pseudo-labels refinement, and self-training. The purpose of the first step, described
in Sec. 7.1.1, is to train a model effective on target data by using labeled source data and
unlabelled target data. Once trained, this model provides the initial pseudo-labels. These are
refined offline in the second step, described in Sec. 7.1.2, in order to partially reduce the errors
in pseudo-labels due to the limited generalization of the source classifier to the target domain.
Finally, in the last step, detailed in Sec. 7.1.3, we introduce an effective way of exploiting
pseudo-labels during self-training by combining a domain-specific classifier with an online
pseudo-labels weighting strategy that exploits prototypes computed in the target domain.

7.1.1 Pseudo-labels Warm-up

The first step of our pipeline seeks to produce good initial pseudo-labels, which, after
refinement, can be used to train the final classifier on the source domain and the target domain
augmented with pseudo-labels. The warm-up step is very important, as the effectiveness of
self-training is directly related to the quality of pseudo-labels. To obtain good initial pseudo-
labels, we focus on pretraining and data augmentation, with the aim of reducing overfitting
on source data. Pre-training is largely adopted also in UDA for image classification, where
ImageNet pre-training is a standard procedure [190, 192, 193] that learns powerful features
able to generalize to multiple domains and alleviates the risk of overfitting when training
solely on data coming from the source distribution. Differently from UDA in the 2D world,
however, here we focus on unsupervised pre-training. This is particularly attractive for the
UDA context, where no supervision is available for the target domain. In fact, inspired by
recent advances on representation learning for 3D point clouds, which have demonstrated
the effectiveness of unsupervised techniques for learning discriminative features [179, 178,
187, 188], we propose to use point cloud reconstruction as unsupervised pre-training for our
backbone. The key advantage of such pre-training is the possibility to capture discriminative
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features also for the target domain since unsupervised pre-training can be conducted on both
domains simultaneously. Moreover, it learns a feature extractor Φrec which can be deployed
also to refine labels effectively, as we do in the following steps of our pipeline.

We follow the same strategy proposed in [177], and use a standard PointNet [160] back-
bone as Φrec to produce a global d-dimensional descriptor of the input point cloud. This
latent representation is then passed to a simple decoder made out of 3 fully connected layers
that tries to reconstruct the original shape. During training, we minimize both the Chamfer
Discrepancy (CD) LCD and Earth Mover’s distance (EMD) LEMD [194] as loss functions [177].
Additionally, as mentioned above, data augmentation is a key ingredient to improve general-
ization, especially for the synthetic-to-real adaptation case, since 3D real scans always exhibit
occlusions and non-uniform point density. For this reason, when performing synthetic-to-real
adaptation, we apply a data augmentation procedure similar to that proposed in [195] in
order to simulate occlusions.

To conclude warm-up, we train a new classifier Ωw = Φw
cls ◦ Ψw on the source dataset

with a classical cross-entropy loss. Importantly, Φw
cls and Φrec have the same architecture and

the weights θ of the backbone Φw
cls are initialized with those learned for Φrec. We then use Ωw

to obtain pseudo-labels {ŷj
t = Λ(Ωw(xj

t)}nt
j=1) alongside their confidence scores.

We may, in principle, exploit these pseudo-labels to perform self-training in the target
domain. However, even if we rely on unsupervised pre-training and data augmentation to
boost performance on the target domain, they are still noisy. Indeed, due to the domain gap,
only a small portion of the pseudo-labels can be considered reliable, while the majority of
the samples are assigned wrong labels that could lead to poor performance when applying
self-training. Hence, in the next step, we refine the initial pseudo-labels obtained in the
warm-up step by leveraging on Φw

rec.

7.1.2 Pseudo-labels Refinement

To refine pseudo-labels, we exploit the confidence computed by the classifier Ωw and
split pseudo-labels in the two disjoint sets of highly confident predictions, denoted as E (i.e.,
easy split), and uncertain ones, denoted as H (i.e., hard split). We first build E by selecting
the g=10% most confident predictions on the target samples for each class. We perform
this operation class-wisely to obtain a sufficient number of examples for each class and to
reproduce the class frequencies in E . H is composed by all the remaining target samples. One
of the key ideas behind RefRec is to utilize the embedding of the reconstruction backbone
Φrec, instead of Φw

cls, to improve the labels of the samples in H. We conjecture that since Φw
cls

has been trained only on the source domain, its embeddings are not discriminative for the
target domain, and more importantly there are no guarantees that objects belonging to the
same class, yet coming from different domains, would lay close in the feature space. Hence,
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FIGURE 7.2. RefRec comprises three steps. First, in the pseudo-labels warm up step, we train a
reconstruction network Φrec on both source and target domains. The weights of the encoder are
used to initialize the backbone Φw

cls of a classifier, that is then trained on the source domain. In
the refinement step, we use the classifier to split target samples into the easy (E ) and hard (H)
sets according to their confidence and refine them by performing nearest neighbor queries in the
auto-encoder feature space. Finally, in the self-training step, we train a target-specific classifier Ψt
by refined pseudo-labels and online pseudo-labels obtained with the mean teacher architecture
[191].

we assign new pseudo-labels to target samples according to similarities in the feature space
of Φrec.

We first seek to expand the set of easy examples E by finding in the feature space of Φrec

the nearest neighbor in H for each sample of E and vice versa. To refine pseudo-labels for
samples in H, we adopt a well-known technique employed for surface registration [187,
196, 188] and accept only reciprocal nearest neighbor matches, i.e., pairs of samples that are
mutually the closest one in the feature space: if one sample h ∈ H is the nearest neighbour in
H of a sample e ∈ E and e is, in turn, the nearest neighbor of h in E , we move h to the easy
split and label it according to the pseudo-label of e. At the end of this procedure, we obtain a
refined set of easy examples E r.

We then try to refine the pseudo-labels for the samples left in H exploiting E r. In particular,
we select K-nearest neighbors (K = 3 in our experiments) in the refined set E r for each
remaining sample h ∈ H, and assign the new pseudo-label to h by majority voting. When
there is no consensus among the K neighbors, we assign the pseudo-label of the closest one.
This produces the refined set of hard examples Hr. It is important to note that the entire
process is applied offline before the self-training step, as illustrated in Fig. 7.2, and the absence
of hard thresholds in all the refinement steps facilitates the applicability of the proposed
method across datasets.
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7.1.3 Self-training

FIGURE 7.3. Samples from cabinet. First row: intra-class variability between domains (ModelNet
and ScanNet). Second row: intra-class variability in ScanNet.

When performing synthetic-to-real adaptation and vice-versa, the gap between the two
distributions could be large and difficult to reduce even in case of perfect supervision. As a
matter of example, Fig. 7.3 shows how shapes, such as cabinets, may look very different across
domains (first row) as well as within a domain (second row). A high intra-class variability
can be somehow dealt with in a supervised setting, but it is harder to handle when noisy
supervision in the form of pseudo-labels must be used. Hence, in this setting, it is difficult
for a neural network to find common features for shapes belonging to the same class across
domains. We address this issue by adopting domain-specific classification heads together
with online pseudo-labels refinement while performing the self-training step that concludes
our pipeline.

Domain-specific classification heads. To tackle intra-class variability across domains, we
deploy a shared encoder Φcls, initialized using the weights from Φrec, and attach two domain-
specific classification heads, Ψs and Ψt, for the source and target domain, respectively. The
benefit of having a target-specific head (right) versus a single head trained on both domains
(left) is highlighted in Fig. 7.4.

When using a single classification head, the model tries to separate classes for both
domains simultaneously, which may lead to a non-optimal decision boundary. Indeed, due
to the high intra-class variability across the domains it is not possible to find a single decision
boundary to correctly separate all samples for both, leading to some wrongly classified
samples. When employing two domain-specific heads, instead, the model can learn two
more effective boundaries.
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FIGURE 7.4. Single head vs domain-specific classification heads. When a single head is deployed
(left side), it may not be possible to find a linear decision boundary that correctly classifies both
classes for the source and target domain. When domain-specific classification heads are deployed,
the model can focus on each domain separately and learn more effective decision boundaries
(right side).

Although domain-specific classification heads have been already explored in UDA for
image classification [197], in RefRec we can apply them in a unique way, which makes them
more effective, as it will been shown in our ablation studies. In particular, we train the first
head Ψs on the source domain mixed with E r, while we supervise the second head using
target data only, i.e., both E r and Hr. By doing this, we force both heads to correctly classify
the easy split, which contains the most confident predictions, i.e., the set of target samples
already more aligned with the source domain. Thereby, training with this strategy does
not reduce performance on the source domain while it enforces a partial feature alignment
across domains. At the same time, by only feeding target data to Ψt, we let the model define
target-specific boundaries, alleviating the negative impact of the intra-class variability across
domains.

Online pseudo-labels refinement. Even when using domain-specific classification heads,
the intra-class variability on the target domain can still affect the model performance. To deal
with this issue we adopt an online pseudo-labels refinement and weighting strategy. The key
intuition behind online refinement is that, as training progresses, our classifier better learns
how to classify the target domain thanks to the pseudo-labels and thus we can progressively
improve the pseudo-labels by exploiting such freshly learned knowledge. Purposely, we
exploit the mean teacher [191] of our model in order to obtain online pseudo-labels ỹt:

ỹt = Λ(Ψ̃s(Φ̃cls(xt)) + Ψ̃t(Φ̃cls(xt))) (7.1)
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It is important to note that Φ̃cls, Ψ̃s, and Ψ̃t are never updated trough gradient back-
propagation, as they consist of simple temporal exponential moving averages (EMA )of
their student counterparts [191]. At each training step, we feed one batch of samples from
{S , E r} and one batch from {E r,Hr} to train Φcls ◦ Ψs and Φcls ◦ Ψt, respectively. As for the
source classifier, we train it by the standard cross-entropy loss with labels for the source
domain and the pseudo-labels ŷt obtained from the refinement step for E r:

Ls = Lce(ps, ys) + Lce(pt, ŷt) (7.2)

We instead exploit both the refined (ŷt) and the on-line (ỹt) pseudo-labels when training the
target classifier:

Lt = (1 − αit)ztLce(pt, ŷt) + αitztLce(pt, ỹt) (7.3)

where αit is a weighting factor that starts from 0 (use only refined pseudo-labels) and increases
at every iteration up to 1 (use only online pseudo-labels). Intuitively, when self-training starts,
we trust the previously refined pseudo-labels and thus give more weight to the first term of
Eq. (7.3) as the mean teacher is not reliable yet. As training goes on, we progressively trust
more the output of the mean teacher, i.e., ỹt, and so give more weight to the second term.
zt is instead a weighting factor that accounts for the plausibility of the pseudo-label. zt is
computed for each target sample exploiting once again the embedding of Φrec. In particular,
before the self-training step, we compute the class-wise prototypes η(k) ∈ Rd as the class-wise
average of the target features in the easy split:

η(k) =
∑xt∈E r Φrec(xt) ∗ 1(ŷt,k == 1)

∑xt∈E r 1(ŷt,k == 1)
(7.4)

where ŷt,k is the k-entry in ŷt. We only consider E r as it contains the most reliable pseudo-
labels for the target domain. We then obtain the confidence score for each sample by simply
computing the softmax of the opposite of the distance between the current embedding of xt

and the prototype of the class k assigned to it in its online pseudo-label, k = arg maxk′ ỹt,k′ :

zt =
exp

(
−∥Φ̃cls(xt)− η(k)∥2

)
∑k′ exp

(
−∥Φ̃cls(xt)− η(k′)∥2

) . (7.5)

Hence, zt forces the loss to ignore samples that are far from the expected prototype. In fact,
when a sample has a very different representation from the expected class prototype, either
the pseduo-label is wrong or the input point cloud is an outlier in the target distribution, and
dynamically weighting it less in the self-training process allows for learning a better classifier.
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7.2 Experiments

We evaluate our method on two standard datasets for point cloud classification: PointDA-
10 [28] and ScanObjectNN [172].

7.2.1 Implementation details

As done in all previous 3D DA methods [28, 29, 30], we use the well-known PointNet
[160] architecture. In particular, we use the standard PointNet proposed for point cloud
classification for all our backbones Φw

cls, Φcls, and Φrec. It produces a 1024-dimensional global
feature representation for each input point cloud. We train the reconstruction network for
1000 epochs in the unsupervised pre-training step [177], while we train only for 25 epochs
when training classification networks in each step of our pipeline. We set to 0.0001 both
learning rate and weight decay. We train with batch size 16 using AdamW [198] with
cosine annealing [199] as optimizer. The framework is implemented in PyTorch [150], and is
available at https://github.com/CVLAB-Unibo/RefRec. At test time, we use the target classifier
Φcls ◦ Ψt ◦ Λ in the target domain.

Method
ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to

AvgShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

No Adaptation 80.2 43.1 75.8 40.7 63.2 67.2 61.7

PointDAN [28] 80.2 45.3 71.2 46.9 59.8 66.2 61.6
DefRec [30] 80.0 46.0 68.5 41.7 63.0 68.2 61.2
DefRec+PCM [30] 81.1 50.3 54.3 52.8 54.0 69.0 60.3
3D Puzzle [29] 81.6 49.7 73.6 41.9 65.9 68.1 63.5
RefRec (Ours) 81.4 56.5 85.4 53.3 73.0 73.1 70.5

Oracle 93.2 64.2 95 64.2 95.0 93.2

TABLE 7.1. Shape classification accuracy (%) on the PointDA-10 dataset. For each method, we
report the average results on three runs. Best result on each column is in bold.

Method
ModelNet to

ScanObjectNN

No Adaptation 49.6
PointDAN [28] 56.4
3D Puzzle [29] 58.5

RefRec (Ours) 61.3

TABLE 7.2. Shape classification accuracy (%) on the ScanObjectNN dataset. For each method, we
report the average results on three runs. Best result is in bold.

7.2.2 Results

We report and discuss here the results of RefRec, and compare its performance against
previous work as well as the baseline method trained on the source domain and tested on the

https://github.com/CVLAB-Unibo/RefRec
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target domain (referred to as No Adaptation). For each experiment, we provide the mean
accuracy obtained on three different seeds. Since in UDA target annotations are not available,
we never use target labels to perform model selection and we always select the model that
gives the best result on the validation set of the source dataset.

PointDA-10. We summarize results for each benchmark in Tab. 7.1. Overall, our proposal
improves by a large margin the previous state-of-the-art methods. Indeed, on average we
obtain 70.5% against the 63.5% obtained by 3D puzzle [29], which is an improvement of
7% in terms of accuracy. From Tab. 7.1, it is also possible to observe how our method is
consistently better than previous works in the synthetic-to-real adaptation scenario, which
we consider the most important for practical applications. Compared to DefRec+PCM [30],
which obtains 50.3 in the ModelNet→ScanNet setting, we improve by 6.2%. As regards
ShapeNet→ScanNet, we obtain 53.3, surpassing by 0.5% DefRec+PCM again. Moreover,
we highlight how RefRec seems to be the only framework able to generalize well to all
adaptation scenarios. In fact, when comparing our proposal to DefRec+PCM which was the
strongest method for the synthetic-to-real case, we also improve by a large margin in cases
such as ShapeNet→ModelNet and ScanNet→ModelNet, where DefRec+PCM seems to fail.
Finally, the ability of RefRec to handle large distribution gaps is also confirmed by the large
improvements in the real-to-synthetic cases. Indeed, we observe a +7.1% improvement for
ScanNet→ModelNet and +4.1% for ScanNet→ShapeNet.

Experiment ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to
AvgTraining data Offline ref. ShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

S , E ,H 82.2 51.7 80.4 43.4 64.7 70.0 65.4
S , E 82.8 49.6 79.0 43.8 64.1 69.8 64.9

S , E r,Hr ✓ 79.1 57.3 85.6 50.7 70.1 69.1 68.7

TABLE 7.3. Ablation study on the effect of offline refinement. We report the average shape
classification accuracy (%) on three runs.

Experiment ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to
AvgΨs Ψt EMA Online ref. ShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

S E r,Hr 79.5 55.3 84.7 49.3 72.0 68.5 68.2
S , E r E r,Hr 79.3 56.9 84.7 51.6 71.7 69.0 68.9
S , E r E r,Hr ✓ 80.3 54.2 83.2 52.7 72.8 71.6 69.1
S , E r E r,Hr ✓ ✓ 81.4 56.5 85.4 53.3 73.0 73.1 70.5

TABLE 7.4. Ablation study on the effect of the self-training strategy and online refinement. We
report the average shape classification accuracy (%) on three runs.

ScanObjectNN. In Tab. 7.2 We report the results for the challenging ModelNet−→ScanObjectNN
adaptation task. On this challenging benchmark, we achieve 61.3%, which is 2.8% better than
the previous state-of-the-art result.
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7.2.3 Ablation studies

To validate the importance of our design choices, we conduct some ablation studies on
both the pseudo-labels refinement process and the self-training strategy.

Pseudo labels refinement. In Tab. 7.3, we show the effect of our refinement process. When
performing self-training with the initial, unrefined pseudo-labels produced by the classifier Ψs

after the warm-up step (first row), we obtain an overall accuracy of 65.4%. Conversely, when
we apply our descriptor matching approach aimed at pseudo-labels refinement (third row),
the accuracy increases to 68.7%. This confirms our intuition that using the reconstruction
network allows to capture similarities among shapes in feature space and consequently to
improve the pseudo-labels. Moreover, we compare self-training using the most-confident
pseudo-labels only (second row) against self-training with the refined pseudo-labels (third
row). The improvement given by the refinement approach (+3.8%) suggests that only using
the most confident pseudo-labels is not enough to reach good performance.

Self-training strategy. In Tab. 7.4, we show the effectiveness of our strategy to perform
self-training and ablate our design choices compared with other reasonable alternatives.
When deploying the domain-specific classification heads, and training Ψs solely with source
data (first row), results are worse than when we train Ψs with both source and E r (second
row). This is more evident for the synthetic-to-real adaptation and vice versa, where partial
alignment in feature space is more difficult to attain. Indeed in all four cases, forcing Ψs

to correctly classify the target easy split is beneficial. On the other hand, for the synthetic-
to-synthetic case, performances remain stable. This is an expected behaviour since the
decision boundaries in these easy adaptation scenarios should not vary significantly across
domains. Finally, in the last two rows, we ablate the effect of the mean teacher and the online
refinement, respectively. The mean teacher only gives a marginal contribution (+0.2%), while
its combination with our online refinement accounts for a 1.4% improvement.

Method
ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to

AvgShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

No Adaptation 80.2 43.1 75.8 40.7 63.2 67.2 61.7
Warm-up 81.3 51.4 78.9 43.8 59.7 67.5 63.7
Multi-task 80.6 45.4 78.9 46.0 63.9 67.4 63.7
Self-train multi-
task

81.2 46.9 76.3 47.7 66.0 66.5 64.1

RefRec (Ours) 81.4 56.5 85.4 53.3 73.0 73.1 70.5

TABLE 7.5. Ablation study on the effect of pre-training. We report the average shape classification
accuracy (%) on three runs.

Warm-up vs SSL. Finally, we aim to shed some light on the importance of unsupervised
pre-training, i.e., warm-up, compared to SSL, which is so far the most studied approach to
UDA for point cloud classification. In Tab. 7.5, we compare our warm-up step (second row),
which exploits unsupervised pre-training, with a multi-task approach as done in [29, 30]
(multi-task, third row), where the SSL task of shape reconstruction is solved by an auxiliary
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head. For a fair comparison, we adopt in both cases our data augmentation in the synthetic-
to-real setting, and train the multi-task architecture for 150 epochs, as done in [29] and [30],
since no pre-training is applied. Although a simple comparison between such baselines
does not establish a clear winner (63.7 on average in both cases), we observe a remarkable
difference after the self-training stage. Indeed, when comparing the classifier self-trained
with pseudo-labels obtained with the multi-task approach (fourth row) against the classifier
self-trained with refined pseudo-labels (last row), and applying the mean teacher in both
cases, we observe a remarkable gap (+7%).

7.3 Conclusions

We improved the state of the art in UDA for point cloud classifications. We showed how
solving 3D UDA by means of self-training with supervision from robust pseudo-labels is a
superior paradigm with respect to the established way of tackling it by multi-task learning.
Key contributions we make are effective ways to refine pseudo-labels, offline and online, by
leveraging shape descriptors learned to solve shape reconstruction on both domains, as well
as a carefully designed self-training protocol based on domain-specific classification heads
and improved supervision by an evolving mean teacher. We hope our results will call for
more explorations around the use of pseudo-labels and self-training in this emerging area of
research.
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Chapter 8

Self-Distillation for Unsupervised 3D
Domain Adaptation

The main line of research in 3D UDA for point cloud classification focuses on learning an
effective feature space for the target domain by means of auxiliary tasks such as point cloud
reconstruction [30, 200], 3D puzzle sorting [29] and rotation prediction [201]. These tasks are
referred as auxiliary since they do not directly solve the main task, but at the same time, they
are useful to learn features for the target domain without the need of annotations. Although
such techniques considerably improve over the baseline (i.e., training only on source data),
the design of such tasks is not trivial and typically lead to sub-optimal solutions. It requires
identifying one that can drive the network to learn representations discriminative enough to
perform classification in the target domain effectively.

Despite the fact they force some degree of alignment between the features computed on
objects from the two domains, such auxiliary tasks do not explicitly steer the network to learn
discriminative representations amenable to classification in the target domain. For instance,
if we train a network to reconstruct shapes, we will get similar point cloud embeddings for
similar 3D shapes. However, two point clouds could represent objects that, though similar in
shape, do belong to different categories, e.g., a cabinet and a bookshelf. As a consequence,
relying on reconstruction to perform domain adaptation can align features between the two
domains, with similar shapes embedded close one to each other regardless of their domain,
but the decision boundaries learnable from the labeled source samples may not discriminate
effectively between target samples belonging to different classes. This is also shown in [30],
where a simple denoising autoencoder for point clouds only slightly improves performance
over the baseline. We reckon that similar considerations apply to the other auxiliary tasks
proposed in the literature as they pursue cross-domain feature alignment based on a learning
objective that does not ensure cross-domain class discriminability. We support this claim by
comparing our proposal with previous works in the experimental section.

In this paper instead, we take inspiration from a recent self-supervised approach, DINO
[202], to learn more discriminative representations for the target domain by constraining a
sample and a strongly augmented version of itself to be classified similarly. This is typically
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: Strongly Augmented source Data

S ′′

Supervised Classification Feature Distillation

S ′′

Aligned feature space

S ′′ : Target Data : 𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠 : 𝑇𝑎𝑟𝑔𝑒𝑡 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠

FIGURE 8.1. Proposed UDA method. We combine a supervised training of strongly augmented
source data with a self-distillation approach that aims at clustering target shapes unsupervisedly.
The combination of these two approaches leads to an alignment in feature space across domains.

achieved through self-distillation, a methodology where the output of a neural network is
compared with the output obtained from a mean teacher i.e., a temporal exponential moving
average of the weights of the network itself (EMA) [191]. As shown in [202] this training
methodology allows for clustering together samples of the same class. However, differently
from DINO, we apply self-distillation for the first time in the 3D UDA context, where samples
are point clouds, and the main goal is to reduce the gap between representations of two
different domains rather than only learning a well-clustered feature space for a single domain.
We believe that self-distillation is particularly suited for point cloud domain adaptation due to
peculiar 3D data augmentations such as translation, occlusion and point-wise noise that can
easily bridge the gap between source and target domain. By exploiting such augmentations
to strongly augment source data and by enforcing inter-class discriminability for the target
domain via self-distillation, we are able to obtain a shared aligned feature space across
domains. The overall idea is illustrated in Fig. 8.1. Moreover, one major limitation of DINO
that hinders its wide adoption is mode collapse [202], and previous works usually adopt
multiple tricks and hyper-parameters such as clustering constraints [203], predictor [204]
and contrastive losses [205] that are difficult to apply and tune in other contexts. In this
work, we show how this paradigm can be applied without such tricks to UDA for point
cloud classification, where mode collapse is prevented by simultaneously training a classifier
on labeled source data that inherently separates the feature space according to semantic
categories.

In the second step of our proposal, following recently published works in the field
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EMA

f ′ f ′′

FIGURE 8.2. Illustration of our framework. Left: weakly and strongly augmented point clouds are
generated with two transformation functions f ′ and f ′′ for both domains. The weakly augmented
shapes are fed to an exponential moving average (EMA) encoder, the teacher Φ̃, while the
strongly augmented are processed by the student Φ. A consistency loss is applied between the
corresponding embeddings. Right: the whole target dataset is processed by a GCN G online
during self-training to iteratively refine and update pseudo-labels

[206, 201, 200, 207], we make use of self-training, an iterative methodology that exploits the
predictions of a pre-trained model (pseudo-labels) to provide partial supervision on the target
domain as well. However, pseudo-labels are noisy and their naive use typically leads to
overfitting of the dominant classes of the source domain as shown in [208, 209]. The strategy
proposed by [206] to refine them requires offline training of an additional network for this
purpose and the definition of hand-crafted rules based on k-NN queries, limiting its general
applicability, while [201] adopted a standard procedure borrowed from the 2D world [210].
As a further contribution of our work, we take a different path and propose to use Graph
Neural Networks (GNNs) [211] to refine pseudo-labels online during self-training. Our main
intuition is that by using a GNN, pseudo-labels are obtained by considering relationships
between all target samples in the dataset rather than on single samples in isolation. This
allows for reasoning at the dataset-level and enables to correct misclassified samples and
thus refine pseudo-labels. Moreover, the target feature space is clustered thanks to the self-
distillation, thus each node of the graph is likely to be connected to samples of the same
category. Hence, the GNN can improve the pseudo-labels by reasoning on a neighborhood of
samples sharing the same class. This procedure can be done online during training with the
graph structure evolving over time, thus avoiding pseudo-labels overfitting.

8.1 Method

Our framework is divided into two main steps: self-distillation (Sec. 8.1.2) and self-training
with pseudo-labels refinement (Sec. 8.1.3 and Sec. 8.1.4). The overall pipeline is depicted in
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Fig. 8.2. We start introducing the notation and a brief review of the basic concepts about
GNNs.

8.1.1 Preliminaries

Notation. As in the previous case, we consider the problem of UDA for point cloud
classification, i.e., given a point cloud with N elements x ∈ RN×3 we aim at learning a neural
network Ω : x → [0, 1]K that takes an input example x and produces a K-dimensional vector
representing the confidence scores for K classes. Such a point cloud classifier consists of two
components: Ω = Φ ◦ Ψ. The first is a feature extractor network, Φ : R3 → RD, producing
g ∈ RD, i.e., a D-dimensional global feature descriptor for the shape, the second is small
MLP Ψ : RD → RK followed by a softmax operator which maps g to a vector of confidence
scores p̂ ∈ [0, 1]K. Finally, the class predictions can be obtained by the argmax operator
Λ : RK → Y . As it is peculiar in UDA settings, we have at our disposal a source domain with
labels S = {(xi

s ∈ Xs, yi
s ∈ Ys)}ns

i=1, and a target domain T = {xj
t ∈ Xt}nt

j=1, where the point
clouds are unlabeled. Our objective is to obtain a classifier able to make correct predictions
on T .

Background on GNNs. Graph Neural Networks (GNNs) are models designed to process
graphs, i.e., sets of nodes that are optionally joined one to another by edges representing
relationships. GNNs are a powerful tool to process unstructured data thanks to their ability to
update the representations of each node by aggregation of information from the neighbouring
nodes. An undirected graph G is represented as a tuple (V , E), where V is the set of N vertices
vi ∈ V , and E is the set of edges. The graph topology is determined by the adjacency matrix
A ∈ RN×N, with Ai,j = 1 if two nodes i and j are connected. Among the many architectures
of GNNs [211], in this work, we adopt the Graph Convolutional Networks (GCNs) [212],
which propagate the information between each layer according to the following propagation
rule:

H(l+1) = σ
(

D̃− 1
2 ÃD̃− 1

2 H(l)W(l)
)

(8.1)

where Ã = A + I represents the adjacency matrix with self-connections, I is the identity
matrix, D̃ii = ∑j Ãij acts as a scaling factor and W(l) is a layer-specific trainable weight
matrix. The aggregation rule is followed by a non-linear activation function σ(·) such as
ReLU. Note that matrix H(l) deals with the l-th layer of the network, each row i representing
the feature vector of a node vi ∈ V in that layer. We refer the reader to [211] for a more
detailed discussion.
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8.1.2 Self-distillation

In this section, we present the self-distillation module that we use in both steps of our
pipeline. The purpose of this component is to distill good features for the target domain
unsupervisedly, so that a discriminative feature space directly useful for classification can
be learned even though no direct supervision is available in T . Our main intuition is that
learning a clustered feature space that minimizes the distance among variations of the
same cloud from the target domain, while simultaneously learning decision boundaries
amenable to classification thanks to a carefully augmented source domain, is key to obtaining
good pseudo-labels to be deployed in the self-training process. Indeed, without enforcing
compactness in the feature space, it is more likely that, due to the domain gap, target samples
are spread across the different categories defined by the decision boundaries of the classifier.
This is undesirable since it would lead to excessive noise in pseudo-labels.

To achieve our goal, we use two data augmentation functions f ′, f ′′ : RN×3 → RN×3 that
take as input a point cloud x and return a weakly augmented (x′) and a strongly augmented
point cloud (x′′) respectively. Then, we adopt a self-distillation paradigm, where we train
a student encoder Φ to match the output of a teacher encoder Φ̃. In particular, we match
two global shape descriptors, g̃ = Φ̃(x′) and g = Φ(x′′), computed by feeding a weakly
augmented point cloud x′ to the teacher and the strongly augmented version x′′ to the
student.

By taking inspiration from [202], we design the student and the teacher to output proba-
bility distributions over D dimensions, denoted by q and q̃, respectively. These probabilities
can be obtained by normalizing the output of the two encoders, i.e., g and g̃, with a softmax
function:

q(g, τ) =
exp(g/τ)

∑D
d=1 exp

(
g(d)/τ

) ,

q̃(g̃, τ̃) =
exp(g̃/τ̃)

∑D
d=1 exp

(
g̃(d)/τ̃

) (8.2)

where τ > 0 and τ̃ > 0 are the two temperature parameters which control the sharpness
of the output distributions for the student and the teacher, respectively. Differently from
[202], we don’t require any complex scheduling for the temperature parameters, and we just
empirically set them to 0.5 by observing the model performance on the source domain for the
ModelNet→ScanNet experiment and set it to the same value for all the others. To force the
embedding of the augmented point cloud to match that computed for the original one, we
minimize the cross-entropy:

Lsd(g̃, g) = −q̃(g̃, τ̃) log q(g, τ) (8.3)

by running backprop on the student network Φ, while the weights of the teacher are updated
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by computing an exponential moving average of those of the student. Please note that both
networks share the same architecture but have different weights. We employ an EMA as a
teacher network since it is a convenient way to provide robust and stable features throughout
the training process without the need of training another network [191, 213].

Data augmentation and transformation functions. To implement f ′ and f ′′, we use
a set of common data augmentation techniques for point clouds such as: jittering, elastic
deformation [214], scaling along the three axes. More specifically, to obtain the weakly
augmented point cloud x′, we only use jittering, while for the strongly augmented x′′, we
employ all the above transformations. Additionally, when performing synthetic-to-real
adaptation, we also include random point removal [195].

Interestingly, the same 3D transformations can be used to simulate the target distribution
given source data. In fact, although it is not possible to exactly predict the shift between
two domains, one can approximate the nuisances that affect the target data through aggres-
sive data augmentation. For example, when performing UDA between different synthetic
domains, shapes may have similar geometric elements but with different styles [215, 216],
which can be mimicked by object distortions or elongation and scaling. Similarly, when
moving from a synthetic domain to a real one, it is reasonable to assume that shapes within
the same class will appear similar to CAD models but will have missing components due to
occlusions, and point coordinates will be affected by the noise-originated in the acquisition
process. Therefore, as shown in Fig. 8.2 (left), at training time we augment the source data
by re-utilizing the transformation function f ′′, with the goal of minimising the gap between
the two domains in the input space and seamlessly obtain a better alignment also in the
feature space. Applying such well-designed augmentations to source data combined with
our distillation technique is beneficial to the student model. Intuitively, by distillation we aim
at clustering target samples, while by data augmentation we force source clusters, naturally
obtained with a classification loss, to be aligned with the target ones.

8.1.3 Pseudo-labels initialization

In the first step of our method, we exploit the self-distillation module presented in the
previous section to obtain an initial set of pseudo-labels for the target domain. In particular, as
shown in Fig. 8.2 (left), we train a classifier Ω = Φ ◦ Ψ on top of the student feature extractor
and fed with augmented source data. We use the cross entropy loss:

Lce(x′′s , ys) = −ys log Ω(x′′s ) (8.4)

Simultaneously, we feed to the encoder Φ batches of source and target point clouds strongly
augmented with the transformation function f ′′, while Φ̃ receives the weakly augmented
versions, and minimize Eq. (8.3) to learn the desired clustered feature space for the data of
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the target domain. After training, the initial set of pseudo-labels is computed by feeding
each target sample xi

t into Ω and selecting the class with the highest confidence score:
ŷi

t = Λ(Ω(xi
t)).

8.1.4 Self-training and pseudo-labels refinement

In the second step, we exploit and refine the previously obtained pseudo-labels. We do
this by alternating self-training and refinement in an iterative procedure.

Self-training. In this step we train our classifier Ω = Φ ◦ Ψ leveraging pseudo-labels,
starting from scratch if it is the first iteration. To do so, we first split the pairs of target samples
and associated pseudo-labels (xi

t, ŷi
t) into two disjoint sets, i.e., Ŷtc and Ŷtn, associated with

confident and non-confident pseudo-labels, respectively, and with the former initialized to
the empty set. The sets will be useful to realize the iterative procedure outlined at the end of
the section. We then train Φ and Ψ using self-distillation and supervision for both domains,
with supervision for the target coming from pseudo-labels:

L = −Lce(x′′s , ys)− λLce(x′t, ŷt)−Lsd(x′′, x′)

where λ =

1, ŷt ∈ Ŷtc

0.2, ŷt ∈ Ŷtn
.

(8.5)

Note that, as in the previous step, Lsd acts on both domains.
Refinement. Naively using pseudo-labels as done in the previous step typically leads to

ignoring the classes that are underrepresented in the source domain and to obtain sub-optimal
performance on the target domain due to noise in the pseudo-labels [217, 218]. Hence, we
run self-training only for a few epochs and then refine the pseudo-labels exploiting a GCN.
Our intuition is that, by leveraging on a global view of the target dataset, the GCN can better
disambiguate hard cases compared to the initial pseudo-labels provided by the classifier,
which, on the other hand, takes its decision on each input sample in isolation. For instance,
even if few samples of a rare class are tightly connected (i.e. node with high degrees), it is
likely for their confidence to be high as in their neighbourhood only nodes with the same
class are present. The role of the GCN is therefore twofold: it corrects pseudo-labels; it
decides which pseudo-labels should be considered confident and thereby moved from Ŷtn

into Ŷtc. We obtain the graph G by considering all samples in the target domain, as shown in
Fig. 8.2 (right), and we build the adjacency matrix A based on the cosine similarity between
the global shape embeddings g:

Ai,j =

1,
⟨gi,gj⟩

∥gi∥∥gj∥ > ϵ

0, otherwise
(8.6)
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with ϵ being a similarity threshold empirically set to 0.95 so that the node degree (the average
number of neighbours for each node of the graph) is roughly 10. This is necessary for
memory constraints, as the required memory to train a GCN is highly affected by this hyper-
parameter. Inspired by [219], we equip each node in G with the embedding g as well as with
the prediction provided by the classifier Ω, i.e., the vector p̂. These two pieces of information
provide the GCN with cues concerning both the geometric structure as well as the semantic
class of the object. For example, it may be the case that two point clouds have similar
embeddings and yet belong to different classes. This occurs frequently when considering a
real domain, where an occluded chair with a missing back could easily be misclassified as a
table or the back itself with missing legs can be confused for a monitor. Hence, providing the
GCN with the additional information on the probability distribution among the K classes can
help it attain more accurate pseudo-labels for target samples featuring similar embeddings.
Then, we compute the input to the GCN as

H(0) = Φ(Xt) + Ω(Xt)WD (8.7)

where Xt is the set of all target samples and WD ∈ RK×D is a learnable projection matrix that
projects the output distribution over K classes in a D-dimensional space.

Afterward, following Eq. (8.1), we stack three graph convolutional layers where the last
acts as a node classifier that returns a matrix of size nt × K. The GCN is optimized with
a classical cross-entropy loss computed over all target samples, Ŷtn ∪ Ŷtc, without taking
into account the confidence on their pseudo-labels. It is worth noticing that, the predictions
Ω(Xt), i.e., part of the input to the GCN, do not necessarily match the Ŷtn ∪ Ŷtc pseudo-labels.
However, the GCN can just learn to output the same probability vector Ω(Xt), discarding
part of the input features [219], and consequently failing in generalizing at test time due to
label leakage. Hence, we randomly mask (i.e., set to zero) 20% of the inputs Ω(Xt) at training
time.

Finally, after training, we exploit the GCN to extract confident samples, i.e., the top θ

predictions for each class, update the corresponding pseudo-labels with the output of the
GCN, and move them from Ŷtn into Ŷtc.

Iterative training. We argue that the topology of the graph highly influences the output of
the GCN. As the encoder improves its embeddings with multiple rounds of self-training, also
thanks to the self-distillation process, pseudo-labels become better and better since the graph
structure improves. Hence, we plug the previous steps into an iterative learning process,
where we repeat:

a) self-train with Eq. (8.5) Φ and Ψ for e epochs using self-distillation and supervision for
both domains, with supervision for the target coming from pseudo-labels;

b) build G and train the GCN to refine pseudo-labels;
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Method
ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to

AvgShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

No Adaptation 80.5 41.6 75.8 40.0 60.5 63.6 60.3

PointDAN 80.2 45.3 71.2 46.9 59.8 66.2 61.6
DefRec+PCM 81.1 50.3 54.3 52.8 54.0 69.0 60.3
3D Puzzle 81.6 49.7 73.6 41.9 65.9 68.1 63.5
RefRec 81.4 56.5 85.4 53.3 73.0 73.1 70.5
(Ours) 83.4 61.6 77.3 57.7 78.6 79.8 73.1

Oracle 93.2 66.2 95 66.2 95.0 93.2
TABLE 8.1. Shape classification accuracy (%) on the PointDA-10 dataset with PointNet. For each
method, we report the average results on three runs. Best result on each column is in bold.

c) update current pseudo-labels, moving the top θ predictions of the GCN for each class
from Ŷtn to Ŷtc.

To gradually increase the size of Ŷtc, θ starts from 0 and grows to 1 to include more and more
samples during training. At test time, the GCN as well as the teacher encoder Φ̃ can be simply
discarded, with Ω being the only network required to perform inference. Although the GCN
can potentially be used at test time to obtain better performance, we discard it as this would
introduce additional requirements such as keeping the whole training set in memory, and
computing the neighborhood of each test sample.

8.2 Experiments

To show the effectiveness of our method, we compare it against state-of-the-art methods
for UDA for point cloud classification such as [206, 200, 207], using two different backbones
for our feature extractors: PointNet [160] and DGCNN [167]. Furthermore, we compare with
a baseline i.e., a simple model trained only on the source domain without any adaptation,
and an oracle model, which instead assumes to have all target data available. The former
constitutes the lower-bound in terms of performance, while the latter is considered as the
upper-bound since all target data can be utilized. Finally, we also conducted an experiment
on the challenging task of part segmentation to show how our method can be extended to
different tasks than point cloud classification. In this case, we adopt the setting introduced in
[29], which is the only method performing adaptation on such a task for the synthetic-to-real
scenario.

8.2.1 Results

Classification. We report in Tab. 8.1 and Tab. 8.2 our results with PointNet and DGCNN,
respectively. For PointNet, we establish overall the new state-of-the-art with 73.1% in terms
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Method
ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to

AvgShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

No Adaptation 83.3 43.8 75.5 42.5 63.8 64.2 62.2

PointDAN 83.9 44.8 63.3 45.7 43.6 56.4 56.3
DefRec+PCM 81.7 51.8 78.6 54.5 73.7 71.1 68.6
GAST † 84.8 59.8 80.8 56.7 81.1 74.9 73.0
GLRV 85.4 60.4 78.8 57.7 77.8 76.2 72.7
ImplicitPCDA 86.2 58.6 81.4 56.9 81.5 74.4 73.2
(Ours) 83.9 61.1 80.3 58.9 85.5 80.9 75.1

Oracle 93.9 78.4 96.2 78.4 96.2 93.9 80.5

TABLE 8.2. Shape classification accuracy (%) on the PointDA-10 dataset with DGCNN. For each
method, we report the average results on three runs. Best result on each column is in bold. †
Denotes a more powerful variant of DGCNN and results are obtained by performing checkpoint
selection on the test set.

of accuracy. We also note that our framework achieves the best results in 5 out of 6 settings,
with a big gap in ModelNet→ScanNet and ShapeNet→ScanNet (+5.1% and +4.4%) that
are the most challenging scenarios as they involve synthetic-to-real UDA. In particular,
we highlight the result obtained in ModelNet→ScanNet (61.6%), which is, roughly, only
5% less than the oracle. We also observe remarkable improvements when addressing the
opposite case i.e., real-to-synthetic (last two columns). This demonstrates the capability
of our framework to deal with large domain shifts. As regards as synthetic-to-synthetic
UDA, we observe good performance in ModelNet→ShapeNet, while we are the second-best
model in ShapeNet→ModelNet. We attribute the gap with RefRec to the peculiarity of
ShapeNet→ModelNet, where the source domain is a complex dataset while the target is a
simple one with shapes clearly distinguishable among classes i.e., objects with similar shapes
do belong to the same class. In such specific scenarios, reconstruction-based approaches such
as RefRec shine since the auxiliary task of reconstructing a point cloud naturally tends to
form well-shaped clusters in feature space that are amenable for classification.

Furthermore, we repeat the same experiments using DGCNN as our main backbone. We
achieve again state-of-the-art results (75.1%), showing the generality of our approach towards
other architectures. Overall, we observe a similar trend w.r.t. Tab. 8.1, with an increase in
performance in almost all configurations w.r.t. previous works.

Part Segmentation. Although our main goal is to propose a method that aims at solving
UDA for point cloud classification, our method can be easily extended to more challenging
tasks such as part segmentation, which consists of assigning to each vertex of the shape
one object category. As done for point cloud classification, we perform a first step of self-
distillation to distill good features for the target domain unsupervisedly. We then simply
adapt the self-training step by considering each vertex of the input shape as a node in the
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Part Segmentation: ShapeNetPart → ScanOBJ_BG
Method Seat Back Base Arm Avg.
Source only 67.85 45.60 84.89 14.87 53.30
3D Puzzle [29] 65.70 49.11 85.91 21.40 55.53
Self-dist (ours) 71.1 79.3 65.2 37.0 63.2
(ours) 74.7 82.7 67.9 37.7 65.7

TABLE 8.3. Per part and average mIoU (%) of chair segmentation for ShapeNetPart to ScanOBJ-BG.

Step ce sd kd
ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to

AvgShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

PL init
✓ 80.5 41.6 75.8 40.0 60.5 63.6 60.3
✓ ✓ 82.1 57.2 77.6 55.0 71.0 72.1 69.2
✓ ✓ 79.6 54.0 79.2 53.2 53.9 70.0 65.0

TABLE 8.4. Ablation study for the first step of our framework. ce: cross-entropy loss on source
domain sd: self-distillation loss Eq. (8.3) in feature space used to train the pseudo-labels model;
kd: standard knowledge distillation loss [220] in output space. We report the average results on
three runs.

graph. In this case, the node representation consists of a local feature vector extracted from
the main backbone, which is a PointNet as in [29]. The whole graph is theoretically composed
of all points of all shapes in the dataset. However, keeping all vertices in memory would
be impractical and we perform the procedure explained in Sec. 8.1.2 by considering 20000
points of the whole dataset for each refinement iteration. Results are reported in Tab. 8.3.
The evaluation metric is the mean Intersection-over-Union (mIoU), which is computed for
each part Q for all the samples of the chair class. Then, the average across parts is reported.
First, we observe that our full framework (last row) surpasses by more than 10% the previous
method (second row). Furthermore, we highlight the effectiveness of self-distillation for the
part segmentation task. Indeed, when only performing the first step of our pipeline (third
row of Tab. 8.3), we already overcome [29] by 7.7%.

Self-distillation vs knowledge distillation. In Tab. 8.4, we ablate our self-distillation
strategy and also compare it to an obvious alternative, i.e., applying Eq. (8.3) in output space.
In this case, the self-distillation loss in Eq. (8.3) is applied on the output of the classifier
rather than the feature vector of the backbone. This protocol is similar to the knowledge
distillation paradigm [220] that uses soft pseudo-labels. While we observe in both cases an
improvement over the baseline trained only on source data (first row), the improvement
is twice as large when self-distillation is deployed, which demonstrates the importance of
working in feature space. Moreover, the large improvement in absolute terms (+8.9% on
average) attained by using self-distillation shows its effectiveness in reducing the domain
gap, validating our intuition to use it to tackle UDA. Interestingly, we observe a different
behaviour for ShapeNet→ModelNet. This is again likely due to the peculiarity of the setting.
With the source domain being much larger and richer than the target one, it is plausible that
pseudo-labels in output space are quite accurate, and therefore more effective in this case.
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Step st ref sd
ModelNet to ModelNet to ShapeNet to ShapeNet to ScanNet to ScanNet to

AvgShapeNet ScanNet ModelNet ScanNet ModelNet ShapeNet

Adaptation
✓ 82.7 59.3 74.9 56.4 77.1 77.8 71.4
✓ ✓ 83.4 60.9 78.2 56.3 77.9 79.4 72.7
✓ ✓ ✓ 83.4 61.6 77.3 57.7 78.6 79.8 73.1

TABLE 8.5. Ablation for the second step of our algorithm. st: self-training with pseudo-labels of
the last row of Tab. 8.4 model; sd: self-distillation loss in the adaptation step; ref: refinement of
pseudo-labels with GCN. We average results on three runs.

The model trained with self-distillation is used to extract the initial set of pseudo-labels for
our method, as well as for all the self-training variants compared in Tab. 8.5. Finally, we
highlight how the results obtained with self-distillation are clearly superior in all scenarios
on average to those attained by competitors based on self-supervised learning tasks, e.g.,
row 2 (DefRec) and 3 (3D puzzle) of Tab. 8.1, that are based on a reconstruction and a 3D
puzzle pretext task, respectively. This provides empirical support for our claim on the higher
effectiveness of self-distillation with respect to auxiliary tasks for 3D UDA.

Self-training strategies. In Tab. 8.5, we perform an ablation study on the second step of
our pipeline. We start by applying the simplest strategy to perform self-training (first row),
i.e., using all pseudo-labels of the target domain together with the labels from the source
domain to train a single classifier. This provides competitive results (71.4%), which is already
better than the previous state-of-the-art model (70.5%), again showcasing the effectiveness of
self-distillation to obtain pseudo-labels for UDA. When activating also the proposed online
refinement that iteratively improves pseudo-labels thanks to the global reasoning of the GCN
(second row), we appreciate another large improvement compared to the naive self-training,
which validates the importance of the proposed iterative refinement. Finally, in the last row,
we report the results attained by activating self-distillation also in the adaptation step, which
leads to the best performance and is the model used in all other experiments. As a further
validation of the importance of the design decisions in our framework, we plot the training
curves of the synthetic-to-real ModelNet→ScanNet in Fig. 8.3. The curves represent the test
accuracy on the target domain during training. The red plot shows the behaviour of the
naive self-training, which corresponds to row 1 of Tab. 8.5. On the other hand, the blue lines
represent the training curves obtained with our full model, i.e., last row of Tab. 8.5. We can
appreciate that, after a certain number of steps, the blue line is always above the red line.
This is clear evidence that in our full model, pseudo-labels are improved over time, while
in the naive case, the model starts to overfit, leading to a plateau. We also wish to point out
that such behaviour is key to a good UDA method because, in the absence of target labels to
perform validation, it is basically impossible to decide when to stop the training process.
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FIGURE 8.3. Test accuracy on target domain during training on ModelNet→ScanNet. Our model
(Blue) consistently improves pseudo-labels during training differently from a simple self-training
strategy in which pseudo-labels are fixed (Red).

8.3 Conclusions

In this chapter, we explored a novel strategy to learn features on the target domain
without the need of annotations. We first proposed to guide the network to learn a clustered
feature space for the target domain and preserve discriminability suitable for classification.
In addition, we introduced a novel refinement strategy that is able to globally reason on
the target domain by means of GNN and to correct misclassified samples during training.
Combining the two contributions, allowed to establish the state-of-the-art in the reference
benchmarks. Finally, we showed how these contributions can be used for more challenging
tasks such as part segmentation.
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Part III

Domain Adaptation for multi-modal Data
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Chapter 9

Initial Remarks

LiDAR semantic segmentation is the task of assigning a class label to each point of a 3D
scan gathered by Light Detection and Ranging (LiDAR) sensors. These devices can record ac-
curate depth information regardless of the lighting conditions, making them a reliable source
of information for autonomous driving. However, LiDAR data is colorless, unstructured, and
sparse. Consequently, scene understanding using only LiDARs is extremely challenging. Yet,
nowadays, autonomous vehicles are commonly equipped also with other sensors, such as
RGB cameras. For this reason, the research community has recently developed multi-modal
approaches [221] exploiting both these modalities. However, akin to other tasks, multi-modal
LiDAR segmentation networks suffer from the domain shift problem, i.e. models struggle
to generalize to environments different from the training one. A straightforward solution
would be to gather more and more annotated data in many scenarios. However, this process
is cumbersome and time-consuming. As an example, annotating a point cloud acquired
in an urban environment of 100m3 needs from 1.5 to 4.5 hours by human annotators with
3D expertise [222]. Once again, we can rely on UDA techniques to address this problem.
However, only a few proposals deal directly with LiDAR semantic segmentation task [223],
and even fewer try to exploit multiple modalities such as RGB images and LiDAR point
clouds [31, 33] in the UDA scenario. In the latter setup, referred to as multi-modal UDA
for LiDAR segmentation, one can leverage both modalities as sources of information. The
standard approach processes them by means of two networks, one processing the 2D images
and the other the 3D point clouds. To this end, XMUDA [31] proposed a benchmark and a
two-branches architecture that uses a cross-modal loss on each domain independently forcing
predictions extracted from 3D points and the corresponding 2D pixels to be similar in the
same domain. Despite the effectiveness of this approach, we argue that it mainly focuses on
the alignment across modalities rather than the actual alignment across domains. DsCML
[33] performs a step forward in domain alignment, employing adversarial training to align
multi-modal features also between domains. However, adversarial learning is notoriously
unstable in segmentation tasks, especially when applied to deep features, leading to variable
performance. In Chapter 10, we follow closely the research line of this dissertation and
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explore how auxiliary tasks such as depth completion, can be effectively utilized for multi-
modal UDA for LiDAR segmentation. In Chapter 11 instead, we look at the same problem
from a different perspective. More specifically, we propose to exploit the multi-modal nature
of the input data to make the two branches proposed in [31] more robust to the domain shift.

9.1 Related Works

Point Cloud Semantic Segmentation. 3D data can be represented in several ways such as
point clouds, voxels, and meshes, each with its pros and cons. Similarly to pixels in 2D, voxels
represent 3D data as a discrete grid of the 3D space. This representation allows using convo-
lutions as done for images. However, performing a convolution over the whole 3D space is
memory-intensive, and it does not consider that many voxels are usually empty. Some 3D
CNNs [224, 225] rely on OctTree [226] to reduce the memory footprint but without addressing
the problem of manifold dilation. SparseConvNet [227] and similar implementations [228]
address this problem by using hash tables to convolve only on active voxels, allowing the
processing of high-resolution point clouds with only one point per voxel. Aside from cubic
discretization, some approaches [229, 230] employ cylindrical voxels. Other methods address
the problem with sparse point-voxel convolutions [231]. Differently, point-based networks
process directly each point of a point cloud. PointNet++ [161] extract features from each point,
and then extract global and local features by means of max-pooling in a hierarchical way.
Many improvements have been proposed in this direction, such as continuous convolutions
[168] or lightweight alternatives [232]. In this work, we select SparseConvNet [227] as our
3D network as done by other works in the field [31, 33, 221, 233] since it is suitable for 3D
semantic segmentation of large scenes.

Multi-Modal Learning for 3D UDA. While the majority of works consider UDA for se-
mantic segmentation of images, fewer approaches have been proposed for the 3D counterpart,
with only a limited number of works addressing the problem of UDA for LiDAR Segmen-
tation [234, 235]. Very recently, some works have addressed the challenging multi-modal
segmentation task from LiDARs and RGB sensors [31, 33]. XMUDA [31] is the first work
that focuses on UDA in the above setting, defining a benchmark and presenting a baseline
approach that employs a loss to align features across modalities. DsCML [33] is the first
to explicitly address alignment across domains in this setup employing an adversarial loss,
which however may lead to extremely variable performances.

9.2 Multi-Modal Datasets for 3D Semantic Segmentation

We evaluate our proposal using two different versions of the same dataset. More precisely,
in Chapter 10, we follow the setting established in xMUDA [31] and test our method on
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three different scenarios: day-to-night, country-to-country, and dataset-to-dataset. The first
two settings leverage the NuScenes [236] dataset which consists of 1000 driving scenes in
total, each of 20 seconds, with 40k annotated point-wise frames taken at 2Hz. The former
exhibits severe light changes between the source and the target domain, while the latter
covers changes in the scene layout. For the day-to-night, the RGB images exhibit a severe
gap due to the different lighting conditions, while the LiDAR shows small differences being
the same sensor. For the country-to-country scenario, the sensor setup is the same, but
objects may have different appearances as two different cities are involved. In both settings,
adaptation is performed on five categories: vehicle, pedestrian, bike, traffic boundary, background.

The third and most difficult scenario is the dataset-to-dataset case, which is realized
by adapting from A2D2[237] to SemanticKITTI [222] and comprises both a large change
in the sensors setup and in appearance. The A2D2 dataset is composed of 20 drives, with
a total of 28,637 frames. As the LiDARs sensor is very sparse (16 layers), all three front
LiDARs are used. All frames of all sequences are used for training, except for the sequence
20180807_145028 which is left out for testing. The SemanticKITTI dataset features a large-
angle front camera and a 64-layer LiDAR. Scenes from 0, 1, 2, 3, 4, 5, 6, 9, 10 are used
for training, scene 7 as validation, and 8 as a test set. For this adaptation setup, only the
ten classes that are in common along the two datasets are used: car, truck, bike, person, road,
parking, sidewalk, building, nature, other-objects. In Chapter 11 instead, we follow the benchmark
introduced in [32] which introduced a refined version of the NuScenes dataset mentioned
above and it includes one more additional interesting scenario. More precisely, for the day-to-
night and country-to-country scenarios, each framework is now evaluated under 6 different
classes vehicle, driveable_surface, sidewalk, terrain, manmade, vegetation. Finally, in addition to
the same country-to-country scenario detailed above, the authors of [32] also introduce a
fourth challenging scenario that foresees adaptation from synthetic to real data, and it is
implemented by adapting from VirtualKITTI [238] to SemanticKITTI. VirtualKITTI consists of
5 driving scenes obtained with Unity and simulating the SemanticKITTI dataset. Following
[32], we also test on 6 shared classes between the 2 datasets which are: vegetation terrain,
building, road, object, truck, car. It is important to note in all cases, LiDAR point clouds and
camera are synchronized and calibrated so that the projection between a 3D point and its
corresponding 2D image pixel can always be computed. Furthermore, only 3D points visible
from the camera are used for both training and testing.
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Chapter 10

Enanching Multi-Modal 3D Semantic
Segmentation with Depth Completion

10.1 Introduction

In this chapter, we explore how depth completion can be used as an auxiliary task to
make the features of the 2D network more similar between domains and as a powerful data
augmentation technique for the 3D network. To this end, we argue that to complete sparse
depth inputs, a network needs to infer the geometrical structure of the scene, e.g., understand
the shape of cars or that the road is flat. Unlike 2D appearance, which may be extremely
different across domains due to environmental variables such as light and weather, or 3D
scans, which may differ because of LiDAR patterns and densities, the 2D depth structure is
similar, e.g., roads appear in the bottom part of the image and are flat independently of the
domain, as it can be seen in the Completed Depth row of Fig. 10.1, left column. Following
the above reasoning, a depth completion network trained jointly on the source and target
data should extract features robust to the domain shift. Moreover, the geometrical structures
are tightly linked to the semantics of the scene [239], thus training a network for depth
completion should also push the features to be discriminative for the semantic segmentation
task. We leverage these intuitions and we project the 3D points to the image plane to obtain a
sparse depth map. Then, we train a multi-task 2D network to jointly segment the RGB source
images and complete the sparse depths on both domains, forcing target features to be robust
to the domain shift and discriminative for semantic segmentation. However, to the best of
our knowledge, no depth completion model can be trained solely on the same LiDAR input
without additional data such as ground truth dense depth maps or video sequences. Thus, we
propose a simple yet effective self-supervised technique to train a depth completion network
without external data. Finally, we propose to exploit the estimated dense depth maps as
a powerful data augmentation technique in the source domain to boost the performance
of the 3D network. To do so, we project each pixel back to the 3D space and assign the
most confident 2D predictions as proxy labels to the corresponding 3D points. We add new
annotated points to the source LiDAR point clouds by looking at class-specific confidence
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FIGURE 10.1. Our multi-modal UDA framework for LiDAR segmentation exploits self-supervised
depth completion as an auxiliary task. As completed depths are similar between domains, training
a network for 2D segmentation and depth completion pushes source and target features to be
more robust to domain shift. Moreover, we can use these depths as a data augmentation for the
labeled LiDAR point clouds.
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FIGURE 10.2. Framework Overview. First, the 2D network outputs a densified depth map and
2D semantic labels, then these data are used to augment the ground truth on the source domain to
improve the performance of the 3D network.

percentiles, thereby obtaining much denser 3D clouds with annotations, as shown in the
bottom-right part of Fig. 10.1.

10.2 Method

Given a LiDAR scan and the corresponding RGB images for both domains, our goal is
to solve 3D semantic segmentation on the target domain. Supervision is provided only for
sparse 3D points of the source domain. Our framework dubbed Complete to Segment (CtS),
is depicted in Fig. 10.2.

10.2.1 Preliminaries

Given a 2D image, x2D, and a corresponding 3D point cloud, x3D, we define as y3D the
semantic label for each 3D point. Assuming LiDARs measurements to be expressed in the
camera reference frame and the availability of the intrinsic camera matrix, we can project
each 3D point into the image plane. A sparse depth map, D3D→2D, can be easily obtained by
assigning the value of z to each corresponding pixel (u, v). Then, we can assign the 3D label
to the corresponding 2D pixels obtaining a sparse 2D semantic map, y3D→2D. We denote as S
the source domain, for which annotations are available, and as T the target domain, where no
annotations are accessible. Thus, we specify by subscripts s and t whether the data belong to
S or T respectively. Our full dataset is composed of: i) images, x2D

s and x2D
t ; ii) point clouds,

x3D
s and x3D

t ; iii) semantic labels for points clouds, y3D
s .

Two-streams architecture. Following the standard approach in this setup [31, 33], we
deploy a two-streams architecture that processes 2D and 3D data independently. As argued
in [31], having two networks is important to obtain modality-specific predictions which can
be fused together effectively. Indeed, the final predictions are obtained by averaging the
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predictions of the 2D and 3D branches. The proposed multi-task 2D network is described
in Sec. 10.2.2. Regarding the 3D network, similarly to [31, 33], we use SparseConvNet [227],
with voxel size 5 cm to ensure that at most one point is inside each voxel.

Supervised Learning. We supervise both 2D and 3D networks using the cross-entropy
loss on the source domain:

Lseg(xs, ys) = − 1
N

N

∑
n=1

C

∑
c=1

y(n,c)
s log P(n,c)

xs (10.1)

with (xs, ys) being either (x2D
s , y3D→2D

s ) or (x3D
s , y3D

s ), C denoting the number of classes, N
the number of labeled points in a mini-batch, and Pxs the prediction of the 2D or 3D semantic
network depending on the modality of xs.

Cross Modal Learning. As highlighted in [31] it is important that the two branches
communicate, so that each of the two modalities can take advantage of the other. Given a
pair of corresponding 2D-3D points, we apply a mechanism similar to [33], though without
deformable convolution. In particular, given a squared patch centered in a 2D point, we force
the predictions of each pixel in the patch to be similar to that of the corresponding 3D point
with a KL loss. This cross-modal loss denoted as LxM, is applied by means of auxiliary heads
that are trained to mimic the output of the main classifier of the other modality. In this way,
the main classifier is simultaneously influenced by the features learned by the other network
while keeping its strength. We rely on this simple mechanism to establish a strong baseline as
a starting point on which we develop.

Inputs Completed Depths

RGB Sparse Depth All Skips Few Skips Few Skips + Input Filter.

FIGURE 10.3. Depth Completion Ablation. From left to right: the RGB image, the input sparse
depth, the depth completed using all the skip connections from the depth encoder, the depth
completed using only skip connections 1

8 and 1
16 , the depth completed applying also input filtering.

Sparse depth maps are dilated for visualization purposes.

10.2.2 Depth Completion

Our proposal is based on the following considerations. First, 2D depth maps are similar
across domains, e.g., the bottom part of the image is smooth, cars have the same 3D shapes
regardless of the time of the day, etc. Second, depth structures such as edges or blobs are
tightly correlated to semantic segmentation, indeed we can easily recognize that a car is in the
scene only by looking at the depth map. Finally, correlations between depth and semantics
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are similar across domains, e.g., a road is typically a plane or the sky is far away. Based on
the above intuitions, in our work, we consider depth completion as an auxiliary task to make
the features of the 2D network similar between domains, while at the same time preserving
discriminability for semantic segmentation for the target domain. Specifically, given a 3D
scan, we project the 3D points into the image plane to obtain a sparse depth map. Then, we
train a multi-task 2D network jointly to segment the source images and complete the sparse
depth map on both domains, naturally forcing target features to be robust to the domain shift
and discriminative for semantic segmentation. Unluckily, current state-of-the-art techniques
for depth completion [240, 241] all require either to be trained with dense depth ground truth
or auxiliary information such as video sequences[242, 243]. As we can leverage only single-
view sparse depths as supervision, we propose a novel technique to achieve this goal. In the
next sections, we first define our multi-task architecture for semantic and depth completion,
then we describe the training protocol to pursue self-supervised depth completion.

2D Depth Completion and Semantic Network. We modify a standard U-Net [38] with
backbone ResNet34 for 2D semantic segmentation by introducing a multi-scale depth encoder
and decoder. The latter takes in input depth features at 1

8 , 1
16 scales, and RGB features at 1

2 ,
1
4 , 1

8 and 1
16 to output a dense depth map. Multi-scale depth feature maps from the depth

decoder are then leveraged by the semantic segmentation decoder to output semantic classes.
A schematic visualization of the 2D network is shown in Fig. 10.4.

Depth supervision. We supervise the depth branch by means of the LiDAR depth
points provided as input. We employ the L1 loss alongside edge-aware smoothness [100],
described by Eq. 10.2 and Eq. 10.3, respectively, where D is the dense output depth map,
Muv = D3D→2D

uv > 0 is a mask of valid reprojected depth points and Nm is the number of
valid points in M.

Ldepth(x2D, D3D→2D) =
1

Nm

Nm

∑
u,v

|Duv − D3D→2D
uv | · Muv (10.2)

Lsmooth(x2D) =
1

Nm

Nm

∑
u,v

(|δuD|e−|δux2D| + |δvD|e−|δvx2D|) (10.3)

We penalize abrupt depth changes in areas other than RGB edges through the Lsmooth

term. This strategy has been proven to be effective in self-supervised depth-from-mono [100].
However, by supervising with the LiDAR depth points provided in input, the network can
simply learn the identity function. As described before, we limit the usage of high-resolution
skip connections from the depth encoder to prevent this behaviour, i.e., we use only skip
connections at a 1

8 and 1
16 of the input resolution. By comparing columns 3 and 4 of Fig. 10.3

we note the importance of this choice.
Input filtering. Depth completion frameworks are usually trained without any kind of

filtering of the sparse depth provided in input [244, 245, 240]. However, when the sparse
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FIGURE 10.4. 2D Network for Depth Completion and Semantic Segmentation. It is composed of a
sparse depth encoder and an RGB encoder, the depth decoder takes features at multiple scales
from both to output a densified depth map. The segmentation head leverages the multi-scale
features of the depth decoding step to output semantic segmentation labels.

input depths are obtained through re-projection from a LiDAR sensor, large areas may be
affected by errors due to occlusion between the LiDAR sensor and the RGB camera. This
issue yields regions where depth measurements of occluded objects mix together, typically
at the borders of objects standing in front of a background far behind, as shown in Fig. 10.5
(middle column). Usually, depth completion networks can learn to cope with this issue, if not
excessively prominent, when a cleaned and denser depth ground truth is available. However,
when self-supervising the network by the LiDAR itself, these inconsistencies worsen the
completion performance. To filter out the occluded depth points, we follow the coarse yet
simple and fast approach proposed by [246]: for each depth point d of the projected LiDAR
D3D→2D, we take into account the other valid depth points inside a patch LF(d) of size
F × F and compute the minimum m(d) = min{y : y ∈ LF(d), y > 0}, then we apply a
threshold over the error between the minimum and the depth value to filter out the outliers
|m(d)− d|/m(d) < λ f , with λ f = 0.1, obtaining a filtered depth, as shown in Fig. 10.5 (3rd
column). We set F = 9 in this work. Applying this filtering step to the sparse input depths
improves the densified outputs provided by our depth completion network, as shown in
Fig. 10.3 (last column).

Output filtering. Finally, we argue that the densified depth map really depends on the
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RGB Input Sparse Depth Filtered Input

FIGURE 10.5. Example of input filtering to remove occluded pixels. From left to right: RGB image,
sparse depth obtained from input LiDAR, filtered depth in input to our 2D network.

spatial distribution of the valid depth measurements. Even though LiDAR sensors usually
output an almost homogeneous distribution of sparse points, large areas of the image can
lack them at all, e.g., the sky, reflective or absorbent surfaces, as well as objects too far away.
In these regions, the depth completion network will likely yield wrong predictions that are
not good to be projected back into the 3D point cloud, which is needed for the LiDAR data
augmentation strategy described in the next section. To filter these regions out, we employ
the following strategy. First, we set pixels with invalid depth measurements in the input
LiDAR to zero (white pixels in the top-right image of Fig. 10.6). Then, we apply a max pool
with a large kernel size of size λp and stride 1 to the input sparse LiDAR obtaining a dilated
depth map. We use λp equal to 17. In the dilated depth map, pixels with a large invalid
neighborhood will have a depth equal to zero. We then select pixel coordinates with a depth
equal to zero, and we filter out pixels at the same coordinates from the completed depth map
produced by our 2D network (white part of the bottom-right figure in Fig. 10.6).

10.2.3 LiDAR Data Augmentation

Thanks to depth completion, we obtain dense depth maps that can be exploited to boost
the performance of the 3D network. Assuming that LiDAR measurements are in the camera
reference frame and intrinsic parameters of the RGB camera are known, we can project back
each 2D pixel into the corresponding 3D point. Potentially, we can use all these 3D points
to increase the number of samples in input to the 3D network. In this way, we alleviate
the severe sparsity problem of LiDAR point clouds, and at the same time, we reduce the
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RGB Input Sparse Depth

Completed Depth Filtered Output Depth

FIGURE 10.6. Output filtering to remove large areas without valid LiDAR measurements. From
top to bottom, from left to right: RGB image, sparse input depth, completed depth map, filtered
output.

overfitting on the source input scanning pattern that can be different from the target one.
However, to fully exploit the potential of the completed depth map, we ought to be able to
assign a label to each new point. We do this by relying on the output of the 2D backbone as
the 2D network has an inductive bias that pushes pixels in the same neighbourhood to be
classified similarly, even with sparse supervision, thus producing dense semantic predictions.
However, naively projecting all pixels to obtain a 3D point cloud leads to a huge input that
would make the training impractical. Moreover, not all semantic predictions are correct,
especially for the target domain. For these reasons, we lift proxy labels from 2D to 3D only
for data from the source domain, where the network is trained supervisedly. Then, we select
points based on a class-wise confidence-level strategy. Given a 2D dense semantic prediction
P2D

xs , for each pixel location, we apply the argmax operator to obtain the predicted semantic
class, and we use the max operator on the logits after softmax to obtain a per-pixel confidence
map as done in several other works [110, 22]. Then, for each class c, we sort predictions based
on their confidence scores and we maintain a random 2% among the 10% most confident
pixels. In this way, we take into account the class distribution and select pixels for all classes,
including rarer ones. Thus, we generate new points and proxy labels only for the source
domain, respectively ˜x3D

s and ˜y3D
s . A visualization of this augmentation is illustrated in

Fig. 10.7. The original labeled LiDAR (left column) only covers a small fraction of the whole
image, while our method allows us to synthesize new correctly labeled points (right column).
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LiDAR GT Augmented LiDAR GT

FIGURE 10.7. Effect of our LiDAR augmentation on A2D2 (top) and Nuscenes-USA (bottom).
Left: GT LiDAR projected in 2D. Right: Augmented LiDAR with new labeled points, projected
over 2D images. Colors indicate semantic class.

10.2.4 Learning Process

The framework is optimized in an end-to-end manner by the following objective function:

L = Lseg(x2D
s , y3D→2D

s ) (10.4)

+ Lseg(x3D
s , y3D

s ) + Lseg(
˜x3D
s , ˜y3D

s )

+ λsLxM(x2D
s , x3D

s ) + λtLxM(x2D
t , x3D

t )

+ λdLdepth(x2D
s , D3D→2D

s ) + λgLsmooth(x2D
s )

+ λdLdepth(x2D
t , D3D→2D

t ) + λgLsmooth(x2D
t )

Where λ parameters are the weights applied to each loss component. We keep these hyper-
parameters fixed for all settings. Note that, Lseg(

˜x3D
s , ˜y3D

s ) is only activated after a certain
amount of steps Naug, as we need depth completion to be strong enough to reach a low error
in its predictions and the 2D segmentation to be reasonably accurate in the source domain.
Moreover, when synthesizing the new 3D points ˜x3D

s from the completed depths, we avoid
gradient propagation back to the 2D network from the 3D network.
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FIGURE 10.8. Qualitatives Adaptation Results. Left to right: Input images, source-only predictions,
CtS predictions, and GT.

10.3 Experiments

10.3.1 Implementation Details and Datasets

We use the same data augmentation pipeline as our competitors, i.e., random horizontal
flipping and color jittering for 2D images, vertical axis flipping, random scaling, and random
3D rotations for the 3D scans. Augmentations are done independently for each branch.
We train with batch size 8, alternating batches of source and target domain. The smallest
dataset is repeated to match the length of the other. We use Adam optimizer, we initialize the
learning rate at 0.001 and divide by 10 at the iterations 80k and 90k. We train for 100k steps.
We use λs, λt, λd, λg equals to 0.8, 0.1, 0.1, 0.01 respectively. We selected these parameters
based on training loss values, without performing a grid search. We use the same values for
all our experiments. We evaluate our framework in the same way as our two competitors
xMUDA[31] and DsCML[33] on three standard benchmarks used for multi-modal domain
adaptation that provide three different scenarios: day-to-night, country-to-country, and
dataset-to-dataset. The first two settings leverage the NuScenes [236] dataset by means of
the Day/Night and USA/Singapore splits. In the former, the RGB images exhibit a severe
gap due to the different lighting conditions, while the LiDAR shows small differences being
the same sensor. For the latter, the sensor setup is the same, but objects may have different
appearances as two different cities are involved. The dataset-to-dataset case is realized by
adapting from A2D2[237] to SemanticKITTI [222], which comprises both a large change in
the sensors setup and in appearance.
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10.3.2 UDA Results

We report in Tab. 10.1 our results. We detail for each method the mean Intersection
over Union (mIoU) for each modality independently (2D and 3D), and we also show the
score obtained by averaging the 2D and 3D scores after Softmax as done by our competitors
(Avg). We also report results from [33] for uni-modal domain adaptation techniques applied
to each modality independently as a reference. To provide more reliable results in this
multi-modal setup, we report the average of three different runs, using the official code 1

provided by the authors. We highlight that we used the same number of steps, optimizers,
and hyper-parameters for our competitors as well as for our method to be fair. Trainings
require approximately one day for the USA → Singapore and Day → Night setups, and three
days for A2D2 → SemanticKITTI on an NVIDIA 3090 RTX GPU. Model selection is done as
in our competitors by selecting the best on the validation domain of the target domain, and
reporting results on the test set. Our method achieves state-of-the-art performance across all
scenarios and modalities. In particular, CtS shines in the Day → Night adaptation scenario,
where the RGB domain gap is larger. In this setting, in fact, we improve by 1.9% for the
2D branch and by 1.6% in terms of mIoU when comparing with the best previous model.
When averaging the predictions from both 2D and 3D branches, which is the real and final
objective, we observe an even larger improvement of 5,3% (Avg column). We attribute this
to the completion auxiliary task, which is able to guide the network to classify each pixel
by also reasoning on the 3D cues learned by solving the depth completion task. On USA →
Singapore, we also observe good results, especially for the 2D branch where we obtain a large
3.4% improvement. This means that the proposed depth completion auxiliary task is also
beneficial in the presence of a smaller RGB domain gap. As regards A2D2 → SemanticKITTI,
we improve by 0.6%, 2.6%, and 0.9% the previous best multi-modal framework for 2D, 3D,
and Avg respectively. In this setting, where the LiDAR sensor is completely different across
domains, we substantially improve the performance of the 3D network. This is due to the
proposed 3D augmentation, which is indeed able to avoid overfitting of the source pattern
and at the same time reduce the sparsity of the LiDAR input.

10.3.3 Additional Studies

Ablation of contributions. In Tab. 10.2 we ablate the effect of our contributions consider-
ing both USA → Singapore and Day → Night. In the first row, we report the results of our
baseline architecture, where we employ the cross-modal loss LxM between the two modalities
as done in [33] but without the deformable convolutions. In the second row, we activate
depth completion as an auxiliary task, and we observe a large boost for the 2D network for
both scenarios: +5,1% and +2,3% respectively. This confirms that forcing the network to

1https://github.com/leolyj/DsCML, https://github.com/valeoai/xmuda
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Modality Method USA → Singapore Day → Night A2D2 → SemanticKITTI
2D 3D Avg 2D 3D Avg 2D 3D Avg

Baseline (Source only) 53.2 46.8 61.2 41.8 41.4 47.6 36.4 37.3 42.2

Uni-modal

MinEnt [152] 53.4 47.0 59.7 44.9 43.5 51.3 38.8 38.0 42.7
CyCADA [152] 54.9 48.7 61.4 45.7 45.2 49.7 38.2 43.9 43.9
AdaptSegNet [23] 56.3 47.7 61.8 45.3 44.6 49.6 38.8 44.3 44.2
CLAN [247] 57.8 51.2 62.5 45.6 43.7 49.2 39.2 44.7 44.5

Multi-modal*

xMUDA [31] 57.2 51.6 61.1 48.9 45.6 52.9 39.0 43.4 44.9
DsCML [33] 58.5 52.3 62.3 47.5 45.2 53.0 38.9 40.1 43.2
DsCML + CMAL [33] 57.5 51.0 61.9 46.9 36.2 49.2 27.4 33.3 33.6
CtS (Ours) 61.9 52.4 63.6 50.8 47.2 58.3 39.6 46.0 45.8

TABLE 10.1. Results for 3D semantic segmentation with both uni-modal and multi-modal adapta-
tion methods. We report performance for each network stream in terms of mIoU. ‘Avg’ column
denotes the obtained by taking the mean of the 2D and 3D predictions. * indicates the mean of
three different runs with different seeds.

USA → Singapore Day → Night
2D-C 3D-A mIoU mIoU

2D 3D Avg 2D 3D Avg
56.2 51.3 61.8 48.2 42.8 52.8

✓ 61.3 51.0 62.1 50.5 45.4 54.2
✓ 56.5 52.6 60.5 49.5 45.8 53.0

✓ ✓ 61.9 52.4 63.6 50.8 47.2 58.3

TABLE 10.2. Ablation studies for the proposed contributions. 2D-C: 2D completion, 3D-A:
Augmentation for 3D network.

reason about the depth structures of the input image helps to generalize better. Moreover, we
can observe that our first contribution already improves the overall performance (Avg) by
0.3% and 1.4% respectively. When only activating the LiDAR augmentation, we expect the
3D branch to observe a larger improvement as we are specifically tackling the 3D modality.
Indeed, we note a +1.6% for USA → Singapore and +0.4% for Day → Night in terms of
mIoU when comparing the performance of this model (third row) with our baseline. Since
this augmentation step needs a dense depth map, in this case, we exploit a separate depth
completion network pre-trained with our self-supervised methodology. Thereby, the 2D
semantic network is not multi-task. When activating all contributions, we obtain the best
average results. In Fig. 10.8, we depict a qualitative comparison of a source-only model with
our proposal.

Auxiliary tasks alternatives. A plausible alternative to injecting 3D cues into the learning
process is to use monocular depth estimation as an auxiliary task. To compare depth comple-
tion with this solution, we implement a network with a single encoder that processes RGB
images and two decoders, one that predicts each pixel semantic label, and one to estimate
depth as done for the depth completion task. The model is then optimized in the same way
i.e., by applying Eq. (10.2) and Eq. (10.3) on both domains and Eq. (10.1) only for the source
one. We compare this variant with the proposed auxiliary task in Tab. 10.3. We observe that
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USA → Singapore Day → Night

2D architecture mIoU mIoU
2D 3D Avg 2D 3D Avg

Depth from Mono 57.4 49.7 60.2 38.4 45.1 43.7
Completion 61.3 51.0 62.1 50.5 45.4 54.2

TABLE 10.3. Comparison with different auxiliary tasks.

Supervision Method RMSE ↓ (mm) MAE ↓

GT Depth

‡ NLSPN [245] 788.00 199.50
‡ PENet [244] 791.62 242.25
‡ PackNet [249] 1027.32 356.04

StD [242] 878.56 260.90
Photometric StD [242] 1384.85 358.92+ LiDAR
Photometric StD [242] 1901.16 658.13

LiDAR CTS (depth only) 1788.37 506.86

TABLE 10.4. Results on the validation split of KITTI Depth Completion. GT: ground truth,
Photometric: photometric loss on videos, LiDAR: sparse depths from input LiDAR. ‡: evaluated
using officially released weights.

depth completion performs better across all modalities in both Day → Night and USA →
Singapore. This is due to the fact that to solve the task of monocular depth estimation, the
network has to rely on RGB features that do not provide any additional improvements if
the gap in the RGB space is too large. On the other hand, we argue that depth completion
networks can focus also on the geometry of the scene in input and not only on RGB images
to solve the task, and this is important to improve generalization on the target domain.

Quantitative results on depth completion. Although we mainly employ depth com-
pletion as an auxiliary task, we investigate the quality of completed depths also from a
quantitative point of view. In Table 10.4, we compare our self-supervised approach with
state-of-the-art supervised depth completion methods that leverage the dense ground-truth
of the KITTI-Depth-Completion split[248], and with methods that exploit video sequences
[242]. Despite being trained with the input LiDAR only, our performances are still com-
parable. Indeed, our method has a Mean Absolute Error (MAE) only 300mm higher than
the state-of-the-art supervised method [245] (row 1 vs 7), and performs better than [242]
when using only the photometric loss on video sequences (row 6 vs 7). The quality of our
completed depth maps can be assessed by looking at the results in Fig. 10.9.
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FIGURE 10.9. Depth completion qualitative results. From left to right, RGB, sparse depth from
LiDAR, and completed depth.

10.4 Conclusions

We have shown that depth completion is an effective auxiliary task to improve generaliza-
tion for the 2D network. Furthermore, we propose to exploit completed depths to augment
the source LiDAR to achieve better results. We believe that this task could be even more
useful when applied to online adaptation, where video sequences can be available and could
be used to obtain better 3D geometries, and consequently a better semantic understanding.



101

Chapter 11

On the Complementarity of 2D and 3D
Networks for Multi-Modal Semantic
Segmentation

11.1 Introduction

As we have seen from the previous chapter, all the approaches for multi-modal 3D
semantic segmentation [31, 32, 33, 221, 233] leverage a peculiar two-branch 2D-3D architecture,
in which images are processed by a 2D convolutional network, e.g., ResNet [14], while point
clouds by a 3D convolutional backbone, e.g., SparseConvNet [227]. By processing each
modality independently, each of the two branches focuses on extracting features from its
specific signal (RGB colors or 3D structure information) that can be fused effectively due
to their inherent complementarity in order to produce a better segmentation score. Indeed,
averaging logits from the two branches provides often an improvement in performance,
e.g., a mIoU gain from 2% to 4% in almost all experiments in [31]. Although we agree that
each modality embodies specific information, such as color for images and 3D coordinates
for point clouds, we argue that the complementarity of the features extracted by the two
branches is also tightly correlated to the different information processing machinery, i.e., 2D
and 3D convolutions, which makes networks focusing on different areas of the scene with
different receptive fields. Indeed, in Fig. Fig. 11.1, given a point belonging to the red car, we
visualize the effective receptive field [250] of the 2D and 3D networks (red ellipses). As we
can clearly see from the receptive fields in the right part of the figure, the features extracted
by the 3D network mainly leverage points in a 3D neighborhood, i.e., include points of the
car surface. In contrast, the features extracted by the 2D network look at a neighborhood
in the 2D projected space, and thus they depend also on pixels of the building behind the
car, which are close in image space but far in 3D. We argue that this is one of the main
reasons why the features from the two branches can be fused so effectively. Based on the
above intuition, we propose to feed 3D and RGB signals to both networks as this should not
hinder the complementarity of their predictions, with the goal of making the network more
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FIGURE 11.1. Framework overview. The RGB image and the sparse depth map obtained from
the projection of the corresponding point cloud are fed to a custom 2D architecture to extract
point-wise features. The same point cloud and sampled colors from the RGB image are given in
input to the 3D Network. Then, two main classifiers output the main predictions to be used at test
time. Moreover, two auxiliary classifiers are used at training time only to allow the exchange of
information across branches.

robust to the change of distributions between the training and the test scenarios. Feeding
both branches with both modalities would make: i) the 2D network more robust to domain
shifts, as depth information (z coordinates of point clouds projected into image space) is
more similar across different domains, as shown in several papers [105, 251, 107, 104, 48, 252];
ii) the 3D network more capable of adapting to new domains thanks to RGB information
associated with each point which allows learning better semantic features for the target
domain, when this is available, using Unsupervised Domain Adaptation (UDA) approaches.
Thus, we propose a simple architecture for multi-modal 3D semantic segmentation consisting
of a 2D-3D architecture with each branch fed with both RGB and 3D information. Despite its
simplicity, our proposal achieves state-of-the-art results in multi-modal UDA benchmarks,
surpassing competitors by large margins, as well as significantly better domain generalization
compared to a standard 2D-3D architecture [32].

11.2 Method

Setup and Notation. The notation is very similar to the one in the previous chapter as we
tackle the same problem. We define input source samples {x2D

s , x3D
s } ∈ S and target samples

{x2D
t , x3D

t } ∈ T , with x2D being the 2D RGB image and x3D the corresponding point cloud,
with 3D points in the camera reference frame. Note that x3D contains only points visible
from the RGB camera, assuming that the calibration of the two sensors is available for both
domains and does not change over time. We assume the availability of annotations y3D

s only
for the source domain for each 3D point. We also have at our disposal the unlabeled samples
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FIGURE 11.2. Depth comparison during daylight or night. Differently, from the RGB image (left
column), a sparse depth map obtained by projecting a LiDAR scan into the image plane is not
affected by the light conditions.

from the target domain. Our goal is to obtain a point-wise prediction N × C for x3D
t , with

N and C being the number of points of the target point cloud and the number of classes,
respectively.

11.2.1 Base 2D/3D Architecture

We build our contributions upon the two independent branches (2D and 3D) architecture
proposed in [32]. The 2D branch processes images to obtain a pixel-wise prediction given x2D

and it consists of a standard 2D U-Net[38]. On the other hand, the 3D branch takes in input
point clouds to estimate the class of each point of x3D and it is implemented as a 3D sparse
convolutional network [227]. Thanks to the fact that 2D-3D correspondences are known, 3D
points can be projected into the image plane to supervise the 2D branch, as supervision is
provided only for the sparse 3D points. We denote the 3D semantic labels projected into 2D
with the symbol y3D→2D. As argued by [32], such design choice allows one to take advantage
of the strengths of each input modality, and final predictions can be obtained by averaging the
outputs of the two branches to achieve an effective ensemble. In our work, we adopt the same
framework, and we give an intuitive explanation of why this design choice is particularly
effective. In particular, we reckon that the two predictions are complementary not only for the
input signals being different but also for the fact the two branches focus on different things to
determine their final predictions. Indeed, 3D convolutions produce features by looking at
points that are close in the 3D space, while the 2D counterparts focus on neighboring pixels in
the 2D image plane. Therefore, given corresponding 2D and 3D points, the two mechanisms
implicitly produce features containing complementary information. In the right part of Fig.
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FIGURE 11.3. 2D Network of our framework. It is composed of a depth encoder and an RGB
encoder to process the two inputs independently. The segmentation decoder leverages the multi-
scale features of both encoders to predict semantic segmentation labels.

Fig. 11.1 we visualize the Effective Receptive Fields (ERF) [250] of a 2D U-Net with backbone
ResNet34[14] and of a 3D U-Net with backbone SparseConvNet[227]. It is worth highlighting
that we do not focus on the theoretical but on the effective receptive field, which is computed
by analyzing the real contribution of each input point to the final prediction (the hotter
the color intensity in the visualization, the larger the point contribution). Comparing the
re-projected 2D ERF into 3D and the 3D ERF we can clearly appreciate that the 2D network
focuses on sparse 3D regions, i.e., from the car to the building in the background, while the
3D counterpart reasons on a local 3D neighborhood (only car points). With this intuition in
mind, we argue that by feeding the RGB signal to the 3D network, and the 3D information
to the 2D backbone, we would still obtain complementary features that can be effectively
fused together. Moreover, it is well-known that employing depth information as input to 2D
segmentation networks can make it more robust to domain shift [253, 252]. At the same time,
we posit that the 3D network with RGB information may be able to extract better semantic
features. Differently from previous approaches that employ two independent architectures,
based on the above considerations, we propose our multi-modal, two-branch framework
named MM2D3D. In Sec. 11.2.2 we show how a point cloud can be used to obtain a stronger
and more suitable input signal for the 2D network. Similarly, in Sec. 11.2.3 we describe our
multi-modal 3D network.

11.2.2 Depth-based 2D Encoder

In this section, we focus on how we can use point clouds to make a 2D segmentation
architecture more robust to domain shift. Inspired by [253, 252], we propose to use depth
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maps as an input signal that is less influenced by the domain gap. As we can observe from
the two depth maps in Fig. 11.2, it is hard to understand which one was captured during
day or night. At the same time, some objects such as the car can be distinguished by only
looking at depths (bottom right of the second depth map). Thus, depth maps provide useful
hints to solve the task of semantic segmentation. Given these considerations, we argue that
exploiting such invariant information may alleviate the domain shifts and can be used to
extract discriminative features for the segmentation task. At a first glance, injecting 3D cues
into the 2D branch may seem redundant as the 3D network already has the capability to
reason on the full 3D scene. However, given that the two networks have very different
receptive fields, we can exploit such additional and useful information without the risk of
hindering the complementarity of the two signal streams. Assuming point clouds expressed
in the camera reference frame and the availability of the intrinsic camera matrix, we can
project the original 3D point cloud to obtain a sparse depth map. In practice, the value of
the z axis is assigned to the pixel coordinate (u, v) obtained by projecting a 3D point into
the image plane. Similarly to [253], to process both inputs, we modify the 2D encoder of the
2D U-Net architecture by including an additional encoder to process the sparse depth maps
obtained from the point cloud. As can be seen in Fig. 11.3, the two streams i.e. one for the
RGB image and the other for the sparse depth map, are processed independently. Then, the
concatenated depth and RGB features are processed by a decoder, composed of a series of
transposed convolutions and convolutions in order to obtain semantic predictions of the same
size as the input image. Moreover, features from layers of 1

2 to 1
16 of the input resolution are

concatenated using skip connections with the corresponding layer of the decoder. This simple
design choice allows semantic predictions to be conditioned also on the input depth signal,
without altering the RGB encoder that provides useful classification features. Furthermore,
without altering the RGB encoder, we can take advantage of a pre-trained architecture on
ImageNet [47] as done by our competitors.

11.2.3 RGB Based 3D Network

In this work, we focus on the 3D convolutional network, SparseConvNet [227], as it can
segment large scenes efficiently. In this network, the initial point cloud is first voxelized such
that each 3D point is associated with only one voxel. Then, rather than processing the entire
voxel grid, these models work with a sparse tensor representation ignoring empty voxels for
the sake of efficiency. The network associates a feature vector to each voxel, and convolutions
calculate their results based on these features. A standard choice for the voxel features is
to simply assign to it a constant value, i.e., 1. Although these strategies have been shown
to be effective [221, 254], the feature vector can be enriched to make it even more suitable
for semantic segmentation. Based on our intuition of the different receptive fields, we can
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borrow information from the other modality to improve the performance of each branch, still
preserving 2D-3D feature complementarity. Thus, we use RGB colors directly as features for
each voxel of the SparseConvNet. Moreover, we design a simple yet effective strategy to let
the 3D network decide whether to use or not this information. More specifically, the original
RGB pixel values are fed to a linear layer that predicts a scalar value α to be multiplied by the
color vector. For instance, learning this scaling could be useful in the UDA scenario, where
we can train on unlabelled target samples, to discard RGB colors in case they do not provide
any useful information, e.g., dark pixels in images acquired at night time.

11.2.4 Learning Scheme

Supervised Learning. Given the softmax predictions of the 2D and 3D networks, P2D and
P3D, we supervise both branches using the cross-entropy loss on the source domain:

Lseg(xs, ys) = − 1
N

N

∑
n=1

C

∑
c=1

y(n,c)
s log P(n,c)

xs (11.1)

with (xs, ys) being either (x2D
s , y3D→2D

s ) or (x3D
s , y3D

s ).
Cross-Branch Learning. To allow an exchange of information between the two branches,

[32] and [33] add an auxiliary classification head to each one. The objective of these additional
classifiers is to mimic the other branch output. The two auxiliary heads estimate the other
modality output: 2D mimics 3D (P2D→3D) and 3D mimics 2D (P3D→2D). In practice, this is
achieved with the following objective:

LxM(x) = DKL(P
(n,c)
x ||Q(n,c)

x ) (11.2)

= − 1
N

N

∑
n=1

C

∑
c=1

P(n,c)
x log

P(n,c)
x

Q(n,c)
x

with (P, Q) ∈ {(P2D, P3D→2D), (P3D, P2D→3D)} where P is the distribution from the main
classification head which has to be estimated by Q. Note that in Eq. (11.2), x can belong to
either T or S . This means that, in the UDA scenario, Eq. (11.2) can also be optimized for T ,
forcing the two networks to have consistent behavior across the two modalities for the target
domain as well without any labels.

Self-Training. Only in the UDA scenario, where unlabelled target samples are available,
as done by [32], we perform one round of Self-Training [110] using pseudo-labels [255].
Specifically, after training the model with Eq. (11.1) for the source domain and Eq. (11.2) on
both domains, we generate predictions on the unlabeled target domain dataset to be used as
pseudo ground truths, ŷt. Following [32], we filter out noisy pseudo-labels by considering
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only the most confident predictions for each class. Then, we retrain the framework from
scratch the model minimizing the following objective function:

L = Lseg(xs, ys) + λtLseg(xt, ŷt) (11.3)

+ λxsLxM(xs) + λxtLxM(xt)

11.3 Experiments

11.3.1 Implementation details

We use the same data augmentation pipeline as our competitors, which is composed of
random horizontal flipping and color jittering for 2D images, while vertical axis flipping,
random scaling, and random 3D rotations are used for the 3D scans. It is important to note
that augmentations are done independently for each branch. We implement our framework
in PyTorch using two NVIDIA 3090 GPU with 24GB of RAM. We train with a batch size of
16, alternating batches of source and target domain for the UDA case and source only in DG.
The smaller dataset is repeated to match the length of the other. We rely on the AdamW
optimizer [198] and the One Cycle Policy as a learning rate scheduler [128]. We train for
50, 35, 15, and 30 epochs for USA → Singapore, Day → Night, v. KITTI → Sem. KITTI, and
A2D2 → Sem. KITTI respectively. As regards the hyper-parameters, we follow [32] and set
λs = 0.8, λt = 0.1, λxs = 0.1, λxt = 0.01 in all settings without performing any fine-tuning on
these values.

11.3.2 UDA results

Following previous works in the field [32, 33], we evaluate the performance of a model
on the target test set using the standard Intersection over Union (IoU) and select the best
checkpoint according to a small validation set on the target domain. In Tab. 11.1, we report
our results on the four challenging UDA benchmarks explained in ??. For each experiment,
we report two reference methods: a model trained only on the source domain, named Baseline
(Source Only); a model trained only on the target data using annotations, representing the
upper bound that can be obtained with real ground-truth, namely Oracle. We note that these
two models employ the two independent stream architecture of [32]. In the columns Avg,
we report the results obtained by the mean of the 2D and 3D outputs after softmax which
is the final output of our multi-modal framework. For the sake of completeness, we also
report the results of each individual branch (2D and 3D only). We compare our method
with both Uni-modal and Multi-Modal approaches. In particular, we mainly focus on a
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Modality Method USA → Singapore Day → Night v.KITTI → Sem.KITTI A2D2 → Sem.KITTI
2D 3D Avg 2D 3D Avg 2D 3D Avg 2D 3D Avg

Baseline (Source only) 58.4 62.8 68.2 47.8 68.8 63.3 26.8 42.0 42.2 34.2 35.9 40.4

Uni-modal
MinEnt [152] 57.6 61.5 66.0 47.1 68.8 63.6 39.2 43.3 47.1 37.8 39.6 42.6
Deep logCORAL [256] 64.4 63.2 69.4 47.7 68.7 63.7 41.4 36.8 47.0 35.1 41.0 42.2
PL [257] 62.0 64.8 70.4 47.0 69.6 63.0 21.5 44.3 35.6 34.7 41.7 45.2

Multi-modal
xMUDA [31] 64.4 63.2 69.4 55.5 69.2 67.4 42.1 46.7 48.2 38.3 46.0 44.0
DsCML* [33] 52.9 52.3 56.9 51.2 61.4 61.8 31.8 32.8 34.8 25.4 32.6 33.5
MM2D3D (Ours) 71.7 66.8 72.4 70.5 70.2 72.1 53.4 50.3 56.5 42.3 46.1 46.2

Oracle 75.4 76.0 79.6 61.5 69.8 69.2 66.3 78.4 80.1 59.3 71.9 73.6

TABLE 11.1. Results for UDA for 3D semantic segmentation with both uni-modal and multi-
modal adaptation methods. We report performance for each network stream in terms of mIoU.
‘Avg’ column denotes the obtained by taking the mean of the 2D and 3D predictions. * indicates
trained by us using official code.

comparison with xMUDA[32] and DsCML[33], as they are the current s.o.t.a. methods for
UDA in our multi-modal setting. In particular, for the latter, we use the official code provided
by the authors 1 to retrain the model on the new more exhaustive benchmark defined by [32].
Overall, we note how our contributions largely improve results over competitors across all
settings and modalities. In USA → Singapore, we observe a large boost in both branches, and
on average we report a +3% (third row of the Multi-modal section). The large improvement
(+7.3%) for the 2D model, suggests that the depth cues injected into a common 2D decoder
can be quite useful even if the light conditions are similar across domains. In Day → Night,
we observe a remarkable +15% for the 2D branch, which in turn raises the average score to
+4.7% when compared with the previous best model. We attribute this boost in performance
to the depth encoder, which is able to provide useful hints when the RGB encoder has to
deal with large changes in light conditions. Remarkably, our network surpasses even the
performance of the two independent streams Oracle. Indeed, as discussed in Sec. 11.2.2, the
sparse depth is able to give useful details for the task of semantic segmentation. Moreover,
thanks to the fact that the cross-modal loss Sec. 11.2.4 is optimized for both domains, the
network lean to use both encoders to make the final predictions, leading to more robust
performance when the encoder receives a less informative RGB signal. In the challenging
synthetic-to-real case (v. KITTI → Sem. KITTI), we also notice consistent improvements in
both branches. We highlight that even though RGB colors are likely the main source of the
domain gap, they are still useful to obtain a stronger 3D model (+3.6%). In the A2D2 →
Sem. KITTI setting, where the sensors setup is different, we still benefit from the depth hints
provided to the 2D network, and on average, our method surpasses by 2.2% xMUDA. In
general, we highlight that though we employed both modalities in the 2D and 3D branches,
the Avg performances are better than those of each individual branch, supporting our core
intuition. In Fig. 11.4, we report some qualitative results obtained with our framework.

1https://github.com/leolyj/DsCML

https://github.com/leolyj/DsCML
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Method USA → Singapore Day → Night v.KITTI → Sem.KITTI A2D2 → Sem.KITTI
2D 3D Avg 2D 3D Avg 2D 3D Avg 2D 3D Avg

xMUDA* [31] 58.7 62.3 68.6 43.0 68.9 59.6 25.7 37.4 39.0 34.9 36.7 41.6
MM2D3D (Ours) 69.7 62.3 70.9 65.3 63.2 68.3 37.7 40.2 44.2 39.6 35.9 43.6

TABLE 11.2. Results for 3D for semantic segmentation in the Domain Generalization setting.
We report performance for each network stream in terms of mIoU. ‘Avg’ column denotes the
obtained by taking the mean of the 2D and 3D predictions. * indicates trained by us using official
code.

FIGURE 11.4. Qualitative examples of the proposed framework in the UDA scenario. From
left to right: RGB images, point cloud segmentations projected into 2D for visualization purpose
of the baseline source only model, our method, and the ground truth respectively. From top to
bottom: the four different adaptation scenarios. Comparisons are provided for the target domain.

11.3.3 Domain Generalization results

In this section, we test our contributions in the Domain Generalization setting, in which
the target data cannot be used at training time. For this study we consider XMUDA [32]
as our baseline two-branch 2D-3D method, and we show that our simple contribution can
boost generalization performances. Results are reported in Tab. 11.2. To implement this
experiment we keep the same hyper-parameters as used in the UDA scenario. We retrain [31]
using the official code, but without the target data. Also in this setting, we observe overall
large improvements. We believe that this can be ascribed especially to the introduction of
the depth encoder, which helps to achieve a better generalization. Evidence of this is well
observable in the Day → Night, where the 2D performance increases from 43% to 65.3%
in terms of mIoU, but also for USA → Singapore and (v. KITTI → Sem. KITTI), where we
achieve +11% and +12 respectively. In the Day → Night scenario, the 3D branch experiences
a drop in performance. We think that it is related to the large domain shift of RGB images.
Differently from the adaptation scenario in which we can train directly on the unlabeled
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Method Depth RGB USA → Singapore Day → Night v.KITTI → Sem.KITTI A2D2 → Sem.KITTI
2D 3D Avg 2D 3D Avg 2D 3D Avg 2D 3D Avg

xMUDA [32] 64.4 63.2 69.4 55.5 69.2 67.4 42.1 46.7 48.2 38.3 46.0 44.0
MM2D3D (Ours) ✓ 69.5 64.0 69.6 71.3 69.9 72.8 52.6 40.3 53.7 41.7 44.8 45.9
MM2D3D (Ours) ✓ ✓ 71.7 66.8 72.4 70.5 70.2 72.1 53.4 50.3 56.5 42.3 46.1 46.2

TABLE 11.3. Modality-wise ablation of the proposed framework in the UDA scenario. Depth
indicates the usage of the additional sparse depth encoder, while RGB denotes the introduction of
the RGB information in the 3D network.

MM2D3D (Ours) 71.7 66.8 72.4 70.5 70.2 72.1 53.4 50.3 56.5 42.3 46.1 46.2

xMUDA [32] + PL 67.0 65.4 71.2 57.6 69.6 64.4 45.8 51.4 52.0 41.2 49.8 47.5
MM2D3D (Ours) + PL 74.3 68.3 74.9 71.3 69.6 72.2 55.4 55.0 59.7 46.4 48.7 50.7

MM2D3D (Ours) + Fusion x x 74.0 x x 71.0 x x 60.4 x x 48.8

TABLE 11.4. Self-training Analysis. Results with different self-training strategies in the UDA
scenario.

target data to counteract this problem, in the generalization scenario, it influences badly the
3D performance. However, we note that our final Avg prediction still outperforms xMUDA.

11.3.4 Ablation Studies

Modality-wise analysis. In Tab. 11.3, we ablate our contributions starting from the model
proposed by [31] in the UDA scenario. We start by activating our depth-based network,
introduced in Sec. 11.2.3. The performance boost given by our proposal is remarkable across
all settings. In cases such as Day → Night, where the RGB gap is larger, the depth cues injected
with skip connections to the semantic decoder greatly enhance performances in the target
domain (+15.8% for 2D and +5.4% in "Avg). We note also a consistent improvement for the
remaining settings, in particular, we highlight a +10.5% for the 2D scores on the challenging
synthetic-to-real adaptation benchmark (v. KITTI → Sem. KITTI). Furthermore, when feeding
RGB colors to the 3D network (last row of Tab. 11.3), we observe improved performances
in almost all settings. The largest improvement is observed in the synthetic-to-real setting,
where we achieve a +10% in terms of mIou for the 3D, which in turn increased the average
score from 53.7% to 56.5%. Better performance is also achieved for both the 3D network and
the average score for A2D2 → Sem. KITTI.

Self-Training. In this section, we compare different self-training strategies and report
results in Tab. 11.4. As explained in Sec. 11.2.4, for the self-training protocol we first need
a model trained on the source domain to produce the pseudo-labels for the target domain
in the second round. We report in the first row of Tab. 11.4 the performance of this starting
model to better appreciate the effectiveness of self-training. First, we note how thanks to
our contributions, for USA → Singapore, Day → Night, and v. KITTI → Sem. KITTI we
already surpass xMUDA[31] on the Avg column even without the usage of pseudo-labels.
When pseudo-labels from the 2D and the 3D branches are used to supervise the 2D and
the 3D network respectively, we establish new state-of-the-art performances for all four
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settings in the average predictions (third row). Furthermore, in the fourth row of Tab. 11.4,
we deploy the strategy proposed in [31], where point-wise features from the two networks
are concatenated and used to train a unique classifier). In this case, we observe mixed results,
indicating that this self-training strategy is not necessarily better across all settings when
compared to the standard self-training protocol.

11.4 Conclusions

We shed some light on the complementarity of recent and emerging 3D-2D architectures
for 3D semantic segmentation. We provide an intuitive explanation based on the notion of the
effective receptive field of why processing data with these two networks grants orthogonal
predictions that can be effectively fused together. Based on this, we propose to feed both
modalities to both branches. Despite the simplicity of our approach, we establish new state-
of-the-art results in four common UDA scenarios and demonstrate superior generalization
performance over the baseline 2D-3D architecture. A limitation of our work is that our
method is purely multi-modal, and it requires both modalities and a valid calibration across
sensors at test time. An interesting future direction is to investigate how our approach may
generalize to other multi-modal 2D-3D architectures for semantic segmentation.
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Part IV

Neural Fields for 3D data



113

Chapter 12

Initial Remarks

In accordance with the introductory objectives of this thesis, our primary focus centers on
Transfer Learning, with a specific emphasis on Unsupervised Domain Adaptation. However,
we aspire to enhance the breadth of this work by incorporating supplementary chapters that
delve into seminal studies on Neural Fields. These chapters, although somewhat far from the
core theme of Transfer Learning, are included to provide the reader with a comprehensive
understanding of the potential intersections between Neural Fields and our primary research
focus. Recognizing that Neural Fields represent a relatively recent development within
the vision community, especially for 3D applications, we acknowledge that the direct link
between Neural Fields and transfer learning may appear somewhat loose. Nevertheless,
given the escalating interest in this field, we are confident that the value of Neural Fields will
become increasingly evident over time also for other topics such as Transfer Learning.

In Chapter 13, we begin with a thorough introduction to the general concept of Implicit
Neural Representation (INR), which is a specific parametrization of a Neural field that uses a
single Multi-Layer-Perceptron (MLP) to represent a field. Subsequently, we introduce a novel
framework for representation learning for the processing of INRs of 3D shapes. Finally, in
Chapter 14, we propose to use a different parametrization and a new approach to process
Neural Fields. In this chapter, we also showcase preliminary experiments within the realm of
Transfer Learning, specifically emphasizing the transference of knowledge across modalities,
such as from point clouds to meshes.

12.1 Related Works

12.1.1 Deep learning on 3D shapes.

Due to their regular structure, voxel grids have always been appealing representations for
3D shapes and several works proposed to use 3D convolutions to perform both discriminative
[258, 259, 260] and generative tasks [261, 262, 263, 264, 265, 182]. The huge memory require-
ments of voxel-based representations, though, led researchers to look for less demanding
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alternatives, such as point clouds. Processing point clouds, however, is far from straightfor-
ward because of their unorganized nature. As a possible solution, some works projected the
original point clouds to intermediate regular grid structures such as voxels [266] or images
[267, 268]. Alternatively, PointNet [160] proposed to operate directly on raw coordinates
by means of shared multi-layer perceptrons followed by max pooling to aggregate point
features. PointNet++ [161] extended PointNet with a hierarchical feature learning paradigm
to capture the local geometric structures. Following PointNet++, many works focused on
designing new local aggregation operators [162], resulting in a wide spectrum of specialized
methods based on convolution [166, 269, 270, 271, 272, 273, 168], graph [274, 275, 167], and
attention [276, 277] operators. Yet another completely unrelated set of deep learning methods
have been developed to process surfaces represented as meshes, which differ in the way
they exploit vertices, edges and faces as input data [278]. Vertex-based approaches leverage
the availability of a regular domain to encode the knowledge about points neighborhoods
through convolution or kernel functions [279, 280, 281, 282, 283, 284, 285, 286]. Edge-based
methods take advantages of these connections to define an ordering invariant convolution
[287], to construct a graph on the input meshes [288] or to navigate the shape structure [289].
Finally, Face-based works extract information from neighboring faces [290, 291, 292, 293].
In Chapter 13, we explore INRs as a unified representation for 3D shapes and propose a
framework that enables the use of the same standard deep learning machinery to process
them, independently of the INRs underlying signal. Next, in Chapter 14, we go beyond the
concept of INR and use a different parameterization for Neural Fields that enables easier
processing and consequently leads to better performance.

12.1.2 Neural fields.

Recent approaches have shown the ability of MLPs to parameterize fields representing any
physical quantity of interest [294]. The works focusing on representing 3D data with MLPs
rely on fitting functions such as the unsigned distance [295], the signed distance [296, 297,
298, 299, 300], the occupancy [301, 302], or the scene radiance [303]. Among these approaches,
SIREN [304] uses periodic activation functions to capture high-frequency details. In this
thesis, we focus on 3D data represented as voxel grids, meshes and point clouds and we
adopt SIREN in Chapter 13 to demonstrate for the first time how downstream tasks can be
solved starting from this representation. More recently however, hybrid representations, in
which the MLP is paired with a discrete data structure, have been introduced within the
vision and graphic communities motivated by faster inference [305], better use of network
capacity [306] and suitability to editing tasks [307]. These data structures decompose the
input coordinate space, either regularly, such as for voxel grids [305, 308, 307], tri-planes
[309, 310, 311, 312], and 4D tensors [313], or irregularly, such as for point clouds [314], and



Chapter 12. Initial Remarks 115

meshes [315]. Following the success of this parameterization of Neural Fields, in Chapter 14
we investigate how to directly process hybrid fields to solve tasks such as shape classification
and 3D part segmentation and even NeRFs classification. We focus on tri-planes due to their
regular grid structure and compactness, which enable standard neural networks to process
them seamlessly and effectively.

Neural functionals. Several very recent approaches aim at processing functions parame-
terized as MLPs by employing other neural networks. MLPs are known to exhibit weight
space symmetries [316], i.e., hidden neurons can be permuted across layers without changing
the function represented by the network. Works such as DWSNet [317], NFN [9], and NFT
[318] leverage weight space symmetries as an inductive bias to develop novel architectures
designed to process MLPs. Both DWSNet and NFN devise neural layers equivariant to
the permutations arising in MLPs. In contrast, NFT builds upon the intuition of achieving
permutation equivariance by removing positional encoding from a Transformer architecture.
The framework proposed in Functa [319] relies on learning priors on the whole dataset with
a shared network and then encoding each sample in a compact embedding. In this case, each
neural field is parameterized by the shared network plus the embedding. In particular, Functa
[319] leverages meta-learning techniques to learn the shared network, which is modulated
with latent vectors to represent each data point. These vectors are then used to address both
discriminative and generative tasks. It is worth pointing out that, though not originally
proposed as a framework to process neural fields, DeepSDF [296] learns dataset priors by
optimizing a reconstruction objective through a shared auto-decoder network conditioned
on a shape-specific embedding. Thus, the embeddings learned by DeepSDF may be used
for neural processing tasks similar to Functa’s. All these previous works emerged after we
developed inr2vec which we will introduce in the next chapter. Therefore, in Chapter 14 we
introduce a thorough benchmark assessing all the pros and cons of each methodology.
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Chapter 13

Deep Learning on Implicit Neural
Representations of Shapes

13.1 Introduction

Since the early days of computer vision, researchers have been processing images stored
as two-dimensional grids of pixels carrying intensity or color measurements. But the world
that surrounds us is three-dimensional, motivating researchers to try to process also 3D data
sensed from surfaces. Unfortunately, the representation of 3D surfaces in computers does
not enjoy the same uniformity as digital images, with a variety of discrete representations,
such as voxel grids, point clouds and meshes, coexisting today. Besides, when it comes to
processing by deep neural networks, all these kinds of representations are affected by peculiar
shortcomings, requiring complex ad-hoc machinery [161, 167, 278] and/or large memory
resources [258]. Hence, no standard way to store and process 3D surfaces has yet emerged.

Recently, a new kind of representation has been proposed, which leverages on the possibil-
ity of deploying a Multi-Layer Perceptron (MLP) to fit a continuous function that represents
implicitly a signal of interest [294]. These representations, usually referred to as Implicit
Neural Representations (INRs), have been proven capable of encoding effectively 3D shapes
by fitting signed distance functions (sdf) [296, 320, 297], unsigned distance functions (udf) [295]
and occupancy fields (occ) [301, 300]. Encoding a 3D shape with a continuous function parame-
terized as an MLP decouples the memory cost of the representation from the actual spatial
resolution, i.e., a surface with arbitrarily fine resolution can be reconstructed from a fixed
number of parameters. Moreover, the same neural network architecture can be used to fit
different implicit functions, holding the potential to provide a unified framework to represent
3D shapes.

Due to their effectiveness and potential advantages over traditional representations, INRs
are gathering ever-increasing attention from the scientific community, with novel and striking
results published more and more frequently [321, 322, 320, 323]. This lead us to conjecture
that, in the forthcoming future, INRs might emerge as a standard representation to store and
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INRs provide an unified
representation for 3D shapes
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FIGURE 13.1. Overview of our framework. Left: INRs hold the potential to provide an unified
representation for 3D shapes. Center: Our framework, dubbed inr2vec, produces a compact
representation for an input INR by looking only at its weights. Right: inr2vec embeddings can be
used with standard deep learning machinery to solve a variety of downstream tasks.

communicate 3D shapes, with repositories hosting digital twins of 3D objects realized only as
MLPs becoming commonly available.

An intriguing research question does arise from the above scenario: beyond storage and
communication, would it be possible to process directly INRs of 3D shapes with deep learning
pipelines to solve downstream tasks as it is routinely done today with discrete representations
like point clouds or meshes? In other words, would it be possible to process an INR of a 3D
shape to solve a downstream task, e.g., shape classification, without reconstructing a discrete
representation of the surface?

Since INRs are neural networks, there is no straightforward way to process them. Earlier
work in the field, namely OccupancyNetworks [301] and DeepSDF [296], fit the whole
dataset with a shared network conditioned on a different embedding for each shape. In
such formulation, the natural solution to the above mentioned research problem could be
to use such embeddings as representations of the shapes in downstream tasks. This is
indeed the approach followed by contemporary work [319], which addresses such research
problem by using as embedding a latent modulation vector applied to a shared base network.
However, representing a whole dataset by a shared network sets forth a difficult learning
task, with the network struggling in fitting accurately the totality of the samples (as we show
in Appendix A.1). Conversely, several recent works, like SIREN [304] and others [324, 325,
326, 327, 328] have shown that, by fitting an individual network to each input sample, one can
get high-quality reconstructions even when dealing with very complex 3D shapes or images.
Moreover, constructing an individual INR for each shape is easier to deploy in the wild, as
the availability of the whole dataset is not required to fit an individual shape. Such works
are gaining ever-increasing popularity and we are led to believe that fitting an individual
network is likely to become the common practice in learning INRs.

Thus, we investigate how to perform downstream tasks with deep learning pipelines on
shapes represented as individual INRs. However, a single INR can easily count hundreds of
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thousands of parameters, though it is well known that the weights of a deep model provide a
vastly redundant parametrization of the underlying function [329, 330]. Hence, we settle on
investigating whether and how an answer to the above research question may be provided
by a representation learning framework that learns to squeeze individual INRs into compact
and meaningful embeddings amenable to pursuing a variety of downstream tasks.

Our framework, dubbed inr2vec and shown in Fig. 13.1, has at its core an encoder de-
signed to produce a task-agnostic embedding representing the input INR by processing only
the INR weights. These embeddings can be seamlessly used in downstream deep learning
pipelines, as we validate experimentally for a variety of tasks, like classification, retrieval, part
segmentation, unconditioned generation, surface reconstruction and completion. Interest-
ingly, since embeddings obtained from INRs live in low-dimensional vector spaces regardless
of the underlying implicit function, the last two tasks can be solved by learning a simple
mapping between the embeddings produced with our framework, e.g., by transforming the
INR of a ud f into the INR of an sd f . Moreover, inr2vec can learn a smooth latent space
conducive to interpolating INRs representing unseen 3D objects. Additional details and
code can be found at https://cvlab-unibo.github.io/inr2vec. Our contributions can be
summarised as follows:

• we propose and investigate the novel research problem of applying deep learning
directly on individual INRs representing 3D shapes;

• to address the above problem, we introduce inr2vec, a framework that can be used to
obtain a meaningful compact representation of an input INR by processing only its
weights, without sampling the underlying implicit function;

• we show that a variety of tasks, usually addressed with representation-specific and
complex frameworks, can indeed be performed by deploying simple deep learning
machinery on INRs embedded by inr2vec, the same machinery regardless of the INRs
underlying signal.

13.2 Learning to Represent INRs

The research question we address with this work is whether and how can we process
directly INRs to perform downstream tasks. For instance, can we classify a 3D shape that
is implicitly encoded in an INR? And how? As anticipated in Sec. 13.1, we propose to rely
on a representation learning framework to squeeze the redundant information contained in
the weights of INRs into compact latent codes that could be conveniently processed with
standard deep learning pipelines.

Our framework, dubbed inr2vec, is composed of an encoder and a decoder. The encoder,
detailed in Fig. 13.2, is designed to take as input the weights of an INR and produce a compact

https://cvlab-unibo.github.io/inr2vec
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FIGURE 13.2. inr2vec encoder architecture.

embedding that encodes all the relevant information of the input INR. A first challenge in
designing an encoder for INRs consists in defining how the encoder should ingest the weights
as input, since processing naively all the weights would require a huge amount of memory
(see Appendix A.5). Following standard practice [304, 324, 325, 326, 327], we consider INRs
composed of several hidden layers, each one with H nodes, i.e., the linear transformation
between two consecutive layers is parameterized by a matrix of weights Wi ∈ RH×H and a
vector of biases bi ∈ RH×1. Thus, stacking Wi and bi

T, the mapping between two consecutive
layers can be represented by a single matrix Pi ∈ R(H+1)×H. For an INR composed of L + 1
hidden layers, we consider the L linear transformations between them. Hence, stacking all the
L matrices Pi ∈ R(H+1)×H, i = 1, . . . , L, between the hidden layers we obtain a single matrix
P ∈ RL(H+1)×H, that we use to represent the INR in input to inr2vec encoder. We discard the
input and output layers in our formulation as they feature different dimensionality and their
use does not change inr2vec performance, as shown in Appendix A.9.

The inr2vec encoder is designed with a simple architecture, consisting of a series of linear
layers with batch norm and ReLU non-linearity followed by final max pooling. At each
stage, the input matrix is transformed by one linear layer, that applies the same weights to
each row of the matrix. The final max pooling compresses all the rows into a single one,
obtaining the desired embedding. It is worth observing that the randomness involved in
fitting an individual INR (weights initialization, data shuffling, etc.) causes the weights in the
same position in the INR architecture not to share the same role across INRs. Thus, inr2vec
encoder would have to deal with input vectors whose elements capture different information
across the different data samples, making it impossible to train the framework. However,
the use of a shared, pre-computed initialization has been advocated as a good practice when
fitting INRs, e.g., to reduce training time by means of meta-learned initialization vectors, as
done in MetaSDF [324] and in the contemporary work exploring processing of INRs [319],
or to obtain desirable geometric properties [297]. We empirically found that following such
a practice, i.e., initializing all INRs with the same random vector, favors the alignment of
weights across INRs and enables the convergence of our framework. In order to guide the
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FIGURE 13.3. Training and inference of our framework. Left: We consider shapes represented
as INRs. As an example, we show an INR fitting the udf of a surface. Center: inr2vec encoder is
trained together with an implicit decoder to replicate the underlying 3D signal of the input INR.
Right: At inference time, the learned encoder can be used to obtain a compact embedding from
unseen INRs.

inr2vec encoder to produce meaningful embeddings, we first note that we are not interested
in encoding the values of the input weights in the embeddings produced by our framework,
but, rather, in storing information about the 3D shape represented by the input INR. For this
reason, we supervise the decoder to replicate the function approximated by the input INR
instead of directly reproducing its weights, as it would be the case in a standard auto-encoder
formulation. In particular, during training, we adopt an implicit decoder inspired by [296],
which takes in input the embeddings produced by the encoder and decodes the input INRs
from them (see Fig. 13.3 center). More specifically, when the inr2vec encoder processes a
given INR, we use the underlying signal to create a set of 3D queries pi, paired with the values
f (pi) of the function approximated by the input INR at those locations (the type of function
depends on the underlying signal modality, it can be ud f in case of point clouds, sd f in case
of triangle meshes or occ in case of voxel grids). The decoder takes in input the embedding
produced by the encoder concatenated with the 3D coordinates of a query pi and the whole
encoder-decoder is supervised to regress the value f (pi). After the overall framework has
been trained end to end, the frozen encoder can be used to compute embeddings of unseen
INRs with a single forward pass (see Fig. 13.3 right) while the implicit decoder can be used, if
needed, to reconstruct the discrete representation given an embedding.

In Fig. 13.4a we compare 3D shapes reconstructed from INRs unseen during training
with those reconstructed by the inr2vec decoder starting from the latent codes yielded by the
encoder. We visualize point clouds with 8192 points, meshes reconstructed by marching cubes
[331] from a grid with resolution 1283 and voxels with resolution 643. We note that, though
our embedding is dramatically more compact than the original INR, the reconstructed shape
resembles the ground-truth with a good level of detail. Moreover, in Fig. 13.4b we linearly
interpolate between the embeddings produced by inr2vec from two input shapes and show
the shapes reconstructed from the interpolated embeddings. Results highlight that the latent
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FIGURE 13.4. Properties of inr2vec latent space.

space learned by inr2vec enables smooth interpolations between shapes represented as INRs.
Additional details on inr2vec training and the procedure to reconstruct the discrete representations
from the decoder are in the Appendices.

13.3 Deep Learning on INRs

In this section, we first present the set-up of our experiments. Then, we show how several
tasks dealing with 3D shapes can be tackled by working only with inr2vec embeddings as
input and/or output. Additional details on the architectures and on the experimental settings are in
Appendix A.6.

General settings. In all the experiments reported in this section, we convert 3D discrete
representations into INRs featuring 4 hidden layers with 512 nodes each, using the SIREN
activation function [304].

We train inr2vec using an encoder composed of four linear layers with respectively 512,
512, 1024 and 1024 features, embeddings with 1024 values and an implicit decoder with
5 hidden layers with 512 features. In all the experiments, the baselines are trained using
standard data augmentation (random scaling and point-wise jittering), while we train both
inr2vec and the downstream task-specific networks on datasets augmented offline with the
same transformations.

Point cloud retrieval. We first evaluate the feasibility of using inr2vec embeddings of
INRs to solve tasks usually tackled by representation learning, and we select 3D retrieval
as a benchmark. We follow the procedure introduced in [171], using the Euclidean distance
to measure the similarity between embeddings of unseen point clouds from the test sets of
ModelNet40 [182] and ShapeNet10 (a subset of 10 classes of the popular ShapeNet dataset
[171]). For each embedded shape, we select its k-nearest-neighbours and compute a Precision
Score comparing the classes of the query and the retrieved shapes, reporting the mean
Average Precision for different k (mAP@k). Besides inr2vec, we consider three baselines to
embed point clouds, which are obtained by training the PointNet [160], PointNet++ [161]
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ModelNet40 ShapeNet10 ScanNet10
Method mAP@1 mAP@5 mAP@10 mAP@1 mAP@5 mAP@10 mAP@1 mAP@5 mAP@10

PointNet [160] 80.1 91.7 94.4 90.6 96.6 98.1 65.7 86.2 92.6
PointNet++ [161] 85.1 93.9 96.0 92.2 97.5 98.6 71.6 89.3 93.7

DGCNN [167] 83.2 92.7 95.1 91.0 96.7 98.2 66.1 88.0 93.1
inr2vec 81.7 92.6 95.1 90.6 96.7 98.1 65.2 87.5 94.0

TABLE 13.1. Point cloud retrieval quantitative results.

Point Cloud Mesh Voxels
Method ModelNet40 ShapeNet10 ScanNet10 Manifold40 ShapeNet10

PointNet [160] 88.8 94.3 72.7 – –
PointNet++ [161] 89.7 94.6 76.4 – –

DGCNN [167] 89.9 94.3 76.2 – –
MeshWalker [289] – – – 90.0 –
Conv3DNet [258] – – – – 92.1

inr2vec 87.0 93.3 72.1 86.3 93.0

TABLE 13.2. Results on shape classification across representations.

and DGCNN [167] encoders in combination with a fully connected decoder similar to that
proposed in [332] to reconstruct the input cloud. Quantitative results, reported in Tab. 13.1,
show that, while there is an average gap of 1.8 mAP with PointNet++, inr2vec is able to
match, and in some cases even surpass, the performance of the other baselines. Moreover,
it is possible to appreciate in Fig. 13.5 that the retrieved shapes not only belong to the same
class as the query but present also the same coarse structure. This finding highlights how the
pretext task used to learn inr2vec embeddings can summarise relevant shape information
effectively.

Shape classification. We then address the problem of classifying point clouds, meshes and
voxel grids. For point clouds we use three datasets: ShapeNet10, ModelNet40 and ScanNet10
[174]. When dealing with meshes, we conduct our experiments on the Manifold40 dataset
[278]. Finally, for voxel grids, we use again ShapeNet10, quantizing clouds to grids with
resolution 643. Despite the different nature of the discrete representations taken into account,
inr2vec allows us to perform shape classification on INRs embeddings, augmented online
with E-Stitchup [333], by the very same downstream network architecture, i.e., a simple fully
connected classifier consisting of three layers with 1024, 512 and 128 features. We consider
as baselines well-known architectures that are optimized to work on the specific input
representations of each dataset. For point clouds, we consider PointNet [160], PointNet++
[161] and DGCNN [167]. For meshes, we consider a recent and competitive baseline that
processes directly triangle meshes [289]. As for voxel grids, we train a 3D CNN classifier that
we implemented following [258] (Conv3DNet from now on). Since only the train and test
splits are released for all the datasets, we created validation splits from the training sets in
order to follow a proper train/val protocol for both the baselines and inr2vec. As for the test
shapes, we evaluated all the baselines on the discrete representations reconstructed from the
INRs fitted on the original test sets, as these would be the only data available at test time in a
scenario where INRs are used to store and communicate 3D data. We report the results of
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the baselines tested on the original discrete representations available in the original datasets
in Appendix A.8: they are in line with those provided here. The results in Tab. 13.2 show
that inr2vec embeddings deliver classification accuracy close to the specialized baselines
across all the considered datasets, regardless of the original discrete representation of the
shapes in each dataset. Remarkably, our framework allows us to apply the same simple
classification architecture on all the considered input modalities, in stark contrast with all
the baselines that are highly specialized for each modality, exploit inductive biases specific
to each such modality and cannot be deployed on representations different from those they
were designed for. Furthermore, while presenting a gap of some accuracy points with respect
to the most recent architectures, like DGCNN and MeshWalker, the simple fully connected
classifier that we applied on inr2vec embeddings obtains scores comparable to standard
baselines like PointNet and Conv3DNet. We also highlight that, should 3D shapes be stored
as INRs, classifying them with the considered specialized baselines would require recovering
the original discrete representations by the lengthy procedures described in Appendix A.3.
Thus, in Fig. 13.6, we report the inference time of standard point cloud classification networks
while including also the time needed to reconstruct the discrete point cloud from the input
INR of the underlying ud f at different resolutions. Even at the coarsest resolution (2048
points), all the baselines yield an inference time which is one order of magnitude higher than
that required to classify directly the inr2vec embeddings. Increasing the resolution of the
reconstructed clouds makes the inference time of the baselines prohibitive, while inr2vec, not
requiring the explicit clouds, delivers a constant inference time of 0.001 seconds.

Point cloud part segmentation. While the tasks of classification and retrieval concern
the possibility of using inr2vec embeddings as a compact proxy for the global information
of the input shapes, with the task of point cloud part segmentation we aim at investigating
whether inr2vec embeddings can be used also to assess upon local properties of shapes. The
part segmentation task consists in predicting a semantic (i.e., part) label for each point of
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PointNet [160] 83.1 78.96 81.3 76.9 79.6 71.4 89.4 67.0 91.2 80.5 80.0 95.1 66.3 91.3 80.6 57.8 73.6 81.5
PointNet++ [161] 84.9 82.73 82.2 88.8 84.0 76.0 90.4 80.6 91.8 84.9 84.4 94.9 72.2 94.7 81.3 61.1 74.1 82.3

DGCNN [167] 83.6 80.86 80.7 84.3 82.8 74.8 89.0 81.2 90.1 86.4 84.0 95.4 59.3 92.8 77.8 62.5 71.6 81.1
inr2vec 81.3 76.91 80.2 76.2 70.3 70.1 88.0 65.0 90.6 82.1 77.4 94.4 61.4 92.7 79.0 56.2 68.6 78.5

TABLE 13.3. Part segmentation quantitative results. We report the IoU for each class, the mean
IoU over all the classes (class mIoU) and the mean IoU over all the instances (instance mIoU).
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FIGURE 13.7. Point cloud part segmentation.

a given cloud. We tackle this problem by training a decoder similar to that used to train
our framework (see Fig. 13.7a). Such decoder is fed with the inr2vec embedding of the
INR representing the input cloud, concatenated with the coordinate of a 3D query, and it is
trained to predict the label of the query point. We train it, as well as PointNet, PointNet++
and DGCNN, on the ShapeNet Part Segmentation dataset [334] with point clouds of 2048
points, with the same train/val/test of the classification task. Quantitative results reported in
Tab. 13.3 show the possibility of performing also a local discriminative task as challenging
as part segmentation based on the task-agnostic embeddings produced by inr2vec and, in
so doing, to reach performance not far from that of specialized architectures. Additionally,
in Fig. 13.7b we show point clouds reconstructed at 100K points from the input INRs and
segmented with high precision thanks to our formulation based on a semantic decoder
conditioned by the inr2vec embedding.

Shape generation. With the experiments reported above we validated that, thanks to
inr2vec embeddings, INRs can be used as input in standard deep learning machinery. In
this section, we address instead the task of shape generation in an adversarial setting to
investigate whether the compact representations produced by our framework can be adopted
also as medium for the output of deep learning pipelines. For this purpose, as depicted in
Fig. 13.8a, we train a Latent-GAN [335] to generate embeddings indistinguishable from those
produced by inr2vec starting from random noise. The generated embeddings can then be
decoded into discrete representations with the implicit decoder exploited during inr2vec
training. Since our framework is agnostic with respect to the original discrete representation
of shapes used to fit INRs, we can train Latent-GANs with embeddings representing point
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FIGURE 13.8. Learning to generate shapes from inr2vec latent space.

clouds or meshes based on the same identical protocol and architecture (two simple fully
connected networks as generator and discriminator). For point clouds, we train one Latent-
GAN on each class of ShapeNet10, while we use models of cars provided by [301] when
dealing with meshes. In Fig. 13.8b, we show some samples generated with the described
procedure, comparing them with SP-GAN [336] on the chair class for what concerns point
clouds and Occupancy Networks [301] (VAE formulation) for meshes. Generated examples
of other classes for point clouds are shown in Appendix A.10. The shapes generated with
our Latent-GAN trained only on inr2vec embeddings seem comparable to those produced
by the considered baselines, in terms of both diversity and richness of details. Additionally,
by generating embeddings that represent implicit functions, our method enables sampling
point clouds at any arbitrary resolution (e.g., 8192 points in Fig. 13.8b) whilst SP-GAN would
require a new training for each desired resolution since the number of generated points must
be set at training time.

Learning a mapping between inr2vec embedding spaces. We have shown that inr2vec
embeddings can be used as a proxy to feed INRs in input to deep learning pipelines, and
that they can also be obtained as output of generative frameworks. In this section we move a
step further, considering the possibility of learning a mapping between two distinct latent
spaces produced by our framework for two separate datasets of INRs, based on a transfer
function designed to operate on inr2vec embeddings as both input and output data. Such
transfer function can be realized by a simple fully connected network that maps the input
embedding into the output one and is trained by a standard MSE loss (see Fig. 13.9a). As
inr2vec generates compact embeddings of the same dimension regardless of the input INR
modality, the transfer function described here can be applied seamlessly to a great variety of
tasks, usually tackled with ad-hoc frameworks tailored to specific input/output modalities.
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FIGURE 13.9. Learning a mapping between inr2vec latent spaces.

Here, we apply this idea to two tasks. Firstly, we address point cloud completion on the
dataset presented in [337] by learning a mapping from inr2vec embeddings of INRs that
represent incomplete clouds to embeddings associated with complete clouds. Then, we tackle
the task of surface reconstruction on ShapeNet cars, training the transfer function to map
inr2vec embeddings representing point clouds into embeddings that can be decoded into
meshes. As we can appreciate from the samples in Fig. 13.9b and Fig. 13.9c, the transfer
function can learn an effective mapping between inr2vec latent spaces. Indeed, by processing
exclusively INRs embedding, we can obtain output shapes that are highly compatible with
the input ones whilst preserving the distinctive details, like the pointy wing of the airplane in
Fig. 13.9b or the flap of the first car in Fig. 13.9c.

13.4 Concluding Remarks

We have shown that it is possible to apply deep learning directly on individual INRs
representing 3D shapes. Our formulation of this novel research problem leverages on a
task-agnostic encoder which embeds INRs into compact and meaningful latent codes without
accessing the underlying implicit function. Our framework ingests INRs obtained from
different 3D discrete representations and performs various tasks through standard machinery.
However, we point out two main limitations: i) Although INRs capture continuous geometric
cues, inr2vec embeddings achieve results inferior to state-of-the-art solutions ii) There is no
obvious way to perform online data augmentation on shapes represented as INRs by directly
altering their weights. In the future, we plan to investigate these shortcomings as well as
applying inr2vec to other input modalities like images, audio or radiance fields. We will also
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investigate weight-space symmetries [338] as a different path to favour alignment of weights
across INRs despite the randomness of training. We reckon that our work may foster the
adoption of INRs as a unified and standardized 3D representation, thereby overcoming the
current fragmentation of discrete 3D data and associated processing architectures.
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Chapter 14

Neural Processing of Tri-Plane Hybrid
Neural Fields

14.1 Introduction

A world of neural fields. Neural fields [294] are functions defined at all spatial coordinates,
parameterized by a neural network such as a Multi-Layer Perceptron (MLP). They have been
used to represent different kinds of data, like image intensities, scene radiances, 3D shapes, etc.
In the context of 3D world representation, various types of neural fields have been explored,
such as the signed/unsigned distance field (SDF/UDF) [296, 297, 320], the occupancy field
(OF) [301, 300], and the radiance field (RF) [339]. Their main advantage is the ability to obtain
a continuous representation of the world, thereby providing information at every point in
space, unlike discrete counterparts like voxels, meshes, or point clouds. Moreover, neural
fields allow for encoding a 3D geometry at arbitrary resolution while using a finite number
of parameters, i.e., the weights of the MLP. Thus, the memory cost of the representation and
its spatial resolution are decoupled.

Recently, hybrid neural fields [294], which combine continuous neural elements (i.e., MLPs)
with discrete spatial structures (e.g.,voxel grids [300], point clouds [314], etc.) that encode
local information, are gaining popularity due to faster inference [305], better use of network
capacity [306] and suitability to editing tasks [307]. In particular, the community has recently
investigated tri-planes [310], a type of hybrid representation whose discrete components are
three feature planes (xy, yz, xz), due to its regular grid structure and compactness. Tri-planes
have been deployed for RF [312] and SDF [309].

Neural processing of neural fields. As conjectured in Chapter 13, due to their advantages
and increasing adoption in recent years, neural fields may become one of the standard
methods for storing and communicating 3D information, i.e., repositories of digital twins of
real objects stored as neural networks will become available. In such a scenario, developing
strategies to solve tasks such as classification or segmentation by directly processing neural
fields becomes relevant to utilize these representations in practical applications. For instance,
given a NeRF of a chair, classifying the weights of the MLP without rendering and processing
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FIGURE 14.1. Left: Neural processing of hybrid neural fields allows us to employ well-established
architectures to tackle deep learning tasks while avoiding problems related to processing MLPs,
such as the high-dimensional weight space and the random initialization. Right: We achieve
performance better than other works on this topic, close to methods that operate directly on
explicit representations. without sacrificing the reconstruction quality of neural fields.

images would be faster, less computationally demanding, and more straightforward, e.g.,there
is no need to understand where to sample the 3D space as there is no sampling at all.

Earlier methods on the topic, such as Functa [319], approached this scenario with shared
networks trained on the whole dataset conditioned on a different global embedding for each
object. In this case, a neural field is realized by the shared network plus the embedding, which
is then processed for downstream tasks. However, representing a whole dataset with a shared
network is difficult, and the reconstruction quality of neural fields inevitably drops (see the
plot in Fig. 14.1). For this reason, later approaches such as inr2vec, NFN [9], NFT [318], and
DWSNet [317] propose to process neural fields consisting of a single large MLP, such as
SIREN [304], for each object. Although this strategy effectively maintains the reconstruction
capabilities of neural fields, task performance suffers due to the challenges introduced by the
need to handle MLPs, such as the large number of weights and the difficulty of embedding
inductive biases into neural networks aimed at processing MLPs.

Moreover, randomly initialized MLPs trained on the same input data can converge to
drastically different regions of the weight space due to the non-convex optimization problem
and the symmetries of neural weight spaces [338, 340]. Thus, identifying a model capable of
processing MLPs and generalizing among all possible initializations is not straightforward.
Previous works partially address these problems: inr2vec proposes an efficient and scalable
architecture, and bypasses the initialization problem by fixing it across MLPs; NFN, NFT,
and DWSNet design networks that are equivariant to weight symmetries. Nonetheless, all
previous methods processing neural fields realized as single MLPs achieve unsatisfying
performance, far from established architectures that operate on explicit representations,
e.g.,point clouds or meshes, as shown in Fig. 14.1 right.

Neural processing of tri-plane neural fields. To overcome the limitations of previous
approaches and given the appealing properties of hybrid representations, in this paper, we
explore the new research problem of tackling common 3D tasks by directly processing tri-
plane neural fields. To this end, we analyze the information stored in the two components
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of this representation, which comprises a discrete feature space alongside a small MLP, and
find out that the former contains rich semantic and geometric information. Based on this
finding, we propose to process tri-plane neural fields by seamlessly applying, directly on the
discrete feature space, standard neural architectures that have been developed and engineered
over many years of research, such as CNNs [14] or, thanks to tri-plane compactness, even
Transformers [15] (Fig. 14.1 left). Moreover, we note empirically that the same geometric
structures are encoded in tri-planes fitted on the same shape from different initializations
up to a permutation of the channels. Thus, we exploit this property to achieve robustness to
the random initialization problem by processing tri-planes with standard architectures that
are made invariant to permutation of the channels. We achieve much better performance
than all previous methods in classifying and segmenting objects represented as neural fields,
almost on par with established architectures that operate on explicit representations, without
sacrificing the representation quality (Fig. 14.1). Finally, we observe that tri-plane neural
fields for individual objects have a much better representation quality than shared network
frameworks, comparable to the use of a large MLP (see Fig. 14.1 and Sec. 14.2.2).

Summary of our contributions. Code can be found at https://github.com/CVLAB-Unibo/
triplane_processing.

• We set forth the new research problem of solving tasks by directly processing tri-
plane neural fields. We show that the discrete features encode rich semantic and geometric
information, which can be elaborated by applying well-established architectures. Moreover,
we note how similar information is stored in tri-planes with different initializations of the
same shape. Yet, the information is organized with different channel orders.

• We show that applying well-established architectures on tri-planes achieves much
better results than processing neural fields realized as a large MLP. Moreover, we reveal that
employing architectures made invariant to the channel order improves performance in the
challenging but more realistic scenario of randomly initialized neural fields. In this way, we
almost close the gap between methods that operate on explicit representations and those
working directly on neural representations.

• To validate our results, we build a comprehensive benchmark for tri-plane neural field
classification. We test our method by classifying neural fields that model various fields (UDF,
SDF, OF, RF). In particular, to the best of our knowledge, we are the first to classify NeRFs
without explicitly reconstructing the represented signal.

• Finally, as the tri-plane structure is independent of the represented field, we train a single
network to classify diverse neural fields. Specifically, we show promising preliminary results
of a unique model capable of classifying UDF, SDF, and OF, showcasing some preliminary
experiments in the realm of Transfer Learning as this is the main topic of this dissertation.

https://github.com/CVLAB-Unibo/triplane_processing
https://github.com/CVLAB-Unibo/triplane_processing
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14.2 Tri-plane hybrid neural fields

14.2.1 Preliminaries

Neural fields. A field is a physical quantity defined for all domain coordinates. We
focus on fields describing the 3D world, and thus on R3 coordinates p = (x, y, z). We
consider the 3D fields commonly used in computer vision and graphics, i.e., the SDF [296]
and UDF [295], which map coordinates to the signed an unsigned distance from the closest
surface, respectively, the OF [301], which computes the occupancy probability, and the RF
[339], that outputs (R, G, B) colors and density σ. A field can be modeled by a function, Φ,
parameterized by θ. Thus, for any point p, the field is given by q̂ = Φ(p; θ). If parameters
θ are the weights of a neural network, Φ is said to be a neural field. On the other hand, if
some of the parameters are the weights of a neural network, whereas the rest encode local
information within a discrete spatial structure, Φ is a hybrid neural field [294].

Tri-plane representation. A special case of hybrid neural fields, originally proposed in
[310], is parameterized by a discrete tri-plane feature map, T, and a small MLP network,
M (Fig. 14.2, left). T consists of three orthogonal 2D feature maps, T = (Fxy, Fxz, Fyz),
with Fxy, Fxz, Fyz ∈ RC×H×W , where C is the number of channels and W, H are the spatial
dimensions of the feature maps. The feature vector associated with a 3D point, p, is computed
by projecting the point onto the three orthogonal planes so to get the 2D coordinates, pxy, pxz,
and pyz, relative to each plane. Then, the four feature vectors corresponding to the nearest
neighbours in each plane are bi-linearly interpolated to calculate three feature vectors, fxy,
fxz, and fyz, which are summed up element-wise to obtain f = fxy + fxz + fyz, f ∈ RC.

Finally, we concatenate f with a positional encoding [339], PE, of the 3D point p and feed
it to the MLP, which in turn outputs the field value at p: q̂ = Φ(p; θ) = M([f, PE]). We
implement M with sin activation functions [304] to better capture high-frequency details.

Learning tri-planes. To learn a field, we optimize a (T, M) pair for each 3D object, starting
from randomly initialized parameters, θ, for both M and T. We sample N points pi and
feed them to T and M to compute the corresponding field quantities q̂i = Φ(pi; θ). Then,
we optimize θ with a loss, L, capturing the discrepancy between the predicted fields q̂i and
the ground truth yi, applying an optional mapping between the output and the available
supervision if needed (e.g.,volumetric rendering in case of RF). An overview of this procedure
is shown on the left of Fig. 14.2 and described in detail in Appendix B.1. We repeat this process
for each 3D shape of a dataset, thereby creating a dataset of tri-plane hybrid neural fields
(Fig. 14.2, right). We set C to 16 and both H and W to 32. We use MLPs with three hidden
layers, each having 64 neurons. We note that our proposal is independent of the learning
procedure, and, in a scenario in which neural fields are a standard 3D data representation,
we would already have datasets available.
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FIGURE 14.2. Left: Tri-plane representation and learning of each neural field. Right: Datasets are
composed of many independent tri-plane hybrid neural fields, each representing a 3D object.

14.2.2 Tri-plane analysis

We investigate here the benefits of tri-planes for 3D data representation and neural
processing. Firstly, we assess their reconstruction capability, which is crucial in a world where
neural fields may be used as a standard way to represent 3D assets. Secondly, we analyze
the information learned in the 2D planes and how to be robust to the random initialization
problem when handling tri-planes.

Reconstruction quality.
We assess the tri-plane reconstruction performance by following the benchmark intro-

duced in inr2vec. In Tab. 14.1, we present the quantitative outcomes obtained by fitting
SDFs and UDFs from meshes and point clouds of the Manifold40 dataset [278]. We compare
with neural fields employed in inr2vec inr2vec and alternatives based on a shared archi-
tecture, such as DeepSDF [296] and Functa [319]. Given the SDF and UDF fields learned
by each framework, we reconstruct the explicit meshes and point clouds as described in
Appendix B.2.1 and evaluate them against the ground-truths. To conduct this evaluation, we
sample dense point clouds of 16,384 points from both the reconstructed and ground-truth
shapes. We employ the Chamfer Distance [332] and the F-Score [341] to evaluate fidelity
to ground-truths. As for meshes, the tri-planes representation stands out with the lowest
Chamfer Distance (CD) (0.18 mm), indicating its excellent reconstruction quality despite
the relatively small number of parameters (only 64K). For point clouds, tri-planes produce
reconstructions slightly worse than inr2vec but still comparable, i.e., 0.21m vs 0.24mm CD. In
Appendix B.2.2 (Fig. B.7), we show reconstructions attained from tri-plane representations for
various types of fields. Moreover, in agreement with the findings of inr2vec, Tab. 14.1 shows
that shared network frameworks such as DeepSDF and Functa yield significantly worse
performance in terms of reconstruction quality. We finally point out how sharing the MLP
for all tri-planes is not as effective as learning individual neural fields (third vs second row).
These results support our intuition that reconstruction quality mandates hybrid neural fields
optimized individually on each data sample and highlight the importance of investigating
the direct neural processing of these representations. In Appendix B.2.3 (Fig. B.2, Fig. B.3),
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Mesh from SDF Point Cloud from UDF

Method Type # Params (K) CD (mm) F-score (%) CD (mm) F-score (%)

inr2vec Single 800 0.26 69.7 0.21 65.5
Tri-plane Single 64 0.18 68.6 0.24 60.7

Tri-plane Shared 64 1.57 42.9 3.45 33.3
DeepSDF [296] Shared 2400 6.6 25.1 5.6 5.7
Functa [319] Shared 7091 2.85 21.3 12.8 5.8

TABLE 14.1. Results of mesh and point cloud reconstruction on the Manifold40 test set. “Single”
and “Shared” indicate neural fields trained on each shape independently or on the whole dataset.

View Tri-plane (TA, MA) (TB, MB) (TA, MB) (Permuted TA, MB)
SD

F
U

D
F

R
F

FIGURE 14.3. Left: For three different hybrid neural fields (from top to bottom: SDF, UDF, RF)
we render a view of the reconstructed 3D object alongside the corresponding tri-plane feature
map. Right: From left to right, reconstructions of two (tri-plane, MLP) pairs with different
initializations, namely (TA, MA) and (TB, MB); the mixed pair (TA, MB); a channel permutation
of TA and MB.

we show the reconstructions obtained by tri-planes and the other approaches considered in
our evaluation.

Tri-plane content. To investigate how to directly process tri-plane neural fields, we
inspected the content of their discrete spatial structure by visualizing the features stored in
a plane alongside the view of the object rendered from the vantage point corresponding to
the plane. Examples of these visualizations are depicted in Fig. 14.3 (left) for various objects
such as a car, an airplane, and a bottle. To visualize features as a single image, displayed by a
viridis colormap, we take a sum across the feature channels at each spatial location. These
visualizations show clearly that the tri-plane spatial structure learns the object shape, i.e., it
contains information about its geometry. For this reason and further investigations reported
in Appendix B.4, we conjecture, and demonstrate empirically in subsequent sections, that to
tackle tasks such as classification and segmentation we can discard the MLPs and process
only the tri-plane structure of the neural fields. Remarkably, the regular grid structure of
tri-planes allows us to deploy popular and effective neural architectures, such as CNNs and
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Transformers. On the contrary, direct ingestion of MLPs for neural processing is problematic
and leads to sub-optimal task performance.

Random initialization. Furthermore, we investigate the effect of random initializations
on tri-plane neural fields. We note here that by “random initialization” we mean that each
(tri-plane, MLP) pair adheres to the same initialization scheme but has a different random
seed (see Appendix B.5.5). We find out empirically that the main difference between tri-plane
structures learned from different optimizations of the same shape lies in the channel order
within a feature plane. Indeed, we conducted experiments where we fit the same 3D shape
twice (see Fig. 14.3 (right)), starting from two random initializations of both the tri-plane
structure and the MLP weights. Although the geometric content of the two tri-planes is
similar, due to the different initialization, the tri-plane learned in the first run cannot be used
with the MLP obtained in the second (third column of Fig. 14.3, right side), and vice-versa.
However, it is always possible to find a suitable permutation of the channels of the first tri-
plane such that the second MLP can correctly decode its features (fourth column of Fig. 14.3,
right side), and vice-versa. We found the right permutation by a brute-force search based on
maximizing reconstruction quality. To make the search feasible, we used a smaller number of
channels, i.e., C = 8 rather than C = 16. Still, the experimental results in Sec. 14.3.1 support
our belief that the main source of variance across randomly initialized tri-plane optimizations
of the same shape consists of a permutation of the channel order.

Thus, unlike neural fields realized as MLPs, with tri-planes, it is straightforward to
counteract the nuisances due to random initialization by adopting standard architectures
made invariant to the channel order.

14.2.3 Architectures for neural processing of tri-plane neural fields

Based on the above analysis, we propose to process tri-planes with Transformers [15]. In
particular, we propose to rely on a Transformer encoder without positional encoding, which
is equivariant to token positions. By tokenizing tri-planes so that each token represents a
channel of a plane, such architecture seamlessly computes representations equivariant to the
order of the channels. Specifically, we unroll each channel of size H × W, to obtain a token
of dimension HW within a sequence of length 3C tokens. These tokens are then linearly
projected and fed into the Transformer. The output of the encoder is once again a sequence of
3C tokens.

For global tasks like classification, the output sequence is subsequently subjected to a
max pool operator to obtain a global embedding that characterizes the input shape. In our
experiments, this embedding is then processed through a stack of fully connected layers to
compute the logits. The way the tokens are defined, the absence of positional encoding, and
the final max pool operator allow for achieving invariance to the channel order. For dense
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tasks like part segmentation, instead, we also utilize the decoder part of Transformers. More
specifically, we treat the coordinates queries to segment as a sequence of input tokens to the
decoder. Each point p with coordinates (x, y, z) undergoes positional encoding [339] and is
then projected to a higher-dimensional space using a linear layer.

By leveraging the cross-attention mechanisms within the decoder, each input token
representing a query point can globally attend to the most relevant parts of the tri-planes
processed by the encoder to produce its logits. Additional details about the architectures,
including block diagrams, are reported in Appendix B.5.3.

14.3 Tasks on Neural fields

14.3.1 Neural field classification

Benchmark.
We perform extensive tests to validate our approach. In so doing, we build the first

neural field classification benchmark, where we compare all the existing proposals for neural
field processing on the task of predicting the category of the objects represented within the
field without recreating the explicit signal. Specifically, we test all methods on UDF fields
obtained from point clouds of ModelNet40 [182], ShapeNet10 [28], and ScanNet10 [28]; SDF
fields learned from meshes of Manifold40 [278]; OF fields obtained from voxels grids of
ShapeNet10. In addition, we provide for the first time classification results on neural radiance
fields (RF), learned from ShapenetRender [342]. See Appendix B.5.1 for more details on
the benchmark. Besides a simple MLP baseline, we compare with frameworks designed to
process neural fields realized as MLPs, i.e., inr2vec, NFN [9], NFT [318], and DWSNet [317].
These methods process single MLP neural fields, which we implement as SIREN networks
[304]. Differently from inr2vec, the MLPs in our benchmark are randomly initialized to simulate
real-world scenarios. Unlike all previous methods, ours processes individual tri-plane neural
fields, which are also randomly initialized. Moreover, we compare with frameworks where
neural fields are realized by a shared network and a small latent vector or modulation, i.e.,
DeepSDF [296] and Functa [319]. Whenever possible, we use the official code released by the
authors to run the experiments. Note that not all frameworks can be easily extended to all
fields. Therefore, we only test each framework in the settings that are compatible with our
resources and that do not require fundamental changes to the original implementations (see
Appendix B.5.2 for more details).

Results. As we can observe in Tab. 14.2, overall, shared architecture frameworks (DeepSDF
and Functa) outperform previous methods that directly operate on neural fields represented
as a single neural network.
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UDF SDF OF RF

Method Type Input ModelNet40 ShapeNet10 ScanNet10 Manifold40 ShapeNet10 ShapeNetRender

DeepSDF [296] Shared Latent vector 41.2 76.9 51.2 64.9 – –
Functa [319] Shared Modulation 87.3 83.4 56.4 85.9 36.3 –

inr2vec Single MLP 10.6 42.0 40.9 13.1 38.6 –
MLP Single MLP 3.7 28.8 36.7 4.2 29.6 22.0
NFN [9] Single MLP 9.0 9.0 45.3 4.1 33.8 87.0
NFT [318] Single MLP 6.9 6.9 45.3 4.1 33.8 85.3
DWSNet [317] Single MLP 56.3 78.4 62.2 47.9 79.1 83.1
Ours Single Tri-plane 87.0 94.1 69.1 86.8 91.8 92.6

TABLE 14.2. Test set accuracy for shape classification across neural fields. We compare several
frameworks capable of processing neural fields

However, we point out again that the reconstruction capability of such frameworks is poor,
as shown in Sec. 14.2.2. Conversely, previous methods that utilize individual neural fields
demonstrate superior reconstruction quality but struggle to perform effectively in real-world
scenarios where shapes need to be fitted starting from arbitrary initialization points. inr2vec
makes the assumption of learning all MLPs starting from the same initialization, and it does
not work when this initialization schema is not applied. Among the family of methods
that adopt layers equivariant and invariant to permutations of the neurons, only DWSNet
works on the large MLPs constituting our benchmark, though performance tends to be worse
than shared network approaches. Our method delivers the best of both worlds: it ingests
tri-planes neural fields, which exhibit excellent reconstruction quality while achieving the
best performance overall, often surpassing by a large margin all other methods, including
those relying on a shared neural field, e.g.,the accuracy on ScanNet10 is 56.4 for Functa vs 69.1
for our method. Hence, we can state confidently that our approach achieves the best trade-off
between classification accuracy and reconstruction quality. Finally, we highlight that our
proposal is effective with all the datasets and kinds of fields addressed in the experiments.

Comparison with explicit representations. In Tab. 14.3, we compare our method against
established architectures specifically designed to process explicit representations. For a fair
comparison, we reconstruct the explicit data from each field so that exactly the same shapes
are used in each experiment. Practically, we reconstruct point clouds, mesh, and voxel grids
from UDF, SDF, and OF, respectively. Then, we process them with specialized architectures,
i.e., PointNet [160] for point clouds, MeshWalker [289] for meshes, and Conv3DNet [258] for
voxel grids. As for RF, we render a multi-view dataset with 36 views for each object. Then, we
train 36 per-view ResNet50 [14] so as to ensemble the predictions at test time. We highlight
how our proposal, which can classify every neural field with the same standard architecture,
almost closes the performance gap with respect to specialized architectures designed to process
explicit representations. Noticeably, we show that NeRFs can be classified accurately from
the features stored in a tri-plane structure without rendering any images.

Towards universal tri-plane classification. Finally, to the best of our knowledge, we
implement for the first time a universal tri-plane classifier, i.e., a model which can be trained
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Method Input ModelNet40 ShapeNet10 ScanNet10 Manifold40 ShapeNet10 ShapeNetRender

Ours Tri-plane 87.0 94.1 69.1 86.8 91.8 92.6

PointNet [160] Point Cloud 88.8 94.3 72.7 – – –
MeshWalker [289] Mesh – – – 90.0 – –
Conv3DNet [258] Voxel – – – – 92.1 –
ResNet50 [14] Images – – – – – 94.0

TABLE 14.3. Comparison with explicit representations. Top: Test set accuracy of our neural field
processing method. Bottom: Standard networks trained and tested on explicit representations.

and tested with any kind of tri-plane hybrid neural field. Indeed, since the tri-plane structure,
as well as the neural processing architecture, are just the same, regardless of the kind of field,
we can seamlessly learn a unified model able to classify a variety of fields. For example, we
start from the meshes of the Manifold40 dataset and obtain the corresponding point clouds
and voxel grids so as to fit three different fields (SDF, UDF, and OF). Accordingly, we build
training, validation, and test sets with samples drawn from all three fields. More precisely, if
a shape appears in a set represented as an SDF, it also appears in that set as a UDF and OF.
Then, as reported in Tab. 14.4, we run classification experiments by training models on each
of the individual fields as well as on all three of them jointly. The results show that when a
classifier is trained on only one field, it may not generalize well to others. On the other hand,
a single model trained jointly on all fields not only works well with test samples coming from
each one, but it also outperforms the models trained individually on a single kind of field.

14.3.2 Neural field 3D part segmentation

We explore here the potential of our method in tackling dense prediction tasks like part
segmentation, where the goal is to predict the correct part label for any given 3D point.

In Tab. 14.5, we compare our method to inr2vec, which was trained on fields generated
from random initialization and is the only competitor capable of addressing the part seg-
mentation task. Our experiments were conducted by fitting UDF fields from point clouds
of 2048 points from the ShapeNetPart dataset [334]. As a reference, we present the results
obtained using specialized architectures commonly used for point cloud segmentation, like
PointNet, PointNet++, and DGCNN. As in inr2vec, all models are trained on the point clouds
reconstructed from the fitted fields.

We observe that our proposal outperforms inr2vec by a large margin, with improvements
of 20% and 16.7% for instance and class mIoU, respectively. Moreover, Tab. 14.5 demonstrates
once again that tri-planes are effective in substantially reducing the performance gap between
processing neural fields and explicit representations.

14.3.3 Different architectures for tri-plane processing

In Tab. 14.6, we compare several plausible alternatives to Transformers for processing
tri-planes, which have roughly the same number of parameters and have been trained with
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Train Test

UDF SDF OF UDF SDF OF

✓ 84.7 78.4 15.6
✓ 67.3 86.8 11.9

✓ 49.3 46.9 77.7
✓ ✓ ✓ 87.4 87.8 80.3

TABLE 14.4. Universal tri-plane classifier. Test set accuracy on Manifold40.
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inr2vec MLP 64.2 64.5 57.9 72.9 67.8 56.4 67.6 48.4 81.6 70.6 55.5 88.8 51.5 87.2 64.7 40.1 58.4 62.5
Ours Tri-plane 84.2 81.3 83.0 80.2 87.4 76.6 90.2 68.2 91.6 85.9 82.1 95.0 70.7 94.4 81.9 59.0 73.4 80.9

PointNet [160] Point Cloud 83.1 78.96 81.3 76.9 79.6 71.4 89.4 67.0 91.2 80.5 80.0 95.1 66.3 91.3 80.6 57.8 73.6 81.5
PointNet++ [161] Point Cloud 84.9 82.73 82.2 88.8 84.0 76.0 90.4 80.6 91.8 84.9 84.4 94.9 72.2 94.7 81.3 61.1 74.1 82.3
DGCNN [167] Point Cloud 83.6 80.86 80.7 84.3 82.8 74.8 89.0 81.2 90.1 86.4 84.0 95.4 59.3 92.8 77.8 62.5 71.6 81.1

TABLE 14.5. Part segmentation results. Top: Implicit frameworks. Bottom: Methods on explicit
representation. In bold, best results among frameworks processing neural fields.

the same hyperparameters. As discussed previously, since tri-planes contain an informative
and regular discrete data structure and are compact, they can be processed with standard
architectures. Hence, we test an MLP, a ResNet50 [14], and two variants of PointNet all
with roughly the same parameters. A simple MLP that processes the flattened tri-planes
(row 1) severely underperforms with respect to the alternatives, likely due to its inability
to capture the spatial structures present in the input as well as its sensitivity to the channel
permutation caused by random initializations. A standard CNN like ResNet50, processing tri-
planes stacked together and treated as a multi-channel image of resolution W × H, is instead
equipped with the inductive biases needed to effectively process the spatial information
contained in the tri-planes (Fig. 14.3) and already delivers promising performance, although
it cannot cope with channel permutations.

In Tab. 14.6, we compare several plausible alternatives to Transformers for processing
tri-planes, which have roughly the same number of parameters and have been trained with
the same hyperparameters. As discussed previously, since tri-planes contain an informative
and regular discrete data structure and are compact, they can be processed with standard
architectures. Hence, we test an MLP, a ResNet50 [14], and two variants of PointNet all
with roughly the same parameters. A simple MLP that processes the flattened tri-planes

UDF SDF OF

Method Input ModelNet40 ShapeNet10 ScanNet10 Manifold40 ShapeNet10

MLP Tri-plane 41.6 84.2 55.8 40.2 79.1
CNN Tri-plane 82.2 92.1 63.4 82.5 88.4
PointNet Tri-plane 85.8 93.4 69.3 85.6 91.5
Spatial PointNet Tri-plane 32.3 65.4 51.3 37.0 54.7
Transformer Tri-plane 87.0 94.1 69.1 86.8 91.8

TABLE 14.6. Ablation study of architectures for tri-plane neural field classification
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(row 1) severely underperforms with respect to the alternatives, likely due to its inability
to capture the spatial structures present in the input as well as its sensitivity to the channel
permutation caused by random initializations. A standard CNN like ResNet50, processing tri-
planes stacked together and treated as a multi-channel image of resolution W × H, is instead
equipped with the inductive biases needed to effectively process the spatial information
contained in the tri-planes (Fig. 14.3) and already delivers promising performance, although
it cannot cope with channel permutations.

14.4 Concluding remarks and limitations

We have shown that tri-plane hybrid neural fields are particularly amenable to direct neu-
ral processing without sacrificing representation quality. Indeed, by feeding only the tri-plane
structure into standard architectures, such as Transformers, we achieve better classification
and segmentation performance compared to previous frameworks aimed at processing neural
fields and dramatically shrink the gap with respect to specialized architectures designed
to process 3D data represented explicitly. To validate our intuitions, we propose the first
benchmark for neural processing of neural fields, which includes the main kinds of fields
used to model the 3D world as well as all the published methods that tackle this very novel
research problem. Within our experimental evaluation, we show for the first time that NeRFs
can be effectively classified without rendering any images.
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Chapter 15

Final Remarks

In this thesis, we explored the problem of Transfer Learning from several points of view.
In the first part, we mainly focused on 2D Semantic Segmentation and studied how its
relationship with other tasks such as Depth Estimation and Edge Detection can be exploited
to boost the model performance on unlabelled datasets.

We started from Chapter 3 by introducing a novel framework able to transfer knowledge
by learning a transfer function in feature space between two networks. In particular, this
mapping can be learned by means of a neural network and we proposed two effective ways
to facilitate the learning process of this function. First, we found that it is important to align
the features at the input level of the transfer function, and we implemented this strategy by
introducing the NDA (Norm Discrepancy Alignment) loss. Then, we demonstrated how
exploiting an additional auxiliary task, such as Edge Detection, that shares some fundamental
properties with the other two main tasks can further enrich the feature learned by the two
networks and ease the learning of the transfer function. As argued previously in Chapter 3,
this approach is complementary to other common Domain Adaptation techniques. Therefore,
we proposed in Chapter 4 an effective way to leverage this framework such that it can be
plugged seamlessly into other Domain Adaptation methods. At its core, the main idea is
to exploit Self-Supervised Monocular Depth Estimation to provide strong geometric priors
to improve the predictions of a Semantic Segmentation network that already applies some
alignment strategies but lacks geometric knowledge. Then, we implemented an effective
data augmentation strategy for Self-training that is once again based on the geometric cues
provided by the monocular depth estimation network. We believe that this synergy between
Depth Estimation and Semantic Segmentation (or other tasks in general) is key for obtaining
a model capable of working well in unseen scenarios. Indeed, many works followed this idea
[343, 344, 345] and have been able to further improve performance. Finally, in Chapter 5, we
focused on the core problem of Semantic Segmentation which is obtaining sharp segmentation
masks even on unllabeled datasets. To this end, we have shown that domain-invariant
features can be used to estimate a displacement map, that can be subsequently exploited to
refine the segmentation mask. Combined with a novel Self-training strategy that is specifically
designed to keep valuable information at the boundaries of an object, we have been able to
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considerably improve performance along boundaries with respect to previous methods.
In the second part of the thesis, we examined the Transfer Learning problem applied to

3D data such as point clouds. This field has emerged in the last years and it is relatively
new compared to the much richer literature of UDA for 2D Semantic Segmentation. First,
in Chapter 7, we largely improved upon state-of-the-art UDA for point cloud classification
showing that Self-training can be quite effective in this scenario. In particular, we designed
a specific 3D strategy based on point cloud reconstruction that is able to refine effectively
pseudo-labels obtained from a previously pre-trained model. In Chapter 8, we went one
step further and inspired by popular and successful Self-Supervised techniques for 2D data,
we proposed a novel strategy to learn features on the target domain without the need for
annotations that preserve feature discriminability. We also leveraged the tools provided
by GNNs to implement a Self-training algorithm able to refine misclassified samples by
reasoning globally on the target domain.

As new ways of representing 3D data such as Neural Fields are emerging in the vision
community, it would be interesting to investigate whether these representations are more
suitable to tackle Transfer Learning. Some early works, such as [200], already provided
some hints on the usefulness of implicit representations for Domain Adaptation applied to
3D data, although more research should be conducted to clearly establish its advantages in
this field. With the hope of inspiring the reader on this aspect, we also included in Part IV
some recent developments on processing directly Neural Fields, which we believe could
provide a unified and a standalone representation method for continuous signal and 3D
more specifically. Hence, in Chapter 13, we presented inr2vec, a representation learning
framework that allows encoding the weights of a network representing a 3D shape into
a compact embedding, so that it can be used to solve common downstream tasks such as
point cloud classification or part segmentation. Nonetheless, inr2vec requires all networks
representing 3D shapes to be initialized in the same way to work correctly. For this reason, in
Chapter 14, we proposed to adopt tri-plane hybrid neural fields instead, and we demonstrated
that this representation is particularly amenable for direct processing without sacrificing
representation quality. With these additional chapters, we hope to stimulate further research
on investigating whether this representation can also be effective for Transfer Learning, and
we included some preliminary results showing that Neural Fields representing different
modalities such as point clouds, meshes and voxels can be used together to boost performance
for 3D shape classification, although within the same domain. This can be however already
seen as a form of Transfer Learning between different 3D representations. Indeed, thanks
to the Neural Field representation, we have shown that a classifier trained on Neural Field
obtained from point clouds can be used to classify Neural Fields representing meshes and
vice-versa.

We concluded our journey on the classical Transfer Learning problem in the third part
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of this dissertation, where we merged the knowledge acquired in the two previous parts to
tackle a much more challenging and realistic adaptation scenario: UDA for Multi-Modal 3D
Semantic Segmentation. We exploited once again in Chapter 10 the synergy between depth
and segmentation to improve existing works. In particular, given the availability of multiple
sensors at the same time, we extracted depth maps from the LiDAR sensor and used Depth
Completion as an auxiliary task to boost the performance of the 2D network responsible for
estimating the segmentation mask given the corresponding RGB data. In turn, we exploited
the completed depth map, to also improve the 3D network by means of a novel Self-training
strategy. We further contribute to the field in Chapter 11 by studying the complementarity of
the 2D and 3D networks. Indeed, as examined in Chapter 10, the de-facto architecture for
addressing Multi-Modal Domain Adaptation foresees a two-branch model to process the two
inputs independently, to then merge the final segmentation mask at the end. Thus we shed
some light on this aspect and provide an intuitive explanation based on the notion of the
effective receptive field of why processing data with these two networks grants orthogonal
predictions that can be effectively fused together.

In conclusion, this thesis introduces various strategies to address the Transfer Learning
problem in the presence of limited annotation. The fundamental insight derived from this
dissertation is that, in such situations, exploring the relationships between different yet
related tasks holds great promise for achieving robust performance, even when dealing with
unlabeled datasets.

Looking ahead, we would like to suggest two potential avenues for further research in
this dynamic field. Firstly, delving into recent advancements in Self-supervised learning
techniques, such as [346, 347], presents an intriguing opportunity as these techniques show-
case notable effectiveness in learning robust features, even for dense tasks such as Semantic
Segmentation. Indeed, given that unlabeled data is frequently available in the target domain,
recent advancements in Self-supervised could be used to obtain more robust models.

A second interesting and more ambitious future direction is to investigate whether implicit
representations can be exploited to reduce the domain gap for 3D semantic segmentation.
Indeed, as emerged from this thesis and previous work in the literature, one of the main
problems in UDA for 3D Semantic Segmentation is the input representation. Although
the input data always consists of point clouds with xyz coordinates, many factors may
worsen the gap among the distributions. The most evident is probably the density of such
points. To alleviate this problem, an exciting direction to pursue is the possibility of using
implicit representations to decouple the input data (i.e. its content) from its representation.
This opens up the possibility of sampling the input signal at the desired resolution and
extracting representations that are domain-independent. A seminal work that can be used as
a starting point is [348], in which the authors propose to fit a neural field from LiDAR scans.
Following this line of research, another compelling direction would be to apply common
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domain adaptation algorithms directly to Neural Fields. This strategy would have the great
advantage that it could be applied seamlessly to any kind of data since Neural Fields can
potentially represent any continuous signal.
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Appendix A

Deep Learning on Implicit Neural
Representations of Shapes

A.1 Individual INRs vs. Shared Network Frameworks

In this section, we aim to compare the representation power of individual INRs (i.e., one
network for each data point) with the one of frameworks adopting a single shared network
for the whole dataset, like DeepSDF [296], OccupancyNetworks [301] or [319]. The important
difference between such approaches and our method relies in the fact that in shared network
frameworks, the shared network and the set of latent codes are the implicit representation,
whose reconstruction quality is negatively affected by using a single network to represent the
whole dataset, as shown below. In our framework, instead, we decouple the representations
(INRs) from the embeddings used to process them in downstream tasks (yielded by inr2vec).
The quality of the representation is then entrusted to the individual INRs and inr2vec does
not influence it.

To compare the representation quality of individual INRs with the one of share network
frameworks, we fitted the SDF of the meshes in the Manifold40 dataset with OccupancyNet-
works [301], DeepSDF [296] and LatentModulatedSiren (i.e., the architecture used by the
contemporary work that addresses deep learning on INRs [319]). Then, we reconstructed
the training discrete meshes from the three frameworks and we compared them with the
ground-truth ones, performing the same comparison using the discrete shapes reconstructed
from individual INRs. To perform the comparison, we first reconstructed meshes and then
we sampled dense point clouds (16,384 points) from the reconstructed surfaces, doing the
same for the ground-truth meshes. We report the quantitative comparisons in Tab. A.1, using
two metrics: the Chamfer Distance as defined in [332] and the F-Score as defined in [341].

The comparison reported in the Tab. A.1a shows that both OccupancyNetworks and
LatentModulatedSiren cannot represent the shapes of the training set with a good fidelity,
most likely because of the single shared network that struggles to fit a big number of shapes
with high variability (∼10K shapes, 40 classes). At the same time, DeepSDF obtains really
poor scores, highlighting the difficulty of training an auto-decoder framework on a large and
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Method train set
CD (mm) ↓ F-Score ↑

OccupancyNetworks 0.8 0.44
DeepSDF 11.1 0.14

LatentModulatedSiren 0.7 0.37
Individual INRs 0.3 0.50

(A) Train set.

Method test set
CD (mm) ↓ F-Score ↑

OccupancyNetworks 1.3 0.39
DeepSDF 6.6 0.25

LatentModulatedSiren 1.9 0.28
Individual INRs 0.3 0.49

(B) Test set.

TABLE A.1. Individual INRs vs. shared network frameworks. Comparison between discrete
meshes reconstructed from individual INRs and from shared network frameworks on Manifold40.

varied dataset. Individual INRs, instead, produce reconstructions with good quality, even if
we adopted a fitting procedure with only 500 steps for each shape.

Moreover, the approaches based on a conditioned shared network tend to fail in represent-
ing unseen samples that are out of the training distribution. Hence, in the foreseen scenario
where INRs become a standard representation for 3D data hosted in public repositories, lever-
aging on a single shared network may imply the need to frequently retrain the model upon
uploading new samples which, in turn, would change the embeddings of all the previously
stored data. On the contrary, uploading the repository with a new shape would not cause
any sort of issue with individual INRs, where one learns a network for each data point.

To better support our statements, in Tab. A.1b we report the comparison between shape
reconstructed from OccupancyNetworks, DeepSDF, LatentModulatedSiren and individual
INRs, using shapes from the test set of Manifold40, i.e., shapes unseen at training time. The
numbers show that both OccupancyNetworks and LatentModulatedSiren present a drop in
the quality of the reconstructions, indicating that both frameworks struggle to represent new
shapes not available at training time. Surprisingly, DeepSDF produces better scores on the
test set with respect to the results on the train set, but still presents a quite poor performance
in comparison with the other methods. Conversely, the problem of representing unseen
shapes is inherently inexistent when adopting individual INRs, as shown by the numbers in
the last row of Tab. A.1b, which are almost identical to the ones presented in Tab. A.1a.

We report in Fig. A.1 and Fig. A.2 the comparison described above from a qualitative
perspective. It is possible to observe that the visualizations confirm the results posted in
Tab. A.1, with shared network frameworks struggling to represent properly the ground-truth
shapes, while individual INRs enable high-fidelity reconstructions.

We believe that these results highlight that frameworks based on a single shared network
cannot be used as medium to represent shapes as INRs, because of their limited representa-
tion power when dealing with large and varied datasets and because of their difficulty in
representing new shapes not available at training time.
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GT Individual INRS OccNet DeepSDFLMS

FIGURE A.1. Individual INRs vs. shared network frameworks (train shapes). Qualitative
comparison of meshes from Manifold40 reconstructed from individual INRs or from shared
network frameworks, when dealing with training shapes. OccNet stands for OccupancyNetworks,
LMS stands for LatentModulatedSiren.
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GT Individual INRS OccNet LMS DeepSDF

FIGURE A.2. Individual INRs vs. shared network frameworks (test shapes). Qualitative
comparison of meshes from Manifold40 reconstructed from individual INRs or from shared
network frameworks, when dealing with shapes unseen during training. OccNet stands for
OccupancyNetworks, LMS stands for LatentModulatedSiren.
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A.2 Obtaining INRs from 3D Discrete Representations

In this section, we detail the procedure used when fitting INRs to create the datasets
used in this work. Given a dataset of 3D shapes we train a set of the same number of
MLPs, fitting each one on a single 3D shape. Every MLP is thus trained to approximate a
continuous function that describes the represented shape, the nature of the function being
chosen according to the discrete representation in which the shape is provided. We adopt
MLPs with multiple hidden layers of the same dimension as done in [304, 324, 325, 326, 327],
interleaved by the sine activation function, as proposed in [304], to enhance the capability of
the MLPs to fit the high frequency details of the input signal.

In its general formulation, an INR can be used to fit a continuous function f : Rin → Rout.
To do so, a training set composed of N points xi ∈ Rin with i = 1, 2, ..., N, paired with values
yi = f (xi) ∈ Rout, is exploited to find the optimal parameters θ∗ for the MLP that implements
the INR, by solving the optimization problem:

θ∗ = arg min
θ

1
N

N

∑
i=1

ℓ(yi, fθ(xi)), (A.1)

where fθ represents the function f approximated by the MLP with parameters θ and ℓ is a
loss function that computes the error between predicted and ground-truth values.

The output value fθ(xi) is computed as a series of linear transformations, each one
followed by a non-linear activation function (i.e., the sine function in our case), except the
last one. Considering a MLP m, the mapping between its layers L − 1 and L consists in
a linear transformation that maps the values hL−1

m ∈ RDL−1 from the layer L − 1 into the
values hL

m = ϕ(WL
mhL−1

m + bL
m) ∈ RDL of the layer L, with WL

m being the matrix of weights
∈ RDL×DL−1 , bL

m being the biases vector ∈ RDL , and ϕ(·) the non-linearity [304]. If we
now consider M MLPs used to fit M different INRs and the mapping between the layers
L − 1 and L, we can easily compute such mapping simultaneously for all the MLPs on
modern GPUs thanks to tensor programming frameworks. The mapping consists indeed
in a straightforward tensor contraction operation, where the values hL−1 ∈ RM×DL−1 of the
layer L − 1 are mapped to the values hL = WLhL−1 + bL ∈ RM×DL of the layer L, with
WL ∈ RM×DL×DL−1 and bL ∈ RM×DL . Extending this formulation to all the layers of the
chosen MLP architecture allows to fit multiple INRs in parallel.

In the following, we describe how we train MLPs to obtain INRs starting from point
clouds, triangle meshes and voxel grids.

Point clouds. The INR for a 3D shape represented by a point cloud P encodes the unsigned
distance function (ud f ) of the point cloud P . Given a point p ∈ R3, the value ud f (p) is defined
as minq∈P ∥p − q∥2, i.e., the euclidean distance from p to the closest point q of the point
cloud. After preparing a training set of N points xi ∈ R3 with i = 1, 2, ..., N, coupled with
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their ud f values yi ∈ R, the INR of the underlying 3D shape is obtained by training a MLP to
regress correctly the ud f values, with the learning objective:

Lmse =
1
N

N

∑
i=1

(yi − fθ(xi))
2, (A.2)

that consists in the mean squared error between ground-truth values yi and the predictions
by the MLP fθ(xi). An alternative objective is converting the ud f values yi into values ybce

i
continuously spanned in the range [0, 1], with 0 and 1 representing respectively the predefined
maximum distance from the surface and the surface level set (i.e., distance equal to zero).
Then, the MLP optimizes the binary cross entropy between such labels and the predicted
values, defined as:

Lbce = − 1
N

N

∑
i=1

ybce
i log(ŷi) + (1 − ybce

i )log(1 − ŷi), (A.3)

where ŷi = σ( fθ(xi)), with σ representing the sigmoid function. In our experiments, we
found empirically that this second learning objective leads to faster convergence and more
accurate INRs, and we decided to adopt this formulation when producing INRs from point
clouds.

Triangle meshes. Triangle meshes are usually adopted to represent closed surfaces. This
provides an additional information compared to the point clouds case, since the 3D space can
be divided into the portion contained inside and outside the closed surface. Thus, the INR of a
closed 3D surface represented by a triangle mesh can be obtained by fitting the signed distance
function (sd f ) to the surface defined by the mesh. Given a point p ∈ R3, the value sd f (p) is
defined as the euclidean distance from p to the closest point of the surface, with positive sign
if p is outside the shape and negative sign otherwise. Similarly to the point clouds case, an
INR for a 3D shape represented by a triangle mesh can be obtained by pursuing the learning
objective presented in Eq. (A.2), using a training set composed of 3D points paired with
their sd f values. However, it possible to adopt a learning objective based on the binary cross
entropy loss reported in Eq. (A.3) also for triangle meshes, and we empirically observed the
same benefits. Hence, we adopt it also when fitting INRs on meshes. In this case, the sd f
values yi are converted into values ybce

i ∈ [0, 1], with 0 and 1 representing respectively the
predefined maximum distance inside and outside the shape, i.e., 0.5 represents the surface
level set.

Voxel grids. A voxel grid is a 3D grid of V3 cubes marked with label 1, if the cube is
occupied, and label 0 otherwise. In order to fit an INR on voxels, it is possible to learn to
regress the occupancy function (occ) of the grid itself. The training set, in this case, contains
V3 3D points that corresponds to the centroids of the cubes that compose the voxel grid.
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Being each of such points xi associated to a 0-1 label yi, it is straightforward to use a binary
classification objective to train the MLP that implement the desired INR. More specifically,
we adopt the learning objective defined as:

L f ocal = − 1
N

N

∑
i=1

α(1 − ŷi)
γyilog(ŷi) + (1 − α)ŷγ

i (1 − yi)log(1 − ŷi), (A.4)

where ŷi = σ( fθ(xi)), while α and γ are respectively the balancing parameter and the focusing
parameter of the focal loss proposed in [349]. We deploy a focal loss to alleviate the imbalance
between the number of occupied and empty voxels.

A.3 Reconstructing Discrete Representations from INRs

In this section we discuss how it is possible to sample 3D discrete representations from
INRs, which could be necessary to process the underlying shapes with algorithms that
need an explicit surface (e.g., Computational Fluid Dynamics [350, 351, 352]) or simply for
visualization purposes.

Point clouds from ud f . To sample a dense point cloud from an INR fitted on its ud f , we
use a slightly modified version of the algorithm proposed in [295]. The basic idea is to query
the ud f with points scattered all over the considered portion of the 3D space, projecting such
points onto the isosurface according to the predicted ud f values. In order to do that, let us
define fθ as the ud f approximated by the INR with parameters θ. Given a point p ∈ R3, it
can be projected onto the isosurface by computing its updated position ps as:

ps = p − fθ(p) ·
∇p fθ(p)∥∥∇p fθ(p)

∥∥ . (A.5)

This can be intuitively understood by considering that the negative gradient of the ud f
indicates the direction of maximum decrease of the distance from the surface, pointing
towards the closest point on it. Eq. (A.5), thus, can be interpreted as moving p along the
direction of maximum decrease of the ud f of a quantity defined by the value of the ud f
itself in p, reaching the point ps on the surface. One must consider, though, that fθ is only
an approximation of the real ud f , which leads to two considerations. On a first note, the
gradient of fθ must be normalized (as done in Eq. (A.5)), while the gradient of the real ud f
has norm equal to 1 everywhere except on the surface. Secondly, the predicted ud f value can
be imprecise, implying that p can still be distant from the surface after moving it according
Eq. (A.5). To address the second issue, the 3D position of ps is refined repeating the update
described in Eq. (A.5) several times. Indeed, after each update, the point gets closer and closer
to the surface, where the values approximated by fθ are more accurate, implying that the last
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updates should successfully place the point on the isosurface. Given an INR fitted on the ud f
of a point cloud, the overall algorithm to sample a dense point cloud from it is composed of
the following steps. Firstly, we prepare a set of points scattered uniformly in the considered
portion of the 3D space and we predict their ud f value with the given INR. Then we filter
out points whose predicted ud f is greater than a fixed threshold (0.05 in our experiments).
For the remaining points, we update their coordinates iteratively with Eq. (A.5) (we found 5
updates to be enough). Finally, we repeat the whole procedure until the reconstructed point
cloud counts the desired number of points.

Triangle meshes from sd f . An INR fitted on the sd f computed from a triangle mesh
allows to reconstruct the mesh by means of the Marching Cubes algorithm [331]. We refer the
reader to the original paper for a detailed description of the method, but we report here a
short presentation of the main steps, for the sake of completeness. Marching Cubes explores
the considered 3D space by querying the sd f with 8 locations at a time, that are the vertices of
an arbitrarily small imaginary cube. The whole procedure involves marching from one cube
to the other, until the whole desired portion of the 3D space has been covered. For each cube,
the algorithm determines the triangles needed to model the portion of the isosurface that
passes through it. Then, the triangles defined for all the cubes are fused together to obtain the
reconstructed surface. In order to determine how many triangles are needed for a single cube
and how to place them, for each pair of neighbouring vertices of the cube, their sd f values are
computed and one triangle vertex is placed between them if such values have opposite sign.
Considering that the number of possible combinations of the sd f signs at the cube vertices is
limited, it is possible to build a look-up table to retrieve the triangles configuration for the
cube starting from the sd f signs at its eight vertices, combined in a 8-bit integer and used as
key for the look-up table. After the triangles configuration for a cube has been retrieved, the
vertices of the triangles are placed on the edges connecting the cube vertices, computing their
exact position by linearly interpolating the two sd f values that are connected by each edge.

Voxel grids from occ. In order to reconstruct voxel grids from INRs, we adopt a straight-
forward procedure. Each INR has been trained to predict the probability of a certain voxel to
be occupied, when queried with the 3D coordinates of the voxel centroid. Thus, a first step to
reconstruct the fitted voxels consists in creating a grid of the desired resolution V. Then, the
INR is queried with the V3 centroids of the grid and predicts an occupancy probability for
each of them. Finally, we consider as occupied only voxels whose predicted probability is
greater than a fixed threshold, which we set to 0.4, as we found empirically that it allows for
a good trade-off between scattered and over-filled reconstructions.
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FIGURE A.3. inr2vec encoder. With a series of linear transformations and a final column-wise max
pooling, the encoder maps the input weights matrix into a compact embedding. LIN/BN/ReLU
stands for a linear transformation, followed by batch normalization and ReLU activation function.

A.4 inr2vec Encoder and Decoder Architectures

In this section, we describe the architecture of inr2vec encoder, along with the one of the
implicit decoder used to train it (see Sec. 12.1.1).

Encoder. inr2vec encoder, detailed in Fig. A.3, consists in a series of linear transformations,
that maps the input INR weights into features with higher dimensionality, before applying
max pooling to obtain a compact embedding. More specifically, the input weights are
rearranged in a matrix with shape L(H + 1)× H, where H is the number of nodes in the
hidden layers of the MLP that implements the input INR and L is the number of linear
transformations between such hidden layers (i.e., the MLP has L + 1 hidden layers). The
matrix is obtained by stacking L matrices (one for each linear transformation), each one
with shape (H + 1)× H, being composed of a matrix of weights with shape H × H and a
row of H biases. In our setting, each MLP has 4 hidden layers with 512 nodes: the final
matrix in input to inr2vec encoder has shape 3 · (512 + 1)× 512 = 1539 × 512. In the current
implementation, the four linear mappings of the encoder transform each row of the input
matrix into features with size 512, 512, 1024 and 1024, obtaining, at each step, features matrices
with shape 1539 × 512, 1539 × 512, 1539 × 1024 and 1539 × 1024. Finally, the encoder applies
column-wise max pooling to compress the final matrix into a single compact embedding
composed of 1024 values. Between the linear mappings of the encoder, we adopt 1D batch
normalization and ReLU activation functions.

Decoder. The implicit decoder that we adopt to train inr2vec is presented in Fig. A.4. We
designed it taking inspiration from [296], since we need a decoder capable of reproducing
the implicit function of input INR when conditioned on the embedding obtained by the
encoder. Thus, the decoder takes in input the concatenation of the INR embedding with the
coordinates of a given 3D query. We adopt the positional encoding proposed in [339] to embed
the input 3D coordinates into a higher dimensional space to enhance the capability of the
decoder to capture the high frequency variations of the input data. The query 3D coordinates
are mapped into 63 values that, concatenated with the 1024 values that compose the INR
embedding, result in a vector with 1087 values as input for inr2vec decoder. Internally, the
implicit decoder is composed of 4 hidden layers with 512 nodes and of a skip connection that
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FIGURE A.4. inr2vec decoder. Our framework is trained with an implicit decoder, that maps an
INR embedding concatenated with a 3D query into the value of the implicit function at the query
coordinates.

projects the input 1087 values into a vector of 512 elements, that are summed to the features
of the second hidden layer before being fed to the transformation that bridges the second
and the third hidden layers. Finally, the features of the last hidden layer are mapped to a
single output, which is compared to the ground-truth associated with the input 3D query to
compute the loss. Each linear transformation of the decoder, except the output one, is paired
with the ReLU activation function.

A.5 Motivation Behind inr2vec Encoder Design

We designed inr2vec encoder with the goal of obtaining a good scalability in terms of
memory occupation. Indeed, a naive solution to process the weights of an input INR would
consist in an MLP encoder mapping the flattened vector of weights to the embedding of
the desired dimension. However, such approach would require a huge amount of memory
resources, since an input INR of 4 layers of 512 neurons would have approximately 800K
parameters. Thus, an MLP encoder going from 800K parameters to an embedding space
of size 1024 would already have a totality of ∼800M parameters. We report in Tab. A.2 a
detailed analysis of the parameters of our encoder with respect to the ones of an MLP encoder
by varying the input INR dimension. As we can notice the MLP encoder does not scale
well, making this kind of approach very expensive in practice, while inr2vec encoder scales
gracefully to bigger input INRs.

A.6 Experimental Settings

We report here a detailed description of the settings adopted in our experiments.
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INR hidden dim. INR #layers INR #params #params inr2vec encoder #params MLP encoder
512 4 ∼800K ∼3M ∼800M
512 8 ∼2M ∼3M ∼2B
512 12 ∼3M ∼3M ∼3B
512 16 ∼4M ∼3M ∼4B

1024 4 ∼3M ∼3.5M ∼3B
1024 8 ∼7M ∼3.5M ∼7.5B
1024 12 ∼11M ∼3.5M ∼12B
1024 16 ∼15M ∼3.5M ∼16B

TABLE A.2. Number of parameters of inr2vec encoder. Comparison between the number of
parameters of inr2vec encoder and the number of parameters of a generic MLP encoder.

INRs fitting. In every experiment, we fit INRs on 3D discrete representations using
MLPs having 4 hidden layers with 512 nodes each. We implement MLPs using sine as a
periodic activation function, as proposed in [304]. The procedure adopted to fit a single
MLP consists in querying it with 3D points sampled properly in the space surrounding the
underlying shape. The MLP predicts a value for each query and it’s trained by computing a
loss function between the predicted value and the ground-truth value of the fitted implicit
function (i.e., ud f for point clouds, sd f for meshes and occ for voxels). The set of training
queries is prepared according to different strategies, depending on the nature of the discrete
representation being fitted. For voxel grids, the set of possible queries consists of the 3D
coordinates of all the centroids of the grid. For point clouds and meshes, instead, queries
are sampled with different densities in the volume containing the fitted shape: indeed, for
each shape, we prepare 500K queries by taking 250K points close to the surface, 200K points
at a medium-far distance for the surface, 25K far from the surface and other 25K scattered
uniformly in the volume. The queries coordinates are computed by adding gaussian noise
to the points of the fitted point cloud or to points sampled uniformly from the fitted mesh
surface. More precisely, close queries are computed with noise sampled from the normal
distribution N (0, 0.001), medium-far queries with noise from N (0, 0.01), far queries with
noise from N (0, 0.1). The uniformly scattered queries are just computed by sampling each
of their coordinates from the uniform distribution U (−1, 1), being the considered shapes
normalized in such volume. As for the ground-truth values, for voxels they consist simply
in the occupied/empty label of the voxel associated to the query. For point clouds, for each
query we compute its ud f value by building a KDTree on the fitted point cloud and looking
for the closest point to the considered query (we used the Pytorch3D [353] implementation of
the KDTree algorithm). For meshes, finally, we compute the sd f of queries with the functions
provided in the Open3D library [354]1. For each of the considered modalities, at each step
of the fitting procedure, we randomly sample 10K pairs of queries/ground-truth values
from the precomputed ones, performing a total of 500 steps for each shape. Thanks to the
procedure detailed in Appendix A.2, we are able to fit up to 16 multiple MLPs in parallel,

1http://www.open3d.org/docs/latest/tutorial/geometry/distance_queries.html

http://www.open3d.org/docs/latest/tutorial/geometry/distance_queries.html
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using Adam optimizer [355] with learning rate set to 1e-4. On a final note, we fixed the
weights initialization of the MLPs to be always the same, as we observed empirically this to
be key to convergence of inr2vec. This choice poses no limitation to the practical use of our
framework and has also been adopted in recent works [297, 324].

inr2vec training. According to what is described in Sec. 12.1.1, during training our
framework takes in input the weights of a given INR and is asked to reproduce the implicit
function fitted by the INR on a set of predefined 3D queries. Such queries are prepared
with the same strategies described in the previous paragraph and, similarly to what is done
while fitting INRs, at each step the training loss for inr2vec is computed on 10K queries
randomly sampled from a set of precomputed ones. In every experiment, we train inr2vec
with AdamW optimizer [356], learning rate 1e-4 and weight decay 1e-2 for 300 epochs,
one epoch corresponding to processing all the INRs that compose the considered dataset,
processing at each training step a mini-batch of 16 INRs. During training, we select the best
model by evaluating its reconstruction capability on a validation set of INRs. When training
on INRs obtained from point clouds, we compare the ground-truth set of points with the
ones reconstructed by inr2vec decoder. For voxels, we compare the input and the output grid
by comparing the point clouds composed by the centroids corresponding to occupied voxels.
As for what concerns meshes, we compare the clouds containing input and output vertices.
In all cases, the reconstruction quality is evaluated by computing the Chamfer Distance
between ground-truth and output point clouds, as defined in [332]. See Appendix A.3 of
this document for details on how to sample discrete 3D representations from the implicit
functions fitted by INRs and that inr2vec is trained to reproduce.

Shape classification. The classifier that we deploy on inr2vec embeddings is composed of
three linear transformations, mapping sequentially the input embedding with 1024 features
to vectors of size 512, 256 and, finally, to a vector with a number of values corresponding to
the number of classes of the considered dataset. The final vector is then transformed to a
probability distribution with the softmax function. We use 1D batch normalization and the
ReLU activation function between the classifier linear transformations. In all experiments,
the classifier is trained for 150 epochs, with AdamW optimizer [356] and weight decay 1e-2.
The learning rate is scheduled according to the OneCycle strategy [128], with maximum
learning rate set to 1e-4. At each training step, the classifier processes a mini-batch counting
256 embeddings. During training, we select the best model by computing the classification
accuracy on a validation set of embeddings. The best model is used after training to compute
the classification accuracy on the test set, obtaining the numbers reported in the tables.

Point cloud part segmentation. In order to tackle point cloud part segmentation starting
from inr2vec embeddings, we adopt a decoder similar to the one that we use for reconstruction
during inr2vec training. The part segmentation decoder, depicted in Fig. A.5, is fed with the
positional encoding of a 3D query together with the embedding of an input INR and predicts
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FIGURE A.5. Part segmentation decoder. We train a decoder to predict the part segmentation
label of a given 3D query when conditioned on the embedding of the input INR and on the
one-hot encoding of the INR class.

a K-dimensional vector of segmentation logits for the given query, with K representing the
total number of parts of all the C available categories. Moreover, as done in previous work
[160, 161, 167], we concatenate an additional C-dimensional vector to the input of the part
segmentation decoder, conditioning the output of our decoder with the one-hot encoding
of the input INR class. We conduct our experiments on the ShapeNet Part Segmentation
dataset [334], which presents 16 categories labeled with two to five parts, for a total of 50 parts
(i.e., C=16 and K=50). According to a standard protocol [160, 161, 167], during training we
compute the cross-entropy loss function on all the K logits predicted by our decoder, while,
at test time, the final prediction is obtained considering only the subset of parts belonging
to the specific class of the input INR. The part segmentation decoder is trained with the
original point clouds available in the ShapeNet Part Segmentation dataset, where part labels
are provided for each point of each cloud. At test time, though, we test both our decoder and
the considered competitors on the point clouds reconstructed from the input INRs, since we
want to simulate the scenario of 3D shapes being available exclusively in the form of INRs.
Thus, the protocol to obtain a segmented point cloud starting from an input INR consists
in reconstructing the cloud first (see Appendix A.3) and then in assigning a part label to
each point of the reconstructed shape with our part segmentation decoder. When ground-
truth labels are required to compute quantitative results, we obtain them by comparing the
reconstructed cloud with the original one and assigning to each point of the reconstructed
shape the part label of the closest point in the original cloud. Our part segmentation decoder
is trained for 250 epochs with AdamW optimizer, OneCycle learning rate scheduling with
maximum value set to 1e-4, weight decay equal to 1e-2 and mini-batches composed of 256
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embeddings, each one paired with 3D queries from the original point clouds during training
and from the ones reconstructed from the input INRs at test time. During training, we
compute the class mIoU on the validation split and save the best model in order to compute
the final metrics on the test set.

Shape generation. We perform unconditional shape generation by training Latent-GAN
[335] to generate embeddings indistinguishable from the ones produced by inr2vec on a
given dataset. This approach allows us to train a shape generation framework with the
very same architecture to generate embeddings representing INRs with different underlying
implicit functions, such as ud f for the point clouds of ShapeNet10 and sd f for the models of
cars provided by [301]. We conducted our experiments using the official implementation2,
setting all the hyperparameters to default. The generator network is implemented as a fully
connected network with two layers and ReLU non linearity, that map an input noise vector
with 128 values sampled from the normal distribution N (0, 0.2) to an intermediate hidden
vector of the same dimension and then to the predicted embedding with 1024 values (we
removed the final ReLU present in the original implementation). The discriminator is also a
fully connected network, with three layers and ReLU non linearity. The first layer maps the
embedding produced by the generator to a hidden vector with 256 values, which are then
transformed by the second layer into a hidden vector with 512 values, that are finally used
by the third layer, together with the sigmoid function, to predict the final score. According
to the original implementation, we trained one separate Latent-GAN for each class of the
considered datasets, using the Wasserstein objective with gradient penalty proposed in [357]
and training each model for 2000 epochs.

Learning a mapping between inr2vec embedding spaces. The transfer function between
inr2vec embedding spaces is implemented as a simple fully connected network, with 8
linear layers interleaved by 1D batch norm and ReLU activation functions. All the hidden
features produced by the linear transformations present the same dimension of the input
embedding, i.e., 1024 values. The final linear layer predicts the output embedding, which is
compared with the target one with a standard L2 loss. We train the transfer network with
AdamW optimizer, constant learning rate and weight decay both set to 1e-4, stopping the
training upon convergence, which we measure by comparing the shapes reconstructed by
the predicted embeddings with the ground-truth ones on a predetermined validation split.
Such validation metrics are used also to save the best model during training, which is finally
evaluated on the test set.

2https://github.com/optas/latent_3d_points

https://github.com/optas/latent_3d_points
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Point Cloud Mesh Voxels
Method ModelNet40 ShapeNet10 ScanNet10 Manifold40 ShapeNet10

PointNet [160] 88.8 94.7 72.8 – –
PointNet++ [161] 91.0 95.2 76.3 – –

DGCNN [167] 91.6 94.0 75.1 – –
MeshWalker [289] – – – 90.6 –
Conv3DNet [258] – – – – 92.5

inr2vec 87.0 93.3 72.1 86.3 93.0

TABLE A.3. Shape classification results. We report here shape classification results when testing
on the original discrete representations of the test sets instead of reconstructing them from the
input INRs.

A.7 Implementation, Hardware and Timings

We implemented our framework with the PyTorch library, performing all the experiments
on a single NVIDIA 3090 RTX GPU. We created an augmented version of each considered
dataset, in order to obtain roughly ∼100K INRs, whose fitting requires around 4 days in the
current implementation. Training inr2vec requires another 48 hours, while all the networks
adopted to perform the downstream tasks on inr2vec embeddings can be trained in few
hours.

A.8 Testing on Original Discrete 3D Representations

In the experiments “Shape classification” and “Point cloud part segmentation”, we evalu-
ated the competitors on the 3D discrete representations reconstructed from the INRs fitted on
the test sets of the considered datasets, since these would be the only data available at test
time in a scenario where INRs are used to store and communicate 3D data. For completeness,
we report here the scores achieved by the baselines when tested on the original discrete
representations, without reconstructing them from the input INRs. Such results are presented
in Tab. A.3 for shape classification and in Tab. A.4 for part segmentation. We report in the
tables also the results obtained with our framework: they are the same reported in Tab. 13.2
for what concerns shape classification, since our classifier processes exclusively inr2vec em-
beddings, while they are different for part segmentation, as we use as query points for our
segmentation decoder those from the discrete point clouds reconstructed from input INRs
in Tab. 13.3 while we use those from the original point clouds in the experiment reported
here, as done for the competitors. The results reported in the tables show limited differences,
either positive or negative, with the ones presented in Sec. 13.3, mostly within the range of
variations due to the inherent stochasticity of training. There are few larger differences, like
DGCNN on ModelNet40 (+1.7 when tested on the original discrete representations) or on
ScanNet (-1.1 when tested on the original discrete representations), whose difference in sign
however suggests neither of the two settings is clearly superior to the other.
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PointNet [160] 83.0 78.8 80.5 77.9 78.3 74.4 89.0 68.3 90.1 82.2 80.7 94.7 63.1 91.7 79.3 58.2 72.7 81.0
PointNet++ [161] 84.4 82.8 81.7 86.5 85.2 78.6 90.2 77.9 91.2 84.4 83.2 95.4 72.0 94.6 83.3 64.2 75.6 80.9

DGCNN [167] 84.3 81.4 81.6 82.2 80.9 75.7 90.7 80.9 90.2 86.9 82.6 94.8 64.8 92.8 81.0 60.6 74.7 81.8
inr2vec 80.5 71.1 79.5 72.9 72.3 70.7 87.4 64.1 89.4 81.6 76.5 94.5 59.3 92.4 78.4 53.5 67.5 77.3

TABLE A.4. Part segmentation results. In this table we present part segmentation results when
testing on the original discrete representations of the test sets instead of reconstructing them from
the input INRs. We report the IoU for each class, the mean IoU over all the classes (class mIoU)
and the mean IoU over all the instances (instance mIoU).

A.9 Alternative Architecture for inr2vec

As reported in Sec. 12.1.1, inr2vec encoder takes in input the weights of an INR reshaped
in a suitable way, discarding the parameters of the first and of the last layers. In this section
we consider the possibility of processing all the weights of the input INR, including the
input/output ones. To this end, one must properly arrange the input/output parameters
since they feature different dimensionality from the ones of the hidden layers and cannot be
seamlessly stacked together with them. More specifically, the first layer of an INR consists
in a matrix of weights Win ∈ RH×D and in a vector of biases bin ∈ RH×1, with H being the
dimension of the hidden features of the INR and D being the dimension of the inputs (i.e., 3
in our case of 3D coordinates). The output layer, instead, is responsible of transforming the
final vector of hidden features to the predicted output, which is always a single value in the
cases considered in our experiments (i.e., ud f , sd f and occ). Thus, the last layer presents a
matrix of weights Wout ∈ R1×H and single bias bout. In order to include the input/output
parameters in the matrix P presented in input to inr2vec encoder (see Sec. 12.1.1), Win needs
to be transposed, obtaining a matrix with shape 3 × H, bin is transposed as done also for the
biases of all the other layers, Wout doesn’t need any manipulation and we decided to repeat
the single-valued bout H times. In this section, we compare the formulation presented in
Sec. 12.1.1 (reported as “hidden layers”) with the one proposed here (reported as “all layers”),
looking at the reconstruction capabilities of the two variants of our framework when trained
on ModelNet40. In Tab. A.5, we report both the F-score [341] and the Chamfer Distance (CD)
[332] between the clouds used to obtain the INRs presented in input to inr2vec and the ones
reconstructed from inr2vec embeddings, while in Fig. A.6 we show the same comparison
from a qualitative perspective. Results show that processing all the INR weights doesn’t
produce any significant difference with respect to ingesting only the weights of the hidden
layers. However, the latter variant provides a slight advantage in terms of F-score, simplicity
and processing time, motivating our choice to adopt it as formulation for inr2vec.
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Architecture F-Score ↑ CD (mm) ↓
hidden layers 57.41 3.1

all layers 56.76 3.1

TABLE A.5. Quantitative comparison between alternative inr2vec architectures. We compare
the reconstruction capability of inr2vec when processing only the weights of the hidden layers
(“hidden layers”) or all the weights (“all layers”) of the input INRs.

inr2vec
«hidden layers»

OUTPUT

INPUT
INR

inr2vec
«all layers»
OUTPUT

FIGURE A.6. Qualitative comparison between alternative inr2vec architectures. We compare
the reconstruction capability of inr2vec when processing only the weights of the hidden layers
(“hidden layers”) or all the weights (“all layers”) of the input INRs.
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inr2vec
OUTPUT

FIGURE A.7. inr2vec reconstructions when dealing with INRs fitted on point clouds. Compari-
son between discrete shapes reconstructed from the INRs presented in input to inr2vec (“INPUT
INR”) and the ones reconstructed from inr2vec embeddings (“inr2vec OUTPUT”).

A.10 Additional Qualititative Results

We report here additional qualitative results. In Fig. A.7, Fig. A.8 and Fig. A.9 we show
some comparisons between the discrete shapes reconstructed from input INRs and the
ones reconstructed from inr2vec embeddings. Fig. A.10, Fig. A.11 and Fig. A.12 present
smooth interpolations between inr2vec embeddings. In Fig. A.13 and Fig. A.14 we propose
additional qualitative results for the point cloud retrieval experiments. Fig. A.15 shows
qualitative results for point cloud part segmentation for all the classes of the ShapeNet
Part Segmentation dataset. Fig. A.16, Fig. A.17 and Fig. A.18 report shapes generated with
Latent-GANs [335] trained on inr2vec embeddings. Finally, Fig. A.19 and Fig. A.20 present
additional qualitative results for the experiments of point cloud completion and surface
reconstruction, tackled by learning a mapping between inr2vec latent spaces.
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FIGURE A.8. inr2vec reconstructions when dealing with INRs fitted on meshes. Comparison
between discrete shapes reconstructed from the INRs presented in input to inr2vec (“INPUT
INR”) and the ones reconstructed from inr2vec embeddings (“inr2vec OUTPUT”).
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FIGURE A.9. inr2vec reconstructions when dealing with INRs fitted on voxel grids. Comparison
between discrete shapes reconstructed from the INRs presented in input to inr2vec (“INPUT
INR”) and the ones reconstructed from inr2vec embeddings (“inr2vec OUTPUT”).
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0 1interpolation factor

FIGURE A.10. inr2vec latent space interpolation. Given two inr2vec embeddings obtained from
INRs fitted on point clouds, it is possible to linearly interpolate between them, producing new
embeddings that represent unseen INRs of plausible shapes.

0 1interpolation factor

FIGURE A.11. inr2vec latent space interpolation. Given two inr2vec embeddings obtained
from INRs fitted on meshes, it is possible to linearly interpolate between them, producing new
embeddings that represent unseen INRs of plausible shapes.
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0 1interpolation factor

FIGURE A.12. inr2vec latent space interpolation. Given two inr2vec embeddings obtained from
INRs fitted on voxel grids, it is possible to linearly interpolate between them, producing new
embeddings that represent unseen INRs of plausible shapes.

1-NNQUERY 2-NN 3-NN 4-NN

FIGURE A.13. Point cloud retrieval (ModelNet40). Qualitative results of the point cloud retrieval
experiment conducted on inr2vec latent space. We show the discrete shape reconstructed from the
query INR on the left and the discrete clouds reconstructed from the closest inr2vec embeddings
in the columns 2-5.
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FIGURE A.14. Point cloud retrieval (ShapeNet10). Qualitative results of the point cloud retrieval
experiment conducted on inr2vec latent space. We show the discrete shape reconstructed from the
query INR on the left and the discrete clouds reconstructed from the closest inr2vec embeddings
in the columns 2-5.

FIGURE A.15. Point cloud part segmentation. Qualitative results of the part segmentation
experiment conducted with our segmentation decoder conditioned on inr2vec embeddings.
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FIGURE A.16. Shape generation (point clouds). We show point clouds reconstructed from
embeddings generated by a Latent-GAN trained on inr2vec embeddings (one model for each
class).
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FIGURE A.17. Shape generation (point clouds). We show point clouds reconstructed from
embeddings generated by a Latent-GAN trained on inr2vec embeddings (one model for each
class).
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FIGURE A.18. Shape generation (meshes). We show meshes reconstructed from embeddings
generated by a Latent-GAN trained on inr2vec embeddings.
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FIGURE A.19. Point cloud completion. Qualitative results of the point cloud completion experi-
ment conducted with a transfer network that learns a mapping between inr2vec latent spaces.

FIGURE A.20. Surface reconstruction. Qualitative results of the surface reconstruction experiment
conducted with a transfer network that learns a mapping between inr2vec latent spaces.

A.11 Effectiveness of Using the Same Initialization for INRs

The need to align the multitude of INRs that can approximate a given shape is a challeng-
ing research problem that has to be dealt with when using INRs as input data. We empirically
found that fixing the weights initialization to a shared random vector across INRs is a viable
and simple solution to this problem.

We report here an experiment to assess if order of data, or other sources of randomness
arising while fitting INRs, do affect the repeatability of the embeddings computed by inr2vec.
We fitted 10 INRs on the same discrete shape for 4 different chairs, i.e., 40 INRs in total. Then,
we embed all of them with the pretrained inr2vec encoder and compute the L2 distance
between all pairs of embeddings. The block structure of the resulting distance matrix (see
Fig. A.21) highlights how, under the assumption of shared initialization and hyperparameters,
inr2vec is repeatable across multiple fittings.

Seeking for a proof with a stronger theoretical foundation, we turn our attention to the
recent work git re-basin [340], where authors show that the loss landscape of neural networks
contain (nearly) a single basin after accounting for all possible permutation symmetries
of hidden units. The intuition behind this finding is that, given two neural networks that
were trained with equivalent architectures but different random initializations, data orders,
and potentially different hyperparameters or datasets, it is possible to find a permutation
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of the networks weights such that when linearly interpolating between their weights, all
intermediate models enjoy performance similar to them – a phenomenon denoted as linear
mode connectivity.

Intrigued by this finding, we conducted a study to assess whether initializing INRs with
the same random vector, which we found to be key to inr2vec convergence, also leads to
linear mode connectivity. Thus, given one shape, we fitted it with two different INRs and
then we interpolated linearly their weights, observing at each interpolation step the loss value
obtained by the interpolated INR on the same batch of points. For each shape, we repeated
the experiment twice, once initializing the INRs with different random vectors and once
initializing them with the same random vector.

The results of this experiment are reported for four different shapes in Fig. A.22. It
is possible to note that, as shown by the blue curves, when interpolating between INRs
obtained from the same weights initialization, the loss value at each interpolation step is
nearly identical to those of the boundary INRs. On the contrary, the red curves highlight how
there is no linear mode connectivity at all between INRs obtained from different weights
initializations.

[340] propose also different algorithms to estimate the permutation needed to obtain
linear mode connectivity between two networks. We applied the algorithm proposed in their
paper in Section 3.2 (Matching Weights) to our INRs and observed the resulting permutations.
Remarkably, when applied to INRs obtained from the same weights initialization, the re-
trieved permutations are identity matrices, both when the target INRs represent the same
shape and when they represent different ones. The permutations obtained for INRs obtained
from different initializations, instead, are far from being identity matrices.

All these results favor the hypothesis that our technique of initializing INRs with the same
random vector leads to linear mode connectivity between different INRs. We believe that the
possibility of performing meaningful linear interpolation between the weights occupying
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FIGURE A.21. L2 distances between inr2vec embeddings. For each shape, we fit 10 INRs starting
from the same weights initialization (40 INRs in total). Then we plot the L2 distances between the
embeddings obtained by inr2vec for such INRs.
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FIGURE A.22. Linear mode connectivity study. Each plot shows the variation of the loss function
over the same batch of points when interpolating between two INRs representing the same shape.
The red line describes the interpolation between INRs initialized differently, while the blue line
shows the same interpolation between INRs initialized from the same random vector. The yellow
stars represent the loss value of the boundary INRs.

the same positions across different INRs can be interpreted by considering corresponding
weights as carrying out the same role in terms of feature detection units, explaining why the
inr2vec encoder succeeds in processing the weights of our INRs.

This intuition can be also combined with the finding of another recent work [358], that
shows how the expressive power of SIRENs is restricted to functions that can be expressed as
a linear combination of certain harmonics of the first layer, which thus serves as basis for the
range of learnable functions.

As stated above, the evidence of linear mode connectivity between INRs obtained from
the same initialization leads us to believe that the weights of the first layer extract the same
features across different INRs. Thus, we can think of using the same random initialization as
a way to obtain the same basis of harmonics for all our INRs. We argue that this explains why
it is possible to remove the first layer of the INRs presented in input to inr2vec (as empirically
proved in Appendix A.9): if the basis is always the same, it is sufficient to process the layers
from the second onwards, that represent the coefficients of the basis harmonics combination,
as described in

A.12 t-SNE Visualization of inr2vec Latent Space

We provide in Fig. A.23 the t-SNE visualization of the embeddings produced by inr2vec
when presented with the test set INRs of three different datasets. Fig. A.23a shows this
visualization for INRs representing the point clouds from ModelNet40, Fig. A.23b for INRs
representing meshes from Manifold 40, and Fig. A.23c for INRs obtained from the voxelized
shapes in ShapeNet10.

The supervision signal adopted during the training of our framework does not entail any
kind of constraints with respect to the organization of the learned latent space. Indeed, this
was not necessary for our ultimate goal – i.e., performing downstream tasks on the produced
embeddings. However, it is interesting to observe from the t-SNE plots that inr2vec favors
spontaneously a semantic arrangement of the embeddings in the learned latent space, with
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(A) ModelNet40 (points) (B) Manifold40 (meshes) (C) ShapeNet10 (voxels)

FIGURE A.23. t-SNE visualizations of inr2vec latent spaces. We plot the t-SNE components of the
embeddings produced by inr2vec on the test sets of three datasets, ModelNet40 (left), Manifold40
(center) and Shapenet10 (right). Colors represent the different classes of the datasets.

INRs representing objects of the same category being mapped into close positions – as shown
by the colors representing the different classes of the considered datasets.

A.13 Ablation on INRs Size

Fig. A.24 reports a study that we conducted to determine the size of the INRs adopted
throughout our experiments. More specifically, we considered three alternatives of SIREN,
all featuring 4 hidden layers but different number of hidden features, namely 128, 256 and
512 respectively.

In the figure we show how the three SIREN variants perform in terms of being able of
representing properly the underlying signal, which in this example is the orange plane on the
left. Since we needed to create datasets comprising a huge number of INRs, we considered
both the quality of the representation as well as the number of steps of the fitting procedure,
with the goal of finding the best trade-off between quality and fitting time.

The results presented in the figure highlight how a SIREN with 512 hidden features can
learn to represent properly the input shape in just 600 steps, while the other variants either
take longer (as in the case of 256 hidden features) or not obtain at all the same quality (when
using 128 hidden features).

This experiment enabled us to draw the conclusion that a SIREN with 4 hidden layers
and 512 hidden features is the proper tool to obtain a good quality INR in short time.
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FIGURE A.24. Comparison between different hidden sizes for INRs. We report the fitting steps
needed to obtain a good representation for INRs featuring different number of hidden features.

A.14 Shape Retrieval and Classification on DeepSDF Latent

Codes

In Appendix A.1 we show that frameworks that adopt a shared network to produce INRs
struggle to obtain a good representation quality, while individual INRs do not suffer of this
problem by design. In this section, we go one step further and consider the possibility of
peforming downstream tasks on the latent codes produced by DeepSDF [296].

In particular, we trained DeepSDF to fit the UDFs of our augmented version of Mod-
elNet40, composed of ∼100K point clouds. For a fair comparison, we set the dimension
of DeepSDF latent codes to 1024 – i.e., the same used for inr2vec embeddings. Then we
performed the experiments of shape retrieval and classification using DeepSDF latent codes,
with the same settings presented in Sec. 13.3 for our framework.

The results reported in Tab. A.6 highlight that the poor representation quality obtained
with DeepSDF – and shown to be an intrinsic problem with shared network frameworks in
Appendix A.1 – has a detrimental effect on the quantitative results, proving once again that
INR frameworks based on a shared network cannot be deployed as tool to obtain and process
INRs effectively.



Appendix A. Deep Learning on Implicit Neural Representations of Shapes 174

ModelNet40
Method mAP@1 mAP@5 mAP@10

PointNet [160] 80.1 91.7 94.4
PointNet++ [161] 85.1 93.9 96.0

DGCNN [167] 83.2 92.7 95.1
inr2vec 81.7 92.6 95.1

DeepSDF 69.8 85.4 89.8

ModelNet40
Method Accuracy

PointNet [160] 88.8
PointNet++ [161] 89.7

DGCNN [167] 89.9
inr2vec 87.0

DeepSDF 64.9

TABLE A.6. Comparison between inr2vec and DeepSDF. We report results in shape retrieval (left)
and shape classification (right) when using standard baselines, inr2vec embeddings or DeepSDF
latent codes.

A.15 Shape Generation: Additional Comparison

In Fig. 13.8b we show a qualitative comparison between shapes generated with our frame-
work (Sec. 13.3 - Learning a mapping between inr2vec embedding spaces.) and with competing
methods, i.e., SP-GAN [336] for point clouds and OccupancyNetworks [301] for meshes.

In Fig. A.25 we extend this comparison, by presenting samples obtained with our for-
mulation applied to the voxelized chairs of ShapeNet10 and comparing them with samples
produced by two additional methods that learn a manifold of individual INRs, namely GEM
[359] and GASP [360], for which we used the original source code released by the authors.
To generate the figure, despite the sampled shapes being voxel grids, we adopt the same
procedure used by GEM and GASP and reconstruct meshes by applying Marching Cubes to
extract the 0.5 isosurface.

Fig. A.25 show that all the considered methods can generate samples with a good variety
in terms of geometry. However, it is possible to observe how the qualitative comparison
favors the shape generated with inr2vec, which appear smoother than the ones generated by
GASP and less noisy than the samples produced by GEM.

A.16 INR Classification Time: Extended Analysis

We report here the extended analysis of the inference times reported in Fig. 13.6, where we
present the classification inference time needed to process ud f INRs by standard point cloud
baselines – PointNet [160], PointNet++ [161] and DGCNN [167] – and by inr2vec encoder
paired with the fully-connected network that we adopt to classify the embeddings (see ??).

The scenario that we had in mind while designing inr2vec is the one where INRs are the
only medium to represent 3D shapes, with discrete point clouds not being available. Thus, in
Fig. 13.6 for PointNet, PointNet++ and DGCNN we report the inference time including the
time spent to reconstruct the discrete cloud from the input INR. In Fig. A.26 and Tab. A.7,
for the sake of completeness, we report also the baselines inference times assuming the
availability of discrete point clouds, stressing however that this is unlikely if INRs become a
standalone format to represent 3D shapes.
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FIGURE A.25. Shape generation: qualitative comparison. We show samples generated with
GEM [359], GASP [360] and with our method.

Inference Time (seconds)
Method 2048 pts 16K pts 32K pts 64K pts
PointNet 0.001 0.002 0.003 0.007
PointNet* 0.171 1.315 2.609 5.230

PointNet++ 0.013 0.026 0.034 0.036
PointNet++* 0.185 1.293 2.672 5.287

DGCNN 0.158 1.285 4.788 19.26
DGCNN* 0.325 2.612 7.426 24.436

inr2vec 0.001 0.001 0.001 0.001

TABLE A.7. Time required to classify INRs encoding udf. All the times are computed on a gpu
NVidia RTX 2080 Ti. * indicates that the time to reconstruct the discrete point cloud from the INR
is included.

The numbers plotted in Fig. A.26 and reported in Tab. A.7 show clearly that our framework
presents a big advantage with respect to the competitors. Indeed, by processing directly INRs
– where the resolution of the underlying signal is theoretically infinite – inr2vec can classify
INRs representing point clouds with different numbers of points with a constant inference
time of 0.001 seconds.

The considered baselines, instead, are negatively affected by the increasing resolution
of the input point clouds. While the inference time of PointNet and PointNet++ is still
affordable even when processing 64K points, DGCNN gets drastically slow already at 16K
points. Furthermore, if point clouds need to be reconstructed from the input INRs, the
resulting inference time becomes prohibitive for all three baselines.
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FIGURE A.26. Time required to classify INRs encoding udf. We plot the inference time of
standard baselines and of our method, both considering the case in which discrete point clouds
are available (left) and the one where point clouds must be reconstructed from the input INRs
(right).



177

Appendix B

Neural Processing of Tri-Plane Hybrid
Neural Fields

B.1 Learning tri-plane neural fields

In this section, we outline the procedure used to learn a single (tri-plane, MLP) pair,
denoted as (T, M), to create the datasets of hybrid neural fields. We note that, nonetheless,
our proposal is agnostic to how neural fields were trained, as, in the scenario we consider,
neural fields would be available as a standard data representation and ready to be processed.

To learn a field, we optimize the parameters θ of both T and M with a loss between the
reconstructed field q̂i and the sensor measurement yi. The optimized weights θ∗ are obtained
as follows:

θ∗ = arg min
θ

1
N

N

∑
i=1

L(α1(yi), α2(Φθ(pi)))

where Φ : R3 → Rd represents the field function defined by both the tri-plane and the MLP,
and L is a function that computes the error between predicted and ground-truth values,
with d = 1 when supervising the fitting process of UDF, SDF, or OF, while d = 4 for RF.
α1 represents the mapping from the sensor domain to the field, e.g.,from a mesh to its SDF,
which does not need to be differentiable. On the other hand, α2 represents a forward map
between the output of the field and the domain of the available supervisory signal and must
be a differentiable function (e.g.,α2 models volumetric rendering for RF). α1 and α2 can also be
identity functions, e.g.,this is the case for α2 when learning an SDF from a mesh, as supervise
directly with the field values. In the remainder of this section, we describe the steps required
to create our neural field datasets.

UDF from a point cloud. Given a point p ∈ R3, UDF(p) is defined as minr∈P ∥p − r∥2,
namely the Euclidean distance from p to the closest point r of the point cloud. For each shape,
we first sample 600K points and compute the corresponding ground truth UDF values qi.
Between these points, 100K are sampled on the surface, 250K close to the surface, 200K points
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at a medium distance from the surface, 25K far from the surface, and an additional 25K scat-
tered uniformly in the volume. More precisely, close points are computed by corrupting the
point on the surface with noise sampled from the normal distribution N (0, 0.001), medium-
distance ones with noise from N (0, 0.01), and far-away ones with noise from N (0, 0.1). Then,
during the optimization process, we randomly select N = 50K points for each batch, apply
the interpolation scheme explained in Sec. 14.2.1, retrieve the correct feature vector from
the tri-plane, concatenate it with the positional encoding of p, and feed it to the MLP to
compute the loss. This procedure is repeated 1000 times. As for the training objective, we
do as in inr2vec, i.e.,we scale the UDF ground truth labels into the [0, 1] range, with 0 and 1
representing the maximum and minimum distance from the surface, respectively. We then
constrain predictions to be in that range through a final sigmoid activation function. Finally,
we optimize the weights of Φ using the binary cross entropy between the scaled ground truth
labels qi and the predicted field values q̂i:

Lbce = − 1
N

N

∑
i=1

qi log(q̂i) + (1 − qi) log(1 − q̂i) (B.1)

SDF from a mesh. Given a point p ∈ R3, SDF(p) is defined as the Euclidean distance
from p to the closest point of the surface, with positive sign if p is outside the shape and
negative sign otherwise. For watertight meshes, we can easily understand whether a point
lies inside or outside the surface by analyzing normals. We compute SDF ground truth values
si for 600K sampled points. Then, we compute the binary cross entropy loss of Eq. (B.1)
on N = 50K points. We found 600 optimization steps to be enough to achieve satisfying
reconstruction quality. Similarly to the UDF, the SDF values si are scaled into the [0, 1] range,
with 0 and 1 representing the maximum and minimum distance from the surface, respectively
and 0.5 representing the surface level set.

OF from a voxel grid. Given a point p ∈ R3, OF(p) is defined as the probability oi of
p being occupied. For voxel grids, the fitting process is straightforward, as each cube ci

can either be occupied (value 1) or empty (value 0). Thus, we can directly apply the binary
cross-entropy loss. We use the same protocol applied for point clouds and optimize for 1000
steps while sampling 50K points at each step. However, due to the high imbalance between
empty and full cells, we follow inr2vec and employ a focal loss [349]:

Lfocal = − 1
N

N

∑
i=1

β(1 − oi)
γci log(oi) + (1 − β)oγ

i (1 − ci) log(1 − oi)

with β and γ representing the balancing and focusing parameters, respectively.
RF from images. Given a point p ∈ R3, RF(p) [339] is a 4-dimensional vector containing

the (R, G, B) color channels and density σ of the point. To fit a RF, we rely on the NerfAcc
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library [361]. Specifically, we implement a simplified version of NeRF that does not take into
account the viewing direction and consists of a (tri-plane, MLP) pair that predicts the four
field values. To render RGB images, we leverage the volumetric rendering implementation of
[361]. In particular, at each iteration, for a given camera pose, a batch of rays (128 in our case)
is selected with the corresponding RGB ground truth values and 3D points are sampled along
these rays. The coordinates of these points are then interpolated, as described in Sec. 14.2.1, to
extract features from the tri-plane and fed to the MLP, which in turn predicts the (R, G, B, σ)

values for each of them. Finally, by means of volumetric rendering, a final RGB vector color
is obtained and compared to the ground truth via a smooth L1 loss. Each RF is trained for
1500 steps.

B.2 Explicit reconstruction from neural fields

In this section, we discuss how to sample 3D explicit representations from neural fields
and show some examples of such reconstructions.

B.2.1 Sampling explicit representations

Point cloud from UDF. We generate a point cloud based on the corresponding UDF using
a slightly adapted version of the algorithm introduced by [295]. The fundamental concept
involves querying the UDF with points distributed throughout the specific region of the 3D
space under consideration. These points are then projected onto the isosurface based on their
predicted UDF values. For a given point p ∈ R3, its updated position pnew is determined as
follows:

pnew = p − Φ(p; θ)
∇pΦ(p; θ)

∥∇pΦ(p; θ)∥ (B.2)

where Φ(p; θ) represents the field value at point p which is approximated using the (T, M)

pair with parameters θ. It is important to note that the negative gradient of the UDF indicates
the direction of the steepest decrease in distance from the surface, effectively pointing towards
the nearest point on the isosurface. Eq. (B.2) can thus be interpreted as shifting point p along
the direction of maximum UDF decrease, ultimately arriving at point pnew on the surface.
However, it is crucial to observe that Φ serves as an approximation of the true UDF. This
raises two key considerations:

1. the gradient of Φ must be normalized, as illustrated in Eq. (B.2), whereas the gradient
of the actual UDF maintains norm 1 everywhere except on the surface;

2. the predicted UDF value can be imprecise, potentially resulting in point p remaining
distant from the surface even after applying Eq. (B.2).
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FIGURE B.1. Tri-plane reconstruction examples of point clouds from UDF, meshes from SDF,
voxels from OF, and images from RF (from top to bottom)
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To address the second point, we refine pnew by iteratively repeating the update described
in Eq. (B.2). With each iteration, the point gradually approaches the surface, where the values
approximated by Φ become more accurate, eventually placing the point precisely on the
isosurface. The whole algorithm for sampling a dense point cloud from a given UDF entails
the following steps:

1. generate a set of points uniformly scattered within the specified region of 3D space and
predict their UDF values using the provided (T, M) pair;

2. discard points with predicted UDF values exceeding a fixed threshold (0.05 in our
experiments). For the remaining points, update their coordinates iteratively using
Eq. (B.2), typically requiring 5 updates for satisfactory results;

3. repeat the entire procedure until the reconstructed point cloud reaches the desired
number of points.

Triangle mesh from SDF. We employ the Marching Cubes algorithm [331] to construct a
mesh based on the corresponding SDF. The Marching Cubes process involves systematically
traversing the 3D space by evaluating the SDF at 8 locations simultaneously, forming the
vertices of a tiny virtual cube. This traversal continues until the entirety of the desired 3D
region has been covered. For each cube, the algorithm identifies the triangles necessary to
represent the portion of the isosurface passing through it. These triangles from all cubes
are then integrated to create the final reconstructed surface. To determine the number and
placement of triangles for an individual cube, the algorithm examines the SDF values at pairs
of neighbouring vertices within the cube. A triangle vertex is inserted between two vertices
with opposing SDF signs. Because the possible combinations of SDF signs at cube vertices
are limited, a lookup table is generated to retrieve the triangle configuration for a given cube.
This configuration is derived from the SDF signs at the eight vertices of the cube, which are
combined into an 8-bit integer and used as a lookup table key. Once the triangle configuration
for a cube is retrieved, the vertices of the triangles are positioned along the edges connecting
the cube vertices. This positioning is accomplished through linear interpolation of the two
SDF values associated with each edge.

Voxel grid from OF. To generate a voxel grid from its OF, we employ a straightforward
procedure. Each neural field is trained to estimate the likelihood of a specific voxel being full
when provided with the 3D coordinates of the voxel center. Consequently, the initial step
in reconstructing the fitted voxels involves constructing a grid with the desired resolution,
denoted as V. Then, the field is queried using the V3 centroids of this grid, and it produces
an estimated probability of occupancy for each centroid. Eventually, we designate voxels as
occupied only if their predicted probability surpasses a predefined threshold, which we have
empirically set to 0.4. This threshold selection has been determined through experimentation,
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GT Tri-Plane DeepSDF FunctaInr2vec

FIGURE B.2. Reconstruction comparison for Manifold40 meshes obtained from SDF

as it strikes a suitable balance between creating reconstructions that are neither overly sparse
nor excessively dense.

Images from RF. Given a camera pose and intrinsic parameters, to render images from a
RF, we employ the same volumetric rendering scheme as in [361], outlined in Appendix B.1.
An overview of the procedure is the following: for each pixel location, we cast the corre-
sponding ray from the camera and sample 3D points along the ray. We feed these coordinates
to a (T, M) pair, obtaining the corresponding (R, G, B, σ) field values. Then, we compute the
volumetric rendering equation to calculate the final RGB value of the image pixel.

B.2.2 Examples of reconstructions by tri-planes

In Fig. B.1, we report some examples of point clouds, meshes, voxel grids and images
reconstructed from tri-plane neural fields fitted to UDFs, SDFs, OFs and RFs, respectively.
For all fields, we can observe a very good reconstruction quality.

B.2.3 Comparison between reconstructions by neural field processing

frameworks

In Fig. B.2 and Fig. B.3, we show reconstructions of point clouds and meshes obtained
by different frameworks used to process neural fields. We can notice that neural fields in
which the neural component is a shared network trained on the whole dataset, i.e. Functa



Appendix B. Neural Processing of Tri-Plane Hybrid Neural Fields 183

GT Tri-Plane DeepSDF Functainr2vec

FIGURE B.3. Reconstruction comparison for ModelNet40 point clouds obtained from UDF

Mesh from SDF

Method Type # Params (K) CD (mm) F-score (%)

Voxel Single 554 0.19 69.1
Tri-plane Single 64 0.18 68.6

TABLE B.1. Mesh reconstruction results on the Manifold40 test set (voxel grid vs tri-plane). We
compare hybrid representations employing tri-planes or voxel grids as discrete data structures.

and DeepSDF, cannot properly reconstruct the original explicit data. Conversely, methods
relying on fitting an individual network, either a large MLP (inr2vec) or a tri-plane and a
small MLP (ours), provide high-quality reconstructions.

B.3 Voxel grid hybrid neural fields

In this paper, we use tri-plane neural fields. However, other kinds of hybrid neural fields
may be considered plausible alternatives. Thus, we investigate the employment of voxel grid
hybrid neural fields. First, we analyze their reconstruction quality and memory footprint. We
report results on the Manifold40 test set in Tab. B.1. We observe that, compared to tri-planes,
voxel-based hybrid fields achieve comparable reconstruction accuracy but at the cost of a
much larger number of parameters, i.e.,554K vs 64K.
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UDF SDF OF

Method Input ModelNet40 ShapeNet10 ScanNet10 Manifold40 ShapeNet10

CNN Tri-plane 82.2 92.1 63.4 82.5 88.4
3D CNN Voxel 83.7 91.6 68.1 81.1 85.2
Transformer Tri-plane 87.0 94.1 69.1 86.8 91.8

TABLE B.2. Neural field classification results (voxel grid vs tri-plane). We compare hybrid
representations employing tri-planes or voxel grids as discrete data structures.

Then, we also try to classify voxel grid hybrid neural fields. With our resources (an RTX
3090 GPU), we were not able to train the Transformer architecture used for tri-planes. Indeed,
using a voxel grid would require tokens of size 323 in our formulation (Transformer invariant
to the channel order), leading to prohibitive training resources. Thus, we employ a 3D CNN
(ResNet50-style). Results are reported in Tab. B.2. We can see that although processing voxels
with a 3D CNN is more expansive in terms of both storage and computation than processing
tri-planes with a 2D CNN, they achieve comparable classification performance (row 1 vs 2)
without a clear winner between the two approaches. Yet, thanks to their high compactness,
we can process tri-planes by Transformers, achieving significantly better performance (last
row). Finally, we highlight that though the performances yielded in this experiment by a
hybrid voxel-based approach are inferior to tri-planes, they are still much better than those
achievable by previous proposals (see Tab. 14.2), which vouches for the effectiveness of hybrid
approaches when it comes to processing neural fields without compromising reconstruction
accuracy.

B.4 Deeper investigation on the tri-plane and MLP content

In this section, our objective is to gain a deeper understanding of the information stored
in the tri-plane and the MLP.

B.4.1 Is the MLP alone enough for reconstruction?

The first question we aim to address is whether the MLP alone can serve as a neural
field capable of representing 3D shapes without relying on the features provided by the
tri-plane. As explained in Sec. 14.2, we utilize the 3D coordinates of a point to retrieve the
corresponding feature vector from the tri-planes. This latter is then concatenated with the
positional encoding of the coordinates. To examine whether the 3D coordinates and the MLP
alone are sufficient to obtain accurate outputs, we conduct an experiment where we shuffle
the tri-plane features along the spatial dimensions while preserving the channel orders. This
means that each point p will be associated with a different yet meaningful feature vector
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FIGURE B.4. Tri-plane channel shuffling. Left: Mesh reconstructed from a SDF tri-plane neural
field. Right: Mesh reconstructed by spatially shuffling the features of the tri-plane while keeping
the original MLP.

from another 3D point. If the MLP is still capable of providing the correct output in this
scenario, it implies that all the geometric information of the underlying 3D shapes is likely
contained within the MLP, and the tri-plane is actually not necessary. Thus, we conducted
a reconstruction experiment of meshes from SDF, similar to that reported in Tab. 14.1. We
compared the reconstructed mesh with the ground truth by calculating the Chamfer Distance
and the F-score, using 16,384 points sampled from the surface. We note that when utilizing the
MLP with features shuffled spatially, we get significantly worse values for both the Chamfer
Distance and the F-score (2.9mm vs 0.16mm), which indicates poor reconstruction quality.
This is clearly visible in Fig. B.4. This outcome highlights that the MLP alone, without the
tri-plane features, is not capable of accurately reconstructing the original shape. Thus, we
believe that the tri-plane provides essential geometric information about the represented 3D
shape.

B.4.2 Is the MLP alone enough for classification?

We conducted additional experiments where we treated each MLP associated with a tri-
plane as input to a classification pipeline. We utilize various methods, including a simple MLP
classifier, as well as advanced frameworks such as NFT and inr2vec, which directly process
MLPs. In this case, we completely disregarded the information provided by the tri-plane. We
performed this experiment starting from random initialization. As shown in Tab. B.3, even
though MLPs used in tri-planes are smaller than those used in other experiments, we note
that directly classifying them leads to unsatisfying performances.



Appendix B. Neural Processing of Tri-Plane Hybrid Neural Fields 186

SDF

Method Input Manifold40

MLP MLP (Tri-plane) 4.3
NFN [9] MLP (Tri-plane) 4.1
NFT [318] MLP (Tri-plane) 4.1
inr2vec MLP (Tri-plane) 7.4

Ours Tri-plane 86.8

TABLE B.3. Classification of MLPs of tri-plane neural fields on the Manifold40 test set. Neural
fields were randomly initialized.

FIGURE B.5. Channel visualizations. We select one of the tri-planes and visualize all its 16
channels learned for an airplane.

B.4.3 Tri-plane channel visualizations

To understand what information is contained in different channels of a tri-plane feature
map, we try to visualize all of them for a fixed shape. Fig. B.5 shows all 16 channels of a
SDF tri-plane feature map of a SDF neural field representing an airplane. We can see that,
although values can change across channels, the overall shape is outlined and repeated in
each channel. This also motivates why a CNN network that is not invariant to the channel
order can work on such kind of input.

B.4.4 Channel order investigation

In this section, we further analyze the tri-plane channel content to highlight that the
main difference between two training episodes concerning the same shape boils down to a
permutation of the channel order. Thus, we conduct a similar experiment to that illustrated
in Fig. 14.3 with a tri-plane with only 8 channels. We visualize results in Fig. B.6, also
reporting the tri-plane channel visualization for both training episodes, A and B, as well as
the permutation that aligns the channels found in A to B. We discovered that permutation
by minimizing the reconstruction error. We can appreciate that after the permutation, the
corresponding channels contain similar features, resulting in the possibility of reconstructing
the shape with the MB.
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B.4.5 Additional visualizations

In Fig. B.7, we show additional tri-plane visualization, similar to those of Fig. 14.3 (left).

B.5 Implementation details

B.5.1 Datasets

Regarding single MLP neural fields based on SIREN networks, we employ the same
datasets used in inr2vec with the same train/val/test splits for SDF, UDF, and OF. When
creating the tri-plane neural field datasets, we employ the original explicit datasets used to
create the inr2vec neural fields. We also follow the same offline augmentation protocol that
employs a non-uniform scaling along the three axes and then a re-normalization of the shape
into the unit sphere to reach roughly 100K shapes in total. Thereby, the same explicit data
is used to build the benchmark, while the only aspect that varies is the way to represent
the neural field, i.e.,MLP only vs (tri-plane, MLP). Finally, to learn RF, we adopt the dataset
introduced in [342]. This dataset contains renderings from 13 classes of ShapeNet, and for
each shape, 36 views are generated around the object and used to fit the RF. In this case, we
use the original dataset that accounts for 40511 shapes with no prior augmentation. For the
train/val/test splits, we randomly sample 80% of the objects for the training set and select
10% shapes for both the validation and test splits.

We additionally note that the ShapeNet10 and ScanNet10 datasets mentioned in the main
text are subsets of 10 (shared) classes of ShapeNet [171] and ScanNet [174], respectively,
originally proposed in [28].

B.5.2 Benchmark

In this section, we detail some implementation details and choices behind the results
reported in Tab. 14.2 by specifying how experiments were run for each one of our competitors.

DeepSDF. DeepSDF [296] was originally intended as a shared network architecture that
learns an SDF from a dataset of meshes. The results reported in Tab. 14.2 for Manifold40 [278]
were therefore obtained by running the code from the official repository to train the frame-
work for 100 epochs and compute the 1024-dimensional embeddings of training, validation,
and test set. A classifier (3 fully connected layers with ReLUs) was then trained on those
embeddings. For UDF results, instead, we trained the framework on point cloud datasets by
replacing the DeepSDF loss with the binary cross entropy of Eq. (B.1). Extensions to OF and
RF, however, are not as straightforward and were thus not included as part of our work.

inr2vec. inr2vec was trained on each point cloud, mesh, and voxel dataset for 100 epochs
via the official code and the resulting embeddings used to train a classifier (3 fully connected
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layers with ReLUs). inr2vec deals with UDF, SDF, and OF; an extension to RF would not be
trivial thus it was not covered by our experiments.

DWSNet. [317] test their DWSNet architecture on neural fields representing grayscale
images. We modified their official neural field classification code to work with UDF, SDF,
OF, and RF, and trained their classifier (DWSNet + classification head) for 100 epochs.

NFN and NFT. We modified the official code for NFN [9] and NFT [318] to work with
UDF, SDF, OF, and RF, by using two hidden equivariant layers (16 channels each) followed
by an MLP classification head. We trained on each dataset for 80 epochs, by which time the
validation loss had stopped improving.

Functa. To perform experiments with the Functa framework [319], we start from the
original code provided by authors and adapt it to fit UDF, SDF, and OF. In particular, we
use a latent modulation of size 512. At each iteration, we use 10k points to compute the loss.
The inner loop of the meta-learning process is optimized for three iterations, and in total, we
optimize for 5e5 steps with batch size 2. After the training phase, the weights of the shared
network are frozen, and we execute the inner loop of the meta-learning protocol for three
steps to obtain the latent modulation vector for each field.

B.5.3 Architectures

We provide here some additional details regarding the Transformer architectures used
for classification and segmentation depicted in Fig. B.8. In both cases, the channels of the
tri-planes are flattened and linearly projected to 512-dimensional vectors and fed to the
Transformer encoder, which is the original Transformer encoder proposed in [15]. In our case,
the encoder consists of 4 heads with 8 layers each. The encoder produces a single embedding
for each tri-plane channel, and for classification, we use a max pool operator to achieve
invariance to the channel order and obtain a single global embedding. The classifier consists
of a single fully connected layer that yields the predicted probability distribution for the
input field. In total, the number of parameters is roughly 25M, which is very similar to the
number of parameters of a Resnet50. As regards part segmentation, we attach an additional
Transformer decoder composed of 2 parallel heads with 4 layers each. The decoder takes in
input the sequence of tokens from the encoder and the sequence of tokens obtained starting
from the coordinates query to be segmented. More precisely, each point is first encoded
using positional encoding from [339] that gives a 63-dimensional vector, and then we linearly
project it into a 512-dimensional vector. Finally, given an object to segment, we also attach the
one-hot encoding of its class (standard practice in part-segmentation). The decoder output
is a sequence of transformed tokens that are given in input to a single layer to predict the
final probability distribution. Note that we do not use the decoder auto-regressively as in the
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original Transformer. We just compute a forward pass on a batch of query points to segment
all of them simultaneously. Hence, we also do not use masked attention at training time.

B.5.4 Training

We provide here additional training details. For classification, we use the same hyper-
parameters for all experiments. We adopt the AdamW optimizer [356], with the OneCycle
scheduler [128] with maximum learning rate of 1e-4, and train for 150 epochs with batch size
set to 256 using the cross entropy loss. We use a single NVIDIA RTX 3090 for all experiments.
At training time, we apply a random crop of size 30 × 30 to the tri-planes that have a resolu-
tion of 32 × 32. As for part segmentation, we use the same configuration as for classification,
although we train for 75 epochs with batch size 32. For training and testing, we use the same
protocol used by our competitors. Indeed, at training time, we use the cross entropy loss
function with all the object parts, although at test time, metrics are computed by selecting the
highest scores among the correct object parts for a given class.

B.5.5 Random initialization

Throughout the main paper, we use the term “random initialization” to differentiate our
setup from that considered in in2vec, where all neural fields are trained starting from the
same, albeit random, set of parameters, i.e. initial values of weights and biases are sampled
once and then used as the starting point to fit all MLPs. In our work, instead, we consider the
more realistic scenario in which each individual neural field is trained starting from a random
and different set of parameters. Nonetheless, when sampling initial values of weights and
biases for each shape, we do indeed follow the specific initialization scheme suggested for
SIRENs [304]. In other words, “random initialization” means that a different random set of
parameters, sampled according to the SIREN rules, is used to initialize each MLP. Tri-planes,
instead, are initialized with values sampled from a Gaussian distribution.

B.6 Training and inference time

In this section, we provide additional details on training and inference times, computed
on a single e NVIDIA RTX 3090.

Tab. B.4 shows a comparison between the times required to fit approximately 100K shapes
on the Manifold40 [278] training set for different methods. For neural fields consisting of an
MLP only and a (tri-plane, MLP) pair, denoted by “MLP” and “Tri-plane”, respectively, we
fit each shape for 600 steps. Functa was trained with the original hyperparameters for 500K
iterations for the meta-learning outer loop. DeepSDF was trained for 100 epochs. Notice how
tri-plane hybrid neural fields are the ones requiring the least amount of time to fit the dataset.
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SDF

Method Time (hours) ↓
DeepSDF [296] 61
Functa [319] 120
MLP 80
Tri-plane 45

TABLE B.4. Training time comparison. Time required to fit approximately 100K shapes on the
Mandifold40 training set. Times are computed on a single NVIDIA RTX 3090.

UDF

Time (seconds) ↓
Method 2048 points 16K points 32K points 64K points

PointNet [160] 0.002 0.004 0.006 0.012
PointNet* [160] 0.099 0.764 1.388 2.793
Tri-plane 0.003 0.003 0.003 0.003

TABLE B.5. Inference time to classify an input shape. * indicates that the time to reconstruct the
point cloud from the neural field is included. Times are computed on a single e NVIDIA RTX
3090.

Tab. B.5 compares the inference time required to classify an input shape with different
strategies. The first row is the classification time of a PointNet processing a point cloud. In the
second row, we report the inference time of PointNet, assuming we do not have an explicit
point cloud available, namely PointNet*. In this case, the time includes reconstructing the
point cloud from the tri-plane neural field, which would be the only data available in our
scenario. Finally, the last row reports the time required by our method, i.e.,a Transformer
processing an input hybrid tri-plane neural field. We show times for different point cloud
resolutions (2048, 16K, 32K, 64K points). We notice that the inference time of our method is
constant along the resolution axis; in particular, our method is comparable to the PointNet at
low resolution, whereas it becomes increasingly faster as the resolution grows. Moreover, we
highlight that our method inference times w.r.t. to those of a PointNet directly processing
explicit point clouds are comparable at lower resolutions and even better at higher ones
(e.g.,0.003 Tri-plane vs 0.012 PointNet for 16K points).

B.7 Tri-plane ablations

This section provides additional ablations concerning the tri-plane structure and hyper-
parameters. Tab. B.6 shows that sharing the MLP across tri-planes leads to inferior results
in both classification and reconstruction on Manifold40 [278]. It is also worth highlighting



Appendix B. Neural Processing of Tri-Plane Hybrid Neural Fields 191

how sharing the MLP requires its availability at test time to create new neural fields, i.e.,to
create new test data, limiting the deployment scenarios of our methodology, which are in-
stead equivalent to those of discrete data structures when using a (MLP, triplane) pair for
each sample. Tab. B.7 provides a comparative analysis of classification and reconstruction
results on Manifold40 [278] between tri-planes with different resolution and/or number of
channels. Interestingly, the classification accuracy and reconstruction error are quite robust
to the number of channels and tri-plane resolution, which therefore are not critical design
hyperparameters.

SDF Mesh from SDF

Classification Reconstruction

Method Type Accuracy (%) ↑ CD (mm) ↓ F-score (%) ↑
Tri-plane Shared 84.7 1.57 42.9
Tri-plane Single 86.8 0.18 68.6

TABLE B.6. Shared vs individual MLP. Comparison of classification and reconstruction results of
tri-planes sharing all the same MLP vs when each tri-plane has its own individual MLP. Results
were computed on the Manifold40 test set.

SDF Mesh from SDF

Resolution Channels Accuracy (%) ↑ CD (mm) ↓ F-score (%) ↑
32 × 32 32 86.3 0.18 68.6
32 × 32 16 86.8 0.18 68.8
32 × 32 8 86.4 0.18 69.2
24 × 24 16 86.6 0.18 68.9
40 × 40 16 86.4 0.18 69.0

TABLE B.7. Ablation study of tri-plane resolution and number of channels. Second row is our
choice of tri-plane size. Results were obtained on the Manifold40 test set.

B.8 Evaluating on the original discrete 3D representations

In Tab. 14.3 of the main paper, we evaluate the competitors on the data reconstructed from
the tri-plane neural fields fitted on the test sets of the considered datasets since these would
be the only data available at test time in the scenario described in Sec. 14.1, and as proposed
in inr2vec, where neural fields are used to store and communicate 3D data. Nonetheless, we
compare the classification performance of methods operating on discrete data both when the
original data is used and when it is, instead, reconstructed from the corresponding neural
field. Tab. 14.3 shows slightly better results when the original data is used. However, the
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Accuracy (%) ↑
Method Input ModelNet40 ShapeNet10 ScanNet10 Manifold40 ShapeNet10

Ours Tri-plane 87.0 94.1 69.1 86.8 91.8

PointNet [160] Point Cloud 88.8 94.3 72.7 – –
PointNet* [160] Point Cloud 88.8 94.7 72.8 – –
MeshWalker [289] Mesh – – – 90.0 –
MeshWalker* [289] Mesh – – – 90.6 –
Conv3DNet [258] Voxel – – – – 92.1
Conv3DNet* [258] Voxel – – – – 92.5

TABLE B.8. Explicit methods on reconstructed data vs original discrete data. Classification accu-
racy on the test set is reported. Top: our method, that processes (tri-plane) neural fields. Bottom:
Methods that process explicit discrete 3D data, either reconstructed from the corresponding neural
field (without *) or by operating directly on the original data (with *).

difference is small enough to prove that no significant loss of information occurs when storing
data with tri-plane neural fields.

B.9 Study on the memory occupation of neural fields

Dataset Representation Num Shapes Memory (GB)

ModelNet40 Point Cloud 110054 2.52
ModelNet40 Siren MLP (UDF) 110054 327.99
ModelNet40 Tri-plane (UDF) 110054 20.15

ShapeNet10 Point Cloud 103230 2.36
ShapeNet10 Siren MLP (UDF) 103230 307.65
ShapeNet10 Tri-plane (UDF) 103230 18.90

ScanNet10 Point Cloud 108360 2.48
ScanNet10 Siren MLP (UDF) 108360 322.94
ScanNet10 Tri-plane (UDF) 108360 19.84

Manifold40 Mesh 100864 10.79
Manifold40 Siren MLP (SDF) 100864 300.60
Manifold40 Tri-plane (SDF) 100864 18.47

ShapeNet10 Voxel 103230 25.20
ShapeNet10 Siren MLP (OF) 103230 307.65
ShapeNet10 Tri-plane (OF) 103230 18.90

ShapeNetRender Training Images 40511 204.45
ShapeNetRender Siren MLP (NeRF) 40511 120.73
ShapeNetRender Tri-plane (NeRF) 40511 7.42

TABLE B.9. Training dataset memory occupancy

Nowadays, datasets are typically made of data represented explicitly, e.g., a point cloud
dataset, a multi-view image dataset, and so on. However, in our vision, these datasets might
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be replaced by their neural field counterparts, i.e.,each element would be represented as a
neural field. Thus, this section investigates the trade-off of using these novel representations
regarding memory occupancy.

First, we investigate the memory in GB required by each raw dataset employed in our
paper. We report the results in Tab. B.9 either by their original explicit representation or with
neural fields. As neural field representation, we show the SIREN MLP adopted inr2vec or
the tri-plane representation. We note that the tri-plane representation requires more memory
than point clouds and meshes (e.g.,ModelNet40 and Manifold40). Yet, the advantages of
using tri-plane representations stand out when compared with either voxels (ShapeNet10)
or images (ShapeNetRender). Notably, tri-planes take significantly less memory than Siren
MLPs.

However, we argue that the real advantages of using neural fields are related to the
memory occupied by the data being decoupled from its spatial resolution. Thus, in Fig. B.9,
we study the number of parameters required for different explicit representations compared
to those of neural fields by varying the spatial resolution of the data. We include all variables
required by an explicit representation in their parameter number, e.g.,each point of a point
cloud has 3 parameters: its 3 coordinates x, y, and z. The blue, red, and green lines represent
the parameters of the explicit, the SIREN MLP, and the tri-plane representation when changing
the resolution. Regarding meshes and point clouds, we notice that the space occupied by
tri-plane neural fields is slightly larger for the resolutions used in the datasets. However,
even with a point cloud of 21,333 points and a mesh with 14,222 faces, using tri-plane neural
fields to represent the data becomes advantageous. This is of utmost importance, considering
that real datasets could contain point clouds or meshes with many more points or faces
e.g.,Objaverse [362] features meshes with more than 107 polygons. The advantages are even
more significant in the case of voxel grids, in which the memory occupancy scales cubically
with the spatial resolution or NeRFs in which many training images per sample are required.
Finally, we point out that the representation with tri-plane neural fields is advantageous
compared to that with SIREN MLPs.
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(TA, MA) (TB, MB) (TA, MB) (Permuted TA, MB)

TA channels

TB channels

Permuted TA channels

FIGURE B.6. Row 1: Reconstructions of different combinations of (tri-plane, MLP) pairs with
different initializations. Permuted TA means that the channels of TA are permuted in order to
minimize the reconstruction error when combined with MB. Rows 2–4: Channel visualizations.
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FIGURE B.7. Additional visualizations. For each object, we visualize the explicit reconstruction
obtained from the hybrid neural field and one tri-plane feature map for three different fields, SDF,
UDF, and RF. We visualize features as the normalized sum of all channels with a viridis colormap.
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