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Abstract

The study carried out in this thesis is devoted to spectral analysis of systems

of PDEs related also with quantum physics models. Namely, the research

deals with classes of systems that contain certain quantum optics models

such as Jaynes-Cummings, Rabi and their generalizations that describe light-

matter interaction.

First we investigate the spectral Weyl asymptotics for a class of semiregu-

lar systems, extending to the vector-valued case results of Hel�er and Robert

[18], and more recently of Doll, Gannot and Wunsch [11]. Actually, the

asymptotics by Doll, Gannot and Wunsch is more precise (that is why we

call it re�ned) than the classical result by Hel�er and Robert, but deals with

a less general class of systems, since the authors make an hypothesis on the

measure of the subset of the unit sphere on which the tangential derivatives

of the X-Ray transform of the semiprincipal symbol vanish to in�nity order.

Next, we give a meromorphic continuation of the spectral zeta function

for semiregular di�erential systems with polynomial coe�cients, generalizing

the results by Ichinose and Wakayama [30] and Parmeggiani [45].

Finally, we state and prove a quasi-clustering result for a class of systems

including the aforementioned quantum optics models and we conclude the

thesis by showing aWeyl law result for the Rabi model and its generalizations.





Sommario

Lo studio condotto in questa tesi è dedicato all'analisi spettrale di sistemi

di PDE legati a modelli di �sica quantistica. In particolare, la ricerca si

occupa di classi di sistemi che contengono alcuni modelli di ottica quantistica

tra i quali i sistemi di Jaynes-Cummings, di Rabi e le loro generalizzazioni

che descrivono l'interazione luce-materia.

In primo luogo, studiamo l'asintotica spettrale di Weyl per una classe

di sistemi semiregolari, estendendo al caso vettoriale i risultati di Hel�er e

Robert [18] e, più recentemente, di Doll, Gannot e Wunsch [11]. In vero,

l'asintotica di Doll, Gannot e Wunsch è più precisa (per questo la chiamiamo

ra�nata) del risultato classico di Hel�er e Robert, ma tratta una classe di

sistemi meno generale, poiché viene fatta un'ipotesi sulla misura del sottoin-

sieme della sfera unitaria su cui le derivate tangenziali della trasformata a

raggi X del simbolo semiprincipale si annullano all'ordine in�nito.

Forniamo, poi, una continuazione meromorfa della funzione zeta spettrale

per sistemi di�erenziali semiregolari a coe�cienti polinomiali, generalizzando

i risultati di Ichinose e Wakayama [30] e Parmeggiani [45].

In�ne enunciamo e dimostriamo un risultato di quasi-clustering per una

classe di sistemi che include i modelli di ottica quantistica sopra citati e

concludiamo la tesi provando una formula di Weyl per il modello di Rabi e

le sue generalizzazioni.
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Introduction

In this thesis we deal with asymptotic spectral properties of a class of pseu-

dodi�erential systems containing models which are relevant in Quantum Op-

tics like the Jaynes-Cummings model (see Subsection 2.1.1) and the Rabi

model (see Chapter 10). The main class analyzed consists of Semiregu-

lar Metric Global Elliptic Systems (SMGES). Namely, we are considering

those global semiregular systems (see Section 1.2) with scalar elliptic prin-

cipal symbol such that there is not only a positively homogeneous of order

0 unitary matrix-valued function whose conjugation diagonalizes both the

principal and semiprincipal symbol, but also separation of the eigenvalues

for the semiprincipal symbol.

First of all, we will establish a result about the asymptotics of the spec-

tral Weyl spectral counting function of a class of semiregular globally elliptic

pseudodi�erential N × N systems (of order 2) which is a subclass of the

SMGES class and contains the important model of Jaynes-Cummings that

describes the interaction of light and matter (see [57]). The class we con-

sider extends to a semiregular case (with scalar principal symbol) that of

Non-Commutative Harmonic Oscillators (NCHOs) introduced by Parmeg-

giani and Wakayama in [47, 48] (see also [45, 46]). Namely, while the pseu-

dodi�erential class considered in [45] had a step −2j in the homogeneity of

the jth-term in the asymptotic expansion of the symbol, we consider here a

step −j. An example of such a scaling in homogeneity is, in fact, the sym-

bol of the Jaynes-Cummings Hamiltonian (we call semiregular this kind of

classical symbols).

In the scalar case, this kind of asymptotics for global operators was ini-

tially established by Chazarain [8] (in a semiclassical setting) and then gen-

v
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eralized by Shubin [58] (see also Hörmander [25]), and Hel�er and Robert

[18] (see also [52] and Hel�er's book [20], and references therein), and, more

recently, made more precise by Doll, Gannot and Wunsch in [11] (see also

Doll and Zelditch [12] for a precise study of the singularities of the trace of

the Schrödinger propagator).

The asymptotics of the Weyl spectral counting function will be given in

terms of the symbol of the system, and, more precisely, in terms of the prin-

cipal part, the semiprincipal part and the subprincipal part (respectively, the

terms of order 2, 1 and 0 in the asymptotic expansion of the symbol). We

will show that one can blockwise diagonalize (through a decoupling theo-

rem) the system, so as to be able to implement the scalar results mentioned

above. This is, however, not straightforward, since we have to compose cer-

tain Fourier integral operators and ψdos in the Weyl calculus keeping track

of the (matrix) symbols.

We will be retaining the notation relative to the Hörmander-Weyl pseudod-

i�erential calculus (also in the semiclassical case) as in Parmeggiani [45] (see

also [42] and [46]).

Next, we will study the spectral zeta function associated to a second order

di�erential operator with polynomial coe�cients (which contains the Jaynes-

Cummings and Rabi models). The spectral zeta function of an operator is

an import invariant of the point spectrum of an operator. In fact, when the

spectrum of a linear operator P : H → H (H being an Hilbert space) is

discrete, we can de�ne the spectral zeta function of P as

ζP (s) :=
∑

λ∈SpecP

λ−s,

for any given complex number s for which it makes sense. In particular, if

P is an elliptic, self-adjoint and positive global pseudodi�erential operator

of order µ > 0 on Rn, then s 7→ ζP (s) is holomorphic for Res > 2n/µ, since

there the de�ning series is absolutely convergent. Actually, to have more

precise information on the spectrum of P and since, as we will recall, the

spectral zeta function of the scalar (and fundamental) harmonic oscillator

is deeply connected with the Riemann zeta function: we want to extend it
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meromorphically. That is why we will state and prove a result of continuation

of the spectral zeta function to obtain a meromorphic function whose poles

are real and accumulate at −∞. Namely, we will give the continuation as

a linear combination of meromorphic functions modulo a function that is

holomorphic on a complex half-plane.

Once obtained fundamental properties on the asymptotics of the spec-

trum and behavior of its observables, we will provide a more precise prop-

erty of the spectrum of a subclass of the SMGES containing again the afore-

mentioned quantum optics models. Namely, we will determine a spectral

quasi-clustering result, that is, the concentration of the spectrum of a posi-

tive self-adjoint ψdo within the union of certain intervals with centers on a

sequence determined through invariants of the symbol and width decreasing

as the centers go to in�nity.

Finally, we will complete this thesis by stating and proving a re�ned

Weyl law for the Rabi model and a classical (two-coe�cient) Weyl law for its

generalizations. It describes the interaction of a 2-level atom and one cavity-

mode electromagnetic �eld for a bigger class of quantum systems with respect

to the Jaynes-Cummings model. In fact, it provides a good description of the

quantum system even when the �eld is not near resonance with the atomic

transition and the coupling strength is not weak. Actually, it can be seen

as the model which leads to the Jaynes-Cummings model after the rotating

waves approximation, which is valid if the �eld is near resonance with the

atomic transition and the coupling strength is weak.

The plan of this thesis is the following. First of all we brie�y recall in

Chapter 1 the concepts of NCHOs, of the class of semiregular symbols and

their main properties that we will be using in this work. We then de�ne the

class of systems we will be concerned in the sequel.

In Chapter 2, we recall the Jaynes-Cummings model and its variants, to

encompass also atoms with several energy levels. We show that it is possible

to associate with such systems coming from physics, geometrical models re-

lated to complexes of vector-valued di�erential forms. This is interesting in

our opinion, for it shows that, very likely, higher Lie groups of symmetries

are allowed in the theory.
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In Chapter 3, we state and prove the decoupling theorem, which shows

that, for the class we consider here, it is possible to obtain a pseudodi�er-

ential block-reduction of the system. This is fundamental in the study of

a parametrix of the Schrödinger �ow associated with our system, which, in

turn, is the basic object to study for obtaining the Weyl asymptotics we

are interested in. The decoupling theorem will be stated both in the semi-

classical case as well as in the semiregular case, and the proof will be given

in the semiclassical setting (in fact, it will be useful, for future projects, to

have also the semiclassical version). Since the subprincipal part enters the

picture, we discuss in Chapter 4 the transformation properties of the subprin-

cipal symbol of the system, along with its transformation law when changing

the �gauge� (that is, when changing the unitary symbol which diagonalizes

the semiprincipal part).

In Chapter 5 we investigate, for the sake of completeness, also the struc-

ture and the transformation laws of the semi-subprincipal symbol under dif-

ferent diagonalizers for the semiprincipal part.

In Chapter 6 we study conditions that are necessary and/or su�cient

for having that the X-ray transform R(λ±µ−1) of the eigenvalues λ±µ−1 of the

semiprincipal part aµ−1 are Morse-Bott functions (see Proposition 6.2.1).

In Chapter 7 (Section 7.1), we will state and prove the Weyl asymptotic

results, the �rst one extending to our class of systems the asymptotics due

to Hel�er and Robert [18], and the second one presenting a better error

term when the zero-set of the determinant of the semiprincipal part has

small dimension (see Theorems 7.1.7 and 7.1.8). The results are based on

the construction of a reduced propagator, following the approach of Doll,

Gannot and Wunsch [11], and it is here that the diagonalization theorem

plays a fundamental role. The extension to systems, however, is not for free,

for we have to control the conjugation of the Fourier integral operators (FIOs)

with quadratic phases by the pseudodi�erential diagonalizers, without losing

the symbol-calculus properties. This point is very delicate and we follow

here the approach of Doll and Zelditch [12], having, however, to adapt it

to our case. Then, in Section 7.2, we shall show the resulting asymptotics

in the 2 × 2 Jaynes-Cummings system, and of a perturbation of the 3 × 3
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Jaynes-Cummings system and its 6× 6 geometric counterpart.

In Chapter 8 we will give a meromorphic continuation of the spectral zeta

function for semiregular di�erential systems with polynomial coe�cients. As

an application of our results, we �rst compute the meromorphic continuation

of the Jaynes-Cummings model (JC-model) spectral zeta function. Next,

we compute the spectral zeta function of the JC-model generalization to a

3-level atom and a 2 cavity-mode electromagnetic �eld. For both of them we

show that it has only one pole in s = 1.

In Chapter 9 we will provide a spectral quasi-clustering spectral estimate

for a subclass of the SMGES class. At �rst, we consider systems with prin-

cipal symbol given by the harmonic oscillator p2, semiprincipal symbol with

matrix invariants that are functions of the harmonic oscillator and subprin-

cipal symbol of its diagonalized which is constant on the bicharacteristics of

p2. This is a relevant case, since the Jaynes-Cummings model and its gener-

alizations in Chapter 2.1 with αk = α for all k satisfy this property for all N .

Then, we extend the result to be able to include also the case with αk ̸= αk′

for some k ̸= k
′
.

Finally, in Chapter 10 we will study the asymptotics of the counting

function of the Rabi model and we will obtain a re�ned Weyl law for it

(since the Rabi Hamiltonian operator for a 2-level atom with one cavity-

mode of the electromagnetic �eld is a SMGES) and a (classical) two-term

Weyl law for its generalization to an N -levels atom (N ≥ 3) with N − 1

cavity-modes of the electromagnetic �eld by a perturbation argument and

operator inequalities.
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Chapter 1

Mathematics and physics settings

In this chapter we provide the mathematical an physical prerequisites to de-

scribe and analyze the quantum optical Jaynes-Cummings model (JC-model)

and give a mathematical formulation of the spectral problems we are going

to treat.

More in detail, in Section 1.1 we introduce the class of the Non-Commutative

Harmonic Oscillators and in Section 1.2 the one of the semiregular symbols

and SMGES that will be central in the study that follows. Then, we present

and treat the JC-model from a mathematical and physical point of view in

Section 1.3.

1



2 1. Mathematics and physics settings

1.1 Non-Commutative Harmonic Oscillators

(NCHOs)

A Non-Commutative Harmonic Oscillator (NCHO) is the

Weyl-quantization aw(x,D) of an N ×N system of the form

a(x, ξ) = a2(x, ξ) + a0, (x, ξ) ∈ Rn × Rn = T ∗Rn,

where a2(x, ξ) is an N × N matrix whose entries are homogeneous

polynomials of degree 2 in the (x, ξ) variables, and a0 is a constantN×
N matrix. (These systems have been introduced by A. Parmeggiani

and M. Wakayama in [47, 48].)

It can also be said that an NCHO comes from the Weyl-quantization of a

matrix-valued quadratic form in (x, ξ) adding a constant matrix term.

Remark. A. Parmeggiani and M. Wakayama choose the name NCHO for

two main reasons:

− the fact that a scalar harmonic oscillator is a single quadratic form in

(x, ξ);

− the two levels of non-commutativity that we have to deal with when

studying these systems: one due to the matrix-valued nature of the symbol of

the system, and the other to the Weyl-quantization rule

xkξj ↔ (xkDxj +Dxjxk)/2, (where D = −i∂),

re�ected through symplectic geometry by the Poisson-bracket relations

{ξj, xk} = δjk, 1 ≤ j, k ≤ n.

De�nition. A NCHO aw(x,D) is said to be elliptic when

a2 is a N ×N matrix and det a2(x, ξ) behaves exactly like (|x|2 + |ξ|2)N

for |(x, ξ)| large.
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When a2 and a0 are Hermitian matrices, the operator aw(x,D) is �form-

ally self-adjoint� (i.e. symmetric on S (Rn;CN)). Moreover, if in addi-

tion aw(x,D) is positive elliptic (i.e. the matrix a2(x, ξ) is positive def-

inite for (x, ξ) ̸= (0, 0)), then it is self-adjoint as an unbounded operator

A : D(A) ⊂ L2(Rn;CN) → L2(Rn;CN) with a discrete real spectrum, where

D(A) := {u ∈ L2(Rn); Au = aw(x,D)u ∈ L2(Rn)} = B2(Rn),

with B2(Rn) the Shubin space of order 2.

Remark 1.1.1. We note that, while scalar harmonic oscillators have been

deeply studied, very little has been investigated about the spectral properties

of selfadjoint elliptic systems, even in the basic case of NCHOs.

The system written below is an especially important example of NCHO:

Qw
(α,β)(x,D) =

 α
(
−∂2x

2
+ x2

2

)
−
(
x∂x +

1
2

)
x∂x +

1
2

β
(
−∂2x

2
+ x2

2

)  , x ∈ R, α, β ∈ C.

This is the Weyl-quantization of the matrix

Q(α,β)(x, ξ) =

 α
(
ξ2+x2

2

)
−ixξ

ixξ β
(
ξ2+x2

2

)  , (x, ξ) ∈ R× R,

introduced by A Parmeggiani and M.Wakayama[47, 48]. When α, β > 0 with

αβ > 1, the system is positive elliptic, self-adjoint, and so it has a discrete

spectrum in L2(R;C2), and a very rich and remarkable structure.

It is worth remarking that in [48] the eigenvalues are described in terms

of a scalar three-term recurrence, that is, in terms of a continued fraction

(nevertheless, it is very di�cult to get a direct and explicit expression of

them).

In addition we mention that when α = β > 1, Qw
(α,α)(x,D) is unitarily

equivalent [47, 48] to a scalar harmonic oscillator times the identity 2 × 2

matrix. Hence, its spectral properties are governed by the tensor product of

the oscillator representation and the 2-dimensional trivial representation of
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sl2(R) [24], i.e. one has matrix-valued creation/annihilation operators that

can be used to �construct� the spectrum.

Therefore, when α, β > 0 and αβ > 1, we have that Qw
(α,β)(x,D) can be seen

as a matrix-valued deformation of the scalar harmonic oscillator. In the case

α ̸= β and α, β > 0 it was proved by Parmeggiani in [42] (Theorem 4.4, pp.

351-353) that Qw
(α,β)(x,D) does not admit creation/annihilation operators.

Finally, we remark that a motivation for investigating systems likeQw
(α,β)(x,D)

originates from PDEs, that is, from the study of a-priori lower bound estim-

ates, such as Melin's or Hörmander's or Fe�erman-Phong's, for pseudodi�er-

ential systems (see [39], and also [43, 44] and the references therein).

1.2 Semiregular symbols and our class

We give in this section the de�nition of semiregular symbols that we will be

considering in the sequel, their basic properties and then introduce the class

of systems we consider here.

In order to prepare the ground also to the study of extensions of this kind

of systems to more general classes of systems, we will be using the following

notation for the Hörmander metric and admissible weight (see Hörmander

[26]): with X = (x, ξ), Y = (y, η), etc., belonging to the phase-space Rn ×
Rn, and m(X) := ⟨X⟩ = (1 + |X|2)1/2 the usual "Japanese bracket", we

consider the Hörmander metric gX = |dX|2/m(X)2. Then,m is an admissible

function (and so is mµ for any given µ ∈ R), and we may exploit the full

power of the Weyl-Hörmander pseudodi�erential calculus. We will also write

Ṙ2n for Rn × Rn \ {(0, 0)}.

De�nition 1.2.1. Let MN denote the algebra of N×N complex matrices. A

symbol a ∈ S(mµ, g;MN) is said to be classical (see Remark 3.2.4 of [45]) if it

possesses an asymptotic expansion
∑

j≥0 aµ−2j in isotropic (i.e. positively ho-

mogenous and smooth outside the origin) terms aµ−2j positively homogeneous

of degree µ− 2j. We write a ∈ Scl(m
µ, g;MN).

We say that a ∈ S(mµ, g;MN) is semiregular (see Remark 3.2.4 of [45])

if a = a(0) + a(1), where a(0) ∈ Scl(m
µ, g;MN) and a(1) ∈ Scl(m

µ−1, g;MN).
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We write a ∈ Ssreg(m
µ, g;MN). In other words, a symbol a is semiregular if

it possesses an asymptotic expansion
∑

j≥0 aµ−j in isotropic terms, that is,

aµ−j is positively homogeneous of degree µ− j and smooth outside the origin,

j ≥ 0.

Equivalently, a matrix-symbol a of order µ is semiregular if a = a(0) + a(1),

where a(0) ∈ Scl(m
µ, g;MN) and a

(1) ∈ Scl(m
µ−1, g;MN). In such chase, we

write a ∈ Ssreg(m
µ, g;MN).

The terms aµ, aµ−1 and aµ−2 are called the principal symbol, the semiprin-

cipal symbol and the subprincipal symbol, respectively, of the operator aw =

aw(x,D).

More explicitly, a ∈ Ssreg(m
µ, g;MN) if and only if there exists a sequence

(aµ−j)j≥0 ⊂ C∞(Ṙ2n;MN) where aµ−j is positively homogeneous of degree

µ− j in X and, for an excision function χ,

a− χ
N∑
j=0

aµ−j ∈ S(mµ−(N+1), g;MN), ∀N ∈ Z+.

As usual, in such case we write

a ∼
∑
j≥0

aµ−j.

Now we are going to prove that a semiregular pseudodi�erential system,

i.e. the Weyl-quantization of a symbol in Ssreg(m
µ, g;MN), has a two-sided

parametrix if it is elliptic. One consequence of this result is that the un-

bounded operator de�ned by the pseudodi�erential operator on its maximal

domain is self-adjoint and, if the domain is compactly embedded into L2,

with discrete spectrum which is semibounded from below when the main el-

liptical part is positive. According to Proposition 3.2.15 in [45], a preliminary

result to prove the existence of a two-sided parametrix is the following one

giving a symbol with prescribed WKB expansion.

Proposition 1.2.2. Let µj ↘ −∞, µj > µj+1, j ∈ N, be a monotone strictly

decreasing sequence of real numbers. Let aj ∈ S(mµj , g), j ∈ N. Then, there
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exists a ∈ S(mµ1 , g) such that

a ∼
∑
j≥1

aj,

that is, for all r ∈ N we have

a−
r∑
j=1

aj ∈ S(mµr+1 , g).

If another a′ has the same property, then a− a′ ∈ S (R2n).

Proof. Let χ be an excision function, namely, χ ∈ C∞(R2n), 0 ≤ χ ≤ 1, such

that χ(X) = 0 if |X| ≤ 1/2 and χ(X) = 1 if |X| ≥ 1. In the �rst place, we

show that we can choose a monotone strictly increasing sequence of positive

numbers Rj → +∞, increasing so quickly as j → +∞ that, for any given

j ≥ 2 and for all α ∈ Z2n
+ with |α| ≤ j,

|∂αX (χ(X/Rj)aj(X))| ≤ 2−jm(X)µj+1−|α|. (1.2.1)

To see this, note that

|∂αX (χ(X/R))| ≤ Cαm(X)−|α|, for R ≥ 1. (1.2.2)

In fact,

∂αX (χ(X/R)) = R−|α|(∂αXχ)(X/R),

and

|α| ≥ 1, X ∈ supp(∂αXχ)(·/R) =⇒ R/2 ≤ |X| ≤ R,

from which (1.2.2) follows, and shows that χ(·/R) ∈ S(1, g) uniformly in

R ≥ 1. Then, for all α ∈ Z2n
+ ,

|∂αX (χ(X/R)aj(X))| ≤ Cj,αm(X)µj−|α|, (1.2.3)
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if R ≥ 1, whence

χ(·/R)aj ∈ S(mµj , g), j ∈ N, R ≥ 1.

Of course, this is seen also by noting that χ(X/R)aj(X) = aj(X) for X large,

for

supp (χ(·/R)aj) ⊂
{
X ∈ R2n; |X| ≥ R/2

}
, ∀j ∈ N. (1.2.4)

Now, given any j ≥ 1, if R ≥ and |α| ≤ j we have

|∂αX (χ(X/R)aj(X))| ≤ max
|α|≤j

{Cj,α}m(X)µj−|α| =: Cjm(X)µj−|α|. (1.2.5)

On the other hand,

m(X)µj−|α| ≤ εm(X)µj+1−|α|,

where X is such that

m(X) = (1 + |X|2)1/2 ≥ 1

ε
.

So, to satisfy (1.2.1), it su�ces to choose ε = 1/(2jCj), and take

(1 +R2
j/4)

1/2 ≥ 2jCj, j ≥ 2.

That is, it su�ces to take

Rj ≥ 2j+1Cj, j ≥ 2.

Hence, we may choose

R1 = 1, Rj = 2j+1(Cj + 1) +Rj−1, j ≥ 2.

Now, (1.2.4) and Rj ↗ +∞ yield that the sum

a(X) :=
∑
j≥1

χ(X/Rj)aj(X)
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is locally �nite, hence a ∈ C∞. On the other hand, given any r ∈ N and any

α ∈ Z2n
+ , we may �nd N ∈ N so large that |α| ≤ N + 1 and µN+1 + 1 ≤ µr.

Hence∣∣∣∣∣∂αX(a(X)−
N∑
j=1

χ(X/Rj)aj(X)
)∣∣∣∣∣ =

∣∣∣∣∣∂αX(
∞∑

j=N+1

χ(X/Rj)aj(X)
)∣∣∣∣∣ (1.2.6)

≤
∞∑

j=N+1

1

2j
m(X)µj+1−|α|

≤2−Nm(X)µr−|α| (1.2.7)

(recall that µj > µj+1 and µj → −∞). Therefore, by choosing r = 1 we

obtain that for any given α ∈ Z2n
+ (with N large depending on α as above)

∂αXa(X) = ∂αX

(
a(X)−

N∑
j=1

χ(X/Rj)aj(X)
)
+ ∂αX

( N∑
j=1

χ(X/Rj)aj(X)
)
,

whence, by (1.2.3) and (1.2.6),

|∂αXa(X)| ≤ 1

2N
m(X)µ1−|α| +

N∑
j=1

Cj,αm(X)µj−|α| ≤ Cαm(X)µj−|α|,

that is, a ∈ S(mµ1 , g).

On the other hand, we also obtain from (1.2.6) that for any given r ∈ N
and any given α ∈ Z2n

+ with N ≥ r + 1 so large depending on α and r that

|α| ≤ N + 1 and µN+1 + 1 ≤ µr+1,∣∣∣∣∣(∂αXa(X)−
r∑
j=1

aj(X)
)∣∣∣∣∣ ≤

∣∣∣∣∣∂αX(a(X)−
N∑
j=1

χ(X/Rj)aj(X)
)∣∣∣∣∣

+
r∑
j=1

∣∣∣∂αX((1− χ(X/Rj))aj(X)
)∣∣∣

+
r∑

j=r+1

∣∣∣∂αX(χ(X/Rj)aj(X)
)∣∣∣

≤Cα,rm(X)µr+1−|α|
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for we have

(1− χ(·/Rj))aj ∈ S(m−∞, g), ∀j ∈ N,

and

χ(·/Rj)aj ∈ S(mµr+1 , g), ∀j ≥ r + 1.

This shows that a ∼
∑

j≥1 aj.

Finally, if a′ ∈ S(mµ1 , g) has this last property, then, for all r ∈ N,

a− a′ =
(
a−

r∑
j=1

aj

)
−
(
a′ −

r∑
j=1

aj

)
∈ S(mµr+1 , g),

that is, a− a′ ∈ S(m−∞, g) = S (R2n), which concludes the proof.

Moreover, we give a notion of ellipticity for systems.

De�nition 1.2.3. A symbol a ∈ Ssreg(m
µ, g;MN) is said to be globally elliptic

when its principal part aµ satis�es

| det(aµ(X))| ≈ |X|µN , ∀X ∈ Ṙ2n.

When a is globally elliptic, we will say that the corresponding ψdo aw(x,D)

is globally elliptic.

Now, we are ready to prove the existence of a two-sided parametrix for

an elliptic semiregular pseudodi�erential system.

Theorem 1.2.4. Let A ∈ Ssreg(m
µ, g;MN) be elliptic. Then, there exists

B ∈ Ssreg(m
−µ, g;MN) such that

AwBw = I +R, BwAw = I +R
′
,

where R, S are smoothing operators and I := id⊗ IN .

Proof. In the �rst place, it su�ces to see that BwAw = I + R and AwB̃w =

I + R̃ , for some B and B̃. In fact, we then have

BwAwB̃w = Bw(I + R̃) = (I +R)B̃w,
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that is, Bw = B̃w +(RB̃w −BwR̃) and RB̃w −BwR̃ is smoothing. We hence

prove that we may �nd Bw as in the statement, such that BwAw = I + R

(i.e. Bw is a left-parametrix). The construction of a right-parametrix is

completely analogous.

Let χ be an excision function. Let

b−µ =
χ

aµ
∈ Ssreg(m

−µ, g;MN).

Then

bw−µA
w = I + rw1 ,

where r1 ∈ Ssreg(m
−1, g;MN). We hence �Neumann-invert� I + rw1 as follows.

For any given N ∈ Z+ we have(
N∑
j=0

(−rw1 )j
)
bw−µA

w = I − (−rw1 )N+1.

If we denote by r
(j)
1 the symbol of (rw1 )

j, that is, r(0)1 = 1, and r
(j)
1 =

r1# . . .#r1︸ ︷︷ ︸
j times

, where # denotes the symbol composition, then by the sym-

bol calculus (see also Proposition 3.2.15 of [45]) there is a symbol s ∈

Ssreg(1, g;MN) such that s ∼
N∑
j=0

(−1)jr
(j)
1 . Hence, swbw−µA

w = I + R with R

smoothing. We conclude the proof by setting B := s#b−µ.

Comment on the notation. Hel�er in [20] and the authors of [11] and

of [12] use Γcl for the set of semiregular symbols. We decided to adopt our

notation Ssreg because the natural homogeneity of the Poisson bracket of ho-

mogeneous symbols is the sum of the orders minus 2. Whence, it is natural

in the global calculus to call �regular� those symbols whose asymptotic ex-

pansion is made of homogeneous symbols for which the j-th term has order

µ− 2j where µ is the order of the principal term. This is indeed parallel to

the use of �semiregular� appearing in the paper by Boutet De Monvel on the

hypoellipticity of the ∂̄ operator.
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Remark 1.2.5. It is clear that composition of semiregular symbols yields a

semiregular symbol.

Of course, when the symbol a ∈ S(mµ, g;MN) is Hermitian, then the cor-

responding pseudodi�erential operator aw(x,D), obtained byWeyl-quantizing

a(X), is formally self-adjoint. We writeΨ(mµ, g;MN), respectivelyΨsreg(m
µ, g;MN),

for the ψdos obtained by Weyl-quantization of symbols in S(mµ, g;MN), resp.

Ssreg(m
µ, g;MN).

As usual, for A,B > 0, we write A ≲ B when there is C > 0 such that

A ≤ CB, and write A ≈ B when there are C,C ′ > 0 such that CA ≤ B ≤
C ′A.

When µ > 0 and a = a∗ ∈ Ssreg(m
µ, g;MN) is globally elliptic (hence,

a∗µ−j = aµ−j for all j ≥ 0 and aµ is globally elliptic), the existence of a

(semiregular) two-sided parametrix yields that aw(x,D), realized as an un-

bounded operator on L2(Rn;CN) with maximal domain the Shubin Sobolev

space Bµ(Rn;CN) (see [58], or [20] or [41]), is self-adjoint with a discrete

spectrum. When furthermore aµ > 0 (as a Hermitian matrix), then aw(x,D)

is semibounded and hence has a spectrum bounded from below.

We are now in the position to introduce the class of systems we are

interested in.

De�nition 1.2.6. We say that an N × N symbol a ∈ Ssreg(m
µ, g;MN) is a

semiregular metric globally elliptic system (SMGES for short) of order

µ, when

a(X) = a(X)∗ = pµ(X)IN+aµ−1(X)+aµ−2(X)+Ssreg(m
µ−3, g;MN), X ̸= 0,

where:

� pµ ∈ C∞(Ṙ2n;R) is positively homogeneous of degree µ and such that

|X|µ ≈ pµ(X) for all X ̸= 0;

� aµ−1 = a∗µ−1 is such that there exists r ≥ 1 and e0 ∈ C∞(Ṙ2n;MN)

unitary and positively homogeneous of degree 0 such that

e0(X)∗aµ−1(X)e0(X) = diag(λµ−1,j(X)INj
; 1 ≤ j ≤ r), X ̸= 0
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where N = N1 +N2 + . . .+Nr and λµ−1,j ∈ C∞(Ṙ2n;R) are positively

homogeneous of degree µ− 1 and such that

j < k =⇒ λµ−1,j(X) < λµ−1,k(X), ∀X ̸= 0.

1.3 The Jaynes-Cummings model

The JC-model is a fully solvable quantum mechanical model of an atom in a

�eld. The JC-model, introduced in 1963 [1], has served as a theoretical de-

scription of the light-matter interaction and has continued to ful�l in unanti-

cipated ways the objectives of its originators, making it possible to examine

the basic properties of quantum electrodynamics. The relative simplicity of

the JC-model and the ease with which it can be extended through analytic

expressions or numerical computations continue to motivate attention.

More in detail, the JC-model was �rst introduced to study the classical

aspects of spontaneous emission (SE) and to reveal the existence of Rabi

oscillations1in atomic excitation probabilities for �elds with sharply de�ned

energy (or photon number). In case of �elds with a statistical distribution of

photon numbers, the oscillations collapse to an expected steady value. In the

original formulation [1], the Jaynes-Cummings model (JC-model) considered

a single two-state atom (molecule) interacting with a single near-

resonant quantized cavity mode of the electromagnetic �eld (Fig. 1).

Thus, it can be stated that:

1If light interacts with a two-level system (e.g. an atom or ion with a ground state and
an excited state), this can lead to a periodic exchange of energy between the light �eld
and the two-level system. These oscillations are called Rabi oscillations (with reference
to the Nobel Prize winner Isidor Isaac Rabi). They are associated with oscillations of
the quantum mechanical expectation values of level populations and photon numbers.
They can be interpreted as a periodic change between absorption and stimulated emission
of photons. A competing process, which can prevent these oscillations, is spontaneous
emission.
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The Jaynes-Cummings model consists of a single two-level atom coupled to

a quantized single-mode �eld, represented as a harmonic oscillator (HO).

The coupling between atom and �eld is characterized by a Rabi frequency

Ω1. Loss of excitation in the atom appears as a gain in excitation of the

oscillator.

Fig. 1

In 1980 it was found that, under appropriate initial conditions (e.g. a

near-classical �eld), the Rabi oscillations would eventually revive, only to

collapse and revive repeatedly in a complicated pattern. Indeed, in JC-

model analytic solutions these revivals are present. Their existence provided

proof of the truly quantum nature of radiation, as it gave direct evidence for

discreteness of �eld excitation (photons).

Further non-classical properties of the JC-model �eld, such as a tendency

of the photons to antibunch (see Section 1.3.1.1), was revealed by subsequent

studies.

In the early 90s it has been discovered the existence of the atom and �eld

in a macroscopic superposition state (a Schrödinger cat) during the quiescent

intervals of collapsed Rabi oscillations. This provided the opportunity to

use the JC-model to enlighten the basic properties of quantum correlation

(entanglement) and, indeed, to investigate in further depth the relationship

between classical and quantum physics.

As reported in [57], during the years there has arisen a strong scienti�c

e�ort aimed at exploiting and extending the JC-model. A �rst signi�cant
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motivation of this great interest lies in the discovery of many relevant prop-

erties of the model, dealing with the possibility of �nding solutions (often

exact) to fundamental models of a quantum theory of interacting �elds and

atoms. A second notable motivation stays in the considerable advance in

cavity quantum electrodynamics (QED) experiments involving single atoms

(usually Rydberg atoms) within single-mode cavities (the micromaser). As

a matter of fact, through this the theory has turned from an academic curi-

osity into a testable enterprise. All the reasons mentioned above, combined

with a considerable ease of computational implementation, are at the bases

of the still alive strong interest in extension and generalization of the original

formulation of the Jaynes-Cummings model.

The JC-model Hamiltonian operator is:

Ĥ = ℏωâ†â+ E1Ŝ11 + E2Ŝ22 +
ℏ
2
Ω1(â

†Ŝ12 + âŜ21) (1.3.1)

where:

• ω is the frequency of the mono-modal �eld,

• Ek is the energy of the atomic state ψk,

• Ω1 is the atom-�eld coupling constant,

• Ŝjk is a transition operator acting on atomic states (Section 1.3.2.2).

Now, we introduce some notions that constitute the basis of the theor-

etical foundation for the JC-model (Section 1.3.1): the harmonic oscillator

(bosonic states), the two-level system (fermionic states), coherent coupling.

Then, we present the mathematical formulation of the JC-model building

the Hamiltonian (Section 1.3.2).

1.3.1 JC-model theoretical foundation

In this section we introduce some basic concepts that we will follow in the

rest of our work: the quantum harmonic oscillator (HO), the two-level system

(2LS), coherent coupling.

The approach in Subsection 1.3.1.1 will be based on the works [50, 10], while
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the one in Subsections 1.3.1.2 and 1.3.1.3 will be based on the work [10].

1.3.1.1 Harmonic Oscillator (HO) - Bosonic states

Light-matter interaction can be satisfactorily described through the semi-

classical approach. Nevertheless, not all important e�ects can be explained

by such approach. For instance, that is not possible for emission of excited

atom, despite it lies in the fundamentals of many physical systems. For un-

derstanding this and other purely quantum e�ects, it is necessary to quantize

the �eld, which requires introducing photons, that is, a quantum of electro-

magnetic �eld.

▶ The Hamiltonian of a bosonic quantum �eld as a sum of HOs

In this section we present a �rst step in the direction of electromagnetic

�eld quantization. Namely, we show that, starting from the wave nature

of electromagnetic �eld, its Hamiltonian can be represented as a sum of

harmonic oscillators energies.

Let us recall that, in the absence of charges and currents, the Maxwell

equations in vacuum have the form

rot E = −1
c

∂H

∂t
,

rotH = 1
c

∂E

∂t
,

div E = 0,

divH = 0.

(1.3.2)

We will deal with the vector potential A, which can be de�ned as follows:

H =rotA, (1.3.3)

E =− 1

c

∂A

∂t
−∇φ, (1.3.4)

where φ is the scalar electric potential, that is, a smooth function which could

be smoothly extended to the whole space R3 for any �xed time t ≥ 0.
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Note that the vector and scalar potential can be de�ned in non-unique

way up to the gradient of an arbitrary real function and time derivative of

the same function, often called gauge freedom. We eliminate this uncertainty

in A and φ by applying an additional restriction (Lorentz gauge):

divA = 0. (1.3.5)

Now, by replacing the electric �eld expression into the second equation

of (1.3.2), we have

rot rot A = − 1

c2
∂2A

∂t2
− 1

c
∇∂φ

∂t
(1.3.6)

and, since

rot rot A = grad divA− div gradA = −∆A, (1.3.7)

we get the Helmholtz equation for the vector potential:

∆A− 1

c2
∂2A

∂t2
=

1

c
∇∂φ

∂t
. (1.3.8)

Through applying the divergence operation to both sides of (1.3.4), we obtain

the equation for the scalar potential:

div E︸ ︷︷ ︸
=0 by (1.3.2)

= −1
c
∂
∂t

divA︸ ︷︷ ︸
=0 by (1.3.5)

−∆φ =⇒ ∆φ = 0. (1.3.9)

Hence, φ is an harmonic function satisfying periodic boundary conditions

which could be smoothly extended to R3 for any �xed time t ≥ 0. Therefore,

φ is constant, which means that

∇φ = 0. (1.3.10)

Thus, in a free space, we can simplify the conditions for A into∆A− 1
c2
∂2A
∂t2

= 0,

divA = 0.
(1.3.11)
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Now, having set the equation for the vector potential, we can determine

its solution for a very simple, yet very important, case. Let us consider a

cube box with edge length L, with periodic boundary conditions and take a

wave with wave vector k. Such a box can �gure a free space when L −→ ∞.

We may write the solution of (1.3.11) as a sum of all eigensolutions, which

are the plane waves in Cartesian system. Considering periodic boundary and

calling r the position vector in the box, we get the following expression for

the solution

A(r, t) =
∑
k

ei⟨k,r⟩Ak(t), k =

 kx

ky

kz

 , kα =
2πnα
L

, nα ∈ Z, α = x, y, z,

(1.3.12)

where:

− the vector potential A(r, t) is real valued and this provides the condi-

tion

Ak(t) = A−k(t); (1.3.13)

− de�ning

k := ∥k∥ , ωk = c k = c
√
k2x + k2y + k2z ,

the temporal dependence of the vector potential is described, thanks

to condition (1.3.13), by two oscillating terms

Ak(t) = Ãk

(
e−iωktck + eiωktc−k

)
, where Ãk ∈ R; (1.3.14)

− the Lorentz gauge leads to the fact that the waves are transverse, that

is

divA = 0 ⇐⇒
∑
k

⟨k,Ak(t)⟩ ei⟨k,r⟩ = 0 ⇐⇒ ⟨k,Ak(t)⟩ = 0.

(1.3.15)

Since, by Maxwell equations, there are two independent polarizations, we

introduce two transverse polarization vectors ek1, ek2. Note that the three
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vectors (ek1; ek2;k/k) form a right-handed orthonormal basis which implies2:


⟨k, eks⟩ = 0,

ek1 × ek2 = k/k,

⟨eks, eks′⟩ = δss′ .

where s, s
′ ∈ {1, 2}. (1.3.16)

In addition, for suitably chosen terms cks, we have

ck =
∑
k

ckseks, (1.3.17)

since Ak(t) is a plane wave with wave vector k.

Therefore, we can rewrite the decomposition of A as follows

A(r, t) =
∑
k,s

Ãke
i⟨k,r⟩(e−iωktckseks + eiωktc−ks e−kse

iωkt) (1.3.18)

=
∑
k,s

Ãke
i⟨k,r⟩e−iωktckseks +

∑
k,s

Ãke
i⟨k,r⟩eiωktc−ks e−ks (1.3.19)

=︸︷︷︸
(1.3.14)

∑
k,s

Ãke
i⟨k,r⟩e−iωktckseks+

∑
k,s

Ãke
−i⟨k,r⟩eiω−ktcks eks (1.3.20)

=
∑
k,s

Ãk(e
i⟨k,r⟩uks(t)eks + e−i⟨k,r⟩uks(t) eks), (1.3.21)

where uks(t) = e−iωktcks.

Now we can write the �elds E and H as follows

E = −1

c

∂A

∂t
=
i

c

∑
k,s

Ãkωk(e
i⟨k,r⟩uks(t)eks − e−i⟨k,r⟩uks(t)eks), (1.3.22)

2In this work the notations ⟨·, ·⟩ and ·× · stand, respectively, for the scalar product and
the vector product for complex valued vectors. Moreover, denoting by ⟨·, ·⟩R and · ×R ·,
respectively, the scalar product and the vector product for real valued vectors, one has
that

⟨v,w⟩ = ⟨v,w⟩R ,

v ×w = v ×R w.
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H = rotA = i
∑
k,s

Ãk(e
i⟨k,r⟩uks(t)[k×eks]−e−i⟨k,r⟩uks(t)[k×eks]). (1.3.23)

This plane-wave expansion let us get a simple picture of the electromag-

netic �eld as an ensemble of oscillators.

Moreover, it is very explanatory and relevant to consider the energy of

electromagnetic �eld inside the box, which is

H =
1

8π

�
(∥H∥2 + ∥E∥2) dV. (1.3.24)

This can be further simpli�ed by using a pair of important relations:

− the �rst is the orthogonality of the modes, that is

�
L3

e
i
〈
k−k

′
,r
〉
dV = L3δ

kk
′ , (1.3.25)

feature that makes the terms

ÃkÃk
′ωkωk′uks(t)uk′s(t)uk′s(t)e

i
〈
k
′
−k,r

〉 〈
eks, ek′s

〉
,k ̸= k

′

vanishing;

− the second is

⟨eks, eks′ ⟩ = δss′ , (1.3.26)

which implies

⟨k× eks,k× eks⟩ = ⟨k,k⟩ ⟨eks, eks′ ⟩ = k2δss′ .

Hence, we have

H =
L3

4π

∑
k,s

Ã
2

k

ω2
k

c2
|uks(t)|2︸ ︷︷ ︸

from ∥E∥2

+ k2|uks(t)|2︸ ︷︷ ︸
from ∥H∥2

 . (1.3.27)
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Then, since k2 = ω2
k

c2
is true for each mode, one can write

H =
L3

2π

∑
k,s

Ã
2

k
k2|uks(t)|2, (1.3.28)

which shows that the electric and magnetic counterparts give equal contribu-

tion to the total electromagnetic energy.

Now let us split the real and imaginary parts of the mode amplitude

|uks(t)| by introducing the new variables

qks(t) = uks(t) + uks(t), (1.3.29)

pks(t) = −iωk(uks(t)− uks(t)). (1.3.30)

It is clear that

uks(t) =
1
2
qks(t)− 1

2iωk
pks(t) =⇒ |uks(t)|2 = 1

4ω2
k

(pks(t)
2 + ω2

k
qks(t)

2) .

Moreover, substituting this last relation in (1.3.28), one gets the following

expression for the energy

H =
L3

4πc2

∑
k,s

Ã
2

k

(
pks

2

2
+
ω2
k
qks(t)

2

2

)
. (1.3.31)

Finally, assuming Ãk =
√
4πc2/L3, we obtain the following important

result

H =
∑
k,s

(
pks

2

2
+
ω2
k
qks(t)

2

2

)
, (1.3.32)

which, indeed, represents the Hamiltonian of the electromagnetic �eld as

a sum of harmonic oscillators energies, as stated at the beginning of this

section.
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▶ Harmonic Oscillator (HO)

The quantum harmonic oscillator (HO) is the most �tting repres-

entation of �eld excitations: it consists in the ceaseless possibility to create

particles through a creation (or ladder) operator â†, that means that it is the

perfect match for bosons :

bosons are particles, quasi-particles or composite particles that have

an integer total spin and are allowed to occupy the same state.

HO exactly models the electromagnetic �eld, composed of photons.

Let us have a look at the basic properties of the HO and its possible

realizations. We remark that in this section we focus on a singe mode of the

electromagnetic �eld.

To start with, the 1-particle state is simply de�ned as the application

of a creation operator â† on the vacuum,

|1⟩ = â† |0⟩ ,

and lies in the Hilbert space L2 and the n-particle state (or Fock

state) is obtained through recursive creations

|n⟩ = (â†)n√
n!

|0⟩ , (1.3.33)

where 1/
√
n! is a normalization prefactor depending on the state of the �eld.

It must be remarked that(|n⟩)n∈N provides an orthonormal basis of the Hil-

bert space of the photons states. From a mathematical point of view.

The Hermitian conjugate â of â† annihilates a particle, hence these oper-

ators act on the number states |n⟩ (with n particles, n an integer), as:

â |n⟩ =
√
n |n− 1⟩ , (1.3.34)

â† |n⟩ =
√
n+ 1 |n+ 1⟩ , (1.3.35)

â†â |n⟩ = n |n⟩ . (1.3.36)

The composition â†â is named number operator.
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Hence, the most compact expression of Hamiltonian operator of a

free, single-mode, �eld is

Ĥa = ℏωaâ†â, (1.3.37)

where ωa is the frequency of the monomodal �eld.

Remark. Comparing equation (1.3.37) with equation (1.3.1), it follows that

(1.3.37) is the �rst term in the right-hand side of (1.3.1).

We deal here with the Schrödinger picture, where states carry the temporal

dynamics and operators are time-independent3. In this description, from the

commutation rules of bosons

[
â, â†

]
= 1

additional relations result, as the ones concerning the operators normal or-

dering (for which the moving of all creation operators to the left is needed):

ââ†n = â†nâ+ nâ†n−1 (1.3.38)

ânâ† = â†ân + nân−1. (1.3.39)

To deeper analyse HO interesting states, one can think of an ideal detector

absorbing �eld particles of all frequencies one by one.

Remark. With �absorption� we mean removing one particle from the initial

�eld state |i⟩ to get the �nal state â |i⟩.

As outlined by Glauber [14] (1963), the probability per unit time of ab-

sorbing a particle regardless of the �nal state |f⟩, is given by

Probability(1) =
∑
f

|⟨f |â|i⟩|2 , (1.3.40)

3Heisenberg picture, where operators (and not states) evolve with time, is more suitable
when we deal with two-time correlations.
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which, under the assumption that the �nal states forms a complete system,

is equal to the mean number of particles

⟨na⟩ =
〈
i
∣∣â†â∣∣ i〉 ,

as

|⟨f |â| i⟩|2 =
〈
i
∣∣â†∣∣ f〉 ⟨f |â| i⟩ .

Summing over f we get the result and obtain that the probability of counting

a particle per unit of time is proportional to the intensity of the �eld.

This idea can be generalized to the probability of countingM photons at the

same time getting the following relation

Probability(M) =
∑
f

∣∣〈f |âM |i
〉∣∣2 = 〈i ∣∣â†M âM ∣∣ i〉 . (1.3.41)

This enlightens the importance of normal ordering and how it is related

to observable quantities when photon counting experiments are performed.

Among these the most celebrated one is the two-particle coincidence exper-

iment developed by Hanbury Brown and Twiss [17] with photons: taken

at zero delay with photons, the two photons detection probability gives in-

formation about the statistics of the particle number distribution, that is an

outstanding property of the quantum state of the �eld. As a matter of fact,

a broadly considered quantity is the degree of second-order coherence

(or second-order correlation function at zero delay)

g(2) =

〈
â†â†ââ

〉
⟨â†â⟩2

. (1.3.42)

This is related to the variance (or second cumulant) ∆n2
0 =

〈
(na − ⟨na⟩)2

〉
of the particles distribution:

g(2) = 1 +
∆n2

a − ⟨na⟩
⟨na⟩2

. (1.3.43)
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In general, the degree of M th-order coherence can be written as

g(M) =

〈
â†M âM

〉
⟨â†â⟩M

=
⟨na(na − 1)(na − 2) . . . (na −M + 1)⟩

⟨na⟩M
. (1.3.44)

The Fock state already introduced has a completely determined zero vari-

ance around the mean number of particles n. This turns into

g(2) = 1− 1/n =

0, n = 1

1
2
, n = 2 (corresponding to a two-photon observable),

from which it follows that g(2) is always below 1:

g(2) < 1.

This property of g(2) is linked to some kind of quantum behaviour (i.e. anti-

bunching).

Remark. Note that |n⟩ is a very �quantum� state, in the sense that each

quantum counts: the change in number results some strong e�ect, contrary

to what happens in a classical continuous �eld, where a photon would be a

minimal contribution, whose subtraction or addition has no impact, as we

will see soon.

In the case of detection of one photon from an initial state |i⟩ = |1⟩, no
further photon can be expected as it gets projected into vacuum |f⟩ = |0⟩
when measuring the �rst. With reference to the number states, as photons

are detected the probability of emission decreases: at high numbers, one

particle less or more does not result in a relevant di�erence (n ≈ n ± 1).

At this point a classical description and insights of the state starts to be

e�ective, since g(2) tends to 1. One can �nd similar behaviour for higher

orders of coherence

g(M) =
n!

(n−M)!nM
. (1.3.45)

The probability of p particles present in the �eld can be stated as a Kronecker
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delta

Pp = |⟨p|n⟩|2 = δn,p.

The coherent state |α⟩, determined for the �rst time in 1926 by

Schrödinger, but fully developed in its quantum optical context in 1963 by

Glauber [15], is another interesting state. It has the peculiarity of being the

eigenstate of the annihilator operator a:

a |α⟩ = α |α⟩ , (1.3.46)

with complex number eigenvalue

α = |α|eiϕ.

Equation (1.3.46) shows that

the removed particle does not change the coherent state.

This is a basically classical property, where all detections are statistically

independent, and it is in harsh contrast to the case of the number state. It

follows that for the classical monochromatic wave the coherent state provide

a good quantum description.

Let us take one mode of a transversal free electromagnetic �eld as an

illustrative example of this point. The electric �eld operator E is composed

of photons (bosons) and, at some point in space, one can write it (omitting

constants) as a sum of two contributes

E = E(+) + E(−) =
1

2
(ae−iωat + a†eiωat). (1.3.47)

This can be also regarded as the expression of a general bosonic �eld. The

expectation value of the electric �eld, the intensity operator and the �eld

variance in a coherent state, respectively, are

⟨E⟩ = ⟨α|E|α⟩ = |α| cos(ωat− ϕ), (1.3.48)〈
E2
〉
=
〈
α|E2|α

〉
= ⟨E⟩2 + 1

4
, (1.3.49)

∆E2 =
〈
E2
〉
− ⟨E⟩2 = 1

4
. (1.3.50)

This mainly states that
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the quantum �uctuations of the �eld ∆E are independent of its

intensity ⟨E⟩ and become negligible at large |α|, since the amp-

litude of oscillations of ⟨E⟩ becomes really bigger than ∆E2.

In this regime the coherent state can be considered a classical wave.

However, in the case of number states the situation is deeply di�erent:

⟨E⟩ = 0, (1.3.51)〈
E2
〉
=

1

2
(
1

2
+ n), (1.3.52)

∆E2 =
〈
E2
〉
, (1.3.53)

since one has no electric mean �eld but quantum �uctuations.

In a coherent state, the variance of the particle number distribution is

equal to the mean number

⟨na⟩ = ∆n2
a = |α|2. (1.3.54)

Indeed, at all orders all cumulants of the distribution converge to this value

and the state is coherent (in Glauber's sense):

g(M) = 1, for allM.

This can be veri�ed by obtaining the explicit expression of the coherent state

in terms of number states, namely

|α⟩ = e
−|α|2/2

∞∑
n=0

αn√
n!

|n⟩ , (1.3.55)

and, through the analysis of the distribution of the particle number, we obtain

Pp = |⟨p|α⟩|2 = e−⟨na⟩ ⟨na⟩
p

p!
, (1.3.56)

which is a Poissonian distribution (see Fig. 2). If g(2) < 1, as in the case of

the number state, the distribution is called subpoissonian, while if g(2) > 1,

the distribution is named superpoissonian.
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Fig. 2: The Probability distribution of photons in the coherent
states for di�erent average number of photons ¯̄n, by [50].

Note that |n⟩ and |α⟩ are completely described by a wavefunction (one

ket): this kind of states are known as pure states. They provide a good

description for a �eld in some limit cases where it has good isolation from the

environment, and it experiences only coherent dynamics given by a Hamilto-

nian. For instance, a wavefunction

∣∣e−iωatα
〉

always completely determines the evolution of |α⟩ through the free Hamilto-

nian (1.3.37) (a phase rotation in its complex parameter).

In general, anyway, we should consider the contamination of this dynamics

imputable to the �eld as it is hopelessly in contact with the external world.

Remark. Ideally, one could take into account a more complete Hamiltonian,

inclusive of the sum of all processes a�ecting the �eld a, to model the totality

of possible interactions with the environment. Obviously, this task would

be impossible (implying the modelling of the whole universe . . .), extremely

di�cult even in case of strong approximations. It is neither possible nor

willing to take into account all the degrees of freedom which a�ect the �eld.

Such a low level of interest in the outside world outcomes in decoherence for

our system.
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In the previous example of a coherent state evolution, the �eld states

can be thought of as in�uenced by an incoherent process that ceases their

coherent free evolution (e.g. a measuring process that randomizes its phase).

Actually, concerning this process we are interested only in preserving its e�ect

on our system, that means the rate at which the perturbation occurs. After

some time te, when the probability that a �rst event has happened is Pe,

the state of the system is no longer given by

∣∣e−iωateα
〉
.

What is known is only that the state of the system is

|e−iωateα⟩ with probability 1− Pe,

|α⟩ with probability Pe.
(1.3.57)

Hence, a mixture of two wavefunctions is required instead of only one as

for the pure state. According to this idea, the dynamics of the system can

be seen as a sequence of coherent periods and incoherent random (from our

"physiological" ignorant perspective) events, that drive the wavefunction into

a given state. These are the quantum jumps . It may be guessed that, after

a while and a mixture of quantum trajectories, one completely loses track of

the state phase. The meaning of this is that the steady state (SS) of this

system is supposed to be a mixture of coherent states with equal probability

for all possible phases. Explicitly,

P(ϕ)dϕ = 1/(2π).

This situation, and the most general description of the state of the system,

can be consistently expressed by the use of the density matrix operator

ρ. As a rule, the density matrix can always be diagonalized as a linear

superposition of projectors4,

4A rank 1 projector is an operator such as |Ψ⟩ ⟨Ψ|, that, when applied to |ξ⟩, gives back
the state |Ψ⟩ with its weight in |ξ⟩. This is zero if |ξ⟩ and |Ψ⟩ are orthogonal.
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ρ =
∑
i

Pi |Ψi⟩ ⟨Ψi| , (1.3.58)

where {Pi} stand for the probabilities for the �eld to be in the states of a

given basis {|Ψi⟩} in the Hilbert space.

The pure state is a particular case where

• ρ = |Ψ1⟩ ⟨Ψ1|,
• all eigenvalues of ρ are zero except one (P1 = 1 and Pi ̸=1 = 0).

In this case, it easily follows that

ρ2 = ρ.

Conversely, a mixed state is characterized by

ρ2 ̸= ρ ⇒ Tr(ρ2) < Tr(ρ) = 1.

These properties do not depend on the choice of base. The same is true for

other properties such as Tr(ρ) = 1 (normalization) or ρ = ρ† (Hermiticity).

Considering any basis other than the one of the eigenstates, the o�-diagonal

elements of ρ give an account of the interplay or coherence between each pair

of pure states. For instance, all o�-diagonal terms of the density matrix of a

coherent state

ρaα = |α⟩ ⟨α| = e−|α|2
∑
m,n

αmα∗n
√
m!n!

|m⟩ ⟨n| (1.3.59)

are in the number state basis. On the other hand, in the case above of

a mixture of coherent states with a random phase (see (1.3.57)), we can

construct the SS density matrix as follows:

ρa|α| =

� 2π

0

1

2π

∣∣|α|eiϕ〉 〈|α|eiϕ∣∣ dϕ. (1.3.60)

Now, applying (1.3.59) to
∣∣|α|eiϕ〉 〈|α|eiϕ∣∣, we have

∣∣|α|eiϕ〉 〈|α|eiϕ∣∣ = e−|α|2
∑
m,n

|α|n+mei(n−m)ϕ

√
m!n!

|m⟩ ⟨n| .
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Therefore, since
� 2π

0
ei(n−m)ϕdϕ = 2πδn,m , we get

ρa|α| = e−|α|2
∑
n

|α|2n

n!
|n⟩ ⟨n| . (1.3.61)

Note that in each basis we can see two aspects of the decoherence that the

coherent state of (1.3.59) has su�ered.

− In the �rst basis, the most direct consequence of the phase randomiza-

tion results in the lack of o�-diagonal elements between states with di�erent

phases.

− The second basis of number states shows that the particle number

distribution is still Poissonian but also that the o�-diagonal elements between

number states have become zero. As it is the case for any mixture diagonal

in the number state basis, the average of the �eld is zero, that is

⟨E⟩ = 0,

and its intensity is time independent,

〈
E2
〉
=

1

2
(
1

2
+ ⟨na⟩). (1.3.62)

It can be noted that these results are closer to those of a number state (1.3.51)

than of a coherent state (1.3.48). Anyway, the state still results coherent at

all orders.

Finally, the thermal mixture is a further important state to discuss:

the bosonic excitations (the particles of the �eld) of this state are thermally

spread among the energy levels.

In this state, given a mode ωa, the density matrix can be derived from the

Bose-Einstein statistics as

ρath =
e
− H

kBT

Tr(e
− H

kBT )
=

e
− ℏωaa†a

kBT

1/(1−e
− ℏωa

kBT )
, (1.3.63)

where:

• kB is the Boltzmann constant,
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• the denominator is the partition function.

In addition, the thermal density matrix is diagonal in the number basis

ρath =
∑
n

⟨na⟩n

(1 + ⟨na⟩)1+n
|n⟩ ⟨n| , (1.3.64)

and the average occupation is the Bose-Einstein distribution

⟨na⟩ =
1

e
ℏωa
kBT − 1

. (1.3.65)

M. Planck suggested this formula in 1900 to match the experiments on

blackbody radiation. Later, Bose derived it from a statistical argument for

photons, requiring only the particles to be indistinguishable. Indeed, as the

system is in thermal equilibrium with a bosonic bath, their average occupa-

tion at the frequency ωa are the same:

⟨na⟩ = n̄T . (1.3.66)

Remark. Indeed in the basic picture, analysed in this section, also matter

excitations, such as excitons in semiconductors (that are composite bosons

in the regime aBd ≪ 1, where aB denotes the exciton Bohr radius and d

the density of excitons), can be well described. In fact, in very low density

case their energy levels are far from saturation and one can neglect the Pauli

e�ects due to the fermionic components (electrons and holes). How to deal

with matter excitations in presence of important fermionic e�ects is shown

in next section.

1.3.1.2 Two-Level System (2LS) - Fermionic states

HO cannot describe excitons in all regimes. If density is high enough to push

together multiple electrons or holes in the same state, the Pauli Exclusion

Principle comes into play. It is then the perfect match for fermions.



32 1. Mathematics and physics settings

Fermions are particles or composite particles that follow Fermi�

Dirac statistics, so they obey the Pauli exclusion principle, and gen-

erally have half odd integer spin (1/2, 3/2, etc.).

In these cases, the system can only populate a �nite number of levels with a

maximum of one excitation. The most appropriate description is in terms of

the projector operators (see footnote 4 on p. 29)

|ψi⟩ ⟨ψi| (1.3.67)

for each level (with corresponding energy Ei) and their ladder counterparts,

Ŝji = |ψj⟩ ⟨ψi| , (1.3.68)

the raising (if Ei < Ej) and lowering (if Ei > Ej) operators. Relation (1.3.68)

describes the promotion from state i to j ̸= i by the creation of a matter

�eld excitation, similarly to the action of â† in case of bosonic �eld. The

di�erence is mainly that, since only one excitation is allowed in each level,

Ŝji cannot be applied twice 5:

⟨ψi|ψj⟩ = δij. (1.3.69)

For these levels the free Hamiltonian operator is simply

Ĥlevels =
∑
i

Ei |ψi⟩ ⟨ψi| . (1.3.70)

Consider

− two of these levels with an energy di�erence

ℏωel = E2 − E1, (1.3.71)

5Operator â† had implicit in its expression

â† =
∑
n

√
n+ 1 |n+ 1⟩ ⟨n|

the possibility of being repeatedly applicable.
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− operators of creation and annihilation Ŝ21 and Ŝ12, respectively.

This two-level system (2LS) covers the Fermi statistics in the similar

way as the HO covers Bose statistics. Together, they not only describe a

great deal of physical situations but also, most relevantly, they constitute

the reference model for the study of light-matter interaction. For our work,

the 2LS provides a good approximation for an exciton in a small quantum

dot. The two levels involved are:

− the ground state |ψ1⟩, in the absence of an exciton,

− the excited state |ψ2⟩ = Ŝ21 |ψ1⟩, in presence of an exciton.

The Ŝij-operators

S21 = |ψ2⟩ ⟨ψ1| , Ŝ12 = |ψ1⟩ ⟨ψ2| , Ŝ21Ŝ12 = |ψ2⟩ ⟨ψ2| , Ŝ12Ŝ21 = |ψ1⟩ ⟨ψ1|
(1.3.72)

can be writtem in terms of the pseudo-spin operators or Pauli matrices,

σ1, σ2, σ3:

σ1 =Ŝ12 + Ŝ21, (1.3.73)

σ2 =i(Ŝ12 − Ŝ21), (1.3.74)

σ3 =Ŝ21Ŝ12 − Ŝ12Ŝ21 =
[
Ŝ21, Ŝ12

]
, (1.3.75)

used in case of 1/2-spin dynamics.

Remark. The fermionic properties of the 2LS algebra are summarised by

anti-commutation rule [
Ŝ21, Ŝ12

]
= I2. (1.3.76)

The Hamiltonian operator in equation (1.3.70) can be written as

Ĥel = ℏωel Ŝ21Ŝ12︸ ︷︷ ︸
=:Ŝ22

= ℏωelŜ22. (1.3.77)

Remark. Actually, condition (1.3.71) is equivalent to assuming 0 the energy

of ground state and ℏωel the energy of the excited state, i.e considering E1 = 0

and E2 = ℏωel. By (1.3.70), equation (1.3.77) comes from the general form
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of Ĥel

Ĥel = E1 Ŝ11︸︷︷︸
:=Ŝ12Ŝ21

+E2Ŝ22, (1.3.78)

Hence comparing equation (1.3.78) with equation (1.3.1), it follows that (1.3.77)

is the second and third term in the right-hand side of (1.3.1).

A general state, namely a quantum state that can also be non-pure,

is described by the 2-dimensional density matrix that is is characterized by

two numbers:

− the excitation probability, which is also the average occupation

P1 =
〈
Ŝ21Ŝ12

〉
= ⟨nel⟩;

− the coherence between the two levels, ρel12.

This matrix is

ρσ =

(
1− ⟨nel⟩ ρel12(
ρel12
)⋆ ⟨nel⟩

)
. (1.3.79)

For a pure state of the form√
1− ⟨nel⟩ |ψ1⟩+ eiϕ1

√
⟨nel⟩ |ψ2⟩ ,

we have

ρσ12 =
√
⟨nel⟩ (1− ⟨nel⟩)e−iϕ.

Conversely, for a system in thermal equilibrium with some bath at

temperature T , we have a thermal mixture as it was the case with bosons.

Now, to computing the density matrix of equation (1.3.63), the Fermi-Dirac

statistics should be considered:

ρelth =
e
− ℏωelŜ21Ŝ12

kBT

1 + e
− ℏωel

kBT

= (1− ⟨nel⟩) |ψ1⟩ ⟨ψ1|+ ⟨nel⟩ |ψ2⟩ ⟨ψ2| , (1.3.80)

where ⟨nel⟩ is the Fermi-Dirac distribution
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⟨nel⟩ =
1

e
ℏωel
kBT + 1

. (1.3.81)

Remark. For in�nite temperature, the maximum value that this probability

can take is 1/2.

1.3.1.3 Coherent Coupling

The processes that can be written as a Hamiltonian operator H (al-

ways Hermitian) and included in the Schrödinger equation

dρ

dt
=
i

ℏ

[
ρ, Ĥ

]
(1.3.82)

are called coherent processes.

The free evolution of the bosonic and fermionic �elds has already been present

in equations (1.3.37) and (1.3.77). In the same point of space two �elds a

and b can interact linearly with a Hamiltonian operator that has the form

Ĥab = g(â†b̂+ âb̂†). (1.3.83)

Remark. Comparing equation (1.3.83) with equation (1.3.1), it follows that

(1.3.83) is third term in the right-hand side of (1.3.1) for

g =
ℏ
2
Ω1, b̂ = Ŝ12, b̂† = Ŝ21.

During the dynamics of Hab, in case of detuning between the modes

∆ = ωa − ωb (1.3.84)

small as compared to the coupling, an a-particle is annihilated while a b-

particle is created and vice-versa.

It is assumed

ωa,b ≫ g,∆ ,
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i.e. the frequencies are considered to be much larger than the coupling

and detuning between the modes so that the Rotating Wave Approximation6

holds.

It must be emphasized that the number of particles a and b are not

conserved separately by the Hamiltonian operator

Ĥ = Ĥa + Ĥb + Ĥab,

since they experience a mutual conversion in the form of Rabi oscillations :

the particles whose number is conserved are the eigenstates of Ĥ. However,

we must specify the nature of the �elds in order to diagonalize Ĥ.

It is also worth remarking:

− about �eld a: in this work we assume it to be an electromagnetic �eld

inside a cavity, where one mode with frequency ωa is selected;

− about �eld b: it represents what we call emitter and, depending on the

model for the material excitation, it is described by, typically, another HO,

giving rise to the linear model (LM) developed by Hop�eld [23], or by a 2LS,

giving rise to the JC-model. These are the most fundamental cases since they

describe material �elds with Bose and Fermi statistics, respectively. Possible

extensions are a collection of HOs or of many 2LS or three-level system, etc..

The parameter g deals with the properties of both the cavity and the

emitter. More in detail, it depends on

− the e�ective cavity volume V ,

− the oscillator strength of the emitter f ,

since for g one has

g ∼ (f/V )−1/2.

Hence, to achieve strong coupling experimentally, the cavity must have a

small e�ective volume V and a high quality factor Q [49]. One has that

Q−1 ∼ γa,

6In this context the Rotating Wave Approximation allows to neglect the energy non-
conserving terms âb̂ and â†b̂†, i.e. to write the coupling as equation (1.3.83), since these
term are related to processes with a much greater energy than detuning.
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where γa is the e�ective rate of excitations loss of the system: γa = κa(1+nT ),

with κa spontaneous emission rate at T = 0.

1.3.2 JC-model mathematical formulation

In this section �rst we present how the JC-model can be derived from the

model describing an atom interacting with a EM-�eld. Than we introduced

the analytical study of both the JC-model Hamiltonian and Atomic JC-model

Hamiltonian.

The approach in Subsection 1.3.2.1 will be based on the work [34] while in

Subsections 1.3.2.2 and 1.3.2.3 it will be based on the paper [57].

1.3.2.1 JC-model derivation

This section is devoted to �nding the correct Hamiltonian to describe the

dynamics of a single atom interacting with the �eld inside the cavity. Here,

the most simple conditions are assumed, that is they are taken into account:

− just one atomic transition,

− a single quantized mode of the cavity �eld 7.

We underline that in this study we assume the di�erence between the

energies of the two atomic states to be equal to

ℏΩ. (1.3.85)

The full Hamiltonian operator describing an atom interacting with a EM-

�eld is

Ĥa−f =
1

2m

[
p̂− qÂ(x)

]2
+ U(x) + ℏω

(
â†â+

1

2

)
+ Ĥel, (1.3.86)

where:

• q, m are the charge and the mass of the atom, respectively,

• p̂, x̂ = x are the operators, respectively, of the momentum and the

7The deep procedure of quantization of the �eld is omitted for the sake of brevity, as
it can be found in any book on quantum optics.
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position of the atom,

• ω is the frequency of the mono-modal �eld,

• a† and a are the symbols of the creation and annihilation operators for

the �eld mode,

• U is the external atomic potential,

• Hel is the Hamiltonian describing the electronic states of the atom.

Moreover, the vector potential operator is given by

Â(x) = A0(ε̄f(x)â+ ε̄∗f(x)â†), (1.3.87)

where:

• ε̄ is the polarization vector,

• f(x) is a complex-valued function that describes the �eld along the mode

in the cavity,

• A0 is a constant whose expression is

A0 =

√
ℏ

2ε0ωV
,

where V is the e�ective mode volume as

V =

�
R3

|f(x)|2 dx1dx2dx3. (1.3.88)

Remark. Under the assumption that only one atomic transition couples to

the mode, the electronic states may be labelled |ψ1⟩ and |ψ2⟩ since there are
only two states8.

Thus, the free electron Hamiltonian in (1.3.86) can be written as

Ĥel =
ℏΩ
2
σ3, (1.3.89)

where Ω is the transition frequency and σ3 is the Pauli z-operator (or 3rd-

operator):

σ3 |ψi⟩ = (δi,2 − δi,1) |ψi⟩
8We underline that, in general, we will use natural numbers starting from 0 for the

ground state.
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(where δ is the Kronecker Delta) and the free choice of initial energy level is

showed in Fig. 3.

Fig. 3: A free choice of initial energy level.

Now, by neglecting multi-photon processes (leave out the A2-term) and as-

suming the external atomic potential to be zero (U = 0), we get that the

Hamiltonian operators becomes

Ĥa−f = Ĥat + Ĥfield + Ĥint,

where

Ĥat =
p̂2

2m
+

ℏΩ
2
σ3,

Ĥfield = ℏω
(
â†â+

1

2

)
, (1.3.90)

Ĥint = − q

m
A0

[
(p̂ · ε̄)f(x)â+ (p̂ · ε̄∗)f(x)∗â†

]
.

Adopting matrix representation within the atomic basis states, the interac-

tion Hamiltonian operator can be written [38]

Ĥint = g(x)(â†Ŝ12 + âŜ21), (1.3.91)

where:

• Ŝ12, Ŝ21 are, respectively, the raising and lowering operators for the

atom,

• g(x) has the form
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g(x) = − q

m
⟨ψ2|(p̂ · ε̄)|ψ1⟩ f(x)

√
2

ℏε0ωV
.

Remark. In deriving (1.3.91) we adopted the rotating wave approximation,

that means neglected the fast oscillating terms corresponding to virtual pro-

cesses (for correction terms, see [3]), and we adjusted the phases of the states

|ψ1⟩ and |ψ2⟩ such that g(x) is real valued.

Further, assuming that g(x) is to a good approximation independent of

x, the atomic kinetic energy operator is a constant of motion and can be

omitted, as may the constant vacuum term ℏω/2.
The resulting JC-model Hamiltonian operator is

Ĥ = ℏωâ†â+
ℏΩ
2
σ3 + g(â†Ŝ12 + âŜ21), (1.3.92)

which de�nes the Jaynes-Cummings model with the free choice of initial energy

level showed in Fig. 3. For the general form see (1.3.1) and the discussion in

Section 1.3.1.2.

1.3.2.2 JC-model Hamiltonian analytical study

In the most general case the original JC-model Hamiltonian operator

can be expressed in the form (1.3.1) that we recall here

Ĥ = ℏωâ†â+ E1Ŝ11 + E2Ŝ22 +
ℏ
2
Ω1(â

†Ŝ12 + âŜ21) (1.3.93)

where

• ω is the is the frequency of the mono-modal �eld,

• Ek is the energy of atomic state ψk,

• Ω1 is the atom-�eld coupling constant i.e. the vacuum (or single-photon)

Rabi coupling,

• Ŝjk are transition operators acting on atomic states de�ned as

Ŝjk |ψn⟩ = δkn |ψj⟩ or ŜjkŜnm = δknŜjm. (1.3.94)
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In case of restriction to two states, as in JC-model, these atomic operators

are commonly express in terms of Pauli (spin) matrices :

σ1 = Ŝ12 + Ŝ21, σ2 = i(Ŝ12 − Ŝ21), σ3 = Ŝ22 − Ŝ11, (1.3.95)

in order to highlight the close association between a two-state atom and a

spin-1
2
system.

The photon creation and annihilation operators â† and â, with commut-

ator [
â, â†

]
= 1, (1.3.96)

act on photon number states |n⟩, eigenstates of the photon number operator

â†â:

â†â |n⟩ = n |n⟩ , â† |n⟩ =
√
n+ 1 |n+ 1⟩ , â |n⟩ =

√
n |n− 1⟩ . (1.3.97)

Remark. Indeed, in the theory, the �eld frequency ω, the atomic energies

Ek, and the (vacuum) Rabi frequency Ω1, appear as arbitrary parameters,

even if in applications they are �xed by physical considerations (as, e.g., it

happens for the cavity volume V and the atomic transition moment d in the

relation |Ω1|2 = 4d2ω/ℏV ε0).

Remark. In the JC-model Hamiltonian of equation (1.3.1) are not included

such e�ects as cavity loss, multiple cavity modes, atomic sublevel degeneracy

and atomic polarizability (leading to dynamic Stark shifts).

1.3.2.3 Atomic JC-model Hamiltonian analytical study

The JC-model Hamiltonian operator is constructed so that each photon

creation accompanies an atomic de-excitation, and each photon annihilation

accompanies atomic excitation. Hence, in addition to the terms related to

conservation of atomic probability,

〈
Ŝ11

〉
+
〈
Ŝ22

〉
= 1, (1.3.98)

there occurs a term related to conservation of excitation
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〈
â†â
〉
+
〈
Ŝ22

〉
= constant. (1.3.99)

Remark. It follows, as pointed out by Jaynes and Cummings, that in this

case the problem arises of having an in�nite set of uncoupled two-state Schrödinger

equations, each pair identi�ed by the number of photons that are present when

the atom is in the lowest-energy state. In this sense, the JC-model is closely

related to the classic Lee model of quantum �eld theory [4].

We underline that in the study that will be developed in the following part

of this section we chose

(E2 − E1)/2 =: ℏω0

as reference point for the scale of energy, i.e. E1 = −ℏ
2
ω0 and E2 = ℏ

2
ω0 in

(1.3.1). Moreover, we consider the evolution of the creation/annihilation op-

erators to be �xed by the unperturbed electromagnetic radiation Hamiltonian

ĤF = ℏω
(
â†â+

1

2

)
.

Therefore, the JC-model Hamiltonian becomes

Ĥ = ℏω
(
â†â+

1

2

)
− ℏ

2
ω0Ŝ11 +

ℏ
2
ω0Ŝ22 +

ℏ
2
Ω1(â

†Ŝ12 + âŜ21). (1.3.100)

Now, to study how the atom-�eld states evolve in time we can consider

an atom-�eld state-vector . It describes the evolution in time of a the

state of a system once given the initial state in which the system is. Note

that, for speci�ed photon number, the atom-�eld state-vector can be written

as a combination of two basis states. Namely, the state-vector we take into

account is the one that describes the time evolution of a system where the

atom is initially in the state |ψ1⟩ and the �eld is in the state |n⟩. In fact, this

state-vector is the time-dependent Schrödinger equation solution of a system

with Hamiltonian operator Ĥ (see (1.3.100)) and initial state |n⟩⊗ |ψ1⟩, and

Ψ(n, t) = e−i(n+1)ωt+iω0t [C1(n, t)ϕ1(n) + C2(n, t)ϕ2(n)] , (1.3.101)
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where ϕk(n) is the atom-�eld product state

ϕ1(n) = |n⟩ ⊗ |ψ1⟩ , ϕ2(n) = |n− 1⟩ ⊗ |ψ2⟩ . (1.3.102)

We can observe that from a physical point of view, by the de�nitions of

ϕ1 and ϕ2, the coe�cient C1(n, t) and C2(n, t) (to be determined) are linked,

respectively, to

− the probability of �nding at time t an electron in the ground state and

n photons,

− the probability of �nding at time t an electron in the excited state and

n− 1 photons.

Now we are going to prove that the 2× 2 Hamiltonian matrix of such a pair

has the form

H(n) =
ℏ
2

[
2nω −∆ Ω1

√
n

Ω1

√
n 2nω +∆

]
, (1.3.103)

involving as parameters the cavity-atom detuning ∆ and, in the case of∆ = 0,

the n-photon Rabi frequency Ω(n) := Ω1

√
n (we will see later in this section

that Ω1

√
n is indeed the n-photon Rabi frequency for ∆ = 0)

ℏ∆ = E2 − E1 − ℏω = ℏ(ω0 − ω). (1.3.104)

First of all, Ψ could be rewritten in the basis given by {ϕ1, ϕ2} as

Ψ(n, t) =e−i(n+1)ωt+iω0t

[
C1(n, t)

C2(n, t)

]
, (1.3.105)

and using this last equation we compute, in the same basis, the matrix-form

of the JC-model Hamiltonian
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ĤΨ(n, t) =e−i(n+1)ωt+iω0t

[
ℏ
(
n+

1

2

)
ωC1(n, t)ϕ1(n)

− ℏ
2
ω0C1(n, t)ϕ1(n)

+
ℏ
2
Ω1C2(n, t)

√
nϕ1(n) + ℏ(n− 1

2
)ωϕ2(n)C2(n, t)

+
ℏ
2
ω0C2(n, t)ϕ2(n) +

ℏ
2
Ω1C1(n, t)

√
nϕ2(n)

]
,

i.e. in vector form

ĤΨ(n, t) =


ℏnω − ℏ

2
(ω0 − ω)︸ ︷︷ ︸
= ℏ

2
∆

ℏ
2
Ω1

√
n

ℏ
2
Ω1

√
n ℏnω +

ℏ
2
(ω0 − ω)︸ ︷︷ ︸
= ℏ

2
∆


e−i(n+1)ωt+iω0t

[
C1(n, t)

C2(n, t)

]

=
ℏ
2

[
2nω −∆ Ω1

√
n

Ω1

√
n 2nω +∆

]
e−i(n+1)ωt+iω0t

[
C1(n, t)

C2(n, t)

]
.

Thus, we have

H(n) =
ℏ
2

[
2nω −∆ Ω1

√
n

Ω1

√
n 2nω +∆

]

as we asserted previously.

Now, we have all the elements to show the Rabi oscillations in a system,

described by JC-model, in which one photon carries enough energy to make

the electron transit from the ground state to the excited state, that means

having E2 − E1 − ℏω = 0 i.e. ∆ = 0 since E2 − E1 − ℏω = ℏ∆.

First of all, we take into account the Schrödinger equation for Ψ, using

the JC-model Hamiltonian operator,

iℏ
∂

∂t
Ψ(n, t) = ĤΨ(n, t)
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and we look for its solution with initial condition Ψ(n, 0) = ϕ1(n), i.e.C1(n, 0) = 1,

C2(n, 0) = 0

under the assumption ∆ = 0.

The expression in the left-hand side term of the Schrödinger equation is

iℏ
∂

∂t
Ψ(n, t) =iℏ(−i(n+ 1)ω + iω0)e

−i(n+1)ωt+iω0t [C1(n, t)ϕ1(n)

+C2(n, t)ϕ2(n)] + iℏe−i(n+1)ωt+iω0t
[
Ċ1(n, t)ϕ1(n)

+Ċ2(n, t)ϕ2(n)
]

i.e. in vector form

iℏ
∂

∂t
Ψ(n, t) =iℏe−i(n+1)ωt+iω0t

(
(−i(n+ 1)ω + iω0)

[
C1(n, t)

C2(n, t)

])

+ iℏe−i(n+1)ωt+iω0t

([
Ċ1(n, t)

Ċ2(n, t)

])
,

while the expression in the right-hand side is

ĤΨ(n, t) =
ℏ
2

[
2nω −∆ Ω1

√
n

Ω1

√
n 2nω +∆

]
e−i(n+1)ωt+iω0t

[
C1(n, t)

C2(n, t)

]
.

After the simpli�cation of e−i(n+1)ωt+iω0t and by isolating the terms Ċ1

and Ċ2 to the left in the Schrödinger equation for Ψ, we get

iℏĊ1(n, t)ϕ1(n) + iℏĊ2(n, t)ϕ2(n) =
ℏ
2

√
nΩ1 (C2(n, t)ϕ1(n) + C1(n, t)ϕ2(n))

+ ℏ∆C2(n, t)ϕ2(n),
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i.e. in vector form

iℏ
∂

∂t

[
C1(n, t)

C2(n, t)

]
=

ℏ
2

√
nΩ1

[
C2(n, t)

C1(n, t)

]

+ ℏ∆

[
0

C2(n, t)

]
,

which implies

iℏ
∂

∂t

[
C1(n, t)

C2(n, t)

]
=

ℏ
2

[
0

√
nΩ1√

nΩ1 2∆

][
C2(n, t)

C1(n, t)

]
.

Hence, recalling that we assumed ∆ = 0, we get

iℏ
∂

∂t

[
C1(n, t)

C2(n, t)

]
=

ℏ
2

[
0

√
nΩ1√

nΩ1 0

][
C2(n, t)

C1(n, t)

]
.

Thus C1(n, t) and C2(n, t) satisfyĊ1(n, t) = − i
2

√
nΩ1C2(n, t),

Ċ2(n, t) = − i
2

√
nΩ1C1(n, t).

Now, let us remark that we are considering as initial condition of the

Cauchy problem Ψ(n, 0) = ϕ1(n), i.e.C1(n, 0) = 1,

C2(n, 0) = 0

leading to the solutionsC1(n, t) = cos(1
2

√
nΩ1t),

C2(n, t) = −i sin(1
2

√
nΩ1t).

(1.3.106)

(Note that any other admissible condition would give the same solution with

a di�erent phase factor or amplitudes multiplied by i.)

Remark. The squared amplitudes of the coe�cients (|C1(n, t)|2 and |C2(n, t)|2)
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have the real physical meaning of the probability of occupation on ground and

excited states respectively.

Therefore, from (1.3.106), it follows that there is a oscillatory phenomenon

at the base of the transformation of ϕ1(n) into ϕ2(n) and vice versa: this phe-

nomenon is called Rabi oscillations.

Finally, we have to calculate the frequency of Rabi oscillations. We note

that the period of sin(t)2 and of cos(t)2 is π and

|C1(n, t)|2 =cos(
1

2

√
nΩ1t)

2,

|C2(n, t)|2 =sin(
1

2

√
nΩ1t)

2.

(See Fig. 4.) Hence, the period of the Rabi oscillations is

π
1
2

√
nΩ1

=
2π√
nΩ1

i.e. the Rabi frequency for a system of n photons with detuning ∆ = 0 is
√
nΩ1, as we claimed earlier.

Fig. 4
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Chapter 2

Generalizations of the JC-model

by semiregular NCHOs

In this chapter, we introduce a new mathematical formulation of JC-model

by the use of semiregular NCHOs and extend it to related models. We then

show that they can indeed be set within a geometric framework, giving rise

to connections on the trivial bundle Rn × CN → Rn which are in general

non-�at.

Namely, in Section 2.1 we introduce the mathematical formulation of the

classical JC-model and its extension to systems of a N ≥ 3 energy level atom

and N − 1 cavity-modes of the electromagnetic �eld. Next, in Section 2.2 we

describe the geometrical setting in which these model can be studied. This

is quite an interesting point of view, since it shows that, very likely, higher

Lie groups of symmetries are allowed in the theory.

2.1 JC-model by semiregular NCHOs and gen-

eralizations

We give here a few examples of semiregular NCHOs in the class SMGES,

relevant to Quantum Optics (see [57]), that serve as a model of the class

we consider in this work. Then it will be proved that actually there is a

geometric framework enclosing them: such geometric setting will be de�ned

49
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through in general non-�at connections on the trivial bundle Rn×CN → Rn.

It will be convenient to use the following notation. We denote by σj,

j = 0, . . . , 3, the Pauli-matrices, i.e.

σ0 = I2, σ1 =

[
0 1

1 0

]
, σ2 =

[
0 −i
i 0

]
, σ3 =

[
1 0

0 −1

]
,

and

σ± =
1

2
(σ1 ± iσ2).

Let ⟨·, ·⟩ be the canonical scalar Hermitian product in CN , and e1, . . . , eN be

the canonical basis of CN . Let

Ejk := e∗k ⊗ ej, 1 ≤ j, k ≤ N,

be the basis of MN(C) = gl(N,C), where Ejk acts on CN as

Ejkw = ⟨w, ek⟩ej, w ∈ CN .

Hence, we have the relation

EjkEhm = (e∗k⊗ ej)(e
∗
m⊗ eh) = e∗k(eh)(e

∗
m⊗ ej) = ⟨eh, ek⟩(e∗m⊗ ej) = δhkEjm.

We also let, for X = (x, ξ) ∈ Rn × Rn = R2n,

ψj(X) :=
xj + iξj√

2
, 1 ≤ j ≤ n,

so that ψw
j (x,D) is the annihilation operator and ψw

j (x,D)∗ = (ψ̄j)
w(x,D) is

the creation operator, with respect to the j-th variable. Hence, with p2(X) =

|X|2/2 being the (standard) harmonic oscillator,

n∑
j=1

ψw
j (x,D)∗ψw

j (x,D) = pw2 (x,D)− n

2
.

We will also have to consider 2N × 2N matrices of the form σj ⊗Ejk, in
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which case the product is given by

(σj ⊗ Ehk)(σj′ ⊗ Eh′k′) = σjσj′ ⊗ EhkEh′k′ ,

and the action on a vector w ∈ C2N , written as

w =
N∑
j=1

[
w2j−1

w2j

]
⊗ ej,

is given by

(σm ⊗ Ehk)w =
N∑
j=1

(σm

[
w2j−1

w2j

]
)⊗ (Ehkej).

We next list a few important models due to Jaynes and Cummings.

2.1.1 The JC-model by semiregular NCHOs

This is the model of a two-level atom in one cavity, given by the 2×2 system

in one real variable x ∈ R

Aw(x,D) = pw2 (x,D)I2+α
(
σ+ψ

w(x,D)∗+σ−ψ
w(x,D)

)
+γσ3, γ > 0, α ∈ R,

where the atom levels are given by ±γ.

2.1.2 The JC-model for one atom with N levels and one

cavity-mode in the Ξ-con�guration

In this case we consider, for α1, . . . , αN−1 ∈ R \ {0}, γ1, . . . γN ∈ R with

γ1 < γ2 < . . . < γN , the N ×N system in R given by

Aw(x,D) =pw2 (x,D)IN +
1

2

N−1∑
k=1

αk

(
ψw(x,D)∗Ek,k+1 + ψw(x,D)Ek+1,k

)
+

N∑
k=1

γkEkk.
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Here, the atom levels are given by the γk.

2.1.3 The JC-model for an N-level atom and n = N − 1

cavity-modes in the Ξ-con�guration

In this case, for α1, . . . αN−1 ∈ R \ {0}, γ1, . . . γN−1 ∈ R with γ1 ≤ γ2 ≤ . . . ≤
γN−1, we consider the N ×N system in Rn, n = N − 1, given by

Aw(x,D) = pw2 (x,D)IN

+
N−1∑
k=1

αk

(
ψw
k (x,D)∗Ek,k+1 + ψw

k (x,D)Ek+1,k

)
+

N−1∑
k=1

γkEk+1,k+1.

Here, the levels of the atom are given by 0 and the γk.

In this con�guration, through the absorbtion (or emission) of a single

photon in the cavity, the electron can move from an energy level to the next

higher (or the next lower) one. Namely, the electron can move from the k-th

energy level to the k+1-st or k−1-st one by, respectively, absorbing a photon

of the k-th mode (as represented by the annihilation operator ψw
k (x,D)) or

emitting a photon of the k − 1-th mode (as represented by the creation

operator ψw
k−1(x,D)∗).

2.1.4 The JC-model for an N-level atom and n = N − 1

cavity-modes in the
∧
-con�guration

In this case, for α1, . . . αN−1 ∈ R \ {0}, γ1, . . . γN−1 ∈ R with γ1 ≤ γ2 ≤ . . . ≤
γN−1, we consider the N ×N system in Rn, n = N − 1, given by

Aw(x,D) = pw2 (x,D)IN

+
N−1∑
k=1

αk

(
ψw
k (x,D)∗Ek,N + ψw

k (x,D)EN,k

)
+

N−1∑
k=1

γkEk+1,k+1.

Here, the levels of the atom are given by 0 and the γk.

In this con�guration, through the absorbtion (or emission) of a single
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photon in the cavity, the electron can move from an energy level to the

highest energy level (and viceversa). Namely, the electron can move from the

k-th energy level to the N -th or viceversa, respectively, absorbing a photon

of the k-th mode (as represented by the annihilation operator ψw
k (x,D)) or

emitting a photon of the k-th mode (as represented by the creation operator

ψw
k (x,D)∗).

2.1.5 The JC-model for an N-level atom and n = N − 1

cavity-modes in the so-called
∨
-con�guration

In this case, for α1, . . . αN−1 ∈ R \ {0}, γ1, . . . γN−1 ∈ R with γ1 ≤ γ2 ≤ . . . ≤
γN−1, we consider the N ×N system in Rn, n = N − 1, given by

Aw(x,D) = pw2 (x,D)IN

+
N−1∑
k=1

αk

(
ψw
k (x,D)∗E1,k+1 + ψw

k (x,D)Ek+1,1

)
+

N−1∑
k=1

γkEk+1,k+1.

Here, the levels of the atom are given by 0 and the γk.

In this con�guration, through the absorbtion (or emission) of only one

photon in the cavity, the electron can move from an energy level to the

lowest energy level (and viceversa). Namely, the electron can move from the

k-th energy level to the 1-st or viceversa, respectively, absorbing a photon

of the kth mode (as represented by the annihilation operator ψw
k (x,D)) or

emitting a photon of the kth mode (as represented by the creation operator

ψw
k (x,D)∗).

2.1.6 The diagonalizability of the �rst-order part in the

above JC-models

We next show that the �rst-order part of the above JC-models may be di-

agonalized, so that the Jaynes-Cummings models all belong to the class of

systems we consider in this work. The result of the 2× 2 system is straight-

forward. We consider therefore only the 3× 3 and the N ×N cases..
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Lemma 2.1.1. The JC-model for a 3-level atom and 2 cavity-modes in

the Ξ-con�guration, for a N-level atom and N − 1 cavity-modes in the
∧
-

con�guration and in the
∨
-con�guration may all be smoothly diagonalized.

Proof. Let A1(X) for the �rst order part of the system. We compute the

characteristic polynomial p(λ;X) = det(λ − A1(X)) for each of the models

in the statement, that we call for short JC-3-Ξ, JC-
∧

and JC-
∨

respectively.

• As for JC-3-Ξ we have

p(λ;X) = λ
(
λ2 − (α2

1|ψ1(X)|2 + α2
2|ψ2(X))|2)

)
, X ∈ R4.

This follows by computing the determinant by Laplace's expansion. We start

from the �rst column: deleting the �rst row and column and multiplying by

the (1, 1) entry (i.e. λ) we get the term λ (λ2 − |ψ2(X)|2), and deleting the

second row and �rst column and multiplying by the (2, 1) entry (i.e. −ψ1(X))

we get the term ψ1(X)(−ψ1(X)λ). Therefore, adding the terms one get the

expression for p(λ;X). Hence, there are three eigenvalues

λ0(X) ≡ 0, λ±(X) = ±
√
α2
1|ψ1(X)|2 + α2

2|ψ2(X)|2,

that may be ordered as

λ−(X) < λ0(X) < λ−(X), X ∈ Ṙ4.

Since their pairwise di�erences in absolute value are bounded from below by

|X|, the diagonalization Theorem 3.1.1 below can be applied.

• As for JC-
∧

we have

p(λ;X) = λN−2

(
λ2 −

N−1∑
j=1

α2
j |ψj(X)|2

)
, X ∈ R2n.

In fact, the expression above for p(λ;X) can be obtained by induction on

(the number of atomic levels) N . The formula holds for N = 2 by a direct
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computation of the determinant of[
λ −ψ1(X)

−ψ1(X) λ

]
.

Now, by the inductive hypothesis the characteristic polynomial of an (N−1)-

level system with N − 2 cavity-modes in the Λ con�guration is

p1(λ;X) = λN−3

(
λ2 −

N−2∑
j=1

|ψj(X)|2
)
, X ∈ R2n.

We wish to show that the formula for characteristic polynomial of an N -level

system with N − 1 cavity-modes in the Λ con�guration is

p(λ;X) = λN−2

(
λ2 −

N−1∑
j=1

|ψj(X)|2
)
, X ∈ R2n.

We use Laplace's expansion, starting from the N − 1-st column. On the

one hand, deleting the N − 1-st row and column and multiplying by the

(N − 1, N − 1) entry (i.e. λ) we get the term λ detB1(λ;X) where

B1(λ;X) :=



λ 0 · · · 0 −ψ1(X)

0 λ · · · 0 −ψ2(X)
...

...
. . .

...
...

0 0 · · · λ −ψN−2(X)

−ψ1(X) −ψ2(X) · · · −ψN−2(X) λ


.

Note that detB1(λ;X) is the characteristic polynomial of the JC-model for

an (N − 1)-level atom and N − 2 cavity-modes in the Λ con�guration since

λIN−B1(λ;X) is the �rst-order matrix term of the JC-model for an (N−1)-

level atom and N − 2 cavity-modes in the Λ con�guration.

On the other hand, deleting the N -th row and N − 1-st column, multiplying

by the (N,N − 1) entry (i.e. −ψN−1(X)) and taking into account the sign
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of (−1)N+N−1 = −1 we get the term ψN−1(X) det B̃1(λ;X) where

B̃1(λ;X) :=



λ 0 · · · 0 −ψ1(X)

0 λ · · · 0 −ψ2(X)
...

...
. . .

...
...

0 0 · · · λ −ψN−2(X)

0 0 · · · 0 −ψN−1(X)


.

Therefore, det B̃1(λ;X) = λN−2(−ψN−1(X)) since B̃1(λ;X) is triangular.

Thus, adding the terms just computed one gets

p(λ;X) = λ detB1(λ;X)− λN−2|ψN−1(X)|2. (2.1.1)

Now, by the inductive hypothesis one has detB1(λ;X) = λN−3

(
λ2 −

N−2∑
j=1

|ψj(X)|2
)

whence by (2.1.1) we obtain

p(λ;X) = λN−2

(
λ2 −

N−1∑
j=1

|ψj(X)|2
)
, X ∈ R2n.

Hence, there are N eigenvalues

λ0(X) ≡ 0, λ±(X) = ±
(N−1∑
j=1

α2
j |ψj(X)|2

)1/2
,

that we may order as

λ−(X) < λ1(X) = . . . = λN−2(X) =: λ0(X) < λ+(X), X ∈ Ṙ2n.

Thus, Theorem 3.1.3 can be applied with respect to the blockwise diagonal-

ization with blocks

λ1,1 = 0N−2 and λ2,1 =

[
λ− 0

0 λ+

]
.
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• As for JC-
∨
, Theorem 3.1.3 can be applied because the blockwise di-

agonalization is the same as in the previous case, since the characteristic

polynomial of this model is the same as that of JC-
∧

above, and have the

same structure. Moreover, we can get the characteristic polynomial of this

model in a similar way to the computation for JC-Λ above, and we have

the same result p(λ;X) = λN−2
(
λ2 −

∑N−1
j=1 |ψj(X)|2

)
, that can be proved

again by induction on (the number of atomic levels) N.

The formula holds for N = 2 by direct computation of the determinant of[
λ −ψ1(X)

−ψ1(X) λ

]
.

Now, by the inductive hypothesis we have that the characteristic polynomial

of an (N − 1)-level system with N − 2 cavity-modes in the Λ con�guration is

p1(λ;X) = λN−3

(
λ2 −

N−2∑
j=1

|ψj(X)|2
)
, X ∈ R2n. (2.1.2)

On the one hand, deleting the second row and column and multiplying by

the (2, 2) entry (i.e. λ) we get the term λ detB1(λ;X) where

B1(λ;X) :=


λ −ψ2(X) · · · −ψN−1(X)

−ψ2(X) λ · · · 0
...

...
. . .

...

−ψN−1(X) 0 · · · λ

 .

Note, also in the present case, that detB1(λ;X) is the characteristic polyno-

mial of the JC-model for an (N−1)-level atom and N−2 cavity-modes in the

V con�guration with annihilation operators symbols ψj with j = 2, . . . , N−1

since λIN − B1(λ;X) is the �rst-order matrix term of the JC-model for an

(N − 1)-level atom and N − 2 cavity-modes in the V con�guration with

annihilation operator symbols ψj with j = 2, . . . , N − 1.

On the other hand, deleting the �rst row and the second column, multiply-

ing by the (1, 2) entry (i.e. −ψ1(X)∗) and taking into account the sign of
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(−1)1+2 = −1 we get the term ψN−1(X) det B̃1(λ;X) where

B̃1(λ;X) :=



−ψ1(X) 0 · · · 0 0

−ψ2(X) λ · · · 0 0
...

...
. . .

...
...

−ψN−2(X) 0 · · · λ 0

−ψN−1(X) 0 · · · 0 λ


.

Therefore, det B̃1(λ;X) = λN−2(−ψ1(X)) since B̃1(λ;X) is triangular. Thus,

adding the terms just computed one gets

p(λ;X) = λ detB1(λ;X)− λN−2|ψN−1(X)|2. (2.1.3)

As before, by the inductive hypothesis detB1(λ;X) = λN−3

(
λ2 −

N−1∑
j=2

|ψj(X)|2
)

(this is, indeed, (2.1.2) by relabeling the annihilation operator symbols)

whence, by using (2.1.1), we have

p(λ;X) = λN−2

(
λ2 −

N−1∑
j=1

|ψj(X)|2
)
, X ∈ R2n.

Therefore p(λ;X) = λN−2
(
λ2 −

∑N−1
j=1 |ψj(X)|2

)
, whence there are N eigen-

values that we may order as λ−(X) < λ1(X) = . . . = λN−2(X) =: λ0(X) <

λ+(X), for all X ∈ R2n \ {0}, where

λ−(X) = −
(N−1∑
j=1

|ψj(X)|2
)1/2

, λ0(X) ≡ 0, λ+(X) =
(N−1∑
j=1

|ψj(X)|2
)1/2

.

Thus, Theorem 3.1.3 below can be applied with respect to the blockwise

diagonalization with blocks

λ1,1 = 0N−2 and λ2,1 =

[
λ− 0

0 λ+

]
.
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2.1.7 Possible extensions

In this case, for α1, . . . αN−1 ∈ R \ {0}, γ1, . . . , γN ∈ R with γ1 ≤ γ2 ≤ . . . ≤
γN , we consider the following 2N ×2N systems in Rn, with n = N −1, given

by

Aw(x,D) = pw2 (x,D)I2N

+
N∑
k=1

n∑
j=1

αk

(
ψw
j (x,D)∗σ− ⊗ Ekk + ψw

j (x,D)σ+ ⊗ Ekk

)
+

N∑
k=1

γkσ3 ⊗ Ekk,

and by

Aw(x,D) = pw2 (x,D)I2N

+
N−1∑
k=1

αk

(
ψw
k (x,D)∗σ− ⊗ Ek,k+1 + ψw

k (x,D)σ+ ⊗ Ek+1,k

)
+

N∑
k=1

γkσ3 ⊗ Ekk.

2.2 Geometric examples generalizing the JC-

model for an N-level atom and n = N − 1

cavity-modes

Let Ωk(Rn) be the space of smooth (C∞) k-di�erential forms over Rn. We

will denote by Ωk(Rn;CN) = Ωk(Rn)⊗ CN . Consider the exterior derivative

operator dk acting on k-forms, and its adjoint d∗k acting on k+1-forms which

has the expression d∗k = (−1)nk+1 ⋆ d⋆, where ⋆ is the Hodge-⋆ operator

induced by the Euclidean metric. We may hence de�ne the operators

D = Dk :=
1√
2

(
dk +

n∑
j=1

xjdxj∧
)
: Ωk(Rn) −→ Ωk+1(Rn), (2.2.1)

and its ⋆-adjoint

D∗ = D∗
k :=

1√
2

(
d∗k +

n∑
j=1

xji∂/∂xj

)
: Ωk+1(Rn) −→ Ωk(Rn).
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One has

□k := D∗
kDk +Dk−1D

∗
k−1 =

(
pw2 (x,D) + k − n

2

)
1k : Ω

k(Rn) −→ Ωk(Rn),

where 1k stands for the identity operator on
∧k(Rn). We consider ordered

multiindices of length k, I = (i1, i2, . . . , ik) where 1 ≤ i1 < i2 < . . . < ik ≤ n.

The set of all such multiindices is denoted by I(n, k). We say that j ∈ I if j

appears as one of the entries of I. We also put dxI = dxi1 ∧ dxi2 ∧ . . .∧ dxik ,
so that the dxI , for I ∈ I(n, k), form a basis of

∧k(Rn).We have the following

set of formulae.

Proposition 2.2.1. Let ω = ωIdxI ∈ Ωk(Rn), I ∈ I(n, k). We have:

1. For 1 ≤ j ≤ n,

Dk−1(i∂/∂xjω) =
n∑
h=1

ψw
h (x,D)ωIdxh ∧ i∂/∂xj(dxI);

2. For 1 ≤ j ≤ n,

dxj ∧D∗
k−1ω =

n∑
h=1

ψw
h (x,D)∗ωIdxj ∧ i∂/∂xj(dxI);

3. For 1 ≤ j ≤ n,

i∂/∂xj(Dkω) = ψw
j (x,D)ωIdxI −

n∑
h=1

ψw
h (x,D)ωIdxh ∧ i∂/∂xj(dxI);

4. For 1 ≤ j ≤ n,

D∗
k(dxj ∧ ω) = ψw

j (x,D)ωIdxI −
n∑
h=1

ψw
h (x,D)∗ωIdxj ∧ i∂/∂xh(dxI).

Proof. The proof is based on the following elementary formula

⋆(dxh ∧ ⋆(dxj ∧ dxI)) = (−1)nki∂/∂xh(dxj ∧ dxI). (2.2.2)
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Since d(dxJ) = 0 we have

Dk−1(i∂/∂xjω) =
1√
2

n∑
h=1

(∂ωI
∂xh

dxh ∧ i∂/∂xj(dxI) + xhωIdxh ∧ i∂/∂xj(dxI)
)

=
n∑
h=1

ψw
h (x,D)ωIdxh ∧ i∂/∂xj(dxI),

and this prove 1. .

Next, using once more the fact that dxJ is closed and using (2.2.2) gives

dxj∧D∗
k−1ω =

1√
2

n∑
h=1

(
(−1)n(k−1)+1∂ωI

∂xh
dxj∧⋆(dxh∧⋆dxI)+xhωIdxj∧i∂/∂xh(dxI)

)

=
1√
2

n∑
h=1

(
−∂ωI
∂xh

dxj ∧ i∂/∂xh(dxI) + xhωIdxj ∧ i∂/∂xh(dxI)
)

=
n∑
h=1

ψw
h (x,D)∗ωIdxj ∧ i∂/∂xj(dxI),

which proves 2. .

To prove 3. , we just note that

i∂/∂xj(Dkω) =
n∑
h=1

ψw
h (x,D)ωIi∂/∂xj

(
dxh ∧ dxI

)

= ψw
j (x,D)ωIdxI −

n∑
h=1

ψw
h (x,D)ωIdxh ∧ i∂/∂xj(dxI).

Finally, to prove 4. , we compute

D∗
k(dxj∧ω) =

1√
2

n∑
h=1

(
(−1)nk+1∂ωI

∂xh
⋆(dxh∧⋆(dxj∧dxI))+xhωIi∂/∂xh(dxj∧dxI)

)
(by (2.2.2))

=
n∑
h=1

ψw
h (x,D)∗ωI

(
δjhdxI − dxj ∧ i∂/∂xh(dxI)

)
,
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which completes the proof.

Remark 2.2.2. By convention, if ω is a 0-form then i∂/∂xjω = 0, for every

j.

2.2.1 The geometric N-level atom in the Ξ-con�guration

Next, let N ≥ 2 be a �xed positive integer and let n = N − 1. We de�ne,

for α1, . . . , αN−1 ∈ R \ {0}, the following connection D on the trivial bundle

Rn × CN → Rn:

D := D ⊗ IN +
N−1∑
j=1

αj(dxj∧ )⊗ Ej,j+1.

The connection D extends to the following covariant exterior operator and

adjoint covariant exterior operator

Dk := Dk ⊗ IN +
N−1∑
j=1

αj(dxj∧ )⊗ Ej,j+1 : Ω
k(Rn;CN) −→ Ωk+1(Rn;CN),

D∗
k := D∗

k ⊗ IN +
N−1∑
j=1

αji∂/∂xj ⊗ Ej+1,j : Ω
k+1(Rn;CN) −→ Ωk(Rn;CN),

where Dk was de�ned in (2.2.1).

The connection D is non-�at, as the following lemma shows.

Lemma 2.2.3. For the curvature FD = D2 ∈ Ω2(Rn;MN) of the covariant

exterior operator D we have

FD =
N−2∑
j=1

αjαj+1(dxj ∧ dxj+1∧ )⊗ Ej,j+2.

(We put by de�nition Ej,N+1 = 0, for every j.)

Proof. We have

D2 = D2 ⊗ IN +
N−1∑
h=1

αh

(
Dk+1(dxh∧ ) + dxh ∧D

)
⊗ Eh,h+1
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+
N−1∑
j,h=1

αjαh(dxj ∧ dxh∧ )⊗ Ej,j+1Eh,h+1︸ ︷︷ ︸
=δj+1,hEj,h+1

= FD,

for the �rst and second term vanish. In fact, D2 = 0 and for ω = ωIdxI ,

D(dxh∧ω)+dxh∧Dω =
N−1∑
j=1

ψw
j (x,D)ωI

(
dxh∧dxj∧dxI+dxj∧dxh∧dxI

)
= 0.

This concludes the proof.

Corollary 2.2.4. In particular, for k = 0, D0 de�nes a connection on the

trivial bundle Rn × CN → Rn whose curvature is the vector-valued 2-form

FD0 =
N−2∑
j=1

αjαj+2(dxj ∧ dxj+1)⊗ Ej,j+2.

(Recall that, by convention, if ω is a 0-form then i∂/∂xjω = 0, for every j.)

We next consider the associated Laplacian

□(N)
k = D∗

kDk + Dk−1D
∗
k−1 : Ω

k(Rn;CN) −→ Ωk(Rn;CN).

Lemma 2.2.5. We have

□(N)
k =

(
pw2 (x,D) + k − n

2

)
1k⊗IN+

N−1∑
j=1

αj

(
ψw
j (x,D)∗ 1k⊗Ej,j+1+ψ

w
j (x,D)1k⊗Ej+1,j

)

+
N−1∑
j=1

α2
j1k ⊗ Ej+1,j+1 +

N−1∑
j=1

α2
jdxj ∧ i∂/∂xj1k ⊗ (Ej,j − Ej+1,j+1).

Proof. One has

□(N)
k = (D∗

kDk+Dk−1D
∗
k−1)⊗IN+

N−1∑
j=1

αjD
∗
k(dxj∧ )⊗Ej,j+1+

N−1∑
j=1

αji∂/∂xjDk⊗Ej+1,j
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+
N−1∑
j=1

αjDk−1i∂/∂xj ⊗ Ej+1,j +
N−1∑
j=1

αjdxj ∧D∗
k−1 ⊗ Ej,j+1

+
N−1∑
h,j=1

αjαh

(
i∂/∂xh(dxj∧ )⊗ Eh+1,hEj,j+1 + dxj ∧ i∂/∂xh ⊗ Ej,j+1Eh+1,h

)
,

from which the lemma follows by virtue of the formulae of Proposition 2.2.1.

Corollary 2.2.6. When k = 0 we have

□(N)
0 =

(
pw2 (x,D)− n

2

)
⊗ IN

+
N−1∑
j=1

αj

(
ψw
j (x,D)∗⊗Ej,j+1+ψ

w
j (x,D)⊗Ej+1,j

)
+
N−1∑
j=1

α2
j 10⊗Ej+1,j+1.

Hence the JC-Ξ model is related to the Laplacian □(N)
0 .

Lemma 2.2.7. The term of order 1 of □(3)
1 can be blockwise-diagonalized

with three blocks.

Proof. Fix the basis {dxi ⊗ ej}i=1,2;j=1,2,3. We have that the semiprincipal

symbol A1(X) of □(3)
1 ,

A1(X) =
2∑
j=1

αj

(
ψw
j (x,D)∗ 1k ⊗ Ej,j+1 + ψw

j (x,D)1k ⊗ Ej+1,j

)
,

can be rewritten in the above basis as

A1(X) :=

 02 A11(X) 02

A11(X) 02 A12(X)

02 A12(X) 02

 ,
where A1j(X) = αj

[
ψj(X) 0

0 ψj(X)

]
, j = 1, 2, and where 02 is the 2 ×

2 zero-matrix. Now, we compute the characteristic polynomial p(λ;X) =
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det(λ − A1(X)) of A1(X) following the scheme below where the pairs of

numbers in the underbrackets indicate the position of that element in the

matrix λI3 − A1(X).

p(λ;X) = λ︸︷︷︸
(1,1)

λ︸︷︷︸
(2,2)

λ︸︷︷︸
(3,3)

(
λ3 + (−α2ψ2(X)︸ ︷︷ ︸

(6,4)

)(−λ(−α2ψ2(X)))

)

+ λ︸︷︷︸
(1,1)

λ︸︷︷︸
(2,2)

(−α2ψ2(X)︸ ︷︷ ︸
(5,3)

)(− (−α2ψ2(X))︸ ︷︷ ︸
(3,5)

)(λ2 − |α2ψ2(X)|2)

+ λ︸︷︷︸
(1,1)

(−α1ψ1(X)︸ ︷︷ ︸
(4,2)

)(− (−α1ψ1(X))︸ ︷︷ ︸
(2,4)

) λ︸︷︷︸
(6,6)

(λ2 − |α2ψ2(X)|2)

+ (−α1ψ1(X))︸ ︷︷ ︸
(3,1)

(− (−α1ψ1(X))︸ ︷︷ ︸
(1,3)

) λ︸︷︷︸
(5,5)

(λ3 − (|α1ψ1(X)|2 + |α2ψ2(X)|2)λ)︸ ︷︷ ︸
=det


λ −α1ψ1(X) 0

−α1ψ1(X) λ −α2ψ2(X)

0 −α2ψ2(X) λ


=λ2

(
(λ4 − |α2ψ2(X)|2λ2)− |α2ψ2(X)|2(λ2 − |α2ψ2(X)|2)

− |α1ψ1(X)|2(λ2 − |α2ψ2(X)|2)

− |α1ψ1(X)|2(λ2 − (|α1ψ1(X)|2 + |α2ψ2(X)|2))
)

=λ2
(
(λ2 − |α2ψ2(X)|2)(λ2 − |α1ψ1(X)|2 − |α2ψ2(X)|2)

− |α1ψ1(X)|2(λ2 − |α1ψ1(X)|2 − |α2ψ2(X)|2)
)

=λ2
(
λ2 − (|α1ψ1(X)|2 + |α2ψ2(X)|2)

)2
.

Hence, the zeros of p(λ;X) are given by

0, λ±(X) = ±
√
α2
1|ψ1(X)|2 + α2

2|ψ2(X)|2,

with multiplicity 2 each (recall that α1, α2 ∈ R \ {0}).

Thus, Theorem 3.1.3 can be applied with respect to the blockwise diag-
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onalization with three blocks

λ1,1 = 02 , λ2,1 =

[
λ+ 0

0 λ+

]
and λ3,1 =

[
λ− 0

0 λ−

]
.

2.2.2 The geometric N-level atom in the
∧
-con�guration

Next, let N ≥ 2 be a �xed positive integer and let n = N − 1. We de�ne,

for α1, . . . , αN−1 ∈ R \ {0}, the following connection D on the trivial bundle

Rn × CN → Rn

D := D ⊗ IN +
N−1∑
j=1

αj(dxj∧ )⊗ Ej,N .

The connection D extends to the following covariant exterior operator and

adjoint covariant exterior operator

Dk := Dk ⊗ IN +
N−1∑
j=1

αj(dxj∧ )⊗ Ej,N : Ωk(Rn;CN) −→ Ωk+1(Rn;CN),

D∗
k := D∗

k ⊗ IN +
N−1∑
j=1

αji∂/∂xj ⊗ EN,j : Ω
k+1(Rn;CN) −→ Ωk(Rn;CN).

The connection D is �at as the following lemma shows.

Lemma 2.2.8. The operators Dk form a complex. Hence the curvature of D

vanishes.

Proof. We have to to prove that DkDk+1 = 0. We have

Dk+1Dk = Dk+1Dk ⊗ IN +
N−1∑
h=1

αh

(
Dk+1(dxh∧ ) + dxh ∧Dk

)
⊗ Eh,N

+
N−1∑
j,h=1

αjαh(dxj ∧ dxh∧ )⊗ Ej,NEh,N︸ ︷︷ ︸
=δh,NEj,N=0

= 0,
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for the �rst and second term, as before, vanish. This concludes the proof.

We next consider the associated Laplacian

□(N)
k = D∗

kDk + Dk−1D
∗
k−1 : Ω

k(Rn;CN) −→ Ωk(Rn;CN).

Lemma 2.2.9. We have

□(N)
k =

(
pw2 (x,D) + k − n

2

)
1k⊗IN+

N−1∑
j=1

αj

(
ψw
j (x,D)∗ 1k⊗Ej,N+ψw

j (x,D)1k⊗EN,j
)

+
N−1∑
j=1

α2
j1k⊗EN,N−

N−1∑
j=1

α2
jdxj∧i∂/∂xj1k⊗EN,N+

N−1∑
j,h=1

αjαhdxj∧i∂/∂xh1k⊗Ej,h.

Proof. One has

□(N)
k = (D∗

kDk+Dk−1D
∗
k−1)⊗IN+

N−1∑
j=1

αjD
∗
k(dxj∧ )⊗Ej,N+

N−1∑
j=1

αji∂/∂xjDk⊗EN,j

+
N−1∑
j=1

αjDk−1i∂/∂xj ⊗ EN,j +
N−1∑
j=1

αjdxj ∧D∗
k−1 ⊗ Ej,N

+
N−1∑
h,j=1

αjαh

(
i∂/∂xh(dxj∧ )⊗ EN,hEj,N + dxj ∧ i∂/∂xh ⊗ Ej,NEN,h

)
,

from which the lemma follows by virtue of the formulae of Proposition 2.2.1.

Corollary 2.2.10. When k = 0 we have

□(N)
0 =

(
pw2 (x,D)− n

2

)
⊗ IN

+
N−1∑
j=1

αj

(
ψw
j (x,D)∗⊗Ej,N+ψw

j (x,D)⊗EN,j
)
+
(N−1∑
j=1

α2
j

)
10⊗EN,N .

Hence the JC-
∧

model is related to the Laplacian □(N)
0 .
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2.2.3 The geometric N-level atom in the∨
-con�guration

Next, let N ≥ 2 be a �xed positive integer and let n = N − 1. We de�ne,

for α1, . . . , αN−1 ∈ R \ {0}, the following connection D on the trivial bundle

Rn × CN → Rn

D := D ⊗ IN +
N−1∑
j=1

αj(dxj∧ )⊗ E1,j+1.

The connection D extends to the following covariant exterior operator and

adjoint covariant exterior operator

Dk := Dk ⊗ IN +
N−1∑
j=1

αj(dxj∧ )⊗ E1,j+1 : Ω
k(Rn;CN) −→ Ωk+1(Rn;CN),

D∗
k := D∗

k ⊗ IN +
N−1∑
j=1

αji∂/∂xj ⊗ Ej+1,1 : Ω
k+1(Rn;CN) −→ Ωk(Rn;CN).

The connection D is �at, by the following Lemma 2.2.11.

Lemma 2.2.11. The operators Dk form a complex. Hence the curvature of

D vanishes.

Proof. We have to to prove that DkDk+1 = 0. We have

Dk+1Dk = Dk+1Dk ⊗ IN +
N−1∑
h=1

αh

(
Dk+1(dxh∧ ) + dxh ∧Dk

)
⊗ E1,j+1

+
N−1∑
j,h=1

αjαh(dxj ∧ dxh∧ )⊗ E1,j+1E1,h+1︸ ︷︷ ︸
=δj+1,1E1,h+1=0

= 0,

for the �rst and second term, once more, vanish. This concludes the proof.
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We next consider the associated Laplacian

□(N)
k = D∗

kDk + Dk−1D
∗
k−1 : Ω

k(Rn;CN) −→ Ωk(Rn;CN).

Lemma 2.2.12. We have

□(N)
k =

(
pw2 (x,D) + k − n

2

)
1k⊗IN+

N−1∑
j=1

αj

(
ψw
j (x,D)∗ 1k⊗E1,j+1+ψ

w
j (x,D)1k⊗Ej+1,1

)

+
N−1∑
j=1

α2
j1k⊗Ej+1,j+1+

(N−1∑
j=1

α2
jdxj∧i∂/∂xj1k

)
⊗E1,1−

N−1∑
j,h=1

αjαhdxj∧i∂/∂xh⊗Eh+1,h+1.

Proof. In fact,

□(N)
k = (D∗

kDk+Dk−1D
∗
k−1)⊗IN+

N−1∑
j=1

αjD
∗
k(dxj∧ )⊗E1,j+1+

N−1∑
j=1

αji∂/∂xjDk⊗Ej+1,1

+
N−1∑
j=1

αjDk−1i∂/∂xj ⊗ Ej+1,1 +
N−1∑
j=1

αjdxj ∧D∗
k−1 ⊗ E1,j+1

+
N−1∑
h,j=1

αjαh

(
i∂/∂xh(dxj∧ )⊗ Eh+1,1E1,j+1 + dxj ∧ i∂/∂xh ⊗ E1,j+1Eh+1,1

)
,

from which the lemma follows once more by virtue of the formulae of Propo-

sition 2.2.1.

Corollary 2.2.13. When k = 0 we have

□(N)
0 =

(
pw2 (x,D)− n

2

)
⊗ IN
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+
N−1∑
j=1

αj

(
ψw
j (x,D)∗⊗E1,j+1+ψ

w
j (x,D)⊗Ej+1,1

)
+
N−1∑
j=1

α2
j 10⊗Ej+1,j+1.

Hence the JC-
∨

model is related to the Laplacian □(N)
0 .

Remark 2.2.14. Note that, therefore, the JC-models possess extensions to

states that are vector-valued k-forms. Loosely speaking, one may think of

this mathematical generalization as a transposition to a fermionic, or more

generally supersymmetric, picture.

Lemma 2.2.15. The semiprincipal term of □(3)
1 can be blockwise-diagonalized

with three blocks.

Proof. Fix the basis {dxi ⊗ ej}i=1,2;j=1,2,3. We have for the semiprincipal

symbol A1(X) of □(3)
1 ,

A1(X) =
2∑
j=1

αj

(
ψj(X)1k ⊗ E1,j+1 + ψj(X)1k ⊗ Ej+1,1

)
,

that it may be rewritten in the above basis as

A1(X) =

 02 A12(X) A13(X)

A11(X) 02 02

A12(X) 02 02

 ,
where A1j(X) =

[
αjψj(X) 0

0 αjψj(X)

]
, j = 1, 2, and where 02 is the 2× 2

zero-matrix.

Now, we compute the characteristic polynomial p(λ;X) = det(λ − A1(X))

of A1(X) following the scheme below where the pairs of numbers in the un-

derbrackets indicate the position of that element in the matrix λI3 −A1(X).
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We have, starting from the �rst column,

p(λ;X) = λ︸︷︷︸
(1,1)

(
λ︸︷︷︸

(2,2)

λ4 + (−α1ψ1(X)︸ ︷︷ ︸
(4.2)

)(− λ︸︷︷︸
(3,3)

) λ︸︷︷︸
(5,5)

(λ(−α1ψ1(X)))

+ (−α2ψ2(X)︸ ︷︷ ︸
(6,2)

)(− λ︸︷︷︸
(3,3)

)(− λ︸︷︷︸
(4,4)

)(−λα2ψ2(X))

)

−α1ψ1(X)︸ ︷︷ ︸
(3,1)

(
λ︸︷︷︸

(5,5)

λ︸︷︷︸
(4,4)

(−α1ψ1(X)︸ ︷︷ ︸
(1,3)

)(λ2 − |α2ψ2(X)|2)

+ λ︸︷︷︸
(5,5)

(−α1ψ1(X)︸ ︷︷ ︸
(4,2)

) λ︸︷︷︸
(6,6)

α1ψ1(X)α1ψ1(X)

)

−α2ψ2(X)︸ ︷︷ ︸
(5,1)

(
(−λ︸︷︷︸
(3,3)

)(−λ︸︷︷︸
(4,4)

)(−α2ψ2(X)︸ ︷︷ ︸
(1,5)

)(λ2 − |α2ψ2(X)|2)

−λ︸︷︷︸
(3,3)

(−α1ψ1(X)︸ ︷︷ ︸
(4,2)

) λ︸︷︷︸
(6,6)

α1ψ1(X)α2ψ2(X)

)
.

= λ2

(
λ4−|α1ψ1(X)|2λ2−|α2ψ2(X)|2λ2−|α1ψ1(X)|2(λ2−|α2ψ2(X)|2)

+|α1ψ1(X)|2|α2ψ2(X)|2−|α2ψ2(X)|2(λ2−|α2ψ2(X)|2)+|α1ψ1(X)|2|α2ψ2(X)|2
)

= λ2
(
λ4 − 2

(
|α1ψ1(X)|2 + |α1ψ1(X)|2

)
λ2 +

(
|α1ψ1(X)|2 + |α1ψ1(X)|2

)2)
.

Hence, the zeros of p(λ;X) are given by

0, λ±(X) = ±
√
α2
1|ψ1(X)|2 + α2

2|ψ2(X)|2,

each with constant multiplicity 2 (for X ̸= 0).

Thus, the diagonalization Theorem 3.1.3 (see the next section) can be
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applied to obtain a blockwise diagonalization with three blocks

λ1,1 = 02 , λ2,1 = λ+I2, and λ3,1 = λ−I2.



Chapter 3

The Decoupling Theorem

In this chapter we prove a decoupling theorem for classes of semiregular global

pseudodi�erential systems from our class SMGES (that is, of the Jaynes-

Cummings kind). For future purposes, we prove the theorem in the semi-

classical case (hence ♯h will denote the semiclassical composition of symbols

in the semiclassical setting, see [45]) and then state the corresponding version

valid for the semiregular case. The proof follows the lines of the decoupling

theorem in [45], but it has a main twist due to the fact that the terms aµ
and aµ−1 may interact in the composition formula due to the conjugation of

the symbol of the diagonalizer, but can be simultaneously blockwise diago-

nalized. Recall that S0
0,cl(m

µ, g;MN) stands for the set of polyhomogeneous

semiclassical symbols (see Point 2 of De�nition 9.1.9 of [45]), that is, they

are h-dependent symbols that admit an asymptotic expansion in half-powers

of h, with the hj-coe�cient which is an h-independent symbol of order equal

to the order of a decreased by 2j. A semiclassical symbol A then belongs

to S0
0,sreg(m

µ, g;MN) if it can be written in the form Aµ + h1/2Aµ−1, where

Aµ ∈ S0
0,cl(m

µ, g;MN) and Aµ−1 ∈ S0
0,cl(m

µ−1, g;MN).

3.1 Statement of the theorem and proof

Below the decoupling theorem is stated and proved following the approach

of Theorem 9.2.1 in [45].

73
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Theorem 3.1.1. Let µ > 0 and let A = A∗ = Aµ+h
1/2Aµ−1 ∈ S0

0,sreg(m
µ, g;MN)

where

Aµ ∼
∑
j≥0

hjaµ−2j ∈ S0
0,cl(m

µ, g;MN), Aµ−1 ∼
∑
j≥0

hjaµ−1−2j ∈ S0
0,cl(m

µ−1, g;MN),

with a−k = a∗−k ∈ S(m−k, g,MN). Moreover, suppose aµ = pµIN with pµ ∈
S(mµ, g), and that aµ−1, for some e0 ∈ S(1, g;MN) such that e0e

∗
0 = e∗0e0 =

IN , can be written as

aµ−1 = e0bµ−1e
∗
0, where bµ−1 = b∗µ−1 =

[
λµ−1,1 0

0 λµ−1,2

]
,

where the λj,µ−1 ∈ S(mµ−1, g;MNj
), j = 1, 2 and N = N1+N2, are such that

dλ1,λ2(X) ≳ m(X)µ−1, ∀X ∈ R2n, (3.1.1)

with

dλ1,λ2(X) = inf{|ζ1 − ζ2|; ζj ∈ Spec(λµ−1,j(X)), j = 1, 2}.

Then, there exists E ∈ S0
0,sreg(1, g;MN) with E ∼

∑
j≥0 h

j/2e−j (with e−k ∈
S(m−k, g,MN)) and principal symbol e0 such that

Ew(x, hD)∗Ew(x, hD)− I, Ew(x, hD)Ew(x, hD)∗ − I ∈ S−∞(m−∞, g;MN),

(3.1.2)

and

Ew(x, hD)∗Aw(x, hD)Ew(x, hD)−Bw(x, hD) ∈ S−∞(m−∞, g;MN), (3.1.3)

where the symbol B ∼
∑

j≥0 h
j/2bµ−j ∈ S0

0,sreg(m
µ, g;MN) is blockwise diago-

nal, with

bµ−j(X) =

[
bµ−j,1(X) 0

0 bµ−j,2(X)

]
, ∀X ∈ R2n, ∀j ≥ 0,
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the blocks bµ−j,k being of sizes Nk ×Nk, k = 1, 2, with

bµ = aµ = pµIN , bµ−1 =

[
λµ−1,1 0

0 λµ−1,2

]
.

Remark 3.1.2. We shall call B an h∞-(blockwise)diagonalization of A. No-

tice that B depends on A and e0.

Proof. We immediately observe that once Ew(x, hD) has been constructed

with the property that

Ew(x, hD)∗Ew(x, hD) = I + rw(x, hD), with r ∈ S−∞(m−∞, g;MN),

then by the ellipticity of Ew(x, hD)∗ (namely, the existence of a parametrix)

we also get

Ew(x, hD)Ew(x, hD)∗ = I + sw(x, hD), with s ∈ S−∞(m−∞, g;MN).

Hence it su�ces to prove the existence of E and B with the required prop-

erties. We show that for every integer N0 ∈ Z+ there exist

e−k ∈ S(m−k, g;MN), 0 ≤ k ≤ N0,

and

bµ−k,j ∈ S(mµ−k, g;Mj), j = 1, 2, 0 ≤ k ≤ N0,

such that, with EN0(X) :=
∑N0

k=0 h
k/2e−k(X)),

E∗
N0
#hEN0 = I + h(N0+1)/2S0

0(m
−(N0+1), g;MN),

and

E∗
N0
#hA#hEN0 =

N0∑
k=0

hk/2bµ−k + h(N0+1)/2S0
0(m

µ−(N0+1), g;MN),
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where bµ−k =

[
bµ−k,1 0

0 bµ−k,2

]
. We shall then take E ∼

∑
k≥0 h

k/2e−k.

First of all, we have that e0 ∈ S(1, g;MN) is such that e∗0aµe0 and e
∗
0aµ−1e0

are diagonal matrices and e0 satis�es the unitarity condition (note that aµ
and aµ−1 commute since aµ is a scalar matrix).

We proceed by induction on N0, and start by proving that the assertion

is true for N0 = 1 and for N0 = 2. (We will omit the dependence on (x, hD)

and write ewk in place of ewk (x, hD).) Hence, we look for e−1 ∈ S(m−1, g;MN)

such that

(e0 + h1/2e−1)
∗#h(e0 + h1/2e−1)− I ∈ hS0

0(m
−2, g;MN). (3.1.4)

Now, the coe�cient s−1 of h1/2 in e∗0#he0 is zero (because of the step-decrease

of the global calculus), whence for the coe�cient of h1/2 in (3.1.4) we have

s−1 + e∗0e−1 + e∗−1e0 = e∗0e−1 + e∗−1e0 = 0. (3.1.5)

Equation (3.1.5) has a general solution

e−1 = e0α−1, (3.1.6)

where α−1 ∈ S(m−1, g;MN) and

α∗
−1 + α−1 = 0. (3.1.7)

We next look for α−1 in such a way that bµ−1 is blockwise diagonal. Hence,

we write

(ew0 + h1/2ew−1)
∗Aw(ew0 + h1/2ew−1) = (ew0 )

∗Awew0 + h1/2
(
(ew−1)

∗Awew0 + (ew0 )
∗Awew−1

)
+ hrwµ−2,

where rµ−2 ∈ S0
0(m

µ−2, g,MN).
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Now, recalling the de�nition of A, we have

(e0 + h1/2e−1)
∗#hA#h(e0 + h1/2e−1)

= e∗0#haµ#he0+h
1/2
(
e∗−1#haµ#he0+e

∗
0#haµ#he−1+e

∗
0#haµ−1#he0

)
+hrµ−2,

with rµ−2 ∈ S0
0(m

µ−2, g,MN).

It follows that, since aµ is a scalar matrix and hence it commutes with

every other matrix, we look for e−1 such that

qµ−1 + aµ(e
∗
−1e0 + e∗0e−1) + e∗0aµ−1e0 (3.1.8)

is diagonal, where qµ−1 is the coe�cient of h1/2 in e∗0#hAµ#he0 and in this

case qµ−1 = 0. We have that e∗−1e0 + e∗0e−1 = 0 and that e∗0aµ−1e0 is already

diagonal by the hypothesis on e0. Hence (3.1.8) is blockwise diagonal without

any further conditions on α−1, which is therefore only required to be skew-

hermitian. However, further constraints on it will arise in the next step.

This completes the case N0 = 1.

Next we look for e−2 ∈ S(m−2, g;MN) such that

(e0 + h1/2e−1 + he−2)
∗#h(e0 + h1/2e−1 + he−2)− I ∈ h3/2S0

0(m
−3, g;MN).

Hence, since

e∗0#he0 − I = hs−2, s−2 = s∗−2 ∈ S0
0(m

−2, g;MN),

we require that e−2 be a solution of

s−2 + e∗0e−2 + e∗−2e0 + e∗−1e−1 = 0. (3.1.9)

Equation (3.1.9) has as a general solution

e−2 = −1

2
e0
(
s−2 + e∗−1e−1︸ ︷︷ ︸

=α∗
−1α−1

)
+ e0α−2,

where α−2 ∈ S(m−2, g;MN) and
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α∗
−2 + α−2 = 0. (3.1.10)

We next determine α−2 so as to have bµ−2 in blockwise diagonal form

with the diagonal blocks bj,µ−2, j = 1, 2. Write

(e0 + h1/2e−1 + he−2)
∗#hA#h(e0 + h1/2e−1 + he−2)

= e∗0#hA#he0+h
1/2
(
e∗−1#hA#he0+e

∗
0#hA#he−1

)
+h
(
e∗0#hAµ#he−2 + e∗−2#hAµ#he0 + e∗0#hAµ−1#he−1 + e∗−1#hAµ−1#he0

+e∗−1#hAµ#he−1

)
+ h3/2S0

0(m
µ−3, g;MN).

Because of the form of A, we have

(e0 + h1/2e−1 + he−2)
∗#hA#h(e0 + h1/2e−1 + he−2)

= e∗0#haµ#he0 + h1/2
(
e∗−1#haµ#he0 + e∗0#haµ#he−1 + e∗0#haµ−1#he0

)
+h
(
e∗0#haµ#he−2 + e∗0#haµ−1#he−1 + e∗0#haµ−2#he0 + e∗−1#haµ#he−1

+e∗−1#haµ−1#he0+e
∗
−2#haµ#he0

)
+h3/2rµ−3, rµ−3 ∈ S0

0(m
µ−3, g,MN).

Hence, we look for e−2 such that the coe�cient of h in

(e0 + h1/2e−1 + he−2)
∗#hA#h(e0 + h1/2e−1 + he−2),

given by

qµ−2 + e∗0aµe−2 + e∗0aµ−1e−1 + e∗−1aµe−1 + e∗−1aµ−1e0 + e∗−2aµe0, (3.1.11)

is diagonal. Now, (3.1.11) can be rewritten, by using (3.1.5), as

qµ−2+aµ(e
∗
0e−2+e

∗
−2e0)+(e∗0aµ−1e0)α−1+aµα

∗
−1α−1+α

∗
−1(e

∗
0aµ−1e0). (3.1.12)
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Since by (3.1.9) and (3.1.6)

e∗0e−2 + e∗−2e0 = −s−2 − α∗
−1α−1,

we obtain that (3.1.12) becomes

qµ−2 − aµs−2 + (e∗0aµ−1e0)α−1 + α∗
−1(e

∗
0aµ−1e0). (3.1.13)

We now split (3.1.13) into two (Hermitian) parts (note that qµ−2 = q∗µ−2 and

s−2 = s∗−2). The �rst part is given by

qµ−2 − aµs−2 =

[
u1 γ

γ∗ u2

]
, (3.1.14)

where uj = u∗j are blocks of sizes Nj ×Nj. The second part is given by

(e∗0aµ−1e0)α−1 + α∗
−1(e

∗
0aµ−1e0) = [e∗0aµ−1e0, α−1]

(recall that α−1 is skew-Hermitian by (3.1.7)). We therefore look for α−1 in

the form

α−1 =

[
0 δ

−δ∗ 0

]
. (3.1.15)

Using the fact that e∗0aµ−1e0 is blockwise diagonal with blocks λµ−1,1 and

λµ−1,2, in order to make (3.1.13) blockwise diagonal, we are led to the equa-

tion

λµ−1,1δ − δλµ−1,2 = −γ, (3.1.16)

which imposes a condition on α−1. By Lemma 9.2.2 in [45], equation (3.1.16)

has a solution and this completes the case N0 = 2.

It is important to note at this point that the only condition that α−2

must satisfy by now is that it be skew-Hermitian, that is α−2 + α∗
−2 = 0.

Now, we proceed by induction. So, suppose we have already constructed

the symbols e0, e−1, ..., e−N0 , and bµ, bµ−1, ..., bµ−N0 , independent of h, with
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the required properties. Moreover, suppose that we have constructed

e−N0 = −1

2
e0

(
s−N0 + e∗−1e−(N0−1) + e∗−(N0−1)e−1

)
+ e0α−N0 , (3.1.17)

where s−N0 = s∗−N0
∈ S0

0(m
−N0 , g,MN) is the coe�cient of hN0/2 in EN0−2#hEN0−2,

and the only condition that α−N0 must satisfy is

α−N0 + α∗
−N0

= 0. (3.1.18)

Proceeding as in the case N0 = 2, we look for e−(N0+1) such that

(
EN0 + h

N0+1
2 e−(N0+1)

)∗
#h

(
EN0 + h

N0+1
2 e−(N0+1)

)
= I+h

N0+2
2 S0

0(m
−(N0+2), g;MN).

Thus, using the symbol-composition formula #h and (part of) the inductive

hypothesis, that is, E∗
N0
#hEN0 = I+h(N0+1)/2S0

0(m
−(N0+1), g;MN) (the other

part of the inductive hypothesis being relative to the diagonal form of the

conjugated operator), we are led to the equation

s−(N0+1) + e∗0e−(N0+1) + e∗−(N0+1)e0 + e∗−1e−N0 + e∗−N0
e−1 = 0, (3.1.19)

where s−(N0+1) = s∗−(N0+1) is the coe�cient of h(N0+1)/2 in E∗
N0−1#hEN0−1.

Equation (3.1.19) has as a general solution

e−(N0+1) = −1

2
e0
(
s−(N0+1) + e∗−1e−N0 + e∗−N0

e−1

)
+ e0α−(N0+1),

where α−(N0+1) ∈ S(m−(N0+1), g;MN) and

α∗
−(N0+1) + α−(N0+1) = 0. (3.1.20)

Since
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(
EN0 + h(N0+1)/2e−(N0+1)

)∗
#hA#h

(
EN0 + h(N0+1)/2e−(N0+1)

)
=

N0∑
k=0

hk/2bµ−k + h(N0+1)/2S0
0(m

µ−(N0+1), g;MN),

with bµ−k diagonal, we next look for e−(N0+1) such that the h(N0+1)/2-coe�cient

in the symbol composition E∗
N0+1#hA#hEN0+1, given by

qµ−(N0+1) + e∗0aµe−(N0+1) + e∗−(N0+1)aµe0

+ e∗0aµ−1e−N0 + e∗−N0
aµ−1e0 + e∗−1aµe−N0 + e∗−N0

aµe−1, (3.1.21)

is diagonal. Now, we rewrite (3.1.21) as

qµ−(N0+1) + aµe
∗
0e−(N0+1) + aµe

∗
−(N0+1)e0 + (e∗0aµ−1e0)e

∗
0e−N0

+ e∗−N0
e0(e

∗
0aµ−1e0) + aµe

∗
−1e−N0 + aµe

∗
−N0

e−1, (3.1.22)

so that (3.1.22) becomes (using the fact that aµ is scalar)

qµ−(N0+1) + aµ(e
∗
0e−(N0+1) + e∗−(N0+1)e0 + e∗−1e−N0 + e∗−N0

e−1)︸ ︷︷ ︸
=−s−(N0+1) by (3.1.19)

+ (e∗0aµ−1e0)e
∗
0e−N0 + e∗−N0

e0(e
∗
0aµ−1e0). (3.1.23)

Next, using (3.1.17), we write

{
e∗0e−N0 = −1

2
s−N0 + α−N0 =: τ + α−N0 ,

e∗−N0
e0 = τ − α−N0 ,

(3.1.24)

where

τ = −1

2
s−N0 = τ ∗, α−N0 = −α∗

−N0
.
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Hence, (3.1.23) can be rewritten as

qµ−(N0+1)−aµs−(N0+1)+(e∗0aµ−1e0)τ+τ(e
∗
0aµ−1e0)+(e∗0aµ−1e0)α−N0+α

∗
−N0

(e∗0aµ−1e0).

As before, we next split (3.1.13) into two (Hermitian) parts, where the �rst

part is given by

qµ−(N0+1) − aµs−(N0+1) + (e∗0aµ−1e0)τ + τ(e∗0aµ−1e0) =

[
ũ1 γ̃

γ̃∗ ũ2

]
,

where uj = u∗j are blocks of sizes Nj ×Nj, and the second one by

(e∗0aµ−1e0)α−N0 + α∗
−N0

(e∗0aµ−1e0) =
[
e∗0aµ−1e0, α−N0

]
(recall that α−N0 is skew-Hermitian by (3.1.18)). Hence, we look for α−N0 in

the form

α−N0 =

[
0 δ̃

−δ̃∗ 0

]
, (3.1.25)

and, using as before the fact that e∗0aµ−1e0 is blockwise diagonal with blocks

λµ−1,1 and λµ−1,2, we are therefore led to the equation

λµ−1,1δ̃ − δ̃λµ−1,2 = −γ̃. (3.1.26)

As before, the equation has a solution and we complete the proof by induc-

tion. Once more, it is important to note that the only condition that α−(N0+1)

must satisfy in the N0+1-st step of the induction is α−(N0+1)+α
∗
−(N0+1) = 0.

We state (omitting the proof, since it follows the lines of the foregoing one)

the blockwise diagonalization theorem in the case of semiregular symbols.

Theorem 3.1.3. Let µ > 0, and let A = A∗ ∼
∑

j≥0 aµ−j ∈ Ssreg(m
µ, g;MN).

Suppose aµ = pµIN with pµ ∈ Scl(m
µ, g), and that aµ−1, for some e0 ∈

C∞(R2n \ {0};MN) positively homogeneous of degree 0 and such that e0e
∗
0 =
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e∗0e0 = IN , X ̸= 0, can be written as

aµ−1 = e0bµ−1e
∗
0, where bµ−1 = b∗µ−1 =

[
λµ−1,1 0

0 λµ−1,2

]
, X ̸= 0,

where λµ−1,j ∈ C∞(R2n \{0};MNj
), j = 1, 2 and N = N1+N2, are positively

homogeneous of degree µ− 1, and are such that

Spec(λµ−1,1(X)) ∩ Spec(λµ−1,2(X)) = ∅, ∀X ∈ R2n, |X| = 1.

Then there exists E ∈ Ssreg(1, g;MN) with E ∼
∑

j≥0 e−j and principal symbol

e0 (hence e−k ∈ C∞(R2n \ {0};MN) is positively homogeneous of degree −k)
such that

Ew(x,D)∗Ew(x,D)−I, Ew(x,D)Ew(x,D)∗−I ∈ S(m−∞, g;MN), (3.1.27)

and

Ew(x,D)∗Aw(x,D)Ew(x,D)−Bw(x,D) ∈ S(m−∞, g;MN), (3.1.28)

where the symbol B ∼
∑

j≥0 bµ−j ∈ Ssreg(m
µ, g;MN) is blockwise diagonal,

with

bµ−j(X) =

[
bµ−j,1(X) 0

0 bµ−j,2(X)

]
,∀X ̸= 0,∀j ≥ 0,

the blocks bµ−j,k being of sizes Nk ×Nk, k = 1, 2, with

bµ = aµ = pµIN , bµ−1 =

[
λµ−1,1 0

0 λµ−1,2

]
, X ̸= 0.
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Chapter 4

The subprincipal symbol

In spectral asymptotics, the subprincipal symbol of a pseudodi�erential sys-

tem plays an important role. In this chapter we study its structure and

the transformation laws under di�erent diagonalizers for the semiprincipal

part. From the decoupling theorems (semiclassical case as well as semireg-

ular one) we obtain the following general form for the subprincipal term of

the diagonalized symbol.

Proposition 4.0.1. For the subprincipal part bµ−2 of the h
∞-diagonalization

given in Theorem 3.1.1, or in the semiregular case by Theorem 3.1.3, one has,

by (3.1.22), the formula (recall that aµ = pµI2):

bµ−2 =e
∗
−2e0bµ + bµe

∗
0e−2 + e∗0aµ−2e0 −

i

2
(e∗0 {aµ, e0}+ {e∗0, aµe0})

+ e∗−1aµe−1 + bµ−1e
∗
0e−1 + e∗−1e0bµ−1,

where

e−2 =
i

4
e0 {e∗0, e0} −

1

2
e0α

∗
−1α−1 + e0α−2,

with α∗
−2 = −α−2 and α∗

−1 = −α−1 determined by (3.1.25) and (3.1.26).

Remark 4.0.2. It is important to note in e−2 the presence of the term

−e0α∗
−1α−1/2 which depends on the symbol of order µ− 1 (i.e. the semiprin-

cipal part) of our system.

85
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To study the structure of the subprincipal term, for the sake of clarity we

will be considering in the �rst place the case N = 2 and afterwards the case

of a general N .

All of the results below hold also true in the semiregular case of Theo-

rem 3.1.3 above, the only change being that where in the case of the h∞-

diagonalization we have X ∈ R2n, in the semiregular case we have X ̸= 0.

4.1 The case N = 2

Suppose hence that N = 2, that aµ = a∗µ = pµI2, pµ ∈ S(mµ, g) scalar,

and that aµ−1 = a∗µ−1. Let (by slightly changing notation) λ+µ−1, λ
−
µ−1 ∈

S(mµ−1, g) be the eigenvalues of aµ−1, and suppose that

|λ+µ−1(X)− λ−µ−1(X)| ≳ m(X)µ−1, ∀X ∈ R2n, (4.1.1)

whence the existence of a smooth unitary matrix e0 such that

e0(X)∗aµ−1(X)e0(X) =

[
λ+µ−1(X) 0

0 λ−µ−1(X)

]
, ∀X ∈ R2n.

We have the following corollary.

Corollary 4.1.1. Suppose that aµ = a∗µ = pµI2 is a scalar matrix and

that aµ−1 = a∗µ−1 possesses smooth eigenvalues λ±µ−1 satisfying (4.1.1). Let

{w+, w−} be the canonical basis of C2, namely w+ =

[
1

0

]
, w− =

[
0

1

]
so

that for the semiprincipal symbol bµ−1 of the (h∞-)diagonalization we have

bµ−1(X)w± = λ±µ−1(X)w±, ±-respectively, for all X ∈ R2n. Then for the

subprincipal symbol bµ−2 =

[
b+µ−2 0

0 b−µ−2

]
we have with j = ±

b
(j)
µ−2 = ⟨bµ−2wj, wj⟩

= ⟨e∗0aµ−2e0wj, wj⟩+
1

2
Im (⟨{e∗0, pµ}e0wj, wj⟩) +

1

2
Im (⟨e∗0{pµ, e0}wj, wj⟩) .
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In addition, as for the term δ determined by equation (3.1.16), one has

δ = − 1

λ+µ−1 − λ−µ−1

⟨(e∗0aµ−2e0 − ie∗0{pµ, e0})w−, w+⟩. (4.1.2)

Proof. Recall that bµ = aµ = pµI2. We write the subprincipal term bµ−2 as

bµ−2 = b′µ−2 + b′′µ−2,

where

b′µ−2 := e∗−2e0bµ + bµe
∗
0e−2 + e∗0aµ−2e0 −

i

2
(e∗0 {pµ, e0}+ {e∗0, pµe0}) ,

and

b′′µ−2 := e∗−1aµe−1 + bµ−1e
∗
0e−1 + e∗−1e0bµ−1.

As for b′µ−2 we have, by Corollary 9.2.6 in [45] (used to deal with the terms

coming from the �regular� step in the order of the symbols), that for j = ±,
respectively,

⟨b′µ−2wj, wj⟩ = ⟨e∗0aµ−2e0wj, wj⟩+
1

2
Im (⟨{e∗0, pµ}e0wj, wj⟩)

+
1

2
Im (⟨e∗0{pµ, e0}wj, wj⟩)− pµ⟨α∗

−1α−1wj, wj⟩

(the last term in the above expression is due to the form of e−2, see Remark

4.0.2).

As for b′′µ−2, on the other hand, we have (since e−1 = e0α−1)〈
e∗−1aµe−1wj, wj

〉
=
〈
α∗
−1bµα−1wj, wj

〉
= pµ ⟨α−1wj, α−1wj⟩ =

〈
pµα

∗
−1α−1wj, wj

〉
,

and

〈(
bµ−1e

∗
0e−1 + e∗−1e0bµ−1

)
wj, wj

〉
=
〈(
bµ−1α−1 + α∗

−1bµ−1

)
wj, wj

〉
= 0,

because bµ−1α−1w± = rw∓ with r ∈ C∞(R2n;C) (the same happens for
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α∗
−1bµ−1 for a di�erent r) and ⟨w∓, w±⟩ = 0 (±-respectively). It follows that

⟨b′′µ−2wj, wj⟩ = pµ⟨α∗
−1α−1wj, wj⟩, j = ±.

Therefore, adding the expressions for ⟨b′µ−2wj, wj⟩ and for ⟨b′′µ−2wj, wj⟩, we
obtain the formula for the subprincipal part bµ−2.

We �nally prove (4.1.2). By (3.1.16) we have that δ = −γ/(λ+µ−1−λ−µ−1).

Therefore we have to compute γ by means of equation (3.1.14). Hence,

recalling that α−1 =

[
0 δ

−δ∗ 0

]
and that e−1 = e0α−1, we have

γ =
〈(
e∗0aµ−2e0 −

i

2
(e∗0 {aµ, e0}+ {e∗0, aµe0})− pµ

(
− i

2
{e∗0, e0}

)
w−, w+

〉
= ⟨(e∗0aµ−2e0 − ie∗0{pµ, e0})w−, w+⟩,

which gives (4.1.2) and concludes the proof.

We must now study (still remaining in the 2× 2 case) the transformation

properties of the subprincipal term depending on the choice of e0. We have

the following proposition.

Proposition 4.1.2. Suppose that aµ = a∗µ = pµI2 is a scalar matrix and that

aµ−1 = a∗µ−1 possesses smooth eigenvalues λ+µ−1 and λ−µ−1 satisfying (4.1.1).

Let e0 and ẽ0 be smooth, unitary 2× 2 matrices in S(1, g;M2) such that

e∗0aµ−1e0 = ẽ∗0aµ−1ẽ0 = bµ−1 =

[
λ+µ−1 0

0 λ−µ−1

]
.

Denote by bµ−2 and b̃µ−2, respectively, the subprincipal terms given in Corol-

lary 4.1.1, associated respectively with e0 and ẽ0. Let hence f ∈ S(1, g;M2)

be the unitary matrix such that e0 = ẽ0f , so that (since λ+µ−1 ̸= λ−µ−1)

f =

[
f+ 0

0 f−

]
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with fj ∈ S(1, g) and |fj(X)| = 1, for all X ∈ R2n, j = ±. Then, with

{w+, w−} the canonical basis of C2 as before,

b
(j)
µ−2 = ⟨bµ−2wj, wj⟩ =

〈
b̃µ−2wj, wj

〉
+ Im

(
fj
{
f̄j, pµ

})
, j = ±. (4.1.3)

Moreover, one has

δ = f̄+f−δ̃ (4.1.4)

where δ̃ is determined by equation (3.1.16) with ẽ0 in place of e0.

Proof. By Corollary 4.1.1 and by the proof of Proposition 9.2.7 in [45] we

have (4.1.3). Hence, we only need to show that δ = f̄+f−δ̃.

On the one hand,

⟨e∗0{aµ, e0}w−, w+⟩ = f̄+ ⟨{aµ, ẽ0f}w−, ẽ0w+⟩

= f̄+f− ⟨{pµ, ẽ0}w−, ẽ0w+⟩+ f̄+ ⟨{pµ, f−} ẽ0w−, ẽ0w+⟩
(4.1.5)

= f̄+f− ⟨ẽ∗0 {pµ, ẽ0}w−, w+⟩+ f̄+ ⟨{pµ, f−} ẽ0w−, ẽ0w+⟩ .

On the other hand, again from the proof of Proposition 9.2.7 in [45],

f̄+ ⟨{pµ, f−} ẽ0w−, ẽ0w+⟩ = f̄+{pµ, f−} ⟨ẽ0w−, ẽ0w+⟩ = 0. (4.1.6)

Now, by (4.1.5) and (4.1.6)

δ = − 1

λ+µ−1 − λ−µ−1

⟨(e∗0aµ−2e0 − ie∗0{pµ, e0})w−, w+⟩

= − f̄+f−
λ+µ−1 − λ−µ−1

⟨(ẽ∗0aµ−2ẽ0 − iẽ∗0{pµ, ẽ0})w−, w+⟩

= f̄+f−δ̃,
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which concludes the proof.

4.2 The case of blockwise matrices

We pass in this subsection to the study of the subprincipal symbol in the

more general case of a diagonalization into 2 blocks, with N > 2.

Suppose now that:

(i) aµ = a∗µ = pµIN > 0 is a scalar matrix with µ > 0, pµ ∈ S(mµ, g);

(ii) aµ−1 = a∗µ−1 is such that (as in Theorem 3.1.1) there exists a smooth

unitary matrix e0 ∈ S(1, g;MN) such that

e0(X)∗aµ−1(X)e0(X) =

[
λ+µ−1(X) 0

0 λ−µ−1(X)

]
, ∀X ∈ R2n,

(4.2.1)

where, writing N = N+ + N−, we have that ±-respectively λ±µ−1 ∈
S(mµ−1, g,MN±), with

inf
{
|ζ1 − ζ2|; ζ1 ∈ Spec(λ+µ−1), ζ2 ∈ Spec(λ−µ−1)

}
≳ m(X)µ−1,∀X ∈ R2n.

(4.2.2)

We have the following corollary.

Corollary 4.2.1. Suppose that aµ and aµ−1 satisfy the conditions (i) and

(ii) above. Consider, ±-respectively, the orthogonal projectors π± : CN −→
CN = CN+ ⊕CN− onto CN+ ⊕{0} and {0}⊕CN− respectively (that is, π+ =

[IN+ |0N− ] and π− = [0N−|IN+ ]), so that for the semiprincipal symbol bµ−1 of

the h∞-diagonalization we have π±bµ−1(X)π∗
± = λ±µ−1(X), ±-respectively, for

all X ∈ R2n. Then, for the subprincipal symbol bµ−2 =

[
b+µ−2 0

0 b−µ−2

]
we

have, with j = ±,
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b
(j)
µ−2 =πjbµ−2π

∗
j

=πje
∗
0aµ−2e0π

∗
j −

i

2
πj{e∗0, aµ}e0π∗

j −
i

2
πje

∗
0{aµ, e0}π∗

j

=πje
∗
0aµ−2e0π

∗
j − iπje

∗
0{pµ, e0}π∗

j .

In addition, for δ (see (3.1.16)) one has λ+µ−1δ − δλ−µ−1 = −γ where

γ = π+ (e∗0aµ−2e0 − ie∗0{pµ, e0})π∗
−. (4.2.3)

Proof. By Proposition 4.0.1, the terms in πjbµ−2π
∗
j for j = ± are (recall that

bµ = aµ = pµIN)

(1st)

πj
(
e∗−2e0bµ + bµe

∗
0e−2

)
π∗
j =

i

4
πj (bµ{e∗0, e0} − {e∗0, e0}∗bµ) π∗

j

+πj

(
−1

2
α∗
−1α−1 + α∗

−2

)
bµπ

∗
j+πjbµ

(
−1

2
α∗
−1α−1 + α−2

)
π∗
j

(since {e∗0, e0}∗ = −{e∗0, e0} and α∗
−2 = −α−2)

=
i

2
πj (bµ{e∗0, e0}) π∗

j − bµπjα
∗
−1α−1π

∗
j ,

(2nd) πj{e∗0, aµe0}π∗
j = πj{e∗0, e0}pµπ∗

j + πj{e∗0, pµ}e0π∗
j ,

(3rd) πje
∗
−1aµe−1π

∗
j = pµπjα

∗
−1α−1π

∗
j ,

and �nally

(4th) πj (bµ−1e
∗
0e−1 + e−1e0bµ−1) π

∗
j = πjbµ−1α−1π

∗
j + πjα

∗
−1bµ−1π

∗
j = 0,

since bµ−1α−1 is blockwise anti-diagonal. Summing the above terms gives the

expression of b(j)µ−2.

We next show (4.2.3). By (3.1.16) we have that λ+µ−1δ − δλ−µ−1 = −γ.
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Therefore, we just need to compute γ by means of equation (3.1.14). Hence,

recalling that α−1 =

[
0 δ

−δ∗ 0

]
and that e−1 = e0α−1, we have

γ = π+

(
e∗0aµ−2e0 −

i

2
(e∗0 {aµ, e0}+ {e∗0, aµe0})− aµ

(
− i

2
{e∗0, e0}

))
π∗
−

= π+
(
e∗0aµ−2e0 − ie∗0{pµ, e0})π∗

−,

which gives (4.2.3) and concludes the proof.

As before, we must now study the transformation properties of the sub-

principal terms depending on the choice of e0 (still remaining in the N ×N

case, N > 2, with 2 blocks). We have the following proposition.

Proposition 4.2.2. Suppose that aµ and aµ−1 satisfy the above conditions

(i) and (ii). Let e0 and ẽ0 be smooth, unitary N ×N matrices in S(1, g;MN)

such that

e∗0aµ−1e0 = ẽ∗0aµ−1ẽ0 = bµ−1 =

[
λ+µ−1 0

0 λ−µ−1

]
,

with the blocks λ±µ−1 satisfying (4.2.2). Denote by bµ−2 and b̃µ−2, respectively,

the subprincipal terms given in Corollary 4.1.1, associated respectively with e0

and ẽ0. Let hence f ∈ S(1, g;MN) be the unitary matrix such that e0 = ẽ0f ,

so that (by the spacing property of the spectra of λ±µ−1)

f =

[
f+ 0

0 f−

]
with the f± ∈ S(1, g;MN±) being themselves unitary matrices. As before,

consider π± the projectors of CN = CN+ ⊕ CN− respectively onto CN+ ⊕ {0}
and {0} ⊕ CN−. Then, for j = ±,

b
(j)
µ−2 = πjbµ−2π

∗
j = f ∗

j πj b̃µ−2π
∗
j fj −

i

2

(
f ∗
j {pµ, fj} − {pµ, fj}∗fj

)
(4.2.4)
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= f ∗
j πj b̃µ−2π

∗
j fj + Im(f ∗

j {pµ, fj})

(where, for a matrix A, we put 2i Im(A) = A − A∗ for its skew-Hermitian

part). Moreover,

λ+µ−1δ̃ − δ̃λ−µ−1 = f+
(
λ+µ−1δ − δλ−µ−1

)
f ∗
− (4.2.5)

where δ̃ is determined by equation (3.1.16) with ẽ0 in place of e0.

Proof. We prove (4.2.4) by following the scheme of proof of Corollary 9.2.6

in [45]. One has

πje
∗
0aµ−2e0π

∗
j = πjf

∗︸︷︷︸
=f∗j πj

ẽ∗0aµ−2ẽ0 fπ
∗
j︸︷︷︸

=π∗
j fj

= f ∗
j πj ẽ

∗
0aµ−2ẽ0π

∗
j fj,

πj{e∗0, aµ}e0π∗
j =πj{f ∗ẽ∗0, pµ}ẽ0fπ∗

j

=f ∗
j πj{ẽ∗0, pµ}ẽ0π∗

j fj + {f ∗
j , pµ}︸ ︷︷ ︸

=−{pµ,fj}∗

πj ẽ
∗
0ẽ0π

∗
j︸ ︷︷ ︸

INj

fj

=f ∗
j πj{ẽ∗0, pµ}ẽ0π∗

j fj − {pµ, fj}∗fj,

πje
∗
0{aµ, e0}π∗

j =πjf
∗ẽ∗0{pµ, ẽ0f}π∗

j

=f ∗
j πj ẽ

∗
0{pµ, ẽ0}π∗

j fj + f ∗
j πj ẽ

∗
0ẽ0π

∗
j︸ ︷︷ ︸

INj

{pµ, fj}

=f ∗
j πj ẽ

∗
0{pµ, ẽ0}π∗

j fj + f ∗
j {pµ, fj}.

Hence, Corollary 4.2.1 implies (4.2.4).

We next prove (4.2.5). By (3.1.16) we have that λ+µ−1δ− δλ−µ−1 = −γ and

by (4.2.3) that

γ = π+ (e∗0aµ−2e0 − ie∗0{pµ, e0})π∗
−.
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We have therefore to study the transformation properties of γ. By (4.2.3)

one has

γ = π+
(
f ∗ẽ∗0aµ−2ẽ0f − if ∗ẽ∗0{pµ, ẽ0f}

)
π∗
−

= f ∗
+π+

(
ẽ∗0aµ−2ẽ0 − iẽ∗0{pµ, ẽ0}

)
π∗
−f− − if ∗

+ π+ẽ
∗
0ẽ0π

∗
−︸ ︷︷ ︸

=0

{pµ, f−} = f ∗
+γ̃f−,

whence (4.2.5). This concludes the proof.



Chapter 5

The semi-subprincipal symbol

In this chapter we will study the structure and the transformation laws of the

semi-subprincipal symbol of a pseudodi�erential system (that is, the term of

homogeneity µ − 3 of the asymptotics of the total symbol where µ is the

order of the ψdo) under di�erent diagonalizers for the semiprincipal part.

From the decoupling theorem we will obtain the following general form

for the semi-subprincipal term of the diagonalized symbol.

Proposition 5.0.1. For the semi-subprincipal part bµ−3 of the h
∞-diagonalization

given in Theorem 3.1.1, recalling that aµ = pµI2, one has, by (3.1.22), the

formula:

bµ−3 =e
∗
−3e0bµ + bµe

∗
0e−3 + e∗−1e0bµe

∗
0e−2 + e∗−2e0bµe

∗
0e−1 + e∗−1e0bµ−1e

∗
0e−1

+ bµ−1e
∗
0e−2 + e∗−2e0bµ−1 + e∗−1aµ−2e0 + e∗0aµ−2e−1 + e∗0aµ−3e0

− i

2

(
e∗0 {aµ−1, e0}+ {e∗0, aµ−1e0}+ e−1{aµ, e0}+ {e∗−1, aµe0}

+ e∗0{aµ, e−1}+ {e∗0, aµe−1}
)
,

where

e−3 =
i

4
e0
(
{e∗0, e−1}+ {e∗−1, e0}

)
− 1

2
e0
(
α∗
−1α−2 + α∗

−2α−1

)
+ e0α−3,

with α∗
−2 = −α−2 and α∗

−1 = −α−1 determined by equations (3.1.25) and

95
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(3.1.26), and α−3 skew-Hermitian.

Remark 5.0.2. It is important to note in e−3 the presence of the term

e0
(
α∗
−1α−2 + α∗

−2α−1

)
/2,

which depends on the symbol of order µ− 2 of our system.

5.1 The case N = 2

Suppose hence that N = 2 and that the hypotheses of 4.1 are veri�ed.

To study the structure of the semi-subprincipal term, for the sake of

clarity we will be considering in the �rst place the case N = 2 and afterwards

the case of a general N .

All of the results below hold also true in the classical semiregular case of

Theorem 3.1.3 above.

Then, we have the following corollary.

Corollary 5.1.1. Under the hypothesis and notations of Corollary 4.1.1, for

the semi-subprincipal symbol bµ−3 =

[
b+µ−3 0

0 b−µ−3

]
we have

b
(j)
µ−3 = ⟨bµ−3wj, wj⟩

= ⟨e∗0aµ−3e0wj, wj⟩

+
1

2
Im
(〈

{e∗0, λ
(j)
µ−1}e0wj, wj

〉)
+

1

2
Im (⟨e∗0{aµ−1, e0}wj, wj⟩)

+
(
λ
(−j)
µ−1 − λ

(j)
µ−1

)
|δ|2 − 1

2
Im
(
pµ

¯̂
δj ⟨{e∗0, e0}wj, w−j⟩

)
+ 2Re

(
¯̂
δj ⟨e∗0aµ−2e0wj, w−j⟩

)
+ 2Im

(
¯̂
δj ⟨{e∗0, pµ}e0wj, w−j⟩

)
, j = ±,

(5.1.1)

where δ̂j :=

−δ̄ , j = +,

δ , j = −.
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Proof. Recall that bµ = aµ = pµI2.We write the semi-subprincipal term bµ−3

as

bµ−3 = b′µ−3 + b′′µ−3,

where

b
′

µ−3 := g∗−2e0bµ−1 + bµ−1e
∗
0g−2 + e∗0aµ−3e0 −

i

2
(e∗0 {aµ−1, e0}+ {e∗0, aµ−1e0}) ,

and

b
′′

µ−3 :=e
∗
−3e0bµ + bµe

∗
0e−3 + e∗−1e0bµe

∗
0e−2 + e∗−2e0bµe

∗
0e−1

+ α∗
−1bµ−1α−1 −

1

2
bµ−1α

∗
−1α−1 −

1

2
α−1α

∗
−1bµ−1

+ e∗−1aµ−2e0 + e∗0aµ−2e−1

− i

2

(
e∗−1{aµ, e0}+ {e∗−1, aµe0}+ e∗0{aµ, e−1}+ {e∗0, aµe−1}

)
,

with

g−2 :=
i

4
e0 {e∗0, e0}+ e0α−2.

Then, following the scheme of the proof of Corollary 9.2.6 in [45] (used

to deal with the terms coming from the �regular� step in the order of the

symbols) we have for j = ±

〈
b
′

µ−3wj, wj

〉
= ⟨e∗0aµ−3e0wj, wj⟩+

1

2
Im
(〈

{e∗0, λ
(j)
µ−1}e0wj, wj

〉)
+

1

2
Im (⟨e∗0{aµ−1, e0}wj, wj⟩) .

Now we compute
〈
b
′′
µ−3wj, wj

〉
.

First of all, we rewrite the terms in
〈
b
′′
µ−3wj, wj

〉
for j = ± using δ̂j.

Recalling that aµ = bµ = pµI2, we have
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(i)

〈(
bµe

∗
0e−3 + e∗−3e0bµ

)
wj, wj

〉
=2

i

4
⟨pµ{e∗0, e−1}wj, wj⟩

+ 2
i

4

〈
{e∗−1, e0}pµwj, wj

〉
+ 2Re

(
−1

2

〈(
α∗
−1α−2 + α∗

−2α−1

)
pµwj, wj

〉)

+ 2Re

〈(α−3 + α∗
−3

)︸ ︷︷ ︸
=0

pµwj, wj

〉 ,

(5.1.2)

(ii) 〈
− i

2
e∗−1{aµ, e0}wj, wj

〉
= − i

2
⟨{pµ, e0}wj, e−1wj⟩

= − i

2

〈
{pµ, e0}wj, δ̂je0w−j

〉
= − i

2
¯̂
δj ⟨e∗0{pµ, e0}wj, w−j⟩︸ ︷︷ ︸

=⟨{e∗0,pµ}e0wj ,w−j⟩

, (5.1.3)

(iii)

〈(
e∗−1e0bµe

∗
0e−2 + e∗−2e0bµe

∗
0e−1

)
wj, wj

〉
=
〈(
α∗
−1α−2 + α∗

−2α−1

)
pµwj, wj

〉︸ ︷︷ ︸
=−2Re(− 1

2⟨(α∗
−1α−2+α∗

−2α−1)bµwj ,wj⟩)

+ 2Re

〈(
i

4
α∗
−1 {e∗0, e0} −

1

2
α∗
−1α

∗
−1α−1

)
pµwj, wj

〉
=− 2Re

(
−1

2

〈(
α∗
−1α−2 + α∗

−2α−1

)
pµwj, wj

〉)
− 1

2
Im
〈
α∗
−1 {e∗0, e0} pµwj, wj

〉︸ ︷︷ ︸
=pµ

¯̂
δj⟨{e∗0,e0}wj ,w−j⟩

− Re

−pµ|δ|¯̂δj ⟨wj, w−j⟩︸ ︷︷ ︸
=0

 ,

(5.1.4)
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(iv)〈(
−1

2
bµ−1α

∗
−1α−1 −

1

2
α∗
−1α−1bµ−1 + α∗

−1bµ−1α−1

)
wj, wj

〉
=
(
λ
(−j)
µ−1 − λ

(j)
µ−1

)
|δ|2,

(5.1.5)

(v)〈
− i

2
{e∗−1, aµe0}wj, wj

〉
=− i

2

〈
{e∗−1, e0}pµwj, wj

〉
+− i

2

〈
{e∗−1, pµ}e0wj, wj

〉
=− i

2

〈
{e∗−1, e0}pµwj, wj

〉
− i

2

〈(
α∗
−1{e∗0, pµ}e0 + {α∗

−1, pµ}
)
wj, wj

〉
=− i

2

〈
{e∗−1, e0}pµwj, wj

〉
︸ ︷︷ ︸
=−2( i

4⟨{e∗−1,e0}pµwj ,wj⟩)

− i

2

(
¯̂
δj ⟨{e∗0, pµ}e0wj, w−j⟩

+{¯̂δj, pµ}⟨wj, w−j⟩︸ ︷︷ ︸
=0

 , (5.1.6)

(vi)

〈
(e∗−1aµ−2e0 + e∗0aµ−2e−1)wj, wj

〉
=2Re

(
δ̂j ⟨e∗0aµ−2e0w−j, wj⟩

)
, (5.1.7)

(vii)〈
− i

2
e∗0{aµ, e−1}wj, wj

〉
=− i

2

〈(
e∗0{pµ, e0}δ̂j + e∗0{pµ, δ̂j}e0

)
w−j, wj

〉
=− i

2

〈(
e∗0{pµ, e0}δ̂j + e∗0{pµ, δ̂j}e0

)
w−j, wj

〉
=− i

2
δ̂j ⟨e∗0{pµ, e0}w−j, wj⟩

− i

2

〈
e∗0{pµ, δ̂j}e0w−j, wj

〉
︸ ︷︷ ︸
={pµ,δ̂j}⟨e∗0e0w−j ,wj⟩=0

, (5.1.8)
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(viii) 〈
− i

2
{e∗0, aµe−1}wj, wj

〉
=− i

2
⟨{e∗0, pµe0α−1}wj, wj⟩

=− i

2
δ̂j ⟨{e∗0, pµ}e0w−j, wj⟩︸ ︷︷ ︸

=⟨e∗0{pµ,e0}w−j ,wj⟩

− i

2
⟨pµ{e∗0, e−1}wj, wj⟩ . (5.1.9)

We then sum all the above terms and get

b
(j)
µ−3 = ⟨bµ−3wj, wj⟩

= ⟨e∗0aµ−3e0wj, wj⟩+
1

2
Im
(〈
{e∗0, λ

j
µ−1}e0wj, wj

〉)
+

1

2
Im (⟨e∗0{aµ−1, e0}wj, wj⟩) + 2Re

(
δ̂j ⟨e∗0aµ−2e0w−j, wj⟩

)
+ Re

((
λ
(−j)
µ−1 − λ

(j)
µ−1

)
|δ|2
)
− 1

2
Im
(
pµ

¯̂
δj ⟨{e∗0, e0}wj, w−j⟩

)
− i

¯̂
δj ⟨{e∗0, pµ}e0wj, w−j⟩ − iδ̂j ⟨e∗0{pµ, e0}w−j, wj⟩ , j = ±.

Finally, by unitarity of e0,

−iδ̂j ⟨e∗0{pµ, e0}w−j, wj⟩ =i¯̂δj⟨w−j,−{e∗0, pµ}e0wj⟩

=− i
¯̂
δj ⟨{e∗0, pµ}e0wj, w−j⟩

means that

−i¯̂δj ⟨{e∗0, pµ}e0wj, w−j⟩−iδ̂j ⟨e∗0{pµ, e0}w−j, wj⟩ = 2Im
(
¯̂
δj ⟨{e∗0, pµ}e0wj, w−j⟩

)
which completes the proof of the statement.

We must now study the transformation properties of the semi-subprincipal

terms depending on the choice of e0. More precisely, we have the following

proposition.

Proposition 5.1.2. Suppose that aµ = a∗µ = pµI2 > 0 is a positive scalar
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matrix and that aµ−1 = a∗µ−1 possesses smooth eigenvalues λ±µ−1 satisfying

(4.1.1). Let e0 and ẽ0 be smooth, unitary 2× 2 matrices in S(1, g;M2) such

that

e∗0aµ−1e0 = ẽ∗0aµ−1ẽ0 = bµ−1 =

[
λ+µ−1 0

0 λ−µ−1

]
.

Denote by bµ−3 and b̃µ−3 the semi-subprincipal terms given in Corollary 4.1.1,

associated, respectively, with e0 and ẽ0. Let hence f ∈ S(1, g;M2) be the

unitary matrix

f =

[
f+ 0

0 f+

]
, such that f ∗f = ff ∗ = I2 and e0 = ẽ0f,

so that the fj ∈ C∞(R2n;C) belong to S(1, g) and |fj(X)| = 1, for all X ∈
R2n, j = ±. Then, with {w+, w−} the canonical basis of C2 as before,

b
(j)
µ−3 = ⟨bµ−3wj, wj⟩

=
〈
b̃µ−3wj, wj

〉
+ Im

(
fj

{
f̄j, λ

(j)
µ−1

})
+

1

2
Im

(
pµ

¯̂̃
δj f̄j ⟨{ẽ∗0, fj} ẽ0wj, w−j⟩

)
+

1

2
Im

(
pµf−j

¯̂̃
δj
〈
ẽ∗0
{
f̄−j, ẽ0

}
wj, w−j

〉)
, j = ±.

Proof. Recall that bµ = aµ = pµI2. In Corollary 5.1.1 we already wrote the

semi-subprincipal term bµ−3 as

bµ−3 = b′µ−3 + b′′µ−3.

Then, following the scheme of the proof of Proposition 9.2.7 in [45] (p. 137)

we have for j = ±〈
b
′

µ−3wj, wj

〉
=
〈
b̃
′

µ−3wj, wj

〉
+ Im

(
fj

{
f̄j, λ

(j)
µ−1

})
,

where b̃
′
µ−3 is de�ned as b

′
µ−3 with ẽ0 in place of e0. Moreover, by (4.1.4)
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(which means δ̂j = f̄−j
˜̂
δjfj)

Re
(
¯̂
δj ⟨e∗0aµ−2e0wj, w−j⟩

)
=Re

(
δ̂j ⟨e∗0aµ−2e0w−j, wj⟩

)
=Re

(
δ̂j ⟨e∗0aµ−2e0w−j, wj⟩

)
=Re

(
f̄−j

˜̂
δjfjf−j f̄j ⟨ẽ∗0aµ−2ẽ0w−j, wj⟩

)
=Re

(
˜̂
δj ⟨ẽ∗0aµ−2ẽ0w−j, wj⟩

)
=Re

(
¯̂̃
δj ⟨ẽ∗0aµ−2ẽ0wj, w−j⟩

)
,

where ˜̂
δj :=

−¯̃δ , j = +,

δ̃ , j = −,
and

(
λ
(−j)
µ−1 − λ

(j)
µ−1

)
|δ|2 =

(
λ
(−j)
µ−1 − λ

(j)
µ−1

)
|δ̃|2,

since |f±| = 1.

Moreover,

Im
(
pµ

¯̂
δj ⟨{e∗0, e0}wj, w−j⟩

)
=Im

(
pµf−j

¯̂̃
δj f̄j ⟨{f ∗e∗0, e0f}wj, w−j⟩

)
=Im

(
pµf−j

¯̂̃
δj f̄j ⟨{f ∗ẽ∗0, ẽ0f}wj, w−j⟩

)

=Im

pµf−j ¯̂̃δj f̄j {f̄j, fj} ⟨wj, w−j⟩︸ ︷︷ ︸
=0


+ Im

(
pµf−j

¯̂̃
δj f̄j f̄−jfj ⟨{ẽ∗0, ẽ0}wj, w−j⟩

)
+ Im

(
pµf−j

¯̂̃
δj f̄j f̄−j ⟨{ẽ∗0, fj} ẽ0wj, w−j⟩

)
+ Im

(
pµf−j

¯̂̃
δj f̄jfj

〈
ẽ∗0
{
f̄−j, ẽ0

}
wj, w−j

〉)
=Im

(
pµ

¯̂̃
δj ⟨{ẽ∗0, ẽ0}wj, w−j⟩

)
+ Im

(
pµ

¯̂̃
δj f̄j ⟨{ẽ∗0, fj} ẽ0wj, w−j⟩

)
+ Im

(
pµf−j

¯̂̃
δj
〈
ẽ∗0
{
f̄−j, ẽ0

}
wj, w−j

〉)
,
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and

Im
(
¯̂
δj ⟨{e∗0, pµ}e0wj, w−j⟩

)
=Im

(
f−j

¯̂̃
δj f̄j ⟨{f ∗ẽ∗0, pµ}ẽ0fwj, w−j⟩

)
=Im

(
f−j

¯̂̃
δj f̄j f̄−jfj ⟨{ẽ∗0, pµ}ẽ0wj, w−j⟩

)

+ Im

f−j ¯̂̃δj f̄jfj{f̄−j, pµ} ⟨ẽ∗0ẽ0wj, w−j⟩︸ ︷︷ ︸
=0


=Im

(
¯̂̃
δj ⟨{ẽ∗0, pµ}ẽ0wj, w−j⟩

)
,

whence the result.

5.2 The case of blockwise matrices

In this section we move to the study of the semi-subprincipal symbol in the

more general case of a diagonalization into 2 blocks, with N > 2.

With the same hypotheses on aµ and aµ−1 which we have in Section 4.2,

we get the following corollary.

Corollary 5.2.1. Under the hypotheses of Corollary 4.2.1, for the semi-

subprincipal symbol bµ−3 =

[
b+µ−3 0

0 b−µ−3

]
we have

b
(j)
µ−3 =πjbµ−3π

∗
j

=πje
∗
0aµ−3e0π

∗
j +

i

4
πj (bµ−1{e∗0, e0} − {e∗0, e0}bµ−1) π

∗
j

+
i

2
πje

∗
0{e0, bµ−1}π∗

j −
i

2
πje

∗
0{aµ−1, e0}π∗

j

− 1

2

(
b
(j)
µ−1δ̂

∗
j δ̂j + δ̂∗j δ̂jb

(j)
µ−1 − 2δ̂∗j b

(−j)
µ−1 δ̂j

)
− 1

2
Im
(
pµδ̂jπ−j{e∗0, e0}π∗

j

)
+ 2Re

(
δ̂jπ−je

∗
0aµ−2e0π

∗
j

)
+ 2Im

(
δ̂∗jπ−je

∗
0{pµ, e0}π∗

j

)
, j = ±, (5.2.1)
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where, for a matrix A, we put 2Re(A) = A + A∗ for its Hermitian part,

2Im(A) = A−A∗ for its skew-Hermitian part, and set δ̂j :=

−δ∗ , j = +,

δ , j = −.

Proof. Recall that bµ = aµ = pµIN . First of all, we rewrite the terms in

π∗
j bµ−3πj for j = ± using δ̂j. When adding all the terms, those underbraced

by the bullets will cancel respectively out. We have, in the �rst place,

π∗
j

(
bµ−1e

∗
0e−2 + e∗−2e0bµ−1

)
πj =

i

4
πj (bµ−1{e∗0, e0}+ {e∗0, e0}bµ−1) π

∗
j

− 1

2
πjbµ−1α

∗
−1︸ ︷︷ ︸

=b
(j)
µ−1δ̂

∗
j π−j

α−1π
∗
j︸ ︷︷ ︸

=π∗
−j δ̂j

−1

2
πjα

∗
−1︸ ︷︷ ︸

=δ̂∗j π−j

α−1bµ−1π
∗
j︸ ︷︷ ︸

=π∗
−j δ̂jb

(j)
µ−1

+ πjbµ−1α−2π
∗
j︸ ︷︷ ︸

=M ′ πjπ
∗
−j︸ ︷︷ ︸

=0

+πjα
∗
−2bµ−1π

∗
j︸ ︷︷ ︸

=M ′′ πjπ
∗
−j︸ ︷︷ ︸

=0

, (5.2.2)

where M ′,M ′′ ∈ C∞(R2n;MNj
). Next, we have

(i)

πj
(
e∗−1aµ−2e0 + e∗0aµ−2e−1

)
π∗
j =πj

(
α∗
−1e

∗
0aµ−2e0 + e∗0aµ−2e0α−1

)
π∗
j

=δ̂∗jπ−je
∗
0aµ−2e0π

∗
j + πje

∗
0aµ−2e0π

∗
−j δ̂j,

(5.2.3)

(ii)

− i

2
πje

∗
0 ({aµ−1, e0}+ {e∗0, aµ−1e0})π∗

j =︸︷︷︸
e∗0∂e0=−(∂e∗0)e0

− i

2
πje

∗
0{aµ−1, e0}π∗

j

− i

2
πj{e∗0, e0}bµ−1π

∗
j

+
i

2
πje

∗
0{e0, bµ−1}π∗

j ,

(5.2.4)
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(iii)

πj
(
bµe

∗
0e−3 + e∗−3e0bµ

)
π∗
j =

i

2
πj
(
bµ{e∗−1, e0}

)
π∗
j︸ ︷︷ ︸

(•)

+
i

2
πj{e∗0, e0}α−1pµπ

∗
j︸ ︷︷ ︸

(••)

− i

2
πje

∗
0{e0, α−1}pµπ∗

j︸ ︷︷ ︸
(••••)

− πj
(
α∗
−1α−2 + α∗

−2α−1

)
pµπ

∗
j︸ ︷︷ ︸

(•••)

+ πj
(
α∗
−3 + α−3

)︸ ︷︷ ︸
=0

pµπ
∗
j , (5.2.5)

(iv)

− i

2
πj
(
e∗−1{aµ, e0}

)
π∗
j = − i

2
πje

∗
−1{pµ, e0}π∗

j

= − i

2
δ̂∗jπ−je

∗
0{pµ, e0}π∗

j , (5.2.6)

(v)

πj
(
α∗
−1bµ−1α−1

)
π∗
j =δ̂

∗
j b

(−j)
µ−1 δ̂j, (5.2.7)

(vi)

πj
(
e∗−1e0bµe

∗
0e−2 + e∗−2e0bµe

∗
0e−1

)
π∗
j =πj

(
α∗
−1α−2 + α∗

−2α−1

)
pµπ

∗
j

+ πj

(
i

4
α∗
−1{e∗0, e0} −

1

2
α∗
−1α

∗
−1α−1

)
pµπ

∗
j

+ πj

(
i

4
{e∗0, e0}α−1 −

1

2
α∗
−1α−1α−1

)
pµπ

∗
j

=πj
(
α∗
−1α−2 + α∗

−2α−1

)
pµπ

∗
j︸ ︷︷ ︸

(•••)

+
i

4
pµδ̂

∗
jπ−j{e∗0, e0}π∗

j +
i

4
pµπj{e∗0, e0}π∗

−j δ̂j,

(5.2.8)
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(vii)

− i

2
πj{e∗−1, aµe0}π∗

j = − i

2
πj{e∗−1, e0}pµπ∗

j −
i

2
πj{e∗−1, pµ}e0π∗

j

= − i

2
πj{e∗−1, e0}pµπ∗

j −
i

2
πjα

∗
−1{e∗0, pµ}e0π∗

j −
i

2
πj{α∗

−1, pµ}π∗
j

= − i

2
pµπj{e∗−1, e0}π∗

j︸ ︷︷ ︸
(•)

− i

2
δ̂∗jπ−j{e∗0, pµ}e0π∗

j + {δ̂∗j , pµ}π−jπ∗
j︸ ︷︷ ︸

=0

, (5.2.9)

(viii)

− i

2
πje

∗
0{aµ, e−1}π∗

j =− i

2
πje

∗
0{pµ, e0}π∗

−j δ̂j + πj e
∗
0e0︸︷︷︸
=IN

π∗
−j{pµ, δ̂j}

=− i

2
πje

∗
0{pµ, e0}π∗

−j δ̂j + πjπ
∗
−j︸ ︷︷ ︸

=0

{pµ, δ̂j}, (5.2.10)

(ix)

− i

2
πj{e∗0, aµe−1}π∗

j =− i

2
πj{e∗0, e0pµα−1}π∗

j

=− i

2
πj{e∗0, e0}pµα−1π

∗
j︸ ︷︷ ︸

(••)

,

− i

2
πj{e∗0, pµ}e0π∗

−j δ̂j

+
i

2
πjpµe

∗
0{e0, α−1}π∗

j︸ ︷︷ ︸
(••••)

. (5.2.11)

Then, by summing all the terms and simplifying (we used the dots to

point at the terms that semplify one another in the sum), we �nd
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b
(j)
µ−3 =πjbµ−3π

∗
j

=πje
∗
0aµ−3e0π

∗
j +

i

4
πj (bµ−1{e∗0, e0}+ {e∗0, e0}bµ−1) π

∗
j

− i

2
πj{e∗0, e0}bµ−1π

∗
j +

i

2
πje

∗
0{e0, bµ−1}π∗

j −
i

2
πje

∗
0{aµ−1, e0}π∗

j

− 1

2

(
b
(j)
µ−1δ̂−j δ̂j + δ̂∗j δ̂

∗
−jb

(j)
µ−1 + δ̂∗j b

(−j)
µ−1 δ̂j

)
+
i

4
pµδ̂

∗
jπ−j{e∗0, e0}π∗

j +
i

4
pµπj{e∗0, e0}π∗

−j δ̂j

− i

2
δ̂∗jπ−je

∗
0{pµ, e0}π∗

j −
i

2
πje

∗
0{pµ, e0}π∗

−j δ̂j

+ δ̂∗jπ−je
∗
0aµ−2e0π

∗
j + πje

∗
0aµ−2e0π

∗
−j δ̂j

− i

2
δ̂∗jπ−j{e∗0, pµ}e0π∗

j −
i

2
πj{e∗0, pµ}e0π∗

−j δ̂j, j = ±.

Finally, we note that

− i

2
δ̂∗jπ−je

∗
0{pµ, e0}π∗

j = − i

2

(
{pµ, e0}∗e0π∗

−j δ̂j

)∗
π∗
j

= − i

2

−{e∗0, pµ}e0︸ ︷︷ ︸
=e∗0{pµ,e0}

π∗
−j δ̂j


∗

π∗
j

=

(
− i

2
πje

∗
0{pµ, e0}π∗

−j δ̂j

)∗

,

− i

2
δ̂∗jπ−je

∗
0 {pµ, e0}︸ ︷︷ ︸
=−{e0,pµ}

π∗
j =︸︷︷︸
e∗0∂e0=−(∂e∗0)e0

− i

2
δ̂∗jπ−j{e∗0, pµ}e0π∗

j ,

− i

2
πje

∗
0 {pµ, e0}︸ ︷︷ ︸
=−{e0,pµ}

π∗
−j δ̂j =︸︷︷︸

e∗0∂e0=−(∂e∗0)e0

− i

2
πj{e∗0, pµ}e0π∗

−j δ̂j,

which gives (5.2.1). The proof is complete.
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Chapter 6

The X-ray transform

In this chapter we study conditions that are necessary and/or su�cient for

having that the X-ray transform R(λ±µ−1) of the eigenvalues λ±µ−1 of the

semiprincipal part aµ−1 are Morse-Bott functions. Recall that in this chap-

ter the X-ray transform of a functions is the integral of the function on the

bicharacteristics of aµ = pµI2, hence of pµ, that will be supposed all periodic

with constant period T > 0 (e.g., the case of µ = 2 and pµ the quantum

scalar harmonic oscillator).

6.1 Homogeneity property

We start by considering the following slightly more general setup.

Let pµ ∈ C∞(Ṙ2n;R+) be positively homogeneous of degree µ > 1. Note then

that the bicharacteristic �ow associated with pµ is globally de�ned (since

pµ → +∞ as |X| → +∞ all the energy hypersurfaces are compact, whence

the �ow is globally de�ned on each of them). Let Φ: R × Ṙ2n ∋ (t,X) 7−→
Φt(X) ∈ Ṙ2n be the bicharacteristic �ow associated with pµ.

Suppose that the following condition holds:

(H) For all X ∈ Ṙ2n the �ow is periodic with minimal period TX > 0 and

the map X 7−→ TX is C∞.

Recall that we therefore have that Φt(X) ̸= X for all 0 < t < TX , for all

X ∈ Ṙ2n.

109
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First of all, we prove the following proposition about homogeneity of the

X-ray transform.

Proposition 6.1.1. Suppose condition (H) above holds. Let pµ−1 ∈ C∞(Ṙ2n;C)
be positively homogeneous of degree µ − 1. Consider the X-ray transform of

pµ−1, denoted by

Ṙ2n ∋ X 7−→ R(pµ−1)(X) :=

� TX

0

pµ−1(Φt(X))dt.

Then, R(pµ−1) is positively homogeneous of degree 1.

Proof. First of all, for any s > 0 and any X ∈ Ṙ2n we have, by homogeneity

of pµ,

pµ(sX) = sµpµ(X), s > 0, X ̸= 0.

Moreover, since the Hamiltonian �eld associated with pµ is

Hpµ(X) =
n∑
j=1

(
∂pµ
∂ξj

(X)
∂

∂xj
− ∂pµ
∂xj

(X)
∂

∂ξj

)
,

we have that Hpµ(sX) = sµ−1Hpµ(X) for s > 0 and X ̸= 0, that is, Hpµ is

homogeneous of order µ− 1.

Hence, denoting by Φ the �ow associated with Hpµ ,
d

dt
Φt(X) = Hpµ(Φt(X)),

Φt(X)
∣∣
t=0

= X,

for s > 0 consider Φ̃t(X) := sΦsµ−2t(X). Then,



d

dt
Φ̃t(X) = ssµ−2 d

dt′
Φt′ (X)

∣∣∣
t′=sµ−2t

= ssµ−2Hpµ(Φsµ−2t(X))

= Hpµ(sΦsµ−2t(X))

= Hpµ(Φ̃t(X)),

Φ̃t(X)|t=0 = sX,

so that
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Φt(sX) = sΦsµ−2t(X), ∀s > 0, ∀X ̸= 0.

Since TX is minimal, using periodicity and homogeneity we obtain

Φs2−µTX (sX) = sΦsµ−2s2−µTX (X) = sΦTX (X) = sX,

whence

TsX = s2−µTX , ∀s > 0, ∀X ̸= 0.

Now, recall that pµ−1 is positively homogeneous of degree µ−1. Consider

the X-ray transform

R(pµ−1)(X) =

� TX

0

Φ∗
tpµ−1(X) dt =

� TX

0

(pµ−1 ◦ Φt)(X) dt.

Thus,

R(pµ−1)(sX) =

� TsX

0

(pµ−1 ◦ Φt)(sX) dt =

� s2−µTX

0

pµ−1(sΦsµ−2t(X)) dt

=

� s2−µTX

0

sµ−1pµ−1(Φsµ−2t(X)) dt =︸︷︷︸
τ=sµ−2t

s

� TX

0

pµ−1(Φτ (X)) dτ

= sR(pµ−1)(X).

Therefore,

R(pµ−1)(sX) = sR(pµ−1)(X), ∀s > 0, ∀X ̸= 0.

6.2 The zero-set of the X-ray transform

We are interested to focus on the case µ = 2 because of the study that we

will carry out in Section 7.1. We next wish to understand when R(p1) is a

Morse-Bott function (that is, a smooth function whose critical set is a smooth

manifold at which the Hessian is nondegenerate in normal directions).
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Proposition 6.2.1. Suppose condition (H) above holds. Let p1 be smooth,

positively homogeneous of degree 1, and let Ccr denote the critical set of R(p1).

Then, Ccr is a conic set contained in the zero-set of R(p1).

Moreover, any given X ∈ Ṙ2n belongs to KerHess(R(p1))(X). Hence

Hess(R(p1))(X) is always degenerate for every X ∈ Ṙ2n.

Proof. The property of Ccr follows immediately from the homogeneity of p1,

the homogeneity of R(p1) (see Proposition 6.1.1), and Euler's relation.

Next we consider the Hessian

Hess(R(p1))(X) =


t(∇X

∂
∂X1

R(p1)(X))
...

t(∇X
∂

∂X2n
R(p1)(X))

 , X ∈ Ṙ2n,

where ∂
∂Xj

R(p1), 1 ≤ j ≤ 2n, are positively homogeneous of degree 0 since

R(p1) is positively homogeneous of degree 1. Therefore, for every X ∈ Ṙ2n

(now seen as a tangent vector to R2n) we have〈
∇X

∂

∂Xj

R(pµ−1)(X), X

〉
= 0

∂

∂Xj

R(pµ−1)(X) = 0,

for 1 ≤ j ≤ 2n, once more by Euler's relation. Thus,

Hess(R(pµ−1))(X)X =


〈
∇X

∂
∂X1

R(pµ−1)(X), X
〉

...〈
∇X

∂
∂X2n

R(pµ−1)(X), X
〉
 = 0.

This concludes the proof.

Remark 6.2.2. ∇R(pµ−1) vanishes to in�nite order on a set of nonzero

measure if and only if it vanishes on some open set since R(pµ−1) is smooth.

Now, from Proposition 6.2.1, we then have that ∇R(pµ−1) vanishes on an

open set if and only if R(pµ−1) vanishes on an open set. By homogeneity,

we hence have that if there is a relatively open set V ⊂ S2n−1 at which

∇R(pµ−1)
∣∣
V
= 0, then Hess(R(pµ−1))(X) is degenerate at all X ∈ Ṙ2n of the
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form X = rω, ω ∈ V and r > 0.

However, the critical set Ccr in Proposition 6.1.1 is a smooth manifold

(necessarily conic) of Ṙ2n if there is a smooth submanifold S of S2n−1 such

that Ccr = {rω; r > 0, ω ∈ S}. The normal directions of Ccr at some X =

rω ∈ Ccr (hence ω ∈ S) are exactly given by tangent vectors at ω to the

sphere that are normal to S within the sphere. In fact, for all rω ∈ Ccr we

have that TrωCcr = TωCcr = TωS ⊕ NωS2n−1 where TωS ⊕ NωS = TωS2n−1

and ⊕ denotes orthogonal sum in R2n (here we consider, as customary, the

sphere S2n−1 as embedded in R2n, with the induced Riemannian metric).
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Chapter 7

The Weyl law for semiregular

systems

7.1 The Weyl law computation

In this section, we prove for a system A ∈ Ssreg(m
2, g;MN), a semiregular

metric globally elliptic system of the kind introduced in De�nition 1.2.6 (i.e.,

an SMGES), a �classical Weyl law� and a �re�ned Weyl law� result of the

kind proved for scalar semiregular operators, respectively, by Hel�er and

Robert [18] and by Doll, Gannot and Wunsch [11]. We follow the approach

in [11] for both the results. As is classical situations, the approach is based

on the construction of an FIO (Fourier integral operator) parametrix of the

Schrödinger unitary group generated by Aw. We will hence have to exploit

our diagonalization result (in the semiregular setting) developed in the previ-

ous chapters. In fact, we construct a parametrix for the diagonalized system

and thus obtain a parametrix by conjugating with the operator Ew(x,D)

constructed in Chapter 3. However, because of that conjugation we need to

have a better control on the compositions occurring in conjugations. Hence,

it will be convenient to construct a parametrix following the idea of Doll and

Zelditch in [12], that is, by exploiting the fact that the parametrix FIO can

in fact be written as a Weyl-quantization. Having the parametrix for e−itA
w
,

we then follow the classical approach, in that we will be able to consider
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the trace of its Schwartz distribution kernel and obtain our results through

the asymptotics of the convolution of the counting function with a suitable

scalar function (with compactly supported Fourier transform) and classical

Tauberian arguments.

Throughout the section ds denotes the Riemannian metric induced on

{p2 = 1} or on {p2 = λ} (it will be clear from the context) by the Euclidean

one with λ > 0, and ds/|∇p2| denotes the associated Leray-Liouville measure.

In the proof of Proposition 7.1.2 and Theorem 7.1.7 will be fundamental

that the tangential derivatives of order 1 of the X-ray transform of the eigen-

values of the semiprincipal symbol vanish to in�nity order on a subset of zero

measure of the sphere S2n−1. Namely, if we denote by ∂αω (α ∈ N2n−1 \ 0)

the S2n−1-tangential derivatives of order |α| and by λ1,j (1 ≤ j ≤ r) the

eigenvalues of the semiprincipal symbol of the SMGES under study, the cor-

responding subset of S2n−1,

• Condition DGW:

Π2π,j :=
{
ω ∈ S2n−1; ∂αω(R(λ1,j))(ω) = 0, ∀α ∈ N2n−1 \ 0

}
has zero measure, ∀j

(7.1.1)

Remark 7.1.1. We notice that to impose Condition DGW (7.1.1) we need

the explicit knowledge of the eigenvalues of the semiprincipal symbol of the

SMGES under study. Hence, we need a way to determine explicitly those

eigenvalues to make Condition DGW a useful condition when studying a

concrete example of SMGES. It can be done in the following way by relying

on the Rouché Theorem. In fact, by the De�nition 1.2.6 of SMGES, for all

ω0 ∈ S2n−1 and all 1 ≤ j ≤ r, there is a disc on the complex plane Bω0,j

containing λj(ω0) and no λj′ (ω0) with j
′ ̸= j. Hence, by Rouché Theorem,

there is an (relatively) open neighbourhood Uω0 of ω0 on the sphere S2n−1 such

that

λj(ω) :=
1

2πiNj

�
∂Bω0,j

λ
∂λP (ω;λ)

P (ω;λ)
dλ, ∀ω ∈ Uω0 , ∀j, (7.1.2)

where ∂Bω0,j denotes the boundary of Bω0,j, Nj is the multiplicity of λj and

P (ω;λ) := det(a1(ω)−λIN) (a1 being the semiprincipal symbol of the SMGES
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under study). Thus, we can give a local representation of λj around every

ω ∈ S2n−1 and, therefore, by compactness of S2n−1, there is a �nite open cover

{Uωk
}k=1,...,k̄ of S2n−1 such that on every open set of the cover (7.1.2) holds.

Finally, a partition of unity argument gives S2n−1 ∋ ω 7→ λj(ω) for all j.

Hence, the Condition DGW (7.1.1) can be imposed as a condition on

the logarithmic derivative of the characteristic polynomial P of the semiprin-

cipal symbol of the SMGES studied.

For clarity of exposition, we �rst prove a result in the fully diagonal case

which serves as a guide to guess what the result should look like in the more

general, nondiagonal case.

Proposition 7.1.2. Let B = B∗ ∼
∑

j≥0 b2−j ∈ Ssreg(m
2, g;MN) be a diag-

onal SMGES symbol. Hence, in particular, b2 = p2IN with p2 ∈ S(m2, g) the

scalar harmonic oscillator. Let R ∋ λ 7−→ N(λ) denote the spectral counting

function associated with Bw. We have the following asymptotics

N(λ) =

(
N

(2π)n

�
p2≤1

dX

)
λn −

(
(2π)−n

�
p2=1

Tr (b1)
ds

|∇p2|

)
λn−1/2 +O(λn−1),

(7.1.3)

as λ→ +∞.

Furthermore, if Condition DGW (7.1.1) is satis�ed, then (7.1.3) can be

re�ned to

N(λ) = (2π)−n

(
N∑
j=1

(�
p2+b1,j≤λ

dX

)
−
�
p2=λ

Tr (b0)
ds

|∇p2|

)
+ o(λn−1),

(7.1.4)

as λ→ +∞, where b1,j is the j-th term of the diagonal of b1, j = 1, ..., N .

Proof. Of course, we may write the counting function as

R ∋ λ 7−→ N(λ) =
N∑
j=1

Nj(λ),

where Nj is the counting function given by the jth diagonal term of Bw.
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Applying then the scalar results by Doll, Gannot and Wunsch [11] to get the

asymptotics of each of the contributions in the two cases of the statement, we

sum up the asymptotics of all contributions to get the asymptotics of N(λ).

To obtain (7.1.3) for each 1 ≤ j ≤ N , let ρ ∈ S (R) such that ρ̂ has

compact support in (−ε, ε) for a su�ciently small ε > 0 and ρ = 1 on a

neighborhood of 0. We have, by [11], Proposition 6.1,

(Nj ∗ ρ)(λ) = (2π)−n

(�
p2+b1,j≤λ

dX −
�
p2=λ

Tr (b0)
ds

|∇p2|

)
+O(λn−3/2),

(7.1.5)

as λ→ +∞. Since

Vol({p2 + b1,j ≤ λ}) = λnVol({p2 + λ−1/2b1,j ≤ 1}),

a Taylor-expansion in powers of λ−1/2 and Lemma IV.7 of [18] give the asymp-

totics

Nj(λ) = (2π)−n
((�

p2≤1

dX
)
λn −

(�
p2=1

b1,j
ds

|∇p2|

)
λn−1/2

)
+O(λn−1), λ→ +∞.

Therefore, as λ→ +∞,

N(λ) =
N∑
j=1

Nj(λ)

=
N∑
j=1

((
(2π)−n

�
p2≤1

dX

)
λn −

(
(2π)−n

�
p2=1

b1,j
ds

|∇p2|

)
λn−1/2

)
+O(λn−1)

=

(
N

(2π)n

�
p2≤1

dX

)
λn −

(
(2π)−n

�
p2=1

Tr(b1)
ds

|∇p2|

)
λn−1/2 +O(λn−1),

which gives (7.1.3).

We next prove (7.1.4). In fact, the assumption of Condition DGW (7.1.1)
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implies that we may apply Theorem 1.2 of [11] to each diagonal term of B

to obtain that for 1 ≤ j ≤ N ,

Nj(λ) = (2π)−n

((�
p2+b1,j≤λ

dX

)
−
�
p2=λ

b0,j
ds

|∇p2|

)
+ o(λn−1), λ→ +∞,

whence

N(λ) =
N∑
j=1

Nj(λ)

=(2π)−n

(
N∑
j=1

�
p2+b1,j≤λ

dX −
�
p2=λ

Tr (b0)
ds

|∇p2|

)
+ o(λn−1), λ→ +∞,

which concludes the proof.

As already mentioned, the fundamental tool to obtain the Weyl law for

the class of semiregular ψdo systems we are interested in, is a parametrix

of the unitary group t 7→ e−itA
w
. In our vector-valued situation, by the

diagonalization result Theorem 3.1.3, this goes through the construction of

the parametrix in the case of a semiregular system with scalar principal part,

blockwise scalar semiprincipal part, and a full blockwise subprincipal part.

For the parametrix construction in the diagonal case, we will �rst con-

struct a parametrix of the reduced propagator (see Lemma 7.1.3 below) and

will then compose the latter with the unitary group of the harmonic oscillator

(which is the Weyl-quantization of an exponential, see Hörmander in [28]).

The main advantage of such a construction is that, following the approach of

Doll and Zelditch [12], the parametrix is a Weyl-quantization. This is crucial,

for we have to compose the FIOs by the diagonalizers to obtain a parametrix

for t 7→ e−itA
w
, and this is a delicate point.

We next follow the approach as in the scalar case by Doll, Gannot and

Wunsch [11] (which is in turn inspired by Hörmander [27]), which gives a

result that generalizes their Proposition 6.1, hence yielding an asymptotics
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for N ∗ ρ for a suitable localizing function ρ (belonging to S (R) such that

ρ̂ has compact support in (−ε, ε) for a su�ciently small ε > 0 and ρ̂ = 1 in

a neighborhood of 0). The re�ned Weyl law estimate will then follow by a

Tauberian argument.

We consider at �rst the construction of the reduced propagator in the case

of a system B with scalar principal and semiprincipal symbols (note that we

allow a matrix-valued subprincipal symbol and lower order terms).

Note that we will have to consider Weyl-quantizations of the kind (eiϕ1α)w,

where α ∈ Ssreg(1, g;MN) and ϕ1 is an isotropic symbol of order 1. This is

done according to the Weyl-Hörmander calculus with metric |dX|2 whose

Planck constant is 1.

Lemma 7.1.3. Let B = B∗ ∼
∑

j≥0 b2−j ∈ Ssreg(m
2, g;MN), where the

bj = b∗j are positively homogeneous of degree j and b2 and b1 are scalar:

b2 = p2IN and b1 = p1IN , where p2 is the harmonic oscillator and p1 is

homogeneous of degree 1. For t ∈ R consider

P (t) := eitp
w
2 (Bw − pw2 )e

−itpw2 .

Let Hp2 be the Hamilton �eld of p2 and t 7→ exp (tHp2) (X) be its bicharac-

teristic �ow. Consider the phase-function

Rt × R2n
X ∋ (t,X) 7→ ϕ̃1(t,X) := −

� t

0

p1 ◦ exp (sHp2) (X) ds. (7.1.6)

Then, there is α̃ ∈ C∞(Rt;Ssreg(1, g;MN)) such that R ∋ t 7→ F̃ (t) :=

(eiϕ̃1(t)α̃(t))w solves

(i∂t − P )F̃ ∈ C∞(Rt;L (S
′
,S )⊗MN), F̃ |t=0 = IN +R,

where R is smoothing.

Proof. As usual, we make a WKB construction, the main point being that

the eikonal equation and the transport equations are globally solvable in

time. Note that in the transport equations we have a matrix term of order
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zero (generated by the in general non-scalar subprincipal part b0), but this

is harmless in solving them.

Observe that, since Hp2 is linear, X 7→ exp(tHp2)(X) is a global linear dif-

feomorphism for all t, so that, by Egorov's Theorem (or Hörmander's theorem

on the invariance of the Weyl calculus through linear symplectomorphisms),

we have that the Weyl symbol of P (t) is given by (B − p2) ◦ exp (tHp2).

Therefore, the principal part of P (t) is

p̃1(t) := p1 ◦ exp(tHp2), t ∈ R,

and the semiprincipal one is

b̃0(t) := b0 ◦ exp(tHp2), t ∈ R.

The eikonal equation is ∂tϕ̃1 + p̃1 = 0,

ϕ̃1|t=0 = 0,

and it is solved for all t and X by ϕ̃1 given in (7.1.6).

As for the terms of the WKB expansion of α̃ ∼
∑
j≥0

α̃−j, we have a sequence

of transport equations, the �rst of which has the form∂tα̃0 = (b̃0 − 1
2
{p̃1, ϕ̃1}IN)α̃0,

α̃0|t=0 = IN .

Since the characteristics are straight lines, the solution exists for all times, the

matrix-valued term b̃0 being, as already mentioned, harmless. One proceeds

similarly for the other transport equations (which have the same structure,

with initial condition the zero-matrix and source terms depending on the

α̃−js already constructed, as usual). Observe that b̃0 − 1
2
{p̃1, ϕ̃1}IN is homo-

geneous of degree 0 and that the higher transport equations for α̃−j preserve

homogeneity (α̃−j is homogeneous of degree −j). The characteristics being

straight lines, the α̃−j(t) exist for all times. Taking α̃ ∼
∑
j≥0

α̃−j concludes
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the proof.

Next, we need a composition result for quadratic phase functions (analo-

gous to Proposition 4.2 in [12]).

Proposition 7.1.4. Let A ∈ M2n be a real symmetric matrix and a, b ∈
S (R2n). We have

(ei⟨A·,·⟩a#b)(X) = π−4nei⟨AX,X⟩
�
R4n

e−i⟨QY,Y ⟩a(X+Y1)b(X+JAX+Y2) dY1 dY2,

where Y :=

[
Y1

Y2

]
∈ R4n, X ∈ R2n, the 4n× 4n matrix Q is given by

Q :=

[
−A −J
J 0

]
, (7.1.7)

and where J =

[
0 I

−I 0

]
is the standard 2n×2n symplectic matrix, # being

the composition operator in the Weyl calculus.

Proof. The proof follows by the integral representation for the composition

of Schwartz symbols (see Zworski [61]) and a change of coordinates in the

integral. In fact, by [61] Theorem 4.11,

(ei⟨A·,·⟩a#b)(X)

=π−4nei⟨AX,X⟩
�
R4n

e−2iσ(Y1,Y2)+i⟨A(X+Y1),X+Y1⟩a(X + Y1)b(X + Y2) dY1 dY2.

(7.1.8)

where

σ(Y1, Y2) :=
1

2

〈[
0 −J
J 0

][
Y1

Y2

]
,

[
Y1

Y2

]〉
.

Now, the change of coordinates in (7.1.8)

Y1 = Ỹ1, Y2 = Ỹ2 + JAX,
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leads to (using Y1, Y2 again)

(ei⟨A·,·⟩a#b)(X)

=π−4nei⟨AX,X⟩
�
R4n

e−i⟨QY,Y ⟩a(X + Y1)b(X + JAX + Y2) dY1 dY2.

In fact,

2σ(Y1, Y2) =

〈[
0 −J
J 0

]
Ỹ , Ỹ

〉
+
〈
AX, Ỹ1

〉
+
〈
AỸ1, X

〉
,

where Ỹ :=

[
Ỹ1

Ỹ2

]
∈ R4n. Hence, −2σ(Y1, Y2) + ⟨A(X + Y1), X + Y1⟩ =

−⟨QY, Y ⟩ and the proof is complete.

By Proposition 7.1.4 we may compute how quadratic exponentials act on

oscillating functions.

Proposition 7.1.5. Let ϕ1 be real, homogeneous of degree 1 and smooth on

R2n \{0}. Let a ∈ S(mµ1 , g;MN), and b ∈ S(mµ2 , g;MN). For any given real

symmetric and positive-de�nite (resp. negative-de�nite) matrix A ∈ M2n we

have

(ei⟨A·,·⟩a#eiϕ1b)(X) = ei⟨AX,X⟩+iϕ1(X+JAX)c,

where X ∈ R2n and c ∈ S(mµ1+µ2 , g;MN).

Proof. Since the linear map de�ned by Q (see (7.1.7)) is injective we may

use the usual approximation argument and a non-stationary phase argument

to extend the previous approach to semiregular symbols. In fact, let χ ∈
S (R4n) with χ(0) = 1 and let χε be the function R4n ∋ Y 7−→ χ(εY ) with

ε > 0. Thus, χεa, χεeiϕ1b ∈ S and we can apply Proposition 7.1.4. We may

hence consider

(ei⟨A·,·⟩a♯eiϕ1b)(X) = π−4nei⟨AX,X⟩+iϕ1(X+JAX)×
(7.1.9)

×
�
R4n

e−i⟨QY,Y ⟩a(X+Y1)e
i(ϕ1(X+JAX+Y2)−ϕ1(X+JAX))b(X+JAX+Y2)dY1dY2.
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Now we follow an argument similar to the one of the proof of Lemma 4.2 in

[11] to show that the integral in the right-hand side of (7.1.9) is a symbol

c ∈ S(mµ1+µ2 , g;MN). Note that, when A > 0 (resp. A < 0), then I2n + JA

is invertible. We next de�ne, for λ > 0,

cλ(X) := π−4n

�
R4n

e−i⟨QY,Y ⟩a(
√
λX+Y1)e

i(ϕ1(
√
λ(I2n+JA)X+Y2)−ϕ1(

√
λ(I2n+JA)X))×

×b(
√
λ(I2n + JA)X + Y2)dY1dY2,

X ∈ R2n. In order to prove that c is a symbol it su�ces to show that there

is λ0 ≥ 1 such that, for all λ ≥ λ0 and all 1 ≤ |X| ≤ 2, we have

|∂αXcλ(X)| ≤ Cαλ
(µ1+µ2)/2, (7.1.10)

where Cα is independent of λ (and X). In fact, if (7.1.10) holds, then, for any

givenX ∈ R2n with |X| ≥ λ0, we may �nd λ ≥ λ0 for which
√
λ ≤ |X| ≤ 2

√
λ

and hence may �nd a unique X̃ with 1 ≤ |X̃| ≤ 2 such that X =
√
λ X̃.

Therefore,

|∂αXc(X)| = λ−|α|/2|∂X̃cλ(X̃)| ≤ C ′
αλ

(µ1+µ2−|α|)/2,

for λ ≥ λ0 and with C ′
α ≥ Cα. Since 1

2
|X| ≤

√
λ ≤ |X|, we hence have that

|∂αXc(X)| ≤ C ′′
α ⟨X⟩µ1+µ2−|α| ,

for |X| ≥ λ0 and with C ′′
α ≥ C ′

α, that is, c ∈ S(mµ1+µ2 , g;MN).

Now, for λ ≥ λ0, let

fλ : R2n
X × R4n

Y ∋ (X, Y ) 7−→ a(
√
λ(X + Y1))b(

√
λ((I2n + JA)X + Y2)).

Note that, for any �xed constant C with 0 < C < Cmin := min
1≤|X|≤2

|(I2n +

JA)X|, one has
|∂αXfλ(X, Y )| ≤ Cαλ

(µ1+µ2)/2, (7.1.11)

uniformly in 1 ≤ |X| ≤ 2 and |Y | ≤ C, because a and b are symbols.
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For µ ∈ R, de�ne

Φµ(X, Y ) :=− ⟨QY, Y ⟩+ µϕ1((I2n + JA)X + Y2)− µϕ1((I2n + JA)X),

and

cλ,µ(X) = π−4nλ2n
�
eiλΦµ(X,Y )fλ(X, Y )dY. (7.1.12)

By using the homogeneity of the phase and the dilation Y 7→ Y/
√
λ, we have

that

cλ = cλ,λ−1/2 .

We next study cλ,µ as λ → +∞ and µ lies in a neighborhood of zero (1 ≤
|X| ≤ 2 and |Y | ≤ C).

Let Cµ = {Y ̸= 0; dYΦµ = 0} denote the set of stationary points. Thus,

Y ∈ Cµ i� −AY1 − JY2 = 0,

JY1 + µ∇ϕ1((I2n + JA)X + Y2) = 0.

By the Implicit Function Theorem, we may parametrize Y by (µ,X) near

any �xed X0 with 1 ≤ |X0| ≤ 2 for |µ| su�ciently small. In fact, the Jacobian

of dYΦµwith respect to Y is[
−A −J
J µ(∂Y2∇ϕ1((I2n + JA)X + Y2))

]
,

which is invertible when µ = 0. Hence, we obtain that |Y (µ,X)| ≤ C ′|µ|. In
particular, |Y (µ,X)| ≤ C < Cmin for |µ| su�ciently small, and 1 ≤ |X| ≤ 2,

whence the bounds (7.1.11) for fλ. Moreover, note that (I2n+JA)X+Y2 ̸= 0

by taking C small enough, since |Y (µ,X)| ≤ C if 1 ≤ |X| ≤ 2 when µ is

su�ciently small.

Next, without loss of generality we may assume that fλ vanishes on the

complement of {(X, Y ); 1 ≤ |X| ≤ 2, |Y | ≤ C/2}. In fact, we wish to

prove (7.1.10) for 1 ≤ |X| ≤ 2 and Φµ is stationary only if |Y | ≤ C/2 (by

taking |µ| even smaller), so that the contribution to the integral cλ,µ(X)

when |Y | > C/2 (and 1 ≤ |X| ≤ 2) is O(λ−∞), by a non-stationary phase
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argument.

We may now estimate (7.1.12) and its derivatives, by initially thinking of

µ as a parameter. Consider ∂γXcλ,µ. It is a sum of terms, where those with

ℓ ≤ |γ| derivatives landing on the exponential factor can be written as

π−4nλ2n(λµ)ℓ
�
eiλΦµ(X,Y )

(
∂γ

′

z fλ(X, Y )
)∑

|β|=ℓ

Y β
2 hβ(X, Y, µ)dY, (7.1.13)

for some smooth functions hβ and |γ′| = |γ| − ℓ. In fact, expanding ϕ1 at

(I2n + JA)X, with |Y | ≤ C/2 and 1 ≤ |X| ≤ 2, we have

ϕ1((I2n + JA)X + Y2) =ϕ((I2n + JA)X) + ⟨Y2,∇ϕ1((I2n + JA)X)⟩

+
∑
|α|=2

Y α
2 ψα(X, Y2),

for some smooth functions ψα. Hence, for any given µ ∈ R,

Φµ(X, Y ) :=− ⟨QY, Y ⟩+ µϕ1((I2n + JA)X + Y2)− µϕ1((I2n + JA)X)

=− ⟨QY, Y ⟩+ µ(⟨Y2,∇ϕ1((I2n + JA)X)⟩+ µ
∑
|α|=2

Y α
2 ψα(X, Y2)).

Now, by the stationary-phase method, recalling the bounds (7.1.11), we have

that at the critical set Cµ each term Y β
2 hβ(X, Y, µ) in (7.1.13) gives an ad-

ditional factor of order O(|µ|ℓ), since Y (µ,X) = O(|µ|). Hence, this cancels
the factor of λℓ/2 in front of the integral in (7.1.13). The stationary-phase

formula eliminates the prefactor λ2n and setting µ = λ−1/2 gives

|∂αXcλ(X)| ≤ Cαλ
(µ1+µ2)/2,

in a neighborhood of X0 (for λ large). Since {X ∈ R2n; 1 ≤ |X| ≤ 2} is

compact, this implies the symbol estimates (7.1.10), and the proof is com-

plete.

We are now ready to use the previous results to obtain a parametrix of

the unitary group of Bw (still in the case where the principal and semiprin-

cipal parts are scalar) by composing the parametrix of the unitary group
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of the harmonic oscillator obtained by Hörmander with that of the reduced

propagator.

Lemma 7.1.6. Let B = B∗ be as in Lemma 7.1.3. Then, for all k ∈ Z and

for ε > 0 su�ciently small, setting Iε(k) := (2kπ − ε, 2kπ + ε) ⊂ Rt, there

are functions

ϕj ∈ C∞(Iε(k)× Ṙ2n;R), j = 1, 2,

homogeneous of degree j in X ̸= 0 and

α ∈ C∞(Rt;S(1, g;MN)),

such that

U − Ũ ∈ C∞(Iε(k);L (S
′
,S )⊗MN),

where U is the unitary group of Bw and Ũ := (ei(ϕ2+ϕ1)α)w = U0F̃ , with

U0(t) := cos(t/2)−n(eiϕ2(t))w

the unitary group of the harmonic oscillator with t /∈ π + 2πZ, ϕ2(t) :=

−2 tan(t/2)p2, and F̃ = (eiϕ̃1α̃)w the reduced parametrix obtained in Lemma

7.1.3. In addition,

ϕ2 : Iε(k)× R2n
X ∋ (t,X) 7−→ −2 tan(t/2)p2(X),

ϕ1 : Iε(k)× R2n
X ∋ (t,X) 7−→ ϕ̃1((I2n − 2 tan(t/2)J)(X)).

Proof. The main idea of the proof is to compose by Proposition 7.1.5 the

parametrix computed in Lemma 7.1.3 with the one obtained by Hörmander

(see p. 427 of [28]) for the unitary group of the harmonic oscillator i.e.

U0(t) := cos(t/2)−n(eiϕ2(t))w,

with t /∈ π+2πZ and ϕ2(t) := −2 tan(t/2)p2. Hence, one has that Ũ := U0F̃
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is a parametrix on Iε(k) because

(i∂t −Bw)U0F̃ = ((i∂t − pw2 )U0)︸ ︷︷ ︸
∈C∞(Iε(k);L (S ′ ,S ))

F̃ + U0(i∂tF̃ )− (Bw − pw2 )U0F̃ ,

and

U0(i∂tF̃ )− (Bw − pw2 )U0F̃ = U0(i∂tF̃ − U−1
0 (Bw − pw2 )U0F̃ ).

With P the reduced propagator, as

P − U−1
0 (Bw − pw2 )U0 ∈ C∞(Iε(k);L (S

′
,S )⊗MN),

we have

i∂tF̃ − U−1
0 (Bw − pw2 )U0F̃ ∈ C∞(Iε(k);L (S

′
,S )⊗MN),

and (U0F̃ )|t=0 = IN + R, which shows that Ũ is a parametrix of e−itB
w
on

Iε(k). By Proposition 7.1.5, we �nally have ϕ1(t) = ϕ̃1 ◦ (I2n − 2 tan(t/2)J).

We next consider a general ψdo system Aw whose symbol belongs to the

class SMGES (see De�nition 1.2.6). As already anticipated, we determine an

asymptotic expansion of N ∗ ρ with a suitable ρ ∈ S (R), which leads imme-

diately to the Weyl law (see (7.1.15) below). We exploit the construction of

the parametrix in the blockwise diagonal case to obtain a parametrix of the

Schrödinger group e−itA
w
.

Theorem 7.1.7 (Weyl law). Let A = A∗, with A ∼
∑

j≥0 a2−j ∈ Ssreg(m
2, g;MN),

be a second-order SMGES, with principal symbol p2IN , p2 being the harmonic

oscillator. Adopting the notation used in De�nition 1.2.6, we hence denote

by λ1,j, (with multiplicity Nj), 1 ≤ j ≤ r, the eigenvalues of the semiprinci-

pal part. Then, if ρ ∈ S (R) is chosen such that ρ̂ has compact support in

(−ε, ε) for a su�ciently small ε > 0 and ρ̂ = 1 on a neighborhood of 0,
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(N ∗ ρ)(λ) =

(
r∑
j=1

(
Nj

(2π)n

�
p2+λ1,j≤λ

dX

)
− (2π)−n

�
p2=λ

Tr (a0)
ds

|∇p2|

)
(7.1.14)

+O(λn−3/2),

as λ→ +∞ (recall that Tr is the matrix trace).

Therefore

N(λ) =

(
N

(2π)n

�
p2≤1

dX

)
λn −

(
(2π)−n

�
p2=1

Tr (a1)
ds

|∇p2|

)
λn−1/2

(7.1.15)

+O(λn−1),

as λ→ +∞.

Proof. In the �rst place we obtain a parametrix UA(t) of the unitary group

t 7→ e−itA
w
of Aw by a parametrix of the unitary group of its diagonalization

Bw. Then we study the distribution ρ̂Tr(UA) where Tr(UA) = Tr∆Tr(UA)

denotes the trace of the Schwartz kernel of UA (where Tr∆ denotes the re-

striction to the diagonal). Since N ′ ∗ ρ = F−1{ρ̂Tr(UA)}, modulo a rapidly

decreasing term, we �nally get the result.

• The parametrix UA. Recall that the decoupling Theorem 3.1.3 of Sec-

tion 3 diagonalizes Aw (modulo smoothing operators), so that the principal

symbol b2 of the blockwise diagonal operator Bw is p2 while the semiprincipal

symbol b1 = diag(λ1,jINj
; 1 ≤ j ≤ r) is blockwise scalar. Hence, there is an

operator S with Schwartz kernel KS ∈ C∞(Rt;S (R2n
x,y)) such that

e−itA
w

= Ewe−itB
w

(Ew)∗ + S(t), ∀t ∈ R

(see, for instance, Lemma 5.2 of [41]).

For notational simplicity, we suppose that the number r of blocks is 2 (the

proof extends to the case r ≥ 3 with no di�culties). Hence, consider the
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symbols in blockwise form

B =:

[
B1 0

0 B2

]
,

where Bj is an Nj ×Nj block (j = 1, 2), and

E =:

[
E11 E12

E21 E22

]
,

where Ekj is an Nk ×Nj block (j, k = 1, 2).

Since for j = 1, 2 the semiprincipal term λ1,j of Bj is scalar, we obtain a

parametrix UBj
of the unitary group of Bw

j by Lemma 7.1.6. Thus,

UA(t) := Ew

[
UB1(t) 0

0 UB2(t)

]
(Ew)∗

is a parametrix of the unitary group UA, and its entries on the principal

diagonal are given by

Ew
11UB1(t)(E

w
11)

∗+Ew
12UB2(t)(E

w
12)

∗ and Ew
21UB1(t)(E

w
21)

∗+Ew
22UB2(t)(E

w
22)

∗.

• Use of the parametrix. Recall that

(Fλ→tN
′)(t) = Tr(e−itA

w

),

where Tr(e−itA
w
) is well de�ned as a tempered distribution. Hence,

Fλ→t{N′ ∗ ρ}(t) = ρ̂(t)Tr(e−itA
w

),

and we may consider the distribution

K(t) = ρ̂(t)Tr(UA)(t)

= ρ̂(t)Tr
(
Ew

11UB1(t)(E
w
11)

∗+Ew
12UB2(t)(E

w
12)

∗+Ew
21UB1(t)(E

w
21)

∗+Ew
22UB2(t)(E

w
22)

∗
)
,
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for t ∈ (−ε, ε). Next, for j, k = 1, 2 let

Kkj(t) := ρ̂(t)Tr
(
Ew
kjUBj

(t)(Ew
kj)

∗) = ρ̂(t)Tr∆Tr
(
Ew
kjUBj

(t)(Ew
kj)

∗) .
Denote by ϕ̃1,j , α̃j, αj and ϕ1,j, j = 1, 2, respectively, the ϕ̃1, α̃ , α and ϕ1

constructed in Lemmas 7.1.3 and 7.1.6 when B = Bj. Now,

Ew
kjUBj

(t)(Ew
kj)

∗ := Ew
kjU0(t)Fj(t)(E

w
kj)

∗,

where Fj(t) is the parametrix of the reduced propagator eitp
w
2 (Bw

j −pw2 )e−itp
w
2 .

Hence,

Ew
kjUBj

(t)(Ew
kj)

∗ = U0(t)(Ekj ◦ exp(tHp2))
w
(
Ew
kjFj(t)

∗)∗,
where Fj(t)∗ = (e−iϕ̃1,j(t)α̃j(t)

∗)w. By Proposition 4.1 of [12] and Lemma

7.1.6, we have

Kkj(t) := (2π)−nρ̂(t)

�
ei(ϕ2(t,X)+ϕ1,j(t,X))ckj(t,X) dX

(which makes sense since ρ̂ has support on the interval where UBj
is well

de�ned). Now, by construction of ϕ2 and ϕ1,j, we have ϕ2(0, X)+ϕ1,j(0, X) =

0, which yields by a Taylor's expansion

ϕ2(t, ·) + ϕ1,j(t, ·) = tψj(t, ·),

where ψj is given to leading order in t by

ψj(t, ·) = −(p2 + λ1,j) +
t

2
(−Hp2λ1,j) + t2rj(t, ·).

Following Hörmander [27], Lemma 29.1.3, we de�ne

Qkj(t, λ) := (2π)−n
�
{−ψj(t,·)≤λ}

ckj(t,X)ρ̂(t) dX.

For su�ciently small |t|, the function ψj(t, ·) is elliptic in Ssreg(m
2, g;MN),
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and by the above mentioned lemma by Hörmander, Qkj is a Kohn-Nirenberg

symbol in Sn(Rλ) for |t| su�ciently small. Furthermore,

Kkj(t) =

�
R
e−itλ∂λQkj(t, λ) dλ.

Thus, Kkj(t) is a conormal distribution, which can be written as the Fourier

transform of a symbol independent of t (see [26], Lemma 18.2.1). De�ning

Q̃kj(λ) := eiDtDλQkj(0, λ) (7.1.16)

and recalling the de�nition of Kkj(t),

F−1
t→λ

(
ρ̂(t)Tr(Ew

kjUBj
(t)(Ew

kj)
∗)
)
(λ) = ∂λQ̃kj(λ).

From (7.1.16) we have

Q̃kj(λ) = Qkj(0, λ)− i∂t∂λQkj(0, λ) +Rkj(λ), Rkj ∈ Sn−2(Rλ). (7.1.17)

• The expansion Q̃kj. For the �rst term in (7.1.17) we have

Qkj(0, λ) = (2π)−n
�
{p2+λ1,j≤λ}

ckj(0, X) dX.

Now,

ckj(t,X) = Tr
(
e−i(ϕ2+ϕ1,j)(Ekj#(ei(ϕ2+ϕ1,j)αj)#E

∗
kj)
)
(t,X), t ∈ (−ε, ε),

whence

ckj(0, X) = Tr
(
Ekj#E

∗
kj

)
(X), (7.1.18)

since U0(0) = I and Fj(0) = INj
by construction.

As for the next term in the expansion (7.1.17), with ⟨·|·⟩ denoting the distri-
butional duality in the X variables, and recalling that
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Qkj(t, λ) = (2π)−n⟨H(ψj(t, ·) + λ)|cjk(t, ·)ρ̂(t)⟩,

we have

−i(∂tQkj)(0, λ) =(2π)−n ⟨H(ψj + λ)| − i∂tckj⟩|t=0

− i(2π)−n ⟨δ(ψj + λ)|ckj∂tψj⟩|t=0

=− (2π)−n ⟨H(λ− p2)|i∂tckj⟩|t=0 + r̃kj(λ), (7.1.19)

where r̃kj ∈ Sn−1/2(Rλ), and H and δ are the Heaviside and Delta distribu-

tions. Therefore, we need to compute ∂tckj(0, ·). Put h0(t, ·) for the (Weyl)

symbol of U0(t), and for j = 1, 2 denote by hj(t, ·) and by fj(t, ·) those of

UBj
(t) and of Fj(t), respectively. We then have

∂tckj(0, ·) = ∂tTr
(
e−i(ϕ2(t)+ϕ1,j(t))Ekj#hj#E

∗
kj

) ∣∣∣
t=0

=Tr
(
(∂te

−i(ϕ2(t)+ϕ1,j(t)))Ekj#hj#E
∗
kj

) ∣∣∣
t=0

+ Tr
(
e−i(ϕ2(t)+ϕ1,j(t))Ekj#∂th0#fj#E

∗
kj

)∣∣∣
t=0

+ Tr
(
e−i(ϕ2(t)+ϕ1,j(t))Ekj#h0#∂tfj#E

∗
kj

) ∣∣∣
t=0

=Tr
(
ip2Ekj#E

∗
kj

)
+ Tr

(
iλ1,jEkj#E

∗
kj

)
+ Tr

(
−iEkj#p2#E∗

kj

)
+ Tr

(
−iEkj#λ1,j#E∗

kj

)
+ Tr

(
−iEkj#b0,j#E∗

kj

)
.

Recalling that b0,j is the subprincipal term of Bw
j and denoting by e0,kj the

principal symbol of Ew
kj, we therefore have

∂tckj(0, ·) = −1

2
Tr
(
e0,kj{p2, e∗0,kj}+ {e0,kj, p2}e∗0,kj

)
− iTr

(
e0,kjb0,je

∗
0,kj

)
+ skj,

(7.1.20)

where skj ∈ S(m−1, g). By taking ∂λ of (∂tQkj)(0, ·) in (7.1.19) we hence

have

−i(∂λ∂tQkj)(0, λ) = −i(2π)−n ⟨δ(λ− p2)|∂tckj⟩|t=0 +O(λn−3/2), λ→ +∞.

(7.1.21)
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• The asymptotics of N′ ∗ ρ. To obtain the result we have to integrate the

following equation, which holds for any given real exponent γ > 0 (see [18],

Lemma IV.1):

(N′ ∗ ρ)(λ) = F−1
t→λ

(
ρ̂Tr(e−itA

w

)
)
(λ)

= F−1
t→λ

(
ρ̂Tr (Ew

11UB1(E
w
11)

∗ + Ew
12UB2(E

w
12)

∗ + Ew
21UB1(E

w
21)

∗ + Ew
22UB2(E

w
22)

∗)
)
(λ)

+O(λ−γ) =
2∑

k,j=1

∂λQ̃kj(λ) +O(λ−γ).

Hence, to obtain (7.1.14) we need to compute
2∑

k,j=1

∂λQ̃kj(λ). In the �rst place

we note that, by (7.1.18), one has

c1j(0, ·) + c2j(0, ·) = Tr
(
E1j#E

∗
1j + E2j#E

∗
2j

)
, j = 1, 2.

Hence, with e−1,kj denoting the semiprincipal symbol of Ew
kj, for r̃ a suitable

symbol in Ssreg(m
−2, g), we have

(c1j + c2j)(0, ·) =
2∑

k=1

Tr
(
e0,kje

∗
0,kj + e−1,kje

∗
0,kj + e0,kje

∗
−1,kj

)
+ r̃

=
2∑

k=1

Tr
(
e∗0,kje0,kj + e∗0,kje−1,kj + e∗−1,kje0,kj

)
+ r̃ (7.1.22)

=Tr
(
INj

)
+ r̃ = Nj + r̃,

where the third equality follows from the symbolic identity E∗#E = IN .

Hence, by (7.1.21) we get

2∑
k=1

−i(∂λ∂tQkj)(0, λ) = −i(2π)−n
〈
δ(λ− p2)

∣∣∣ 2∑
k=1

∂tckj

〉∣∣∣
t=0

+O(λn−3/2),

(7.1.23)
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as λ→ +∞. By (7.1.22) and (7.1.23), we have

2∑
j=1

2∑
k=1

Q̃kj(λ) =
2∑
j=1

2∑
k=1

∂λQkj(0, λ)− i∂t∂λQkj(0, λ) +Rkj(λ)

= (2π)−n
2∑
j=1

Nj

�
{p2+λ1,j≤λ}

dX−i(2π)−n
〈
δ(λ−p2)

∣∣∣ 2∑
k,j=1

∂tckj

〉∣∣∣
t=0

+O(λn−3/2),

(7.1.24)

as λ→ +∞, and, by (7.1.20),

−i
2∑

k,j=1

∂tckj(0) =− Tr
(
e0b0e

∗
0 −

i

2
(e0{p2, e∗0}+ {e0, p2}e∗0)

)
+

2∑
k,j=1

skj

(7.1.25)

=− Tr
(
b0 +

i

2
(e∗0{p2, e0}+ {e∗0, p2}e0)

)
+

2∑
k,j=1

skj

=− Tr(a0) +
2∑

k,j=1

skj,

where the third equality follows from Corollary 4.2.1.

Hence, (7.1.14) is obtained by substituting (7.1.25) into (7.1.24) and by re-

calling that δ(λ− p2) = ds/|∇p2|
∣∣
p2=λ

.

From (7.1.14) one immediately gets the asymptotics (7.1.15), using the

well-known polynomial growth of N, by writing the volume of {p2+λ1,j ≤ λ}
as λn times the volume of {p2 + λ−1/2λ1,j ≤ 1} and expanding the latter in

powers of λ−1/2.

We �nally prove the re�ned asymptotics of N(λ) for a positive ψdo sys-

tem Aw satisfying the hypotheses of Theorem 7.1.7 and Condition DGW

(7.1.1). The proof goes through comparing N with N ∗ ρ by a Tauberian ar-

gument whose hypotheses will be veri�ed thanks to (7.1.14) and Condition

DGW (7.1.1).
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Theorem 7.1.8 (Re�ned Weyl law). Let A = A∗ ∈ Ssreg(m
2, g;MN) be a

second-order SMGES satisfying the hypotheses of Theorem 7.1.7. If Condi-

tion DGW (7.1.1) is satis�ed, then

N(λ) = (2π)−n

(
r∑
j=1

(
Nj

�
p2+λ1,j≤λ

dX

)
−
�
p2=λ

Tr (a0)
ds

|∇p2|

)
+o(λn−1), λ→ +∞.

(7.1.26)

In particular, as λ→ +∞,

N(λ) = (2π)−n
(
Nλn

�
p2≤1

dX−λn−1/2

�
p2=1

Tr(a1)
ds

|∇p2|
(7.1.27)

+λn−1

�
p2=1

(n
2
Tr(a21)−Tr(a0)

) ds

|∇p2|

)
+o(λn−1).

Proof. Fix an even and positive cuto� function ρ ∈ S (R2n) in the time

variable such that ρ̂ = 1 on (−ε, ε) for some ε ∈ (0, π/2) and supp ρ̂ ⊂
(−π/2, π/2).
We have to show that, under our assumptions, (N ∗ ρ)(λ) = N(λ) modulo

an error which is o(λn−1), so that the result follows from the asymptotics

(7.1.14) by using the following Tauberian theorem (see [55], Theorem B.5.1)

which allows the required comparison between N and N ∗ ρ.

Lemma 7.1.9. Let ρ be �xed as above. If there is a real number γ such that

(N′ ∗ ρ)(λ) = O(λγ) and (N′ ∗ χ)(λ) = o(λγ) for all χ satisfying χ̂ ∈ C∞
c (R),

supp χ̂ ⊂ (0,+∞), then N(λ) = (N ∗ ρ)(λ) + o(λγ) as λ→ +∞.

We have therefore to prove that

F−1
t→λ

(
χ(t)Tr e−itA

w)
(λ) = o(λn−1), (7.1.28)

for any given χ ∈ C∞
c (R) with suppχ ⊂ (0,∞) (here χ is playing the role of

χ̂ in Lemma 7.1.9). Since Theorem 7.1.7, in particular, shows that

(N′ ∗ ρ)(λ) = O(λn−1),
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it follows that if we have (7.1.28) then the hypotheses of Lemma 7.1.9 are

ful�lled.

Now, by Proposition 1.1 and Section 3 in [11] we have that sing supp Tr U(t) ⊂
2πZ, whence we need to check (7.1.28) only for χ ∈ C∞

c (R) with suppχ ⊂
(2πk − ε, 2πk + ε) where k ∈ Z \ {0} and ε ∈ (0, π/2). Now, for all real γ

(again, we suppose without loss of generality r = 2), we have

F−1
t→λ

(
χ(t)Tr e−itA

w)
(λ) =F−1

t→λ

(
χTr (Ew

11UB1(E
w
11)

∗ + Ew
12UB2(E

w
12)

∗

+Ew
21UB1(E

w
21)

∗ + Ew
22B2(E

w
22)

∗)
)
(λ) +O(λ−γ),

(see Lemma 4.7 in [11]) and for all j, k

F−1
t→λ

(
χTr

(
Ew
kjUBj

(Ew
kj)

∗)) (λ) = �
eitλei(ϕ2(t,X)+ϕ1,j(t,X))χ(t)c(t,X) dt dX,

where c is a suitable amplitude and ϕ2, ϕ1,j are given as in the proof of

Theorem 7.1.7. Hence, we are in a position to use Proposition 5.1 of [11],

with ψ2 := ϕ2 and ψ1 := ϕ1,j. Since ϕ2 := −2 tan(t/2)p2 and χ is supported

close to 2πk, the hypotheses of that proposition for the phases ψ2, ψ1 and

amplitude c are satis�ed (in the notation of that proposition, we take t0 =

2πk and r0 =
√
2).

Now, since ϕ1,j(2kπ,X) = −kR(λ1,j)(X),Condition DGW (7.1.1) yields

that the set of the ω ∈ S2n−1 at which ∂αωϕ1,j(2kπ, ω), |α| = 1, vanish to in-

�nite order (j = 1, . . . , r) has measure zero for all k ∈ Z \ {0}. Thus,

Proposition 5.1 in [11] shows that

F−1
t→λ

(
χTr

(
Ew
kjUBj

(Ew
kj)

∗)) = o(λn−1),

for all j, k = 1, ..., r.for all j, k = 1, ..., r.

The �nal formula (7.1.27) is obtained by Taylor-expanding the volume

term in (7.1.26).

The proof is complete.
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7.2 Some examples.

In this section we will provide the calculation of the Weyl-asymptotics in the

case of the JC-model and of Re�ned Weyl-asymptotics in the case of bigger

size systems.

7.2.1 Re�ned Weyl-asymptotics for the JC-model 2.1.1

(n = 1, N = 2).

In this case we have that λ±(X) = ±|α||ψ(X)|, and a0(X) = γ

[
1 0

0 −1

]
,

where α ̸= 0 and γ are real numbers. Since the eigenvalues of a1 are constant

on the level sets of p2(X) = |X|2/2, Condition DGW does not hold and

we may only have the classical Weyl law

N(λ) = (2π)−12λ

�
p2≤1

dX +O(1) = 2λ+O(1), λ→ +∞.

7.2.2 Re�ned Weyl-asymptotics for bigger size systems.

Note that in the JC-models with n = N −1 atom levels (and their geometric

generalizations) we have that an eigenvalue of the semiprincipal term is 0

with a �xed multiplicity. In this case Π2π = S2n−1for the eigenvalue 0 and

we cannot achieve a re�ned Weyl-law. However, let us consider the following

deformation of the JC-model in the Ξ-con�guration (2.1.3). Let n = 2 and

N = 3. Recall that ψj(X) = (xj + iξj)/
√
2 is the symbol of the annihilation

operator in the xj variable, j = 1, 2. For α1, α2 ̸= 0 real, we put αψ :=

(α1ψ1, α2ψ2) and consider the functions fj(X) = αjψj(X)/|αψ(X)|, X ̸= 0,

which are homogeneous of degree 0, j = 1, 2. Let

λ+, λ−, µ ∈ C∞(Ṙ2n;R)

be homogeneous of degree 1, such that

λ−(X) < λ+(X), λ+(X)− λ−(X) ≈ |X|, |λ±(X)− µ(X)| ≈ |X|, X ̸= 0,
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with

either µ(X) ∈ (λ−(X), λ+(X)), or µ(X) ̸∈ (λ−(X), λ+(X)), ∀X ̸= 0.

We consider then

A1,µ =

 µ|f2|2 + λ++λ−
2

|f1|2 λ+−λ−
2

f̄1 (−µ+ λ++λ−
2

)f̄1f̄2
λ+−λ−

2
f1

λ++λ−
2

λ+−λ−
2

f̄2

(−µ+ λ++λ−
2

)f1f2
λ+−λ−

2
f2 µ|f1|2 + λ++λ−

2
|f2|2



= e0

 µ 0 0

0 λ+ 0

0 0 λ−

 e∗0,
where

e0(X) =

 −f2(X) f1(X)/
√
2 f1(X)/

√
2

0 1/
√
2 −1/

√
2

f1(X) f2(X)/
√
2 f2(X)/

√
2

 ,
is smooth and unitary for X ∈ R4, X ̸= 0, and homogeneous of degree 0.

Then, if we require that the sets

{ω ∈ S3; ∂αωµ(ω) = 0, ∀α ∈ N2n−1 \ {0}},

{ω ∈ S3; ∂αωλ±(ω) = 0, ∀α ∈ N2n−1 \ {0}}

have measure zero, we have a re�ned Weyl-law

N(λ) = (2π)−2
(
3|S3|λ2 − λ3/2

�
p2=1

(λ+ + λ− + µ)
ds

|∇p2|

+λ

�
p2=1

(
λ2++λ

2
−+µ

2−(γ1+γ2)
) ds

|∇p2|
+o(1)

)
, λ→ +∞.

In particular, in the case of Subsection 2.1.3 we have λ± = ±|αψ|, and a

computation shows that in coordinates

ω = (sin θ3 sin θ2 cos θ1, sin θ3 sin θ2 sin θ1, sin θ3 cos θ2, cos θ3),



140 7. The Weyl law for semiregular systems

with θ1 ∈ [0, 2π] and θ2, θ3 ∈ [0, π],

λ+(ω)
2 =

1

2

(
α2
2 + sin2 θ3 sin

2 θ2(α
2
1 − α2

2)
)
.

Therefore, when α2
1 ̸= α2

2, the sets Π2π,± have measure zero. Hence, consid-

ering

µ(X) = κλ+(X) + (1− κ)λ−(X), for some κ ∈ (0, 1),

yields that for α2
1 ̸= α2

2 and κ ̸= 1/2, the system with the semiprincipal part

A1,µ =

 µ|f2|2 λ+−λ−
2

f̄1 −µf̄1f̄2
λ+−λ−

2
f1 0 λ+−λ−

2
f̄2

−µf1f2 λ+−λ−
2

f2 µ|f1|2


satis�es the hypoteses of the re�ned Weyl-law and we therefore have

N(λ) = (2π)−2
(
3|S3|λ2 − λ3/2

�
p2=1

µ
ds

|∇p2|

+λ

�
p2=1

(
λ2++λ

2
−+µ

2−(γ1+γ2)
) ds

|∇p2|
+o(1)

)
, λ→ +∞.

By tensorizing the symbols with I2, one readily obtains, in the same hypothe-

ses on µ, the re�ned Weyl-law for the 6 × 6 Laplacian □(3)
1 (see Subsection

2.2.1) with semiprincipal term A1,µ ⊗ I2.



Chapter 8

The spectral zeta function:

meromophic continuation

In this chapter we give a meromorphic continuation of the spectral zeta

function associated with a class of elliptic semiregular di�erential systems,

including models of semiregular NCHOs in the class SMGES, relevant to

Quantum Optics, as those introduced in Section 2.1. As an application of

our results, we �rst compute the meromorphic continuation of the JC-model

spectral zeta function. Then we compute the spectral zeta function of the

JC-model generalization to a 3-level atom in a cavity in the Ξ-con�guration.

For both of them we show that it has only one pole in s = 1.

8.1 Statement of the problem

One of the most important observables of the spectrum of an elliptic operator

is the spectral zeta function. For a complex Hilbert space H and a densely

de�ned linear operator P : D(P ) ⊂ H → H, we denote the set of the eigen-

values (repeated by multiplicity) of P by SpecP . When SpecP is discrete

we can de�ne the spectral zeta function of P as

ζP (s) :=
∑

λ∈SpecP

λ−s,

141
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for any given complex number s for which it makes sense. In particular, if P

is an elliptic, self-adjoint and positive global pseudodi�erential operator of

order µ > 0 on Rn, then s 7→ ζP (s) is holomorphic for Res > 2n/µ since the

de�ning series is absolutely convergent there (see Corollary 4.4.4. in [45]).

For instance, if we denote by P = x2−∂2x
2

the harmonic oscillator de�ned as

the maximal operator in L2(R), then SpecP = {k + 1/2; k ∈ Z+} with

multiplicity 1, and

ζP (s) =
∑
k≥0

(k + 1/2)−s = (2s − 1)ζ(s),

where ζ(s) denotes the Riemann zeta function. Note that ζP is holomorphic

for Re(s) > 1, and has a meromorphic continuation to the whole complex

plane. Furthermore, ζP has the only pole at s = 1, and we have ζP (s) = 0

for s = −2k, k ∈ Z+ which are, thus, called trivial zeros. Moreover, the

spectral zeta function entangles information about the spectrum of P in its

analytical properties. For instance, the residues of the zeta function at its

poles gives the coe�cients of the Weyl law for P by the Ikehara Tauberian

theorem (see Section 14 of Shubin [58]. See also Proposition (IV.6) in [18]

and the references in Ivrii [31]).

The notion of spectral zeta function was introduced for the �rst time for

the Laplacian on a two-dimensional Euclidean domains Ω by Carleman [8],

who studied the Dirichlet-type series

∑
λj∈Spec∆

ϕλj(x1)ϕλj(x2)

λsj
, x1, x2 ∈ Ω, (8.1.1)

where ϕλj is the eigenfunction of ∆ associated with the eigenvalue λj. Later,

in the case of a bounded Euclidean domain V of arbitrary dimension N,

Minakshisundaram [36] showed, through a method di�erent from Carleman's,

that (8.1.1) is an entire function of s with zeros at negative integers and that

∑
λj∈Spec∆

ϕλj(x1)
2

λsj
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can be continued as a meromorphic function of s with a unique simple pole

at N/2 and negative integer zeros. Next, the analytic continuation of the

spectral zeta function was studied by Minakshisundaram and Pleijel [37]

for the Laplacian on a general compact manifold by a method that is a

generalization of Carleman's. Seeley [56] studied the spectral zeta function

of an elliptic ψdo on a compact manifold without boundary through the trace

of complex powers of ψdos, furthermore giving the value of the zeta function

at 0.

Many di�erent techniques have been used to obtain properties of the

spectral zeta function. Duistermaat and Guillemin [13] (see also [16] and

the references in Hormander [28]) studied systematically the spectral zeta

function of ψdos on compact boundaryless manifolds basing their approach

on the construction of a parametrix for the wave equation. Robert [51] (see

also Aramaki [2]) extended meromorphically the spectral zeta function of

an elliptic ψdo on Rn to the whole complex plane with simple poles that

he computed along with the corresponding residues. He generalized to the

global setting the techniques by Seeley to construct the parametrix of the

resolvent by complex powers.

Moreover, we recall that a second order regular Non-Commutative Har-

monic Oscillators (NCHOs) is the class of the regular global partial di�eren-

tial systems of second order with polynomial coe�cients. From now on we

will omit the expression �second order� since all the NCHOs considered will

be of second order.

Ichinose and Wakayama [30] obtained a meromorphic continuation of the

spectral zeta function of a subclass of regular NCHOs and determined some of

its special values. In addition, they showed that such a spectral zeta function

has only a simple pole at 1 and that the sequence of its trivial zeros coincides

with the one of the Riemann zeta function, the non-positive even integers.

Their approach is based on the Mellin transform of the heat-semigroup of the

operator in the approximation given by a parametrix which they computed

directly, without using the one for the resolvent, obtaining its asymptotic

expansion (see (15) and (16) in their paper). Later, Parmeggiani [45] gener-

alized that approach to obtain the meromorphic continuation of the spectral
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zeta function of all the regular NCHOs. Nevertheless, while gaining in gener-

ality, unfortunately his result did not explicitly locate the trivial zeros of the

continuation of the spectral zeta function as could Ichinose and Wakayama.

Ichinose and Wakayama's and Parmeggiani's papers deal with regular

systems. Regarding the semiregular systems, Sugiyama explored in [59] the

Hurwitz-type spectral zeta function for the quantum Rabi model which de-

scribes the interaction of light and matter of a two-level atom coupled with

a single quantized photon of the electromagnetic �eld even when the �eld is

not near resonance with the atomic transition and the coupling strength is

not weak. This model will be treated in Chapter 10.

In this chapter we study the properties of the spectral zeta function asso-

ciated with a positive elliptic semiregular positive partial di�erential systems

with polynomial coe�cients, including also models of semiregular NCHOs

in the class SMGES. This class contains models relevant to Quantum Op-

tics, such as the Jaynes-Cummings model. Here we follow the construction

of the zeta function provided by Ichinose and Wakayama, in analogy to the

approach by Parmeggiani in Theorem 7.2.1 of [45].

We will prove a result about the continuation of the spectral zeta function

ζAw which turns out to be a meromorphic function whose poles are real

and accumulate at −∞. Namely, we will give the continuation as a linear

combination of the meromorphic functions s 7→ 1
s−(n−j)+h/2 , j ≥ 0 and h = 0,

1, modulo a function that is holomorphic on a complex half-plane. Notice

that even if in principle our extension can have poles in all the negative

semi-integers, unlike the results in [30], [45] and [59] (where the poles are all

positive), we prove that only the positive integers are poles for the spectral

zeta function of a di�erential operator with polynomial coe�cients. The

meromorphic continuation is obtained by following the approach of Theorem

7.2.1 in [45] where the parametrix approximation UA(t) of the heat-semigroup

e−tA
w
is used. More precisely, by the Mellin transform we can write ζAw as

s 7→ 1
Γ(s)

� +∞
0

ts−1Tr e−tA
w
dt for Res > 2n/2 = n and, at this point, the

asymptotic expansion
∑
j≥0

b−j(t) (in the sense of Remark 6.1.5 at p. 83 of

[45]) of UA(t) with t ∈ R+ becomes crucial. In fact, the approximation of
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s 7→ 1
Γ(s)

� +∞
0

ts−1Tr e−tA
w
dt by s 7→ 1

Γ(s)

� +∞
0

ts−1Tr UA(t) dt leads to the

study of integrals of the form

(2π)−n
�
R2n

χ(X)Tr (b−2j−h(t,X)) dX, j ∈ N, h = 0, 1, (8.1.2)

where χ is a chosen excision function and Tr is the classical matrix trace.

In fact, the computation of (8.1.2) will give the coe�cients of the linear

combination of the aforementioned meromorphic functions. These coe�-

cients will contribute to determine the residues and zeros of the spectral

zeta function. Now one needs to go through a Taylor expansion argu-

ment as the time variable t → 0+ of the terms arising from the study of

Tr e−tA
w −

ν∑
j=0

1∑
h=0

Tr B−2j−h(t), where B−k has principal symbol b−k (the

behavior of e−tA
w
as t→ +∞ does not a�ect the result).

This is a delicate argument since the behaviour of the coe�cients of the

linear combination of the above meromorphic functions must be controlled

as t→ 0+.

The plan of this chapter is the following. First of all, the notation adopted

will be introduced in Section 8.2, along with the parabolic ψdi�erential calcu-

lus needed to de�ne the heat-semigroup parametrix which will be constructed

directly in Section 8.3 by computing the terms of its asymptotic expansion

through the solution of eikonal and transport equations. After that, in Sec-

tion 8.4, we will control the behaviour of the coe�cients. We will give the

proof of our theorem in Section 8.5. Actually, in Section 8.5 we will also

obtain a meromorphic continuation for the Hurwitz spectral zeta function

ζAw+τI for all τ ≥ 0. Next, in Section 8.6, by using our results in the previ-

ous sections, we will compute the meromorphic continuation of the spectral

zeta function for the Hamiltonians of Jaynes-Cummings and its generaliza-

tion to a 3-level atom in one cavity. For these Hamiltonians we will show

that the meromorphic continuation has only a simple pole at s = 1 and no

other (even if, recall, the general formula allows all the negative semi-integer

as poles). Finally, in Section 8.7 we prove that the spectral zeta function of a

di�erential operator with polynomial coe�cients does not have semi-integer
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poles as a corollary of the previous results of this chapter.

8.2 Parabolic calculus

In this section, similarly to what is done by Parenti and Parmeggiani in [40]

(see also Section 6.1 of [45]), we will introduce a class of symbols suitable

for the construction of a pseudodi�erential approximation of e−tA
w
. Let us

recall the notation R+ = [0,+∞). We will be using the following notation

for the Hörmander metric and admissible weight (see Hörmander [26]): with

X = (x, ξ), Y = (y, η), etc., belonging to the phase-space Rn × Rn, and

m(X) := ⟨X⟩ = (1 + |X|2)1/2 the usual "Japanese bracket", we consider the
Hörmander metric gX = |dX|2/m(X)2. Then, m is an admissible function

(and so is mµ for any given µ ∈ R), and we may exploit the full power of the

Weyl-Hörmander pseudodi�erential calculus.

De�nition 8.2.1. Let MN denote the algebra of N ×N complex-values ma-

trices. A symbol a ∈ S(mµ, g;MN) is said to be semiregular (see Remark

3.2.4 of [45]), and we write a ∈ Ssreg(m
2, g;MN) if it possesses an asymptotic

expansion
∑

j≥0 aµ−j in isotropic (i.e. positively homogenous and smooth out-

side the origin) terms aµ−j positively homogeneous of degree µ− j.

Moreover, we de�ne also a class of symbols depending on the time variable

t.

De�nition 8.2.2. Let r ∈ R. By S(µ, r) we denote the set of all smooth

maps b : R+ × Rn × Rn −→ MN satisfying the following estimates: for any

given α ∈ Z2n
+ and any given p, j ∈Z+there exists C > 0 such that

sup

∣∣∣∣∣tp
(
d

dt

)j
∂αXb(t,X)

∣∣∣∣∣ ≤ Cm(X)r−|a|+(j−p)µ. (8.2.1)

For b ∈ S(µ, r) we then consider the pseudodi�erential operator

bw(t, x,D)u(x) = (2π)−n
�

ei(x−y,ξ)b

(
t,
x+ y

2
, ξ

)
u(y)dydξ, u ∈ S (Rn;CN),
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and we shall say that B ∈ OPS(µ, r) if B = bw(t, x,D) + R, where R is

smoothing. In this setting, a smoothing operator R is any continuous map

R : S ′(Rn;CN) −→ S (R+;S (Rn;CN)).

Then we introduce the �classical operators�. In this case, the key is to

take into account the correct homogeneity properties. The basic example to

keep in mind is the matrix e−taµ(x,ξ) .

De�nition 8.2.3. We say that the operator B ∈ OPS(µ, r), B = bw + R is

classical, and write B ∈ OPScl(µ, r), if there exists a sequence of functions

br−2j = br−2j(t,X), j ≥ 0, t ≥ 0 and X ̸= 0, such that:

1. One has the homogeneity

br−2j(t, τX) = τ r−2jbr−2j(τ
µt,X), ∀τ > 0, ∀j ≥ 0; (8.2.2)

2. The function

R2n \ {0} ∋ X 7−→ br−2j(·, X) ∈ S (R+;MN),

is smooth for all j ≥ 0;

3. For all ν ≥ 1

b(t,X)−
ν=1∑
j=0

χ(X)br−2j(t,X) ∈ S(µ, r − 2ν), (8.2.3)

where χ is an excision function.

Remark 8.2.4. We call br = σr(B) the principal symbol of B.

Remark 8.2.5. Semiregular classical symbols are de�ned accordingly,

considering also terms with odd degree of homogeneity in the expansion for-

mula (8.2.3), and the class of pseudodi�erential operators associated with

them is denoted by OPSsreg(µ, r).
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8.3 Parametrix of the heat-semigroup

In this section we will construct the parametrix of the heat-semigroup of a

semiregular positive elliptic pseudodi�erential operator.

Lemma 8.3.1. Let A = A∗, with A ∼
∑

j≥0 aµ−j ∈ Ssreg(m
µ, g;MN), be an

elliptic system such that Aw > 0. Then, there exists UA ∈ OPSsreg(µ, 0) such

that
d

dt
UA + AwUA : S

′
(Rn;CN) → S (R+;S (Rn;CN))

is smoothing, and

UA|t=0 − IN : S
′
(Rn;CN) → S (Rn;CN)

is smoothing. Moreover, the principal symbol of UA is

R+ ×
(
R2n \ {0}

)
∋ (t,X) 7→ e−taµ(X).

Proof. We will prove the lemma by constructing the terms of the expansion

of the symbol of UA. In fact, we determine those terms by solving a sequence

of transport equations.

Let

R+ ×
(
R2n \ {0}

)
∋ (t,X) 7→ b0(t,X) := e−taµ(X),

and let B0 ∈ OPSsreg(µ, 0) with principal symbol given by b0. Hence, by

Lemma 6.1.3 at p. 81 of [45], we have that d
dt
B0 +AwB0 ∈ OPSsreg(µ, µ− 1)

with principal symbol rµ−1 := aµ−1b0. Moreover, B0|t=0 − IN is a pseudodif-

ferential system with symbol in Ssreg(m
−1, g;MN) and we denote its principal

symbol by p−1.

Next, we look for a symbol b−1(t,X), positively homogeneous of degree

−1 (in the sense of (8.2.2)), such that d
dt
b−1 + aµb−1 = −rµ−1,

b−1|t=0 = −p−1.
(8.3.1)
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The solution of (8.3.1),

b−1(t,X) := −e−taµ(X)p−1(X)−
� t

0

e−(t−t′ )aµ(X)rµ−1(t
′
, X) dt

′
,

is easily seen to be smooth and have the required homogeneity properties

since

b−1(t, τX) =− e−taµ(τX)p−1(τX)−
� t

0

e−(t−t′ )aµ(τX)rµ−1(t
′
, τX) dt

′

=− e−τ
µtaµ(X)τ−1p−1(X)−

� t

0

e−τ
µ(t−t′ )aµ(X)τµ−1rµ−1(τ

µt
′
, X) dt

′

=τ−1

(
−e−τµtaµ(X)p−1(X)−

� τµt

0

e−(τµt−t′ )aµ(X)rµ−1(t
′
, X) dt

′
)

=τ−1b−1(τ
µt,X),

where the last equality follows from the change of variable t → τ−µt in the

integral. Taking B−1 ∈ OPSsreg(µ,−1) with principal symbol given by b−1

gives
d

dt
(B0 +B−1) + Aw(B0 +B−1) ∈ OPSsreg(µ, µ− 2).

Moreover, (B0+B−1)|t=0− IN is a pseudodi�erential system with symbol

in Ssreg(m
−2, g;MN) and we denote its principal symbol by p−2.

Iterating the above procedure gives a formal series∑
k≥0

B−k, B−k ∈ OPSsreg(µ,−k).

Hence, there exists an operator UA ∈ OPSsreg(µ, 0) for which

UA −
ν−1∑
k=0

B−k ∈ OPS(µ,−ν), ∀ν ≥ 1,

by an adaptation of Proposition 3.2.15 at p. 32 of [45], and therefore we

obtain the required parametrix.



150 8. The spectral zeta function: meromophic continuation

Remark 8.3.2. In the applications of Lemma 8.3.1 we shall always consider

a parametrix approximation of e−tA
w
where b−j|t=0 = 0 for j ≥ 1,

B−j := (χb−j)
w(t, x,Dx),

for all t ∈ R+, where χ is a chosen excision function. Hence, consider the

symbol cA(t,X) of UA(t), i.e. UA(t) = cwA(t, x,D), given by

cA(t,X) =
∑
j≥0

χj(X)b−j(t,X), (8.3.2)

where χ0(X) := χ(X) and χj(X) := χ(X/Rj), j ≥ 1, with Rj ↗ +∞, as

j → +∞, su�ciently fast (for instance, see the proof of Proposition 3.2.15

at p. 32 of [45]). Thus, the series (8.3.2) is locally �nite in X and, hence,

cA(t, ·) ∈ C∞ for all t ∈ R+.

From now on we will write UA ∼
∑
j≥0

B−j .

8.4 Vanishing property

Let Aw be as in the previous section. In this section we prove the techni-

cal proposition that we need to control the behavior of the terms b−j con-

structed in Lemma 8.3.1 as t → 0+, that is, its vanishing property, for a

class of positive and self-adjoint elliptic di�erential systems with symbol in

Ssreg(m
2, g;MN). Hence, we will suppose the symbol of Aw to be a2+ a1+ a0

where aj is an N × N matrix-valued function on R2n with homogeneous

polynomial of degree j entries for all j = 0, 1, 2.

Proposition 8.4.1. Let A = a2 + a1 + a0 be an elliptic symbol of second

order where aj is an N×N matrix-valued function on R2n with homogeneous

polynomial of degree j entries for all j = 0, 1, 2. Let Aw > 0 , and let UA

be the heat-semigroup e−tA
w
parametrix constructed by Lemma 8.3.1. Then,

denoting again by
∑
j≥0

B−j the expansion of UA constructed in the proof of

Lemma 8.3.1 and by b−j the principal symbol of B−j, we have, for all j ≥ 0,
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and h = 0, 1

b−2j−h(t, ω) = O(tj+h), t→ 0+,

and for all α, β ∈ Zn+, with |α| = 2k + 1, k ≥ 0 and |β| ≤ 1 we have:

∂α+βX b−2j−h(t, ω) = O(tj+k+h|β|+1), t→ 0+,

where the constants in O(·) do not depend on ω ∈ S2n−1.

Proof. We prove this theorem by induction taking into account the de�nition

of the terms b−j.

We won't be writing the dependence on ω, and we will write b(ℓ)−j for a

generic ∂αXb−j with |α| = ℓ.

First of all, we remind that, given two pseudodi�erential operators with

symbol a and b, then by the composition law for pseudodi�erential operators

(see, for instance, formula (3.3) at p. 19 of [45]), awbw has symbol

a#b ∼ ab+
∑
j≥1

1

j!

(
−i
2

)j
{a, b}(j),

where {·, ·}(1) = {·, ·} is the Poisson bracket.

The terms r2−j, j ≥ 1 obtained in the proof of Lemma 8.3.1 is

r2−j =a0b−(j−2) + a1b−(j−1) +
1

2

(
−i
2

)2

{a2, b−(j−4)}(2) (8.4.1)

− i

2
{a2, b−(j−2)} −

i

2
{a1, b−(j−3)}, j ≥ 0,

where we set bk ≡ 0 for all k = 1, . . . , 4 and we recall that a0 is a constant

N × N Hermitian matrix. Therefore, by the construction in the proof of

Lemma 8.3.1,b0(t,X) = e−ta2(X),

b−j(t,X) = −
� t
0
e−(t−t′ )a2r2−j(t

′
, X) dt

′
, j ≥ 1.

(8.4.2)

In fact, p−j = 0 for any j ≥ 1 under our hypotheses.
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Denote by E(a(2)2 , b
(2)
−j), resp. E(a

(1)
2 , b

(1)
−j), a generic expression obtained

by taking the (matrix) product of derivatives of order 2, resp. order 1, of a2
with derivatives of order 2, resp. order 1, of b−j. Hence, for all j ≥ 0,

{a2, b−j} = E(a
(1)
2 , b

(1)
−j), and {a2, b−j}(2) = E(a

(2)
2 , b

(2)
−j).

Therefore, in {a2, b−j}(2) = E(a
(2)
2 , b

(2)
−j) we have a constant coe�cient

matrix (given by partial derivatives of order 2 of a2) times partial derivatives

of order 2 of b−j.

We proceed by induction. We start with the case j = 0 and h = 0. In

this case b0 is the solution of∂tb0 + a2b0 = 0,

b0|t=0 = IN ,
(8.4.3)

whence b0(t) = O(1) as t→ 0+.

Next, by induction on ℓ we show that b(ℓ)0 has the claimed property.

For ℓ = 1 we take a 1st-order partial derivative with respect to X of

(8.4.3) and �nd ∂tb
(1)
0 + a2b

(1)
0 = −a(1)2 b0,

b
(1)
0 |t=0 = 0,

whence

b
(1)
0 (t) = −

� t

0

e−(t−t′ )a2a
(1)
2 b0(t

′
) dt

′
= O(t), t→ 0 + . (8.4.4)

For ℓ = 2 we take a 1st-order partial derivative with respect to X of

(8.4.4) and �nd

b
(2)
0 (t) =−

� t

0

(e−(t−t′ )a2)(1)a
(1)
2 b0(t

′
) dt

′ −
� t

0

e−(t−t′ )a2a
(2)
2 b0(t

′
) dt

′

−
� t

0

e−(t−t′ )a2a
(1)
2 b0(t

′
)(1) dt

′

=O(t2) +O(t) +O(t2) = O(t), t→ 0 + .
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Next, suppose b(2k−1+ℓ)
0 (t) = O(tk) as t → 0+, for ℓ = 0, 1 and k ≥ 0.

We want to prove that b(2k+1+ℓ)
0 (t) = O(tk+1), as t→ 0+, for ℓ = 0, 1. Using

(8.4.3) and taking a 2k+1-st partial derivative with respect to X we obtain

(recall that a(p)2 = 0 for all p ≥ 3 since a2 has polynomial of degree 2 entries)

∂tb
(2k+1)
0 + a2b

(2k+1)
0 = −a(1)2 b

(2k)
0 − a

(2)
2 b

(2k−1)
0 = O(tk) +O(tk) = O(tk),

b
(2k+1)
0 |t=0 = 0,

whence b(2k+1)
0 (t) = O(tk+1) as t→ 0+. Then, as before,

b
(2k+2)
0 (t) =−

� t

0

(e−(t−t′ )a2)(1)(a
(1)
2 b

(2k)
0 (t

′
)) + a

(2)
2 b

(2k−1)
0 (t

′
)) dt

′

−
� t

0

e−(t−t′ )a2∂X(a
(1)
2 b

(2k)
0 (t

′
)) + a

(2)
2 b

(2k−1)
0 (t

′
)) dt

′

=O(tk+2) +O(tk+1) = O(tk+1), t→ 0 + .

Hence, the result is proved for b0.

Next, we prove the result for the case j = 0 and h = 1. In this case by

(8.4.2)

b−1(t) =−
� t

0

e−(t−t′ )a2r2−1(t
′
) dt

′

=−
� t

0

e−(t−t′ )a2a1 b0(t
′
)︸ ︷︷ ︸

=O(1), t′→0+

dt
′

(8.4.5)

=O(t), t→ 0 + .

By taking the derivative in X of (8.4.5)
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b
(1)
−1(t) =−

� t

0

(e−(t−t′ )a2)(1)a1b0(t
′
) dt

′

−
� t

0

e−(t−t′ )a2a
(1)
1 b0(t

′
) dt

′

−
� t

0

e−(t−t′ )a2a1 b
(1)
0 (t

′
)︸ ︷︷ ︸

=O(t′ ), t′→0+

dt
′

=O(t2) +O(t) +O(t2) = O(t), t→ 0 + .

By taking another derivative in X we obtain that b(2)−1(t) = O(t2) (recall that

a
(p)
1 = 0 for all p ≥ 2 since a1 has polynomial of degree 1 entries).

Next, suppose b(2k−1+ℓ)
−1 (t) = O(tk+ℓ), as t → 0+, for ℓ = 0, 1 and k ≥ 0.

We want to prove that b(2k+1+ℓ)
−1 (t) = O(tk+ℓ+1), as t→ 0+, for ℓ = 0, 1. First

of all, we notice that, by (8.4.2), b−1 is the solution of the Cauchy problem∂tb−1 + a2b−1 = −r1 = −a1b0,

b−1|t=0 = 0,
(8.4.6)

By using (8.4.6) and taking a 2k + 1-st partial derivative with respect to X
∂tb

(2k+1)
−1 + a2b

(2k+1)
−1 = −a(1)2 b

(2k)
−1 − a

(2)
2 b

(2k−1)
−1 − a

(1)
1 b

(2k)
0 ,

= O(tk+1) +O(tk) +O(tk)

b
(2k+1)
−1 |t=0 = 0,

whence b(2k+1)
−1 (t) = O(tk+1) as t→ 0+. Then, as before,

b
(2k+2)
−1 (t) =−

� t

0

(e−(t−t′ )a2)(1)(a
(1)
2 b

(2k)
−1 (t

′
) + a

(2)
2 b

(2k−1)
−1 (t

′
) + a

(1)
1 b

(2k)
0 (t

′
)) dt

′

−
� t

0

e−(t−t′ )a2∂X(a
(1)
2 b

(2k)
−1 (t

′
) + a

(2)
2 b

(2k−1)
−1 (t

′
) + a

(1)
1 b

(2k)
0 (t

′
)) dt

′

=O(tk+2) +O(tk+2) = O(tk+2), t→ 0 + .

Hence, the result has been proved for b−1.
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Next, suppose, by induction, that for all ℓ = 0, 1, all h = 0, 1 and all

j
′ ≤ j

b−2j′−h = O(tj
′
+h), b

(2k+1+ℓ)

−2j′−h = O(tj
′
+k+hℓ+1), t→ 0 + .

We want to prove b−2(j+1) = O(tj+1) and b(2k+1+ℓ)
−2(j+1) = O(tj+1+k+1) for ℓ = 0, 1,

as t→ 0+, that is, the case h = 0 (after that, we will prove that b−2(j+1)−1 =

O(tj+1+1) and b(2k+1+ℓ)
−2(j+1)−1 = O(tj+1+k+ℓ+1) for t → 0+, i.e. the case h = 1).

To do it, we have to examine r2−2(j+1) (see (8.4.2)). In the �rst place we

have, from (8.4.1),

r2−2(j+1) =a0b−2j + a1b−2j−1 +
1

2

(
−i
2

)2

{a2, b−2(j−1)}(2) −
i

2
{a2, b−2j}

− i

2
{a1, b−(2j−1)}

=O(tj) +O(tj+1) +O(tj−1+1) +O(tj+1) +O(tj−1+1)

=O(tj), t→ 0 + .

Consider next, keeping into account that a(p)q = 0 for all p ≥ q + 1, since aq
has polynomial of degree q = 1, 2 entries,

r
(2k+1)
2−2(j+1) =a0b

(2k+1)
−2j + a1b

(2k+1)
−2j−1 + E(a

(1)
1 , b

(2k)
−2j−1) + E(a

(2)
2 , b

(2k+3)
−2(j−1))

+ E(a
(1)
2 , b

(2k+2)
−2j ) + E(a

(2)
2 , b

(2k+1)
−2j ) + E(a

(1)
1 , b

(2k+2)
−(2j−1))

=O(tj+k+1) +O(tj+k+1) +O(tj+k−1+1+1) +O(tj−1+k+1+1)

+O(tj+k+1) +O(tj+k+1) +O(tj−1+k+1+1)

=O(tj+k+1), t→ 0 + .

Taking an extra derivative, one immediately sees also that

r
(2k+2)
2−2(j+1) = O(tj+k+1), t→ 0 + .

Hence, for all ℓ = 0, 1 and for k ≥ −1

r
(2k+1+ℓ)
2−2(j+1) = O(tj+k+1), t→ 0+
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(when k = −1 we take ℓ = 1). Since b−2(j+1) is the solution of the Cauchy

problem ∂tb−2(j+1) + a2b−2(j+1) = −r2−2(j+1),

b−2(j+1)|t=0 = 0,
(8.4.7)

we obtain b−2(j+1)(t) = O(tj+1) as t → 0+. As before, taking one partial

derivative with respect to X yields∂tb
(1)
−2(j+1) + a2b

(1)
−2(j+1) = −a(1)2 b−2(j+1) − r

(1)
2−2(j+1) = O(tj+1) +O(tj+1),

b
(1)
−2(j+1)|t=0 = 0,

whence it follows that b(1)−2(j+1)(t) = O(tj+2), and, taking an extra derivative,

we also see that, as t→ 0+,

b
(2)
−2(j+1)(t) = −∂X

(� t

0

e−(t−t′ )a2
(
a
(1)
2 b−2(j+1) + r

(1)
2−2(j+1)

)
dt

′
)

= O(tj+2).

Supposing then by induction the estimates up to order 2k − 1 proved and

using
∂tb

(2k+1)
−2(j+1) + a2b

(2k+1)
−2(j+1) = −E(a(1)2 , b

(2k)
−2(j+1))− E(a

(2)
2 , b

(2k−1)
−2(j+1))− r

(2k+1)
2−2(j+1),

= O(tj+1+k−1+1) +O(tj+1+k−1+1) +O(tj+k+1),

b
(2k+1)
−1 |t=0 = 0,

we obtain b(2k+1)
−2(j+1)(t) = O(tj+1+k+1), as t→ 0+. By using

b
(2k+2)
−2(j+1)(t) = −∂X

(� t

0

e−(t−t′ )a2
(
E(a

(1)
2 , b

(2k)
−2(j+1)) + E(a

(2)
2 , b

(2k−1)
−2(j+1)) + r

(2k+1)
−2j

)
dt

′
)
,

we also see that

b
(2k+2)
−2(j+1)(t) = O(tj+1+k+1), t→ 0+,

which proves the result for the case h = 0.

Now, to complete the proof of this proposition, we need to prove the
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result for the case h = 1, that is, for all ℓ = 0, 1

b−2(j+1)−1 = O(tj+2), b
(2k+1+ℓ)
−2(j+1)−1 = O(tj+1+k+ℓ+1), t→ 0 + .

To do it, we have to examine r2−2(j+1)−1 and its derivatives, that is,

r2−2(j+1)−1 =a0b−2j−1 + a1b−2(j+1) +
1

2

(
−i
2

)2

{a2, b−2(j−1)−1}(2) −
i

2
{a2, b−2j−1}

− i

2
{a1, b−2j}

=O(tj+1) +O(tj+1) +O(tj−1+1+1) +O(tj+1) +O(tj+1)

=O(tj+1), t→ 0+,

and

r
(2k+1)
2−2(j+1)−1 =a0b

(2k+1)
−2j−1 + a1b

(2k+1)
−2(j+1) + E(a

(1)
1 , b

(2k)
−2(j+1)) + E(a

(2)
2 , b

(2k+3)
−2(j−1)−1)

+ E(a
(1)
2 , b

(2k+2)
−2j−1) + E(a

(2)
2 , b

(2k+1)
−2j−1) + E(a

(1)
1 , b

(2k+2)
−2j )

=O(tj+k+1) +O(tj+1+k+1) +O(tj+1+k−1+1) +O(tj−1+k+1+1)

+O(tj+k+1+1) +O(tj+k+1) +O(tj+k+1)

=O(tj+k+1), t→ 0 + .

Taking an extra derivative, one immediately sees also that

r
(2k+2)
2−2(j+1)−1 = O(tj+k+2), t→ 0 + .

Hence, for all ℓ = 0, 1 and for all k ≥ −1

r
(2k+1+ℓ)
2−2(j+1)−1 = O(tj+k+ℓ+1), t→ 0 + .

(again, when k = −1 we take ℓ = 1). Since b−2(j+1)−1 is the solution of the

Cauchy problem∂tb−2(j+1)−1 + a2b−2(j+1)−1 = −r2−2(j+1)−1,

b−2(j+1)−1|t=0 = 0,
(8.4.8)
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we obtain b−2(j+1)−1(t) = O(tj+1+1) as t→ 0+. As before, taking one partial

derivative with respect to X yields∂tb
(1)
−2(j+1)−1 + a2b

(1)
−2(j+1)−1 = −a(1)2 b−2(j+1)−1 − r

(1)
2−2(j+1)−1 = O(tj+2) +O(tj+1),

b
(1)
−2(j+1)−1|t=0 = 0,

whence it follows b(1)−2(j+1)−1(t) = O(tj+2), and, taking an extra derivative, we

also see that, as t→ 0+,

b
(2)
−2(j+1)−1(t) = −∂X

(� t

0

e−(t−t′ )a2
(
a
(1)
2 b−2(j+1)−1 + r

(1)
2−2(j+1)

)
dt

′
)

= O(tj+3).

Supposing then by induction the estimates up to order 2k proved and making

use of
∂tb

(2k+1)
−2(j+1)−1 + a2b

(2k+1)
−2(j+1)−1 = −E(a(1)2 , b

(2k)
−2(j+1)−1)− E(a

(2)
2 , b

(2k−1)
−2(j+1)−1)− r

(2k+1)
2−2(j+1)−1,

= O(tj+1+k−1+1+1) +O(tj+1+k−1+1+1) +O(tj+1+k+1)

b
(2k+1)
−1 |t=0 = 0,

we obtain b(2k+1)
−2(j+1)−1(t) = O(tj+k+2), as t→ 0+. Finally, using

b
(2k+2)
−2(j+1)−1(t) =− ∂X

(� t

0

e−(t−t′ )a2
(
E(a

(1)
2 , b

(2k)
−2(j+1)−1) + E(a

(2)
2 , b

(2k−1)
−2(j+1)−1)

)
dt

′
)

− ∂X

(� t

0

e−(t−t′ )a2
(
r
(2k+1)
2−2(j+1)−1

)
dt

′
)
,

we also see that

b
(2k+2)
−2(j+1)−1(t) = O(tj+1+k+1+1), t→ 0+,

which proves the proposition.
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8.5 Meromorphic continuation of ζAw

Let Aw be as in the Section 8.3. In this section we will use the parametrix

approximation of the heat-semigroup constructed in Lemma 8.3.1 to prove

the result about the continuation of the spectral zeta function of the class

of positive and self-adjoint elliptic operators Aw satisfying the hypotheses of

Proposition 8.4.1. Namely, ζAw can be rewritten modulo a term holomor-

phic on a half plane of C as a linear complex combination of meromorphic

functions. Moreover, we will give explicit formulas for the coe�cients of this

linear combination.

Theorem 8.5.1. Let A = a2 + a1 + a0 be an elliptic system of second or-

der where aj is an N ×N matrix-valued function on R2n with homogeneous

polynomial of degree j entries for all j = 0, 1, 2. Moreover, suppose Aw > 0.

Then, there exist constants c−2j−h,n with 0 ≤ j ≤ n − 1, h = 0, 1, and

constants c−2j−1,n, C−2j with j ≥ n, such that, for any given integer ν ∈ Z+

with ν ≥ n,

ζAw(s) =
1

Γ (s)

[(
1∑

h=0

n−1∑
j=0

c−2j−h,n

s− (n− j) + h/2

)
+

(
ν∑
j=n

c−2j−1,n

s− (n− j) + 1/2

)
(8.5.1)

+

(
ν∑
j=n

C−2j

s− (n− j)

)
+Hν(s)

]
,

where Γ (s) is the Euler gamma function, and Hν is holomorphic in the region

Res > (n− ν)− 1. Consequently, the spectral zeta function ζAw is meromor-

phic in the whole complex plane C with at most simple poles at s = n, n− 1,

n− 2, . . . , 1 and s = n− 1
2
, n− 3

2
, n− 5

2
, . . . . One has

c−2j−h,n = (2π)−n
� +∞

0

�
S2n−1

Tr
(
b−2j−h(ρ

2, ω)
)
ρ2(n−j)−1−h dω dρ, (8.5.2)

where 0 ≤ j ≤ n− 1, h = 0, 1 or j ≥ n, h = 1. In (8.5.2) the b−2j−h are the

terms in the symbol of the parametrix UA ∈ OPSsreg(2, 0) constructed in the
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proof of Lemma 8.3.1 and Remark 8.3.2,

UA ∼
∑
j≥0

B−j.

Proof. The proof follows the idea to make use of the asymptotic expansion

given by Lemma 8.3.1 to obtain an asymptotic expansion for the continuation

of ζAw .To do that, we write ζAw by the Mellin transform, which gives it in

terms of the heat-semigroup of Aw. Hence, via Lemma 8.3.1 we compute an

approximation of ζAw whose asymptotic terms, given by integrals, are the
c−2j−h,n

s−(n−j)+h/2 in (8.5.1), obtained by a Taylor expansion argument. Actually,

we need the integrals de�ning the c−2j−h,n to converge. That is why we use

Proposition 8.4.1 to have a control on the vanishing of the asymptotic terms

of the parametrix of the heat-semigroup as t → 0+. Finally, we take into

account the residuals given by the approximations made and we sum their

contributes. Namely, we notice that they do not a�ect the values of the

c−2j−h,n for j ≤ n− 1 and those for h = 1 if j ≥ n.

By the properties of the heat semigroup 0 ≤ t → e−tA
w
, we may use the

Mellin transform and write

(Aw)−s =
1

Γ(s)

� +∞

0

ts−1e−tA
w

dt, Res > 2n/2 = n,

so that

s 7→ ζAw(s) = Tr(Aw)−s =
1

Γ(s)

� +∞

0

ts−1Tr e−tA
w

dt.

Let hence UA ∼
∑
j≥0

B−j ∈ OPSsreg(2, 0) be the parametrix approximation of

e−tA
w
constructed in Lemma 8.3.1. We write

ζAw(s) =
1

Γ (s)

(� 1

0

+

� +∞

1

)
ts−1Tr e−tA

w

dt =: Z0(s) + Z∞(s).

In the �rst place, we claim that Z∞(s) is holomorphic in C. In fact, notice

�rst that t 7→ TrR(t) is rapidly decreasing for t → +∞ (where R(t) :=
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e−tA
w − UA(t)), so we have that, for all p ∈ N and for all t ≥ 1,

|TrR(t)| ≲ t−p.

Second, given any ν ≥ 0 and any symbol b ∈ S(2,−2ν), we have (by de�ni-

tion of the class S(µ, ν) at p. 79 of [45]) that for all t ≥ 1 and all p ∈ N∣∣∣∣(2π)−n �
R2n

Tr b(t,X) dX

∣∣∣∣ = ∣∣∣∣(2π)−n � +∞

0

�
S2n−1

Tr b(t, ρω)ρ2n−1 dω dρ

∣∣∣∣
=t−p

∣∣∣∣(2π)−n � +∞

0

�
S2n−1

tpTr b(t, ρω)ρ2n−1 dω dρ

∣∣∣∣
≲t−p

� +∞

0

ρ2n+1

(1 + ρ)2ν+2p
dρ

≲t−p.

(Here, we uses the polar coordinates 0 ̸= X = |X| X
|X|

with ρ ∈ R+, ω ∈

S2n−1, and dω is the induced Riemann measure on S2n−1.) It thus follows

that for all p ∈ N and for all t ≥ 1

|Tr UA(t)| ≲ t−p.

In conclusion, since

Tr e−tA
w

= Tr UA(t) + TrR(t),

for every p ≥ 1 there exists Cp > 0 such that

|Tr e−tAw | ≤ Cpt
−p, ∀t ≥ 1,

which proves the claim, since the term 1/Γ (s) is already holomorphic in C.
Therefore, the crucial point is the study of the function Z0(s). To this aim

we need a better understanding of the terms Tr B−2j−h, j ≥ 0, h = 0, 1.

Hence, we recall that, by the homogeneity of the b−2j−h, for t > 0, j ≥ 0,

and h = 0, 1,
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TrB−2j−h(t) =(2π)−n
�
R2n

χ(X)Tr (b−2j−h(t,X)) dX

=(2π)−n
� +∞

0

�
S2n−1

χ(ρω)Tr (b−2j−h(t, ρω)) ρ
2n−1 dω dρ

=(2π)−n
� +∞

0

�
S2n−1

χ(ρω)Tr
(
b−2j−h(ρ

2t, ω)
)
ρ2(n−j)−1−h dω dρ.

We consider

c−2j−h,n := (2π)−n
� +∞

0

�
S2n−1

Tr
(
b−2j−h(ρ

2, ω)
)
ρ2(n−j)−1−h dω dρ,

and claim that

|c−2j−h,n| < +∞, ∀j ∈ Z+, h = 0, 1.

In fact, the integral is convergent at ρ = +∞ for all j since Tr (b−2j−h(·, ω)) is
a Schwartz function. It is clearly convergent at ρ = 0 for 0 ≤ 2j+h ≤ 2n−1.

Finally, it is convergent at ρ = 0 also when 2j + h ≥ 2n, for the singularity

at 0 of the factor ρ2(n−j)−1−h is compensated by Tr (b−2j−h(t, ω)) = O(tj+h)

as t→ 0+.

We de�ne now the function

f−2j−h(t) := −(2π)−n
� 1

0

�
S2n−1

(1−χ(ρω))Tr (b−2j−h(t, ρω)) ρ
2n−1 dω dρ, j ∈ Z+.

Then, f−j′ ∈ C∞([0,+∞);C), for all j ′ ∈ Z+, and by Proposition 8.4.1

f−2j−h(t) = O(tj+h), t→ 0 + . (8.5.3)

It follows that

TrB−2j−h(t) = c−2j−h,nt
−(n−j)+h/2+f−2j−h(t) = c−2j−h,nt

−(n−j)+h/2+O(tj+h),

(8.5.4)

as t → 0+, for all j ≥ 0, h = 0, 1, and that (by the proof of Proposition
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3.2.15 at p. 32 of [45] adapted to the present setting),

Tr UA(t)−
1∑

h=0

ν∑
j=0

TrB−2j−h(t) =: TrR2ν+2(t) = O(tν+1), t→ 0+,

∀ν ∈ Z+, h = 0, 1.

However, the information contained in (8.5.4) alone is not yet su�cient to

obtain the continuation of ζAw , and we need a better control of f−2j−h .

Notice that for all j, k ∈ Z+, denoting ∂kt f−2j−h(t) by f
(k)
−2j−h(t),

f
(k)
−2j−h(t) = −(2π)−n

� 1

0

�
S2n−1

(1− χ(ρω))Tr
(
∂kt b−2j−h(t, ρω)

)
ρ2n−1 dω dρ,

so that f (k)
−2j−h(0) is �nite and can be computed through (8.4.1), and, through

the di�erential equations (8.4.3), (8.4.6), (8.4.7), and (8.4.8), used to con-

struct the b−2j−h. Note, in particular, that

f
(k)
0 (0) = (−1)k+1(2π)−n

� 1

0

�
S2n−1

(1− χ(ρω))Tr
(
a2(ρω)

k
)
ρ2n−1 dω dρ.

We next apply Lemma 7.2.3 at p. 99 of [45] to the functions f−2j−h, so that

for any given ν ∈ Z+ we may write, by (8.5.3),

F−2j−h(s) :=

� 1

0

ts−1f−2j−h(t) dt =
ν∑
k=0

f
(j+h+k)
−2j−h (0)

(j + h+ k)!

1

s+ j + h+ k
+F−2j−h,ν(s),

where F−2j−h,ν is holomorphic for Res > −j − h− ν − 1.

Using this in (8.5.4) we have that for each j ≥ 0, h = 0, 1, for any given

ν ∈ Z+,

s 7→
� 1

0

ts−1TrB−2j−h(t) dt =
c−2j−h,n

s− (n− j) + h/2

+

(
ν∑
k=0

f
(j+h+k)
−2j−h (0)

(j + h+ k)!

1

s+ j + h+ k

)
+ F−2j−h,ν(s),

where F−2j−h,ν is holomorphic for Res > −j − h− ν − 1.
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Analogously, since 0 ≤ t 7→ Tr R(t) ∈ S (R+;C) and by Lemma 7.2.3 at

p. 99 of [45] we also have, with fR(t) := TrR(t), that for any given ν ∈ Z+

� 1

0

ts−1fR(t) dt =
ν∑
k=0

f
(k)
R (0)

k!

1

s+ k
+ FR,ν(s),

where FR,ν is holomorphic for Res > −ν − 1.

We therefore obtain that for any given ν ∈ Z+.

Z0(s) =
1

Γ(s)

[(
1∑

h=0

ν∑
j=0

� 1

0

ts−1TrB−2j−h(t) dt

)

+

� 1

0

ts−1TrR2ν+2(t) dt+

� 1

0

ts−1TrR(t) dt

]
.

Since the function s 7→
� 1

0
ts−1TrR2ν+2(t) dt =: F2ν+2(s) is holomorphic for

Res > −ν − 1, we thus obtain that, for any given ν ∈ Z+ with ν ≥ n,

Z0(s) =
1

Γ (s)

[
1∑

h=0

ν∑
j=0

c−2j−h,n

s− (n− j) + h/2
+

(
1∑

h=0

ν∑
j,k=0

f
(j+h+k)
−2j−h (0)

(j + h+ k)!

1

s+ j + h+ k

)

+
ν∑
k=0

f
(k)
R (0)

k!

1

s+ k
+

(
1∑

h=0

ν∑
j=0

F−2j−h,ν(s)

)
+ FR,ν(s) + F2ν+2(s)

]

=
1

Γ (s)

[(
1∑

h=0

n−1∑
j=0

c−2j−h,n

s− (n− j) + h/2

)
+

(
ν∑
j=n

c−2j−1,n

s− (n− j) + 1/2

)

+

(
ν∑
j=n

C−2j

s− (n− j)

)
+ H̃ν(s)

]
,

with s 7→ H̃ν(s) holomorphic for Res > (n−ν)−1. Since the function 1/Γ (s)

is holomorphic in C and has zeros at the non-positive integers −k, k ∈ Z+,

this proves the theorem.

Remark 8.5.2. An interesting problem can be to use in our setting the

asymptotics for resolvent expansions and trace regularizations by [21] and

[22] to try to get an improvement of the result.
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Theorem 8.5.1 has the following corollary for the Hurwitz-type spectral

zeta function of Aw.

Corollary 8.5.3. Let A = a2 + a1 + a0 be an elliptic system of second

order where aj is an N×N matrix-valued function on R2n with homogeneous

polynomial of degree j entries for all j = 0, 1, 2. Moreover, suppose Aw > 0.

For all τ > 0 there exist constants c−2j−h,n with 0 ≤ j ≤ n− 1, h = 0, 1,

and constants c−2j−1,n, C−2j with j ≥ n, such that, for any given integer

ν ∈ Z+ with ν ≥ n,

ζAw+τI(s) =
1

Γ (s)

[(
1∑

h=0

n−1∑
j=0

c−2j−h,n

s− (n− j) + h/2

)
+

(
ν∑
j=n

c−2j−1,n

s− (n− j) + 1/2

)
(8.5.5)

+

(
ν∑
j=n

C−2j

s− (n− j)

)
+Hν(s)

]
,

where Γ (s) is the Euler gamma function, and Hν is holomorphic in the region

Res > (n− ν)− 1. Consequently, the spectral zeta function ζAw+τI is mero-

morphic in the whole complex plane C with at most simple poles at s = n,

n− 1, n− 2, . . ., 1 and s = n− 1
2
, n− 3

2
, n− 5

2
, . . . . One has

c−2j−h,n (8.5.6)

= (2π)−n
� +∞

0

�
S2n−1

Tr
(
b−2j−h(ρ

2, ω)
)
ρ2(n−j)−1−h dω dρ

− τ(2π)−n
� +∞

0

�
S2n−1

� ρ2

0

e−(ρ2−t′ )a2Tr(b2−2j−h(t
′
, ω))ρ2(n−j)−1−h dt

′
dω dρ,

where 0 ≤ j ≤ n− 1, h = 0, 1 or j ≥ n, h = 1. In (8.5.6) the b−2j−h are the

terms in the symbol of the parametrix UA ∈ OPSsreg(2, 0) constructed in the

proof of Lemma 8.3.1 and Remark 8.3.2,

UA ∼
∑
j≥0

B−j,

where we set bk ≡ 0 for all k = 1, 2.
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Proof. The proof follows from the one of Theorem 8.5.1. In fact, we use of

the equations in the proof of Lemma 8.3.1 and (8.4.2) to link the asymptotic

expansion of the parametrix of the heat semigroup of Aw + τI to the one of

Aw. Let bj, r2−j be the terms constructed in the proof of Lemma 8.3.1 (see

also (8.4.1) and (8.4.2)) for Aw and b−j(τ), r2−j(τ) those for Aw + τI. Then,
b0(τ)(t,X) = e−ta2(X),

b−1(τ)(t,X) =
� t
0
e−(t−t′ )a2r2−j(t

′
, X) dt

′

b−j(τ)(t,X) = −
� t
0
e−(t−t′ )a2r2−j(t

′
, X) dt

′ − τ
� t
0
e−(t−t′ )a2b2−j(t

′
, X) dt

′
, j ≥ 2,

(8.5.7)

since for all j ≥ 2 d
dt
b−j(τ) + a2b−j(τ) = −r2−j(τ) = −r2−j − τb2−j,

b−j(τ)|t=0 = 0.

Now, we apply Theorem 8.5.1 to ζAw+τI , obtaining (8.5.5) with coe�cients

c−2j−h,n(τ) = (2π)−n
� +∞

0

�
S2n−1

Tr
(
b−2j−h(τ)(ρ

2, ω)
)
ρ2(n−j)−1−h dω dρ.

(8.5.8)

Actually, substituting in (8.5.8) the expressions for b̃−j given by (8.5.7), we

obtain (8.5.6) which completes the proof.

8.6 Examples

8.6.1 The meromorphic continuation of Jaynes-Cummings

model spectral zeta function (n = 1, N = 2).

We recall from Section 2.1.1 that the JC-model is the model of a two-level

atom in one cavity, given by the 2× 2 system in one real variable x ∈ R

Aw(x,D) = pw2 (x,D)I2+α
(
σ+ψ

w(x,D)∗+σ−ψ
w(x,D)

)
+γσ3, γ > 0, α ∈ R,
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where ψ(x,D) := x+∂x√
2
, σ± := 1

2
(σ1 ± iσ2) with σj, j = 0, . . . , 3, the Pauli-

matrices, that is

σ0 := I2, σ1 =

[
0 1

1 0

]
, σ2 :=

[
0 −i
i 0

]
, σ3 :=

[
1 0

0 −1

]
,

and the atom levels are given by ±γ.
To apply Theorem 8.5.1 we need to compute the terms b−j of the asymp-

totic expansion of the semigroup parametrix constructed in Lemma 8.3.1.

First of all, if A is a the Hamiltonian of the JC-model and, in the notation

of the previous sections, A = a2 + a1 + a0, then

a1a0 = −a0a1, a20 = I2, and a
2
1 = p2, (8.6.1)

where p2 is the harmonic oscillator symbol. Hence, the product of any number

of factors equal to a1 or a0 can be rewritten as the multiple (by a function

in C∞(Rt;C
∞(R2n))) of a1, a0,a0a1 or I2 by using iteratively the identities

(8.6.1). This fact motivates the following de�nition.

De�nition 8.6.1. Given a linear combinations of products of any number

of a0 and a1, we say that it is written in irreducible form if it is a linear

combination of a1, a0, a0a1 and I2 with coe�cients in C∞(Rt;C
∞(R2n)).

We are going to prove a lemma determining the structure of the bj as

linear combination with coe�cients in C∞(Rt;C
∞(R2n)) of a1, a0, a0a1 and

I2.

Lemma 8.6.2. Let A = a2 + a1 + a0 be the Hamiltonian of the JC-model

with aj homogeneous of degree j. Then, the b−j can be written in irreducible

form. Moreover,

j odd ⇒ the coe�cients of a0, I2 in the irreducible form of b−j are 0,

(8.6.2)

j even ⇒ the coe�cients of a1, a0a1 in the irreducible form of b−j are 0.

(8.6.3)
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Proof. The proof is by induction. It follows the construction of the parametrix

in Lemma 8.3.1 and here we will use the same notations employed there. First

of all,

b0(t,X) = e−tp2(X)I2, b−1(t,X) = −te−tp2(X)a1

(see also (8.4.2)). Hence, b0 and b−1 are already written in irreducible form

and satisfy (8.6.2) and (8.6.3).

Now, we suppose that for all j
′ ≤ 2j − 1 (j ≥ 2) the claim holds true and

we want to prove the result for b2j and b2j+1. By the construction in Lemma

8.3.1 and since A is a di�erential operator (that is, its expansion contains

only terms with degree of homogeneity ≥ 0), d
dt
b−2j + p2b−2j = −a0b2−2j − a1b1−2j,

b−2j|t=0 = 0.

Hence, by inductive hypothesis

a0b2−2j + a1b1−2j =a0(f1a0 + f2I2) + a1(g1a1 + g2a0a1)

=f1a
2
0 + f2a0 + g1a

2
1 + g2a1a0a1

=f1I2 + f2a0 − g1p2I2 − g2p2a0,

where the third equality follows from (8.6.1) and where the fj and gj are

functions in C∞(Rt;C
∞(R2n)). Hence, the claim is true for b−2j. Repeating

the argument for b−2j−1, we have d
dt
b−2j−1 + p2b−2j−1 = −a0b2−2j−1 − a1b1−2j−1,

b−2j−1|t=0 = 0,

which, since

a0b1−2j + a1b−2j =a0(f̃1a1 + f̃2a0a1) + a1(g̃1a0 + g̃2I2)

=f̃1a0a1 + f̃2a
2
0a1 + g̃1a1a0 + g̃2a1

=f̃1a0a1 + f̃2a1 − g̃1a0a1 + g̃2a1,
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shows that the claim is true also for b−2j−1 and completes the proof.

Remark 8.6.3. By Lemma 8.6.2 we have that Tr (b−2j−1) = 0 since it is a

linear combination of matrices with zeros on the principal diagonal. Hence,

by (8.6.2) and (8.5.2) we have that

c−2j−1,1 = (2π)−1

� +∞

0

� 2π

0

Tr
(
b−2j−1(ρ

2, ω)
)
ρ−2j dω dρ = 0, j ≥ 0,

and

c0,1 =(2π)−1

� +∞

0

� 2π

0

Tr
(
b0(ρ

2, ω)
)
ρ dω dρ

=2(2π)−1

� +∞

0

� 2π

0

e−ρ
2/2ρ dω dρ

=2

� +∞

0

e−ρ
2/2ρ dρ = 2.

Therefore, if A is the JC-model Hamiltonian, by (8.5.1) the spectral zeta

function associated with Aw is

ζAw(s) =
1

Γ (s)

[
2

s− 1
+

(
ν∑
j=1

C−2j

s− (1− j)

)
+Hν(s)

]
,

where ν ≥ 1, Hν is holomorphic in the region Res > −ν and the c−2,1, C−2j

has been de�ned in Theorem 8.5.1. Consequently, the spectral zeta function

ζAw is meromorphic in the whole complex plane C with a simple pole at s = 1.

Thus, ζAw has a meromorphic continuation to C.

8.6.2 The JC-model for one atom with 3-level and one

cavity-mode in the so called Ξ-con�guration.

We recall from Section 2.1.3 (or, equivalently, see Section 3.2 in [35])) that the

generalization of the JC-model for one atom with 3-level and one cavity-mode

in the so called Ξ-con�guration (that we will denote by JC-3-Ξ in this section)
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describes a 3-level atom in one cavity, given by the 3× 3 system in one real

variable x ∈ R2 . In this con�guration every level of energy can interact only

with the ones near to it, that is the electron can absorb (or emit) a photon

moving from the j-th level of energy to the j+1-st (or from the j+1-st level

of energy to the j-th) for j = 1, 2. That is mathematically represented by the

following Hamiltonian operator. For α > 0, α1, α2 ∈ R \ {0}, γ1, γ2, γ3 ∈ R
with γ1 < γ2 < γ3,

Aw(x,D) =pw2 (x,D)I3 +
1

2

2∑
k=1

αk

(
ψw(x,D)∗Ek,k+1 + ψw(x,D)Ek+1,k

)
+

3∑
k=1

γkEkk,

with

Ejk := e∗k ⊗ ej, 1 ≤ j, k ≤ 3

forming the basis of the 3× 3 complex matrices, where Ejk acts on C3 as

Ejkw = ⟨w, ek⟩ej, w ∈ C3,

and ψ(x,D) := x+∂x√
2
.

Lemma 8.6.4. Let A = a2 + a1 + a0 be the Hamiltonian of the JC-3-Ξ with

aj homogeneous of degree j. Then,

j odd ⇒ the principal and secondary diagonal entries of b−j are 0, (8.6.4)

j even ⇒ the subdiagonal and superdiagonal entries of b−j are 0. (8.6.5)

Proof. Again, the proof is by induction, and follows the construction of the

parametrix in Lemma 8.3.1. Here we will use the same notation employed

there. First of all,

b0(t,X) = e−tp2(X)I2, b−1(t,X) = −te−tp2(X)a1.

Hence, b0 and b−1 satisfy (8.6.4) and (8.6.5). Now, we suppose that, for all
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j
′ ≤ 2j−1 (j ≥ 2), the claim is veri�ed and we want to prove the result for b2j
and b2j+1. By the construction in Lemma 8.3.1 and since A is a di�erential

operator  d
dt
b−2j + p2b−2j = −a0b2−2j − a1b1−2j,

b−2j|t=0 = 0.

Therefore, by the inductive hypothesis, a0b2−2j o�-diagonal entries are 0 since

a0 is a diagonal matrix. Moreover, a1b1−2j o�-diagonal entries are 0 since the

principal and secondary diagonal entries of b1−2j are 0. Hence, the claim is

veri�ed for b−2j. Repeating the argument for b−2j−1, we have d
dt
b−2j−1 + p2b−2j−1 = −a0b2−2j−1 − a1b1−2j−1,

b−2j−1|t=0 = 0.

Thus, by the inductive hypothesis, a0b1−2j has principal and secondary diag-

onal entries that are 0 since a0 is diagonal. Moreover, a1b−2j principal and

secondary diagonal entries are 0 since b−2j diagonal entries are 0. Hence, the

claim is veri�ed also for b−2j−1.

Remark 8.6.5. By Lemma 8.6.4 we have that Tr (b−2j−1) = 0 since b−2j−1

principal diagonal entries are 0. Hence, by (8.6.4) and (8.6.5) we have that

c−2j−1,2 = (2π)−1

� +∞

0

� 2π

0

Tr
(
b−2j−1(ρ

2, ω)
)
ρ−2j dω dρ = 0, j ≥ 0,

and

c0,2 =(2π)−1

� +∞

0

� 2π

0

Tr
(
b0(ρ

2, ω)
)
ρ dω dρ

=3(2π)−1

� +∞

0

� 2π

0

e−ρ
2/2ρ dω dρ

=3

� +∞

0

e−ρ
2/2ρ dρ = 3.

Therefore, if A is the JC-3-Ξ Hamiltonian, by (8.5.1) the spectral zeta func-
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tion associated with Aw is

ζAw(s) =
1

Γ (s)

[
3

s− 1
+

(
ν∑
j=1

C−2j

s− (1− j)

)
+Hν(s)

]
,

where ν ≥ 1, Hν is holomorphic in the region Res > −ν and the c−2,1, C−2j

has been de�ned in Theorem 8.5.1. Consequently, the spectral zeta function

ζAw is meromorphic in the whole complex plane C with a simple pole at s = 1.

Thus, ζAw has a meromorphic continuation to C.

8.7 Non-existence of semi-integer poles

In this section we prove, as a corollary of Theorem 8.5.1, that for a di�erential

operator of order 2 with polynomial coe�cients there are no semi-integer

poles.

Corollary 8.7.1. Let A = a2 + a1 + a0 be an elliptic system of second

order where aj is an N×N matrix-valued function on R2n with homogeneous

polynomial of degree j entries for all j = 0, 1, 2. Moreover, suppose Aw > 0.

Then, c−2j−1,n = 0 in (8.5.1) for all j ≥ 0.

Proof. We prove this corollary by showing that for j ≥ 0 the b−2j−1 (re-

spectively, b−2j) in the construction of the parametrix in Lemma 8.3.1 are

odd (respectively, even) functions in the phase variable X, by an induction

argument on j. In fact, this completes the proof since in (8.5.1) Tr (b−2j−1)

is again an odd function of X and in the integral over S2n−1 is 0. First of all,

b0(t,X) = e−tp2(X)I2, b−1(t,X) = −te−tp2(X)a1

(see also (8.4.2)). Hence, b0 and b−1 are, respectively, an even and odd

function of X since a1 is an homogeneous polynomial of degree 1. Now, we

suppose that for all j
′ ≤ 2j − 1 (j ≥ 1) the claim holds true, and we want

to prove the result for b−2j and b−2j−1. By the construction in Lemma 8.3.1,

and since A is a di�erential operator (that is, its expansion contains only
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terms with degree of homogeneity ≥ 0), d
dt
b−2j + p2b−2j = −a0b2−2j − a1b1−2j,

b−2j|t=0 = 0.

Hence, by the inductive hypothesis, b2−2j and b1−2j are, respectively, an even

and odd function of X. Therefore, the claim holds true for b−2j. Repeating

the argument for b−2j−1, we have d
dt
b−2j−1 + p2b−2j−1 = −a0b2−2j−1 − a1b1−2j−1,

b−2j−1|t=0 = 0,

which completes the proof since, by the inductive hypothesis, b1−2j−1 and

b2−2j−1 are, respectively, an even and odd function of X.
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Chapter 9

Spectral quasi-clustering

estimates

In this chapter we prove a spectral quasi-clustering estimate for large eigen-

values of a class of systems in the SMGES class. At �rst, we consider systems

with principal symbol given by the harmonic oscillator p2, semiprincipal sym-

bol with matrix invariants that are functions of the harmonic oscillator and

subprincipal of its diagonalized which is constant on the bicharacteristics of

p2. This is a relevant case since the Jaynes-Cummings model and its gener-

alizations in Chapter 2.1 with αk = α for all k satisfy this property for all N .

Then, we extend the result to be able to include also the case with αk ̸= αk′

for some k ̸= k
′
.

Namely, by spectral quasi-clustering estimate we mean the concentration

of the spectrum of a positive self-adjoint ψdo within the union of certain

intervals with centers on a sequence determined through invariants of the

symbol and width decreasing as the centers go to in�nity. Moreover, the de-

termination of a clustering like that is interesting since it actually completes

the spectral asymptotic information given by the Weyl law asymptotics. In

fact, it gives a precise location of the spectrum for high eigenvalues in case

the intervals are disjoint when the centers are in an neighbourhood of +∞
on the real line.

Duistermaat and Guillemin [13] gave a clustering result for the µ-th root

175
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of a scalar positive elliptic self-adjoint ψdo P of order µ > 0 on a compact

smooth boundaryless manifold under the hypothesis that the bicharacteris-

tics of µ
√
p are periodic, all with the same period, where p denotes the prin-

cipal symbol of P . Conversely, they showed that if that clustering occurs,

then the �ow of µ
√
p is periodic. Next, Weinstein [60] proved also a eigen-

vectors clustering result for the reduced Schrödinger operator (on a compact

Riemannian manifold) deepening the description of the asymptotic structure

of the clusters. We will later recall the arguments used in that paper since

they are relevant in our work. Later, Colin de Verdière [9] gave an even

more precise result in the case of the square of a �rst order ψdo with zero

subprincipal symbol and 2π-periodic �ux on a compact smooth manifold. In

fact, he also recovered the multiplicities of the eigenvalues in the disjoint in-

tervals. All these works treated scalar operators. Regarding systems, Hel�er

[20] obtained a clustering result for the case of a second order global elliptic

regular positive self-adjoint pseudodi�erential operator under the hypothesis

that the X-ray transform of the subprincipal symbol is identically a scalar

constant.

We generalize to semiregular systems an idea proposed by Weinstein [60].

Namely, he studied ψdos on a compact Riemannian manifold of the form

A2+B with A a 1st-order, self-adjoint, positive, elliptic ψdo, B a self-adjoint

ψdo of order 0, and e2πiA = cI for some constant c. His approach is based on

an averaging technique: the subprincipal symbol is X-ray transformed on the

bicharacteristics of the principal symbol by a unitary operator conjugation

and the new subprincipal part commutes with the principal one. Thus, the

spectrum of the sum of the principal and subprincipal term can be obtained

by studying the one of the two terms individually and it gives the sequence

at which the intervals are centered. The remainder, that is, the di�erence be-

tween the conjugated operator and the operator itself, is a compact operator

and gives the diameter of the intervals. In fact, the compactness of the re-

mainder leads to an operator inequality and the minimax principle completes

the analysis.

In Section 9.2 we prove that the blockwise diagonalization with scalar

semiprincipal blocks of a system of our class is equal, modulo a system of
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order −1, to a system whose principal, semiprincipal, and subprincipal terms

commute. Here, we take inspiration from the work by Weinstein. In fact, we

study the non-compact part of the operator obtaining an explicit expression

for its spectrum. Next, we recapture the spectrum of the whole operator

thanks to an operator inequality which leads to our estimate by using the

minimax principle.

Actually, the minimax principle alone is not su�cient to obtain the result.

In fact, we need to link the spectrum of an operator with the one of its

conjugation by the diagonalizing operator E that appears in the inequality

of operators mentioned before. This is achieved by, at �rst, supposing that

E∗ can be made into an isometry, that is EE∗ = I, by adding a smoothing

term. Then, we prove the result without hypotheses on E by �doubling�

our N ×N system, that is by studying a system 2N × 2N having decoupling

operator Ẽ such that Ẽ∗ can be made into an isometry. Hence, in Section 9.1

we carry out the task of proving that it is possible for a Fredholm operator

(with non positive index and parametrix given by its adjoint) to be made

into an isometry by adding a compact operator.

9.1 The �isometrization�

In this section we consider a quasi-unitary pseudodi�erential system U .

De�nition 9.1.1. We call quasi-unitary a system such that U∗U = I + F1

and UU∗ = I + F2 where the Fj are compact and I is the identity operator.

We show by Lemma 9.1.2 that we can perturb a quasi-unitary pseudod-

i�erential system U by an operator of the same order of F1 to make it into

an isometry. This is fundamental for Section 9.2 since in Theorem 9.2.3 and

Theorem 9.2.5, as we stated, we will need to relate the spectrum of the di-

agonalization of the SMGES under study with the spectrum of the SMGES

itself. In fact, in the proofs of Theorem 9.2.3 and Theorem 9.2.5 we will see

that the conjugation by an isometry change the point spectrum of a positive

ψdo by adding, at most, the eigenvalue 0. Hence, the conjugation by an

isometry conserve the spectrum asymptotic property of a positive SMGES.
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Lemma 9.1.2. Let u ∈ Ssreg(1, g;MN) such that U
∗U = I+F1, UU

∗ = I+F2

and indU ≤ 0 where the Fj are ψdos with negative order and U := uw. Then,

there is a ψdo K such that U+K is an isometry (that is (U+K)∗(U+K) =

I). Moreover, K has the same order as F1.

Proof. First of all, we consider the case of a ψdo U such that U∗U = I + F

where F has negative order and U is one-to-one (that is, −1 /∈ Spec(F )). We

want to construct a ψdo R such that UR is an isometry where R = I +K
′

with K
′
a ψdo with the same order as F . More precisely, R would (formally)

be the inverse of the squared root of I + F . To give a precise meaning to

R as a ψdo we follow the approach by Hel�er in [20]. It is based on the

construction of an abstract linear operator (seen as a L2 → L2 bounded

operator) commuting with F . Next, one shows that it can be approximated

by a ψdo H by using the inverse squared root series of F0 where F0 is the

projection of F on a �nite codimension vector subspace of L2 such that

∥F0∥L2→L2 ≤ 1/2.

After that, our aim is to show that U can be modi�ed by a smoothing

operator to become one-to-one. Here we make use of the hypothesis indU ≤
0. In fact, we construct a bijection Q : kerU → S ⊂ kerU∗ which, then,

we extend to L2 by imposing Q|(kerU)⊥ = 0. Finally, the claim is true since

R = I+K
′
where K

′
has the same order as F1 and, hence, R(U+Q) = U+K

is an isometry with K := Q+K
′
(U +Q) having the same order as F1.

First of all, we consider the orthonormal basis (ϕj)j≥1 of L2 given by

the eigenfunctions of F (which is self-adjoint and compact, its order denoted

by −ℓ for ℓ > 0). Hence, we can abstractly de�ne the bounded operator

R : L2 → L2 by

Rϕj := (1 + νj)
−1/2ϕj, ∀j ≥ 1,

where νj is the eigenvalue of F associated with the eigenfunction ϕj. R is

well de�ned since we supposed −1 /∈ Spec(F ). Now, we consider the ψdo H

such that

H −
k∑
j=0

cjF
j is a ψdo of order − ℓ(k + 1), ∀k ≥ 0, (9.1.1)
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where cj is the j-th Taylor coe�cient of the expansion of t 7→ (1 + t)−1/2

at the origin. We want to prove that H approximates R, that is, H − R is

smoothing. To do that, we would like to write the inverse squared root series∑
j≥0

cjF
j. However, this series is only formal since there could be νj such that

|νj| ≥ 1. Hence, to give meaning to it, we introduce the linear operator F0

de�ned on the basis (ϕj)j≥1 by

F0ϕj :=

0, if |νj| > 1/2,

Fϕj, if |νj| ≤ 1/2.

Since F is a compact operator, νj → 0 as j → ∞ and, hence, |νj| > 1/2 are

�nitely many. Moreover, F0 is a ψdo because

F j − F j
0 is smoothing, ∀j ≥ 0 (9.1.2)

since

(F j − F j
0 )ϕ =

∑
k: |νk|>1/2

νjk(ϕ, ϕk)L2ϕk, ∀ϕ ∈ L2(Rn),

Thus, it is a L2 → L2 bounded operator with Schwartz kernel

R2n ∋ (x, y) 7→ KF j−F j
0
(x, y) :=

∑
k: |νk|>1/2

νjkϕk(y)ϕk(x) ∈ S (R2n).

In fact, ϕk ∈ S when |νk| > 1/2 by ellipticity of the 0-th order operator

F − νkI. Therefore, R0 :=
∑
j≥0

cjF
j
0 is well-de�ned as bounded operator on

L2 since ∥F0∥L2→L2 ≤ 1/2. In addition,

R−R0 is smoothing. (9.1.3)

In fact,

(R−R0)ϕ =
∑

j: |νj |>1/2

(1 + νj)
−1/2(ϕ, ϕj)L2ϕj, ∀ϕ ∈ L2(Rn),
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and, hence, it is a L2 → L2 bounded operator with Schwartz kernel

R2n ∋ (x, y) 7→ KR−R0(x, y) :=
∑

j: |νj |>1/2

(1 + νj)
−1/2ϕj(y)ϕj(x) ∈ S (R2n).

Now, we prove that H −R is smoothing by a telescoping sum argument.

Actually, by (9.1.3) it is su�cient to show that H − R0 is smoothing. We

start by writing

H −R0 = Ak +Bk − Ck,

where for all k ≥ 0

Ak := H −
2k∑
j=0

cjF
j
0 , Bk :=

2k∑
j=0

cj(F
j − F j

0 ), Ck := R0 −
2k∑
j=0

cjF
j
0

are L2 → L2 bounded operators. Now, Ak is a ψdo of order −ℓ(2k + 1) by

(9.1.1) and Bk is smoothing by (9.1.2) for all the k. We only need to study

Ck, that is

Ck = F 2k+1
0

∑
j≥2k+1

cjF
j−(2k+1)
0 = F k+1

0

( ∑
j≥k+1

cjF
j−(k+1)
0

)
F k
0 ,

which means that Ck is a B−ℓk → Bℓ(k+1) bounded operator for all k. In

fact,
∑
j≥k+1

cjF
j−(2k+1)
0 is a bounded operator on L2 and F j

0 is a ψdo of order

−ℓj for all j. Hence, H −R0 is smoothing, too.

Therefore, we complete the �rst part of the proof by denoting UR by

Ũ and we have that Ũ∗Ũ = R∗U∗UR = (I + F )R2 = I since R and I + F

commute because their eigenspaces coincide. We notice that R = I+K
′
with

K
′
a ψdo of order −ℓ by the de�nition of H. Hence, Ũ = U(I+K

′
) = U+K̃

with K̃ := UK
′
a ψdo of order −ℓ. We highlight that R is invertible since

R2 is, by construction, the inverse of I + F = U∗U > 0.

Thus, we proved the theorem under the hypothesis −1 /∈ Spec(F ).

Now we show that we can modify U by a smoothing operator Q such that

Ũ := U +Q is one-to-one.

We consider the orthonormal basis (ϕj)j≥1 of L
2 given by the eigenfunc-
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tions of F1 and we call νj the eigenvalue of F1 corresponding to ϕj. We

denote by Z1 the set of all j such that νj = −1. Z1 is a �nite set since F1

is compact. Then, we consider the orthonormal basis (ψj)j≥1 of L
2 given by

the eigenfunctions of F2 and we call ν̃j the eigenvalue of F2 corresponding to

ψj. We denote by Z2 the set of all j such that ν̃j = −1. Z2 is a �nite set

since F2 is compact. Next,

kerU = {ϕ ∈ L2; Uϕ = 0} = {ϕ ∈ L2; U∗Uϕ = 0} (9.1.4)

= Span {ϕj; U∗Uϕj = 0} = Span {ϕj; j ∈ Z1},

and

kerU∗ = {ψ ∈ L2; U∗ψ = 0} = {ψ ∈ L2; UU∗ψ = 0} (9.1.5)

= Span {ψj; UU∗ψj = 0} = Span {ψj; j ∈ Z2}.

Now we construct the one-to-one linear operator Q : L2 → L2 being non-zero

on kerU \ {0} and ranging on kerU∗. First, there is a one-to-one function

ρ : Z1 → Z2 since indU ≤ 0 implies cardZ1 ≤ cardZ2 by (9.1.4) and (9.1.5).

Now, we de�ne

Qϕ :=
∑
j∈Z1

(ϕ, ϕj)L2ψρ(j), ∀ϕ ∈ L2(Rn),

which is smoothing since it is a L2 → L2 bounded operator with Schwartz

kernel

R2n ∋ (x, y) 7→ KQ(x, y) :=
∑
j∈Z1

ϕj(y)ψρ(j)(x) ∈ S (R2n).

Hence, U +Q is one-to-one. In fact, by denoting the range of U by RanU

(U +Q)ϕ = 0 ⇔ Uϕ︸︷︷︸
∈RanU

= −Qϕ︸ ︷︷ ︸
∈kerU∗

,
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and, thus, RanU = (ker U∗)⊥ implies

Uϕ = −Qϕ ∈ (kerU∗)⊥ ∩ kerU∗ = {0}.

Therefore, ϕ = 0 since ker Q∩kerU = {0} by de�nition of Q. This concludes
the proof.

Remark 9.1.3. If in Lemma 9.1.2 indU = 0 then ρ can be constructed to be

bijective and, hence, U +Q is surjective, too. In fact, (U +Q)∗ϕ = 0 implies

U∗ϕ︸︷︷︸
∈RanU∗

= −Q∗ϕ︸ ︷︷ ︸
∈kerU

.

Hence,

U∗ϕ = −Q∗ϕ ∈ (kerU)⊥ ∩ kerU = {0},

which means ϕ = 0 since ker Q∗ ∩ kerU∗ = {0} by bijectivity of ρ. Since

R∗Ũ∗ŨR = I with R invertible, ŨR is unitary. In fact, it is invertible (Ũ

and R are invertible) and the left inverse is unique.

In addition, if indU > 0 then indU∗ < 0 and we can repeat the proof of

Lemma 9.1.2 with U∗ in place of U . Thus, there is K such that U∗ +K is

an isometry and K has the same order as F2.

Moreover, if indU ≤ 0 and F1 is smoothing (or indU ≥ 0 and F2 is

smoothing), then K is smoothing, too.

9.2 Spectral quasi-clustering theorems

In this section we are going to determine a quasi-clustering estimate for a

class of SMGES. First of all, we state and prove Theorem 9.2.3 where we

consider the class of SMGES having the semiprincipal matrix eigenvalues

that are function of the scalar harmonic oscillator and the subprincipal of

the diagonalized system that are constant on the bicharacteristics of the

harmonic oscillator. This is a relevant class since the Jaynes-Cummings

Hamiltonian operator and its generalizations in Chapter 2.1 with αk = α for
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all k satisfy this property for all N .

Actually, we look for a result for a more general class of SMGES which

includes at least the models with αk ̸= αk′ for some k ̸= k
′
. Therefore, we

state and prove Theorem 9.2.5 where we consider the class of SMGES which

have the semiprincipal matrix eigenvalues that are function of the polynomial

p2,α :=
n∑
k=1

α2
kp2,k with p2,k(X) :=

x2k+ξ
2
k

2
for all X ∈ R2n, α := (α1, . . . , αn) ∈

Rn, and αj ̸= 0 for all j.

We recall that we use Lemma 9.1.2 and Remark 9.1.3 in the following

theorems to relate the spectrum of the diagonalization of a positive SMGES

with the SMGES itself.

In this section (and in the following chapter) we use this notation: letting

a be a semiregular symbol in Ssreg(m
µ, g;MN), we denote by A (that is, by

using the corresponding capital letter) the unbounded densely de�ned and

closed operator D(A) ⊂ L2 → L2 which is the realization of the ψdo aw. If

a is elliptic and µ ≥ 0, D(A) = Bµ.

First of all, we prove a lemma that, actually, shows our result under the

hypothesis that the decoupling operator has non-negative index.

Lemma 9.2.1. Let a = a∗ ∼
∑

j≥0 a2−j ∈ S2
sreg(m

2, g;MN) be a 2nd-order

SMGES with principal symbol a2 = p2IN , such that the corresponding un-

bounded operator satis�es A > 0. Suppose that the coe�cients of the charac-

teristic polynomial det(λ−a1(X)) of the semiprincipal term a1 are functions

of p2 and that there is a unitary diagonalizer e0 for the semiprincipal symbol

such that, denoting by b0 := diag(b0,h; 1 ≤ h ≤ r) the subprincipal symbol of

the resulting blockwise diagonalization of A, we have that

b0 ◦ exp(tHp2) = b0, b0 ◦ exp(tHp2,α) = b0, ∀t ∈ R.

In addition, suppose that indE0 ≥ 0.

Then, the eigenspaces of P2 are invariant for B0,h, for all h = 1, . . . , r.

Moreover, for each h = 1, . . . , r, there is an orthonormal basis of L2(Rn;CNh)

{ϕh,k,j}k∈Z+,1≤j≤Nh
⊂ S (Rn;CNh)
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such that

Ker
(
P2 ⊗ INh

− (k +
n

2
)
)
= Span{ϕh,k,j; 1 ≤ j ≤ Nh},

B0,hϕh,k,j = µh,k,jϕh,k,j, with |µh,k,j| ≤ ∥B0,h∥L2→L2 , ∀k, ∀j = 1, . . . , Nh,

and a smooth function p1/2 : R+ −→ Rr, positively homogeneous of degree

1/2, such that λ1,h = p1/2,h(p2,α), 1 ≤ h ≤ r, and M > 0 such that

Spec(A) ⊂
r⋃

h=1

⋃
k≥0

Nh⋃
j=1

Sh,k,j(A), (9.2.1)

where, for each h = 1, . . . , r,

Sh,k,j(A) :=
(
k +

n

2
+ p1/2,h(k + n/2) + µh,k,j

)
+
[
− M√

k + n/2
,

M√
k + n/2

]
.

(9.2.2)

Remark 9.2.2. To assume that A > 0 in Lemma 9.2.1 (and in the theorems

and lemma that will follow in this section) is not a loss of generality since

this is true for a SMGES of second order modulo an additive positive scalar

constant. In fact, the principal symbol of a SMGES is always elliptic and

positive and, thus, there is C > 0 such that (Aϕ, ϕ)L2 > −C for all ϕ ∈
B2\{0} by the Sharp-Gårding inequality (see [26] and its form as in Theorem.

3.3.22 of [45]).

Proof. The proof takes inspiration from the approach by Weinstein [60]

adapted to semiregular ψdos. The main idea is to investigate the spectrum

of A by studying the spectrum of the part of its blockwise diagonalization B

which has positive order as a ψdo (the di�erence being a compact operator).

Of course, it will su�ce to work for a single block of B, which is parametrized

by h = 1, . . . , r. Hence, we may suppose that r = 1 and that b2, b1 are scalar

operators.

Let P be the self-adjoint L2 realization of pw := pw2 + p1/2(p
w
2 ) + bw0 with

D(P ) = D(P2) = B2(Rn;CN). Recall that, for the semiprincipal term b1 of

B, we have that b1(X) = (p1/2 ◦ p2)(X) for X ̸= 0, with p1/2 smooth and
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positively homogeneous of degree 1/2, by virtue of the hypothesis (namely,

that the characteristic polynomial of a1 have coe�cients which are (smooth)

functions of p2).

The �rst step in the proof is to show that bw − pw =: kw1 has order −1.

Since bw = pw2 + (p1/2 ◦ p2)w + bw0 modulo a term of order −1 and since, by

Theorem 1.11.2 in [20], (p1/2 ◦p2)w−p1/2(pw2 ) has order −1, we obtain indeed

that k1 ∈ Ssreg(m
−1, g;MN).

We next show that the commutator [pw2 , b
w
0 ] = 0.

Since [pw2 , b
w
0 ]
∣∣
S
= [P2, B0]

∣∣
S

and [pw2 , b
w
0 ] has order 0, it follows that we may

extend [P2, B0]
∣∣
S

as a bounded linear operator [P2, B0] : L
2 −→ L2. Hence,

if we show that [pw2 , b
w
0 ] = 0, then also [P2, B0] = 0. Now, b0 ◦ exp(tHp2) = b0

for all t by hypoyhesis. Hence b0 = R(b0) and (on S )

[pw2 , b
w
0 ] = [pw2 ,R(b0)

w] =
−i
2π

� 2π

0

∂t(e
itP2bw0 e

−itP2) dt =
−i
2π

[eitP2bw0 e
−itP2 ]2π0 = 0.

Therefore, the eigenspaces of P2 are invariant under B0. We may hence

choose an orthonormal system {ϕk,j; k ∈ Z+, 1 ≤ j ≤ N} ⊂ S (Rn;CN) of

L2(Rn;CN), made of eigenfunctions of both P and P2, that also diagonalizes

B0

∣∣
Wk

on each spaceWk := SpanC{ϕk,j; 1 ≤ j ≤ N}, k ∈ Z+. It follows that

the eigenvalue of P associated with the eigenfunctions ϕk,j, for 1 ≤ j ≤ N is

k +
n

2
+ p1/2(k + n/2) + µk,j, 1 ≤ j ≤ N,

where µk,j ∈ R is such that B0ϕk,j = µk,jϕk,j.

Hence,

Spec(P ) =
⋃
k≥0

N⋃
j=1

Ck,j,

where

Ck,j := k +
n

2
+ p1/2(k + n/2) + µk,j.

We next wish to show that there is M > 0 such that

Spec(A) ⊂
⋃
k≥0

N⋃
j=1

(
Ck,j +

[
− M√

k + n/2
,

M√
k + n/2

])
. (9.2.3)
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For that, we have to consider the chosen ψdo diagonalizer ew (and hence

its L2 bounded extension E) for aw (see Theorem 3.1.3 in [37]). Then,

indE = indE0 ≥ 0 by hypothesis since the index of an operator is invariant

under compact perturbations. Thus, by the quasi-isometrization Theorem

9.1.2, we may assume that E∗ : L2 → L2 is an isometry (i.e. EE∗ = I).

Letting

r̃w := (ew)∗ awew − pw = ((ew)∗ awew − bw) + (bw − pw) ,

which has order −1, and noting that (pw2 )
1/4 is a ψdo of order 1/2 with

principal symbol p1/42 , we have that (pw2 )
1/4r̃w(pw2 )

1/4 can be extended to a

bounded operator in L2(Rn;CN). Hence, there is M > 0 such that for all

ψ ∈ S (Rn;CN)

−M ||ψ||2L2 ≤
(
(pw2 )

1/4r̃w(pw2 )
1/4ψ, ψ

)
L2 ≤M ||ψ||2L2 , (9.2.4)

that we rewrite in terms of the L2 realizations of the ψdos involved

−M ||ψ||2L2 ≤
(
P

1/4
2 R̃P

1/4
2 ψ, ψ

)
L2

≤M ||ψ||2L2 . (9.2.5)

Now, recalling that P 1/4
2 : D(P

1/4
2 ) ⊂ L2 −→ L2 is the self-adjoint un-

bounded L2 realization of (pw2 )
1/4 which is elliptic, we have that D(P

1/4
2 ) =

B1/2(Rn;CN) (which is dense in L2) and P 1/4
2 is invertible with bounded in-

verse P−1/4
2 : L2 → B1/2 ⊂ L2. Therefore, by substituting P−1/4

2 E∗ϕ for ψ in

(9.2.5), we get that for all ϕ ∈ S

−M
(
P

−1/2
2 ϕ, ϕ

)
L2

≤
(
R̃ϕ, ϕ

)
L2

≤M
(
P

−1/2
2 ϕ, ϕ

)
L2
.

Hence, for all ϕ ∈ B2,((
P −MP

−1/2
2

)
ϕ, ϕ

)
L2

≤
(
P + R̃︸ ︷︷ ︸
=E∗AE

ϕ, ϕ
)
L2

≤
((
P +MP

−1/2
2

)
ϕ, ϕ

)
L2
,



9.2 Spectral quasi-clustering theorems 187

which leads to (9.2.3) by minimax principle. In fact,

Spec (A) ⊂ Spec (E∗AE) ,

since

Aϕλ = λϕλ, ϕλ ̸= 0

implies

(E∗AE)E∗ϕλ = λE∗ϕλ, E
∗ϕλ ̸= 0.

Moreover,

Spec (E∗AE) \ {0} ⊂ Spec (A) ,

since

E∗AEψη = ηψη, ψη ̸= 0 (9.2.6)

implies

AEψη = ηEψη.

On the one hand, if ψη /∈ ker E then η ∈ Spec (A). On the other hand, if

ψη ∈ ker E then η = 0 by (9.2.6) and 0 /∈ Spec (A) since A > 0. Therefore

Spec (E∗AE) \ {0} = Spec (A) ,

which concludes the proof of the lemma.

We want to generalize Lemma 9.2.1 by removing the hypothesis on the

non-negativity of the decoupling operator index.

Theorem 9.2.3. Let a = a∗ ∼
∑

j≥0 a2−j ∈ S2
sreg be a 2nd-order SMGES

with principal symbol a2 = p2IN , such that the corresponding unbounded op-

erator A > 0 (this is no restriction, in view of the Sharp-Gårding inequality).

Suppose that the coe�cients of the characteristic polynomial det(λ− a1(X))

of the semiprincipal term a1 are functions of p2 and that there exist smooth

functions R× Ṙ2n
X ∋ (t,X) 7→ ft(X) ∈ MN such that

{p2, ft} = 0, e0 ◦ exp(tHp2) = fte0, a0 = f ∗
t (a0 ◦ exp(tHp2)) ft. (9.2.7)
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Then, with b0 = diag(b0,h; 1 ≤ h ≤ r) denoting the subprincipal symbol

of the blockwise diagonalization of aw, the eigenspaces of P2 are invariant

for B0,h, for all h = 1, . . . , r. Moreover, for each h = 1, . . . , r, there is

an orthonormal basis {ϕh,k,j}k∈Z+,1≤j≤Nh
⊂ S (Rn;CNh) of L2(Rn;CNh) such

that Ker
(
P2 ⊗ INh

− (k + n
2
)
)
= Span{ϕh,k,j; 1 ≤ j ≤ Nh}, and

B0,hϕh,k,j = µh,k,jϕh,k,j, with |µh,k,j| ≤ ∥B0∥L2→L2 , ∀k, ∀j = 1, . . . , Nh,

a smooth function p1/2 : R+ −→ Rr, positively homogeneous of degree 1/2,

such that λ1,h = p1/2,h(p2), 1 ≤ h ≤ r, and M, c > 0 such that

Spec(A) ⊂
r+1⋃
h=1

⋃
k≥0

Nh⋃
j=1

Sh,k,j(A), (9.2.8)

where, for each h = 1, . . . , r,

Sh,k,j(A) :=
(
k +

n

2
+ p1/2,h(k + n/2) + µh,k,j

)
+
[
− M√

k + n/2
,

M√
k + n/2

]
,

(9.2.9)

where Nr+1 = N , p1/2,r+1 = 0 and µr+1,k,j = c for all j.

Proof. The proof follows from an argument based on the construction of

a system Ã associated with A having a decoupling operator ẽ0 with non-

negative index. Namely, Ã is a block-diagonal system with two N × N

blocks, the �rst being A and the second being P2IN + P0,

p0 :=− e∗0(e−2e
∗
0p2 + p2e0e

∗
−2 −

i

2
(e0 {aµ, e∗0}+ {e0, aµe∗0})

+ e−1p2e
∗
−1)e0 + cIN ,

with c > 0 a real constant such that P0 > 0, and

Ã :=

[
A 0N

0N P2IN + P0

]
.
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Hence,

Ẽ∗ÃẼ =

[
B +R

′
0N

0N (P2 + c)IN +R

]
,

where ẽ :=

[
e 0N

0N e∗

]
, R

′
is smoothing and r ∈ Ssreg(m

−1, g;MN) since, by

Proposition 4.0.1 (or by a straightforward computation, using the composi-

tion formula for ψdos), the subprincipal symbol of E(P2IN +P0)E
∗ is cIN by

de�nition of p0. Actually, Ã veri�es the hypothesis of Lemma 9.2.1. In fact,

Ã > 0, ind (Ẽ) = ind (E) + ind (E∗) = 0 and, by Corollary 4.2.1,

b0,h = πh(e
∗
0aµ−2e0 − ie∗0{aµ, e0})π∗

h.

Therefore b0 ◦ exp(tHp2) = b0 for all t since

e0 ◦ exp(tHp2) = fte0, a0 = f ∗
t (a0 ◦ exp(tHp2)) ft, ∀t,

by hypothesis. Hence, by Lemma 9.2.1, we have (9.2.1) for Ã, that is

Spec(Ã) ⊂
r+1⋃
h=1

⋃
k≥0

Nh⋃
j=1

Sh,k,j(A),

where, for each h = 1, . . . , r + 1,

Sh,k,j(A) :=
(
k +

n

2
+ p1/2,h(k + n/2) + µh,k,j

)
+
[
− M√

k + n/2
,

M√
k + n/2

]

with Nr+1 = N , p1/2,r+1 = 0 and µr+1,k,j = c for all j. Moreover, Spec
(
Ã
)
=

Spec (A) ⊔ Spec (P2IN + P0) since Ã is blockwise diagonal. (The disjoint

union symbol ⊔ means that we are counting the eigenvalues with their mul-

tiplicities and summing them up.) Hence,

Spec(A) ⊂
r+1⋃
h=1

⋃
k≥0

Nh⋃
j=1

Sh,k,j(A),

which completes the proof.
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Now we want to extend Theorem 9.2.3 to the case in which αk ̸= αk′ for

some k ̸= k
′
. Hence, we de�ne p2,k(X) :=

x2k+ξ
2
k

2
and p2,α(X) :=

n∑
k=1

αk
x2k+ξ

2
k

2

with X ∈ R2n and α ∈ Rn with αk ̸= 0 for all k and state a generalization

of Lemma 9.2.1 to the case in which the coe�cients of the characteristic

polynomial of the semiprincipal symbol are functions of p2,α.

Lemma 9.2.4. Let a = a∗ ∼
∑

j≥0 a2−j ∈ S2
sreg be a 2nd-order SMGES with

principal symbol a2 = p2IN , such that the corresponding unbounded opera-

tor A > 0 (this is no restriction, in view of the Sharp-Gårding inequality).

Suppose that the coe�cients of the characteristic polynomial det(λ− a1(X))

of the semiprincipal term a1 are functions of p2,α and that there is a uni-

tary diagonalizer e0 for the semiprincipal symbol such that, denoting by b0 :=

diag(b0,h; 1 ≤ h ≤ r) the subprincipal symbol of the resulting blockwise diag-

onalization of A, we have that

b0 ◦ exp(tHp2) = b0, b0 ◦ exp(tHp2,α) = b0, ∀t ∈ R.

In addition, suppose that indE0 ≥ 0 and that there are m1, . . . ,mn ∈ Z+\{0}
coprime such that

m1

α1

= . . . =
mn

αn
=: L. (9.2.10)

Then, the eigenspaces of P2 are invariant for P2,α and the eigenspaces of (P2+

P2,α) ⊗ INh
are invariant for B0,h, for all h = 1, . . . , r. Moreover, for each

h = 1, . . . , r, there is an orthonormal basis {ϕh,γ,j}γ∈Zn
+,1≤j≤Nh

⊂ S (Rn;CNh)

of L2(Rn;CNh) such that Ker
(
P2⊗INh

− (k+ n
2
)
)
= Span{ϕh,γ,j; |γ| = k, 1 ≤

j ≤ Nh}, and

B0,hϕh,γ,j = µh,γ,jϕh,γ,j, with |µh,γ,j| ≤ ∥B0,h∥L2→L2 , ∀γ, ∀j = 1, . . . , Nh,

and a smooth function p1/2 : R+ −→ Rr, positively homogeneous of degree
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1/2, such that λ1,h = p1/2,h(p2,α), 1 ≤ h ≤ r, and M > 0 such that

Spec(A) ⊂
r⋃

h=1

⋃
k≥0

⋃
γ∈Zn

+
|γ|=k

Nh⋃
j=1

Sh,k,γ,j(A), (9.2.11)

where, for each h = 1, . . . , r,

Sh,k,γ,j(A) :=
(
k+

n

2
+p1/2,h(α(γ+1/2))+µh,γ,j

)
+
[
− M√

k + n/2
,

M√
k + n/2

]
,

(9.2.12)

where α(γ + 1/2) :=
n∑
j=1

αj(γj + 1/2).

Proof. The proof takes inspiration from the approach by Weinstein [60] and

adapted to semiregular ψdos. The main idea is to investigate the spectrum

of A by studying the spectrum of the part of its blockwise diagonalization B

which has positive order as a ψdo (the di�erence being a compact operator).

Of course, it will su�ce to work for a single block of B, which is parametrized

by h = 1, . . . , r. Hence, we may suppose that r = 1 and that b2, b1 are scalar

operators.

Let P be the self-adjoint L2 realization of pw := pw2 + p1/2(p
w
2,α) + bw0 with

D(P ) = D(P2) = B2(Rn;CN). Recall that for the semiprincipal term b1 of

B we have that b1(X) = (p1/2 ◦ p2,α)(X) for X ̸= 0 with p1/2 smooth and

positively homogeneous of degree 1/2, by virtue of the hypothesis that the

characteristic polynomial of a1 have coe�cients which are (smooth) functions

of p2,α.

The �rst step in the proof is to show that bw − pw =: kw1 has order −1.

Since bw = pw2 + (p1/2 ◦ p2,α)w + bw0 modulo a term of order −1 and since,

by Theorem 1.11.2 in [20], (p1/2 ◦ p2,α)w − p1/2(p
w
2,α) has order −1, we obtain

indeed that k1 ∈ Ssreg(m
−1, g;MN).

For a later purpose, it is now convenient to prove that that e±i2πLP2,α = id

where 2πL is the period of the bicharacteristics of p2,α. In fact, for ϕ ∈ S ,

e±i2πLP2,αϕ =
n⊗
k=1

e±i2πLαkP2,kϕ =
n⊗
k=1

e±i2πmkP2,k︸ ︷︷ ︸
=id

ϕ = ϕ,
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since the P2,k commute over S (Rn;CN). The fact that 2πL is an integer

multiple of the period of the bicharacteristics of p2,α follows form the fact

that, as

Hp2,α =
n∑
j=1

αj

(
ξj∂xj − xj∂ξj

)
,

the bicharacteristic �ow is for all t ∈ R and X ∈ Rn
x × Rn

ξ given by

exp(tHp2,α)(X) =

(
n∑
j=1

(cos(αjt)xj + sin(αjt)ξj),
n∑
j=1

(− sin(αjt)xj + cos(αjt)ξj)

)
.

We now want to show that 2πL is indeed the period of the bicharacteristics

of P2,α. Suppose, by contradiction, that there is 0 < L′ < L such that

2πL = 2πL′m′ with 0 < m′ ∈ Z+ and exp(±2πL′Hp2,α) = id. Then, we must

have exp(±2πL′αkHp2,k) = id for all k = 1, . . . , n. Therefore, 2πL′αk ∈ 2πZ,
which implies that m′ divides mk for all k, which is impossible. Hence, 2πL

is the period of the bicharacteristics of p2,α.

We next show that the commutator [pw2,α, b
w
0 ] = 0.

Since [pw2,α, b
w
0 ]
∣∣
S
= [P2,α, B0]

∣∣
S

and since [pw2,α, b
w
0 ] is a ψdo of order 0,

it follows that we may extend [P2,α, B0]
∣∣
S

as a bounded linear operator

[P2,α, B0] : L
2 −→ L2.Hence, if we show that [pw2,α, b

w
0 ] = 0 then also [P2,α, B0] =

0. Now, b0 ◦ exp(tHp2,α) = b0 for all t by hypoyhesis. Hence b0 = Rα(b0) (Rα
being the X-ray transform with respect to the bicharacteristics of p2,α) and

(on S )

[pw2,α, b
w
0 ] = [pw2,α,Rα(b0)

w] =
−i
2πL

� 2πL

0

∂t(e
itP2,αbw0 e

−itP2,α) dt

=
−i
2πL

[eitP2,αbw0 e
−itP2,α ]2πL0 = 0.

In addition, b0 ◦ exp(tHp2) = b0 for all t by hypothesis. Hence, we have
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also that (on S )

[pw2 , b
w
0 ] = [pw2 ,R(b0)

w] =
−i
2πL

� 2πL

0

∂t(e
itP2bw0 e

−itP2) dt

=
−i
2πL

[eitP2bw0 e
−itP2 ]2π0 = 0.

Recall that the eigenspaces, made of Hermite functions, of P2 are invariant

under P2,α and viceversa. Therefore, the eigenspaces of P2+P2,α are invariant

under B0. We may hence choose an orthonormal system {ϕγ,j; γ ∈ Zn+, 1 ≤
j ≤ N} ⊂ S (Rn;CN) of L2(Rn;CN), made of eigenfunctions of both P and

P2, that also diagonalizes B0

∣∣
Wk

on each space Wk := SpanC{ϕγ,j; |γ| =

k, 1 ≤ j ≤ N}, k ∈ Z+. It follows that the eigenvalue of P associated with

the eigenfunctions ϕγ,j, for |γ| = k and 1 ≤ j ≤ N , are

k +
n

2
+ p1/2(α(γ + 1/2)) + µγ,j, 1 ≤ j ≤ N,

where µγ,j ∈ R is such that B0ϕγ,j = µγ,jϕγ,j.

Hence,

Spec(P ) =
⋃
k≥0

⋃
γ∈Zn

+
|γ|=k

N⋃
j=1

Ck,γ,j,

where

Ck,γ,j := k +
n

2
+ p1/2(α(γ + 1/2)) + µγ,j.

We next wish to show that there is M > 0 such that

Spec(A) ⊂
⋃
k≥0

⋃
γ∈Zn

+
|γ|=k

N⋃
j=1

(
Ck,γ,j +

[
− M√

k + n/2
,

M√
k + n/2

])
. (9.2.13)

For that, we have to consider the chosen ψdo diagonalizer ew (and hence

its L2 bounded extension E) for aw (see Theorem 3.1.3 in [37]). Then,

indE = indE0 ≥ 0 by hypothesis since the index of an operator is invariant

under compact perturbations. Thus, by the quasi-isometrization Theorem

9.1.2, we may assume that E∗ : L2 → L2 is an isometry (i.e., recall, EE∗ = I).
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Letting

r̃w := (ew)∗ awew − pw = ((ew)∗ awew − bw) + (bw − pw) ,

which is a ψdo of order −1, and noting that (pw2 )
1/4 has order 1/2 with

principal symbol p1/42 , we have that (pw2 )
1/4r̃w(pw2 )

1/4 can be extended to a

bounded operator in L2(Rn;CN). Hence, there is M > 0 such that for all

ψ ∈ S (Rn;CN)

−M ||ψ||2L2 ≤
(
(pw2 )

1/4r̃w(pw2 )
1/4ψ, ψ

)
L2 ≤M ||ψ||2L2 , (9.2.14)

that we rewrite in terms of the L2 realizations of the ψdos involved:

−M ||ψ||2L2 ≤
(
P

1/4
2 R̃P

1/4
2 ψ, ψ

)
L2

≤M ||ψ||2L2 , (9.2.15)

Now, recalling that P 1/4
2 : D(P

1/4
2 ) ⊂ L2 −→ L2 is the self-adjoint un-

bounded L2 realization of (pw2 )
1/4, which is elliptic, we have that D(P

1/4
2 ) =

B1/2(Rn;CN) (which is dense in L2) and P 1/4
2 is invertible with bounded in-

verse P−1/4
2 : L2 → B1/2 ⊂ L2. Therefore, by substituting P−1/4

2 E∗ϕ for ψ in

(9.2.15), we get that for all ϕ ∈ S

−M
(
P

−1/2
2 ϕ, ϕ

)
L2

≤
(
R̃ϕ, ϕ

)
L2

≤M
(
P

−1/2
2 ϕ, ϕ

)
L2
.

Hence, for all ϕ ∈ B2,((
P −MP

−1/2
2

)
ϕ, ϕ

)
L2

≤
(
P + R̃︸ ︷︷ ︸
=E∗AE

ϕ, ϕ
)
L2

≤
((
P +MP

−1/2
2

)
ϕ, ϕ

)
L2
,

which leads to (9.2.13) by minimax principle. In fact,

Spec (A) ⊂ Spec (E∗AE) ,

since

Aϕλ = λϕλ, ϕλ ̸= 0
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implies

(E∗AE)E∗ϕλ = λE∗ϕλ, E
∗ϕλ ̸= 0.

Moreover,

Spec (E∗AE) \ {0} ⊂ Spec (A) ,

since

E∗AEψη = ηψη, ψη ̸= 0 (9.2.16)

implies

AEψη = ηEψη.

On the one hand, if ψη /∈ ker E then η ∈ Spec (A). On the other hand, if

ψη ∈ ker E then η = 0 by (9.2.16), and 0 /∈ Spec (A) since A > 0. Therefore

Spec (E∗AE) \ {0} = Spec (A) ,

which concludes the proof of the lemma.

Now we want to generalize Lemma 9.2.4 by removing the hypothesis on

the non-negativity of the decoupling operator index.

Theorem 9.2.5. Let a = a∗ ∼
∑

j≥0 a2−j ∈ S2
sreg be a 2nd-order SMGES

with principal symbol a2 = p2IN , such that the corresponding unbounded op-

erator A > 0 (this is no restriction, in view of the Sharp-Gårding inequality).

Suppose that the coe�cients of the characteristic polynomial det(λ− a1(X))

of the semiprincipal term a1 are functions of p2,α and that there is a uni-

tary diagonalizer e0 for the semiprincipal symbol such that, denoting by b0 :=

diag(b0,h; 1 ≤ h ≤ r) the subprincipal symbol of the resulting blockwise diag-

onalization of A, we have that

b0 ◦ exp(tHp2) = b0, b0 ◦ exp(tHp2,α) = b0, ∀t ∈ R. (9.2.17)

In addition, suppose there are m1, . . . ,mn ∈ Z+ \ {0} coprime such that

m1

α1

= . . . =
mn

αn
=: L. (9.2.18)



196 9. Spectral quasi-clustering estimates

Then, the eigenspaces of P2 are invariant for P2,α and the eigenspaces of (P2+

P2,α) ⊗ INh
are invariant for B0,h, for all h = 1, . . . , r. Moreover, for each

h = 1, . . . , r, there is an orthonormal basis {ϕh,γ,j}γ∈Zn
+,1≤j≤Nh

⊂ S (Rn;CNh)

of L2(Rn;CNh) such that Ker
(
P2⊗INh

− (k+ n
2
)
)
= Span{ϕh,γ,j; |γ| = k, 1 ≤

j ≤ Nh}, and

B0,hϕh,γ,j = µh,γ,jϕh,γ,j, with |µh,γ,j| ≤ ∥B0∥L2→L2 , ∀γ, ∀j = 1, . . . , Nh,

a smooth function p1/2 : R+ −→ Rr, positively homogeneous of degree 1/2,

such that λ1,h = p1/2,h(p2,α), 1 ≤ h ≤ r, and M, c > 0 such that

Spec(A) ⊂
r+1⋃
h=1

⋃
k≥0

⋃
γ∈Zn

+
|γ|=k

Nh⋃
j=1

Sh,k,γ,j(A), (9.2.19)

where, for each h = 1, . . . , r,

Sh,k,γ,j(A) :=
(
k+

n

2
+p1/2,h(α(γ+1/2))+µh,γ,j

)
+
[
− M√

k + n/2
,

M√
k + n/2

]
,

(9.2.20)

where α(γ+1/2) :=
n∑
j=1

αj(γj+1/2), Nr+1 = N , p1/2,r+1 = 0 and µr+1,γ,j = c

for all γ and j.

Proof. The proof follows from an argument based on the construction of

a system Ã associated with A having a decoupling operator ẽ0 with non-

negative index. Namely, Ã is a block-diagonal system with two N × N

blocks, the �rst being A and the second being P2IN + P0 where p2 is the

harmonic oscillator,

p0 :=− e∗0(e−2e
∗
0p2 + p2e0e

∗
−2 −

i

2
(e0 {aµ, e∗0}+ {e0, aµe∗0})

+ e−1p2e
∗
−1)e0 + cIN ,
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with c > 0 a real constant such that P0 > 0, and

Ã :=

[
A 0N

0N P2IN + P0

]
.

Hence,

Ẽ∗ÃẼ =

[
B 0N

0N (P2 + c)IN +R

]
,

where ẽ :=

[
e 0N

0N e∗

]
and r ∈ Ssreg(m

−1, g;MN) since, by Proposition 4.0.1

(or by a straightforward computation, using the composition formula for

ψdos), the subprincipal symbol of E(P2IN + P0)E
∗ is cIN by de�nition of

p0. Actually, Ã veri�es the hypothesis of Lemma 9.2.4. In fact, Ã > 0,

ind (Ẽ) = ind (E) + ind (E∗) = 0 by hypothesis. Hence, by Lemma 9.2.4, we

have (9.2.11) for Ã, that is

Spec(Ã) ⊂
r+1⋃
h=1

⋃
k≥0

⋃
γ∈Zn

+
|γ|=k

Nh⋃
j=1

Sh,k,γ,j(A),

where, for each h = 1, . . . , r + 1,

Sh,k,γ,j(A) :=
(
k+

n

2
+p1/2,h(α(γ+1/2))+µh,γ,j

)
+
[
− M√

k + n/2
,

M√
k + n/2

]
with Nr+1 = N , p1/2,r+1 = 0 and µr+1,γ,j = c for all γ and j. Moreover,

Spec(Ã) = Spec (A)∪Spec (P2IN + P0) since Ã is blockwise diagonal. Hence,

Spec(A) ⊂
r+1⋃
h=1

⋃
k≥0

⋃
γ∈Zn

+
|γ|=k

Nh⋃
j=1

Sh,k,γ,j(A),

which completes the proof.
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9.3 Remarks on Theorem 9.2.3 and Theorem

9.2.5

We notice that condition (9.2.7) in Theorem 9.2.3 is used as a su�cient con-

dition for the subprincipal symbol to be constant on the bicharacteristics of

p2. Moreover, it is satis�ed by the JC-model and many of its generaliza-

tions in Chapter 2.1 with αk = α for all k. Namely, we have that for the

JC-model in Subsection 2.1.1 (where we take, for simplicity's sake, α = 1) a

diagonalizer for the semiprincipal symbol is

R2 \ {0} ∋ (x, ξ) 7→ e0(x, ξ) :=

 1√
2

1√
2

x+iξ√
2(x2+ξ2)

−(x+iξ)√
2(x2+ξ2)

 ,

and, hence, for (x, ξ) ∈ R2 \ {0}

e0(exp(tHp2)(x, ξ)) =

 1√
2

1√
2

e−it(x+iξ)√
2(x2+ξ2)

−e−it(x+iξ)√
2(x2+ξ2)

 = (fte0)(x, ξ),

where ft :=

(
1 0

0 e−it

)
. Moreover, f ∗

t (γσ3)ft = γσ3 (where γ > 0) and

{p2, ft} = 0. Hence, condition (9.2.7) is veri�ed the Jayne-Cummings model.

Furthermore, also generalizations of the JC-model satisfy the condition

(9.2.7). In fact, if we consider, for example, the JC-model for a 3-level atom

and 2 cavity-modes in the Ξ-con�guration in Subsection 2.1.3 with α1 = α2,

we have that a diagonalizer for the semiprincipal symbol is

R4 \ {0} ∋ (x, ξ) 7→ e0(x, ξ) :=


ψ2

|ψ|
ψ1√
2|ψ|

ψ1√
2|ψ|

0 −1√
2

1√
2

−ψ1

|ψ|
ψ2√
2|ψ|

ψ2√
2|ψ|

 ,

where ψj(X) :=
xj+iξj√

2
, j = 1, 2 with X = (x, ξ) ∈ Rn × Rn = R2n and,
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hence, for (x, ξ) ∈ R4 \ {0}

e0(exp(tHp2)(x, ξ)) =


eitψ2

|ψ|
eitψ1√
2|ψ|

eitψ1√
2|ψ|

0 −1√
2

1√
2

− e−itψ1

|ψ|
e−itψ2√

2|ψ|
e−itψ2√

2|ψ|

 = (fte0)(x, ξ),

where ft :=

e
it 0 0

0 1 0

0 0 e−it

. Moreover,

f ∗
t

(
N−1∑
k=1

γkEk+1,k+1

)
ft =

N−1∑
k=1

γkEk+1,k+1

(where γ1, . . . γN ∈ R with γ1 < γ2 < . . . < γN) and {p2, ft} = 0.

In the statement of Theorem 9.2.5 we can replace the condition (9.2.7) by

requiring that there exist smooth functions R×Ṙ2n
X ∋ (t,X) 7→ ft(X), gt(X) ∈

MN such that

{p2, ft} = 0, e0◦exp(tHp2,α) = fte0, a0 = f ∗
t

(
a0◦exp(tHp2,α)

)
ft, (9.3.1)

{p2, gt} = 0, e0 ◦ exp(tHp2) = gte0, a0 = g∗t

(
a0 ◦ exp(tHp2)

)
gt. (9.3.2)

(The two conditions (9.3.1) and (9.3.2) are equivalent to (9.2.7) in the case

αk = αk′ for all k, k
′
by taking gt = ft.) Actually, even if (9.3.1) and

(9.3.2) are explicit conditions on e0, they are su�cient and non-necessary

condition for having (9.2.17) satis�ed. On the one hand, they are su�-

cient since b0 = e∗0aµ−2e0 − i{e∗0, aµ}e0 by Corollary 4.2.1 and, therefore,

b0 ◦ exp(tHp2,α) = b0 by (9.3.1) and (9.3.2). On the other hand, they are

non-necessary because of the following example. We consider the JC-model

for a 3-level atom and 2 cavity-modes in the Ξ-con�guration in Subsection

2.1.3 (with 1 as coe�cient of the principal term pw2 (x,D)IN) with α1 ̸= α2

and ψj(X) := αj
xj+iξj√

2
, j = 1, 2 with X = (x, ξ) ∈ Rn × Rn = R2n. Then,

again, a diagonalizer for the semiprincipal symbol is
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R4 \ {0} ∋ (x, ξ) 7→ e0(x, ξ) :=


ψ2

|ψ|
ψ1√
2|ψ|

ψ1√
2|ψ|

0 −1√
2

1√
2

−ψ1

|ψ|
ψ2√
2|ψ|

ψ2√
2|ψ|

 ,

and, hence, for (x, ξ) ∈ R4 \ {0} with α := (α1, α2)

e0(exp(tHp2,α)(x, ξ)) =


eiα2tψ2

|ψ|
eiα1tψ1√

2|ψ|
eiα1tψ1√

2|ψ|

0 −1√
2

1√
2

− e−iα1tψ1

|ψ|
e−iα2tψ2√

2|ψ|
e−iα2tψ2√

2|ψ|

 = (fte0)(x, ξ),

where

ft :=


eiα2t|ψ2|2+eitα1 |ψ1|2

|ψ|2 0 (eitα1 − eiα2t)ψ2ψ1

|ψ|2

0 1 0

(e−itα1 − e−iα2t)ψ2ψ1

|ψ|2 0 e−iα2t|ψ2|2+e−itα1 |ψ1|2
|ψ|2

 .

Therefore, f ∗
t

(
N−1∑
k=1

γkEk+1,k+1

)
ft ̸=

N−1∑
k=1

γkEk+1,k+1 (where γ1, . . . γN ∈ R

with γ1 < γ2 < . . . < γN). However, recalling Corollary 4.2.1

b0(X) =diag(πje
∗
0aµ−2e0π

∗
j − iπje

∗
0{pµ, e0}π∗

j ; 1 ≤ j ≤ 3)(X)

=


(γ1+1)|ψ2|2+(γ3+1)|ψ1|2

|ψ|2 0 0

0 (γ1+1)|ψ1|2+γ2|ψ|2+(γ3−1)|ψ2|2
2|ψ|2 0

0 0 (γ1+1)|ψ1|2+γ2|ψ|2+(γ3−1)|ψ2|2
2|ψ|2

 ,

which means that b0 ◦ exp(tHp2,α) = b0 ◦ exp(tHp2) = b0. Hence, we have just

shown that there is a e0 such that (9.3.1) is not satis�ed, but (9.2.17) is.



Chapter 10

The Rabi model

In this chapter we determine a re�ned Weyl law result for the Rabi model.

The Rabi model is the model which describes the interaction of a 2-level

atom and one cavity-mode electromagnetic �eld even when the �eld is not

near resonance with the atomic transition and the coupling strength is not

weak. In fact, it can be seen as the model leading to the Jaynes-Cummings

model by rotating waves approximation, which is valid if the �eld is near

resonance with the atomic transition and the coupling strength is weak. For

a physical description of the model see the seminal papers [53] and [54] by

Rabi and also [6] by Braak.

The Hamiltonian operator describing this model is the Weyl-quantization

of the symbol

R2 ∋ (x, ξ) 7−→ aRabi(x, ξ) :=
x2 + ξ2

2
I2+C

[
0 x

x 0

]
+

[
γ1 0

0 γ2

]
, (10.0.1)

where C and γ1 < γ2 are real numbers. We are going to give a spectral

asymptotics result for the counting function of the Rabi Hamiltonian.

The main problem that we face in the study of the asymptotics of the

counting function for (10.0.1) is the non-ellipticity of the semiprincipal term

and the non-separation of the eigenvalues of the semiprincipal symbol. In

fact, for a general model with non-elliptic semiprincipal symbol, one would

not be able to decouple the system as done in Chapter 3, since there would be

201
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no symbol e0 ∈ C∞(R2n \ {0};M2) diagonalizing the semiprincipal symbol or

there would crossing of the eigenvalues of the semiprincipal symbol. Hence,

it would not be an SMGES. Actually, regarding the non-smooth diagonaliz-

ability of the semiprincipal, this is not the case of aRabi since

e0 :=
1√
2

[
1 −1

1 1

]

diagonalizes

[
0 x

x 0

]
= x

[
0 1

1 0

]
, leading to the matrix x

[
1 0

0 −1

]
,

which is smooth as a function of X ∈ R2n, but it does not satis�es the

separation of the eigenvalues property. Hence, Theorem 3.1.3 does not give

a decoupling of the Hamiltonian operator describing the Rabi model. There-

fore, Theorem 7.1.8 does not lead to a Weyl Law result.

In this section, as in Section 9.2, we use the following notation: letting

a be a semiregular symbol in Ssreg(m
µ, g;MN), we denote by A (that is, by

using the corresponding capital letter) the unbounded, densely de�ned and

closed operator D(A) ⊂ L2 → L2 which is the realization of the ψdo aw. If

a is elliptic and µ ≥ 0, D(A) = Bµ.

10.1 The Rabi model generalizations by NCHOs

In this section we introduce classes of NCHOs which generalize the Rabi

model. For these classes is stated and proved a non-re�ned Weyl law result

in Section 10.2.

To formalize these generalized models mathematically we use the same

notations adopted in Section 2.1.
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10.1.1 The Rabi model for an N-level atom and n =

N − 1 cavity-modes in the Ξ-con�guration

In this case, for α > 0, α, . . . αN−1 ∈ R\{0}, γ1, . . . γN−1 ∈ R with γ1 ≤ γ2 ≤
. . . ≤ γN−1, we consider the N ×N system in Rn, n = N − 1, given by

aw(x,D) = pw2 (x,D)IN +
N−1∑
k=1

αkxk

(
Ek,k+1 + Ek+1,k

)
+

N−1∑
k=1

γkEk+1,k+1.

In this case, the levels of the atom are given by 0 and the γk.

10.1.2 The Rabi model for an N-level atom and n =

N − 1 cavity-modes in the
∧
-con�guration

In this case, for α > 0, α1, . . . αN−1 ∈ R \ {0}, γ1, . . . γN−1 ∈ R with γ1 ≤
γ2 ≤ . . . ≤ γN−1, we consider the N ×N system in Rn, n = N − 1, given by

aw(x,D) = pw2 (x,D)IN +
N−1∑
k=1

αkxk

(
Ek,N + EN,k

)
+

N−1∑
k=1

γkEk+1,k+1.

In this case, the levels of the atom are given by 0 and the γk.

10.1.3 The Rabi model for an N-level atom and n = N−
1 cavity-modes in the so-called

∨
-con�guration

In this case, for α > 0, α1, . . . αN−1 ∈ R \ {0}, γ1, . . . γN−1 ∈ R with γ1 ≤
γ2 ≤ . . . ≤ γN−1, we consider the N ×N system in Rn, n = N − 1, given by

aw(x,D) = pw2 (x,D)IN +
N−1∑
k=1

αkxk

(
E1,k+1 + Ek+1,1

)
+

N−1∑
k=1

γkEk+1,k+1.

In this case, the levels of the atom are given by 0 and the γk.
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10.2 Non-re�ned Weyl law for the generalized

Rabi models

For the classes introduced in Section 10.1 we can state the following non-

re�ned Weyl law.

Theorem 10.2.1. Let a = a∗ = ã2 + ã1 with

ã2 ∼
∑
j≥0

a2−2j ∈ Scl(m
2, g;MN),

ã1 ∼
∑
j≥0

a1−2j ∈ Scl(m, g;MN),

de�ned on the phase space Rn
x ×Rn

ξ (n := N − 1) where ak = a∗k is positively

homogeneous of degree k and A > 0. Moreover, suppose that a2 = p2I2 with

p2 the scalar harmonic oscillator and that there is a smooth on R2n \{0} and

positively homogeneous of order 1 matrix-valued function b on R2n \{0} such

that aϵ := a + εb is an SMGES for all ε ∈ (0, 1). Then, if R ∋ λ 7−→ N(λ)

denotes the spectral counting function associated with aw,

N(λ) = (2π)−n
(
Nλn

�
p2≤1

dX − λn−1/2

�
p2=1

Tr(a1)
ds

|∇p2|

)
+ o(λn−1/2),

as λ→ +∞.

Proof. To prove the theorem we use a perturbation argument. Namely, we

obtain an operator inequality between Aε and A which, by minimax principle,

leads to a spectral inequality between Aε and A. Next, we use Theorem 7.1.7

to have a Weyl law for Aε. Finally, we can obtain a Weyl law for A by the

spectral inequality just proven. Actually, the Weyl law for the second order

operator A is not re�ned since the perturbation has order 1 and, hence, only

the �rst term after the leading term of the asymptotics can be determined

precisely.

Since A > 0, we can de�ne A±1/4 as the unbounded realization of the ψdo
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(aw)±1/4 and for all ϕ ∈ S

|(A−1/4(Aε − A)A−1/4ϕ, ϕ)L2 | =ε|(A−1/4BA−1/4ϕ, ϕ)L2|

≤ε
∥∥A−1/4BA−1/4

∥∥
L2→L2 ∥ϕ∥L2 = εC ∥ϕ∥L2 ,

(10.2.1)

where C :=
∥∥A−1/4BA−1/4

∥∥
L2→L2 . Now, by density of S in L2 and L2 → L2

boundedness of A−1/4(Aε − A)A−1/4, (10.2.1) holds for all ϕ ∈ L2. Since

A1/4 : D(A1/4) ⊂ L2 → L2 is an elliptic ψdo, D(A1/4) = B1/2. Hence, since

A1/4 is surjective, we can substitute ϕ ∈ L2 with A1/4ψ (ψ ∈ B1/2) in (10.2.1)

and we obtain for all ψ ∈ B2 ⊂ B1/2

(Aψ,ψ)L2 − εC(
√
Aψ,ψ)L2 ≤ (Aεψ, ψ)L2 ≤ (Aψ,ψ)L2 + εC(

√
Aψ,ψ)L2 .

(10.2.2)

Let 0 < λ1 ≤ λ2 ≤ . . . (respectively, λ1,ε ≤ λ2,ε ≤ . . .) be the eigenvalues of A

(respectively Aε), repeated according to multiplicities. By minimax principle

and (10.2.2)

λj − εC
√
λj ≤ λj,ε ≤ λj + εC

√
λj, ∀j ≥ 1,

which leads to an estimate for the counting function NA of A and NAε of Aε.

In fact, for ε small enough

NAε(λ) :=#{j; λj,ε ≤ λ}

≥#{j; λj + εC
√
λj ≤ λ}

=#{j; ν−1
ε,+(λj) ≤ λ} = NA(νε,+(λ)),

and

NAε(λ) :=#{j; λj,ε ≤ λ}

≤#{j; λj − εC
√
λj ≤ λ}

=#{j; ν−1
ε,−(λj) ≤ λ} = NA(νε,−(λ)),
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where νε,± : λ 7→ ε2

2
C2 + λ ∓ εC

√
ε2

4
C2 + λ is a (c0,+∞) → (νε,±(c0),+∞)

smooth function with c0 > 0 a lower bound of SpecA which is increasing and

invertible for ε < ε0 :=
2
√
c0
C

and, namely, ν−1
ε,± : λ 7→ λ ± εC

√
λ. Therefore,

for ε < ε0

NAε(ν
−1
ε,−(λ)) ≤ NA(λ) ≤ NAε(ν

−1
ε,+(λ)),

which is equivalent to

1

λn−1/2

(
NAε(ν

−1
ε,−(λ))− (2π)−nλnN

�
p2≤1

dX

)
≤ 1

λn−1/2

(
NA(λ)− (2π)−nλnN

�
p2≤1

dX

)
≤ 1

λn−1/2

(
NAε(ν

−1
ε,+(λ))− (2π)−nλnN

�
p2≤1

dX

)
. (10.2.3)

Now, we study the behavior of NAε ◦ ν−1
ε,+ when λ→ +∞. By Theorem 7.1.7

and since the semiprincipal symbol of Aε is a1 + εb,

NAε(ν
−1
ε,+(λ)) =(2π)−n

(
N(ν−1

ε,+(λ))
n

�
p2≤1

dX

− (ν−1
ε,+(λ))

n−1/2

�
p2=1

Tr(a1 + εb)
ds

|∇p2|

)
+O(λn−1)

=(2π)−n
(
λnN

(�
p2≤1

dX

)
− λn−1/2

(�
p2=1

Tr(a1 + εb)
ds

|∇p2|
− εnCN

�
p2≤1

dX

))
+O(λn−1),

as λ → +∞, where the second equality follows from Newton's generalized

binomial theorem. In a similar way, for NAε ◦ ν−1
ε,−,

NAε(ν
−1
ε,−(λ)) =(2π)−n

(
λnN

(�
p2≤1

dX

)
− λn−1/2

(�
p2=1

Tr(a1 + εb)
ds

|∇p2|
+ εnCN

�
p2≤1

dX

))
+O(λn−1),

as λ→ +∞.
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Hence, since we are looking for the behavior of NA as λ→ +∞, by (10.2.3)

− (2π)−n
(�

p2=1

Tr(a1 + εb)
ds

|∇p2|
+ εnCN

�
p2≤1

dX

)
≤lim inf

λ→+∞

(
1

λn−1/2

(
NA(λ)− (2π)−nλnN

�
p2≤1

dX

))
≤lim sup

λ→+∞

(
1

λn−1/2

(
NA(λ)− (2π)−nλnN

�
p2≤1

dX

))
≤− (2π)−n

(�
p2=1

Tr(a1 + εb)
ds

|∇p2|
− εnCN

�
p2≤1

dX

)
,

for all ε < ε0 which implies, by computing the limit as ε→ 0+,

−(2π)−n
�
p2=1

Tr(a1)
ds

|∇p2|
≤ lim inf

λ→+∞

(
1

λn−1/2

(
NA(λ)− (2π)−nλnN

�
p2≤1

dX

))
≤ lim sup

λ→+∞

(
1

λn−1/2

(
NA(λ)− (2π)−nλnN

�
p2≤1

dX

))
≤ −(2π)−n

�
p2=1

Tr(a1)
ds

|∇p2|
,

and completes the proof.

Remark 10.2.2. Theorem 10.2.1 can be used to obtain a non-re�ned Weyl

law for the models of Section 10.1. Namely, in the notation of Theorem

10.2.1, for the models of Subsection 10.1.1 we have that

a = p2IN +
N−1∑
k=1

αkxk

(
Ek,k+1 + Ek+1,k

)
+

N−1∑
k=1

γkEk+1,k+1,

b =
N−1∑
k=1

αk

(
(iξk)

∗Ek,k+1 + iξkEk+1,k

)
.
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In fact,

a+ εb =p2IN +
N−1∑
k=1

αk

(
ψ∗
k,εEk,k+1 + ψk,εEk+1,k

)
+

N−1∑
k=1

γkEk+1,k+1,

where ψk,ε :=
xj+iεξj√

2
, 1 ≤ j ≤ n, is an SMGES for all ε ∈ (0, 1).

In a similar way, for the models of Subsection 10.1.2, Theorem 10.2.1 can

be used to obtain a non-re�ned Weyl law with

a = p2IN +
N−1∑
k=1

αkxk

(
Ek,N + EN,k

)
+

N−1∑
k=1

γkEk+1,k+1,

b =
N−1∑
k=1

αk

(
(iξk)

∗E∗
k,N + iξkEN,k

)
,

while for the models of Subsection 10.1.2, Theorem 10.2.1 can be used with

a = p2IN +
N−1∑
k=1

αkxk

(
E1,k+1 + Ek+1,1

)
+

N−1∑
k=1

γkEk+1,k+1,

b =
N−1∑
k=1

αk

(
(iξk)

∗E∗
k,k+1 + iξkEk+1,k

)
.
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