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Abstract

Distributed argumentation technology is a computational approach incorporating argumen-
tation reasoning mechanisms within multi-agent systems. For the formal foundations of
distributed argumentation technology, in this thesis we conduct a principle-based analysis
of structured argumentation as well as abstract multi-agent and abstract bipolar argumen-
tation. The results of the principle-based approach of these theories provide an overview
and guideline for further applications of the theories. Moreover, in this thesis we explore
distributed argumentation technology using distributed ledgers. We envision an Intelligent
Human-input-based Blockchain Oracle (IHiBO), an artificial intelligence tool for storing
argumentation reasoning. We propose a decentralized and secure architecture for conduct-
ing decision-making, addressing key concerns of trust, transparency, and immutability. We
model fund management with agent argumentation in IHiBO and analyze its compliance
with European fund management legal frameworks. We illustrate how bipolar argumenta-
tion balances pros and cons in legal reasoning in a legal divorce case, and how the strength
of arguments in natural language can be represented in structured arguments. Finally, we
discuss how distributed argumentation technology can be used to advance risk manage-
ment, regulatory compliance of distributed ledgers for financial securities, and dialogue
techniques.
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Chapter 1

Introduction

This thesis is involved in the Law, Science, and Technology Joint Doctoral Program (LAST-
JD) funded byMarie Skłodowska-Curie Actions. The advent of newAI technologies brings
forth technical, legal, and ethical challenges in a society that may not yet be fully equipped
to address them. Recognizing this, the project aims to emphasize that a comprehensive
understanding of these challenges extends beyond just engineering and technology. It ne-
cessitates a variety of different scientific and interdisciplinary approaches as well as tech-
nical, legal, and economic points of view. In this thesis, we propose distributed argu-
mentation technology, a computational approach incorporating argumentation reasoning
mechanisms within multi-agent systems. For the formal foundations of distributed argu-
mentation technology, in this thesis we conduct a principle-based analysis of structured
argumentation as well as abstract multi-agent and abstract bipolar argumentation. The re-
sults of the principle-based approach of these theories provide an overview and guideline
for further applications of the theories. Moreover, in this thesis, we explore distributed
argumentation technology using distributed ledgers. We envision an Intelligent Human-
input-based Blockchain Oracle (IHiBO), an artificial intelligence tool for storing argumen-
tation reasoning. IHiBO provides a decentralized and secure architecture for conducting
decision-making, addressing key concerns of legal, trust, transparency, and auditability as-
pects. Both the LAST-JD program and this thesis share a focus on encompassing the key
elements from various interdisciplinary fields.

1.1 Background
The background of this thesis is illustrated in Figure 1.1. Computer science is a dynamic
branch of science that focuses on the study of algorithms, computation, and information
processing. A key subfield, artificial intelligence (AI), aims to create intelligent systems
with human-like capabilities [283, 171]. Its progressive strides in recent years have pro-
pelled AI to the forefront of technological advancement, significantly influencing many
fields such as healthcare, transportation, finance, etc. [342]. The Association for the Ad-
vancement of Artificial Intelligence (AAAI) and the Computer Science Teachers Asso-
ciation (CSTA) 1 proposed five big ideas of AI, namely the AI for K-12 Initiative. It is
dedicated to AI education to K-12 students, who engage in the concepts and practices.

1https://ai4k12.org/
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Figure 1.1: Background of IHiBO

These five ideas are Perception, Representation and Reasoning, Learning, Natural Interac-
tion, and Societal Impact. In the early 21st century, the five ideas were primarily focused
on research and were not widely implemented in practical applications. However, over
time, advancements in computing power and AI have led to significant progress in various
domains. Perception, which involves tasks such as computer vision and speech recogni-
tion, has seen tremendous development and is now being applied in real-world applications
like autonomous vehicles [169], facial recognition systems [15], and voice assistants [162].
Learning algorithms have also becomemore sophisticated, enabling AI systems to improve
their performance through experience and training on large datasets [203]. This has paved
the way for practical applications like recommendation systems, fraud detection, and per-
sonalized user experiences [286]. Natural interaction, involving the ability of AI systems
to understand and respond to human language and gestures, has seen significant progress
as well. Chatbots like ChatGPT exemplify the practical implementation of natural interac-
tion in AI. Societal impact, which encompasses the ethical and societal implications of AI,
has become an increasingly important consideration in the development and deployment
of AI systems [173]. Industry and researchers are actively working on addressing issues
like bias, privacy, and fairness in AI applications [193]. While these areas have seen sig-
nificant progress and practical implementations, representation and reasoning, still remain
more focused on research and comparatively lack widespread practical applications.

Knowledge representation and reasoning are concerned with applying reasoning in the
form of logic. The origins of formal logic can be traced back to Aristotle, over two millen-
nia ago. In the present era of computer science, formal logic assumes a vital role in rea-
soning about the correctness and behavior of algorithms, programs, and systems. Within
the domain of computer science, mathematical logic, including propositional logic and
first-order logic, is predominantly employed for tasks such as specification and verifica-
tion [165]. The utilization of modal logic becomes paramount when addressing more intri-
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cate concepts, necessitating dedicated languages that surpass the generality of first-order
logic. Modal logic finds extensive application not only in philosophical logic but also in
computer science, facilitating specialized education in this realm [141].

Parallel to the development of formal logic, the exploration of reasoning through argu-
mentation has been a distinctive pursuit since the time of Aristotle. Argumentation, deeply
rooted in human history as a fundamental practice, has captivated scholarly attention, par-
ticularly within the realm of theoretical philosophy. Toulmin and his influential book The
Uses of Argument challenging the ”classic logicians” view for neglecting many features of
common-sense reasoning marked a turning point [311]. Toulmin argued that not all prac-
tical arguments need to be deductively valid. Inspired by Toulmin’s critique, the field of
informal logic, encompassing non-monotonic logic [199], had become fashionable around
1980. Non-monotonic logic acknowledges that in common-sense reasoning, acquiring ad-
ditional knowledge may necessitate the revision or abandonment of earlier conclusions,
departing from the monotonic property. For instance, the well-known “Tweety” example
demonstrates that while birds typically fly, if Tweety is identified as a penguin, the earlier
conclusion that Tweety can fly must be withdrawn. The extensive work on argumentation
from Aristotle to today’s computational argumentation in AI shows how far research in
argumentation has come. Notably, the two volumes of the Handbook of Formal Argumen-
tation [31, 134] have played a pivotal role in advancing our understanding and practical
implementation of argumentation, both in philosophical and computational realms.

Law, an intricate and ever-evolving domain, plays a pivotal role in shaping and safe-
guarding society. As technology continues its inexorable march, the convergence of law
and technology has given birth to new frontiers of study and practice. One such frontier is
legal informatics [291], which delves into the application of information technology and
computer science to legal systems and processes. Within this realm, AI and Law stand
as a prominent subfield, emphasizing the utilization of AI technologies in the legal do-
main [151, 287, 321]. The transformative potential of AI in the legal profession spans a
wide spectrum, encompassing tasks ranging from legal research and document analysis to
the bedrock of legal reasoning and decision-making. By harnessing the power of machine
learning, natural language processing, and other AI techniques, legal professionals can el-
evate their efficiency, precision, and overall effectiveness in delivering legal services.

At the heart of the legal system lie two fundamental pillars: legal representation and
reasoning. These pillars converge in the realm of legal argumentation, where persuasive
arguments, fortified by legal principles, precedents, and factual evidence, are crafted to
bolster a specific legal position. The advent of computational argumentation has further
augmented this process, with AI technologies now offering assistance in the analysis of
legal arguments [151]. These technologies excel at evaluating the strengths andweaknesses
of arguments, and can even generate counter-arguments. This symbiotic integration not
only expedites legal research endeavors but also engenders more robust and well-informed
legal discourses. Law by its very nature serves as an ideal test bed for the exploration and
refinement of formal argumentation methodologies. In this context, the Handbook of Legal
AI assumes paramount importance [319]. This comprehensive resource serves as a guiding
beacon, providing invaluable insights and frameworks for the study and application of AI
in the legal domain.

In the context of technology, this thesis leverages distributed ledger technology (DLT).
DLT operates as a decentralized system, wherein multiple replicas of a shared ledger are
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distributed among network participants [299]. This ensures transparency, security, and
consensus without necessitating a central authority [118]. A prominent and universally ac-
knowledged manifestation of DLT is blockchain. In blockchain, a specific form of DLT,
data is compartmentalized into blocks, with each block cryptographically linked to its pre-
decessor [224]. This architecture guarantees data immutability and transparency, estab-
lishing blockchain as a favored network. The applications of blockchain are vast, such as
cryptocurrency, financial services, risk management, and more [205].

Having introduced the broader context of this thesis, it’s essential to introduce the core
of distributed argumentation technology: formal argumentation.

1.2 Formal Argumentation
The field of argumentation research, spanning philosophy, AI, linguistics, and more, is
vast and multifaceted. This section offers a succinct overview of the historical progression
of formal argumentation during the late 20th century. For a comprehensive examination
of the foundations of argumentation, as well as its connection with the broader literature,
we refer the reader to the Handbook of Argumentation Theory [316] and two volumes of
the Handbook of Formal Argumentation [31, 134]. In this section, we delineate the evolu-
tion of formal argumentation, present the three major branches of this field, and illustrate
how argumentation dialogue transitions into an abstract argumentation framework, using
a running example.

1.2.1 Brief History of Formal Argumentation
In his book The Uses of Arguments [311], Toulmin pointed out that deductive logic is not
sufficient for modeling human reasoning, given its limitation to cover all aspects, for in-
stance, the existence of counterarguments, i.e., inconsistent information in argumentation.
Different from deductive reasoning which aims at preserving certainty of conclusion from
true premises, argumentation in the first place is a form of nonmonotonic logic, that be-
came fashionable around 1980. It helps find a conclusion in reasoning with inconsistent
and incomplete information, which is an important aspect of intelligence. Pollock pub-
lished his seminal paper in 1987 [253], arguably, since then, the idea arose in the field of
argumentation that non-monotonic inference rules can be used to model arguments. Pol-
lock proposed the important philosophical notion of defeasible reasoning that is closer to
the character of human argumentation and commonsense reasoning. Also in 1987, Loui ex-
plicitly designed nonmonotonic logic in the argumentation way [200], which was extended
and fully formalized by Simari and Loui in 1992 [295]. Their work in turn led to the de-
velopment of Defeasible Logic Programming [138, 139]. Another relevant early work was
the work by Nute [230], later developed into so-called Defeasible Logic [231]. Around
the year 1990, there were some papers that proposed argumentation as a proof theory for
model-theoretic notions of nonmonotonic consequence [29, 142]. Such works see an argu-
ment as a set of consistent assumptions with conclusions, and an attack arises when there
is a negation of the attacked argument or one of the assumptions. This idea later became
the basis for assumption-based argumentation (ABA) [58].

Then in 1995, as witnessed as a turning point of modern argumentation, Dung presented
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his influential formalism of abstract argumentation frameworks (AAF) [110]. AAF is a di-
rected graph in which the nodes represent arguments and the arrows the defeat relations
among these arguments, based on which, the argument evaluation, i.e., acceptability status
can be formalized using the notion of semantics. One of the strengths of AAF is its powerful
generality. Dung compares the idea of AAF with non-monotonic logic, and logic program-
ming semantics, showing that they are special cases of AAF. Besides, it is also a general
framework as an instance of game theory and social choice. In other words, various for-
malisms for defeasible reasoning can be represented using graphs-based argumentation in a
manner that is both intuitive and adequate when applying abstract argumentation semantics
to the resulting graphs. The process of argumentation transforms a knowledge base into an
argumentation graph and uses formal argumentation methods to derive a set of acceptable
conclusions. This process involves constructing arguments based on the knowledge base,
establishing attack relations between the arguments, and using argumentation semantics to
obtain sets of acceptable arguments and conclusions. The exact way of argument and at-
tack construction as well as applied semantics can be varied based on the specific reasoning
context, which was identified as a way to understand and reconcile differences (as well as
point out similarities) between various formalisms for non-monotonic, default reasoning
as studied in AI.

In 2004, Governatori et al. studied to which extent defeasible logic can be reformu-
lated in terms of Dung’s theory of abstract argumentation frameworks [152]. An impor-
tant development is the study of rationality postulates introduced by Caminada and Am-
goud [71, 72], and later extended by Caminada et al. in 2012 [75] andWu and Podlaszewski
in 2015 [333]. They proposed several properties that any argumentation system should ful-
fill. Structured argumentation is a family of formal approaches for the handling of defeasi-
ble and potentially inconsistent information. For this, many models of structured argumen-
tation distinguish between strict and defeasible inference rules. In the 2010s, presented by
Prakken and Modgil, ASPIC+ became known as a form of structured argumentation that
unifies defeasible reasoning by specifying how to construct arguments and attacks (de-
feats with preference consideration) structurally [218]. Actually, the work of Caminada
and Amgoud in 2007 [72] was inspired by the predecessor of ASPIC+. Since then, it has
been shown that the specific families of nonmonotonic logic can indeed be embedded or
expressed in argumentation, by the hard work on translations between theories.

As stated in the Handbook of Argumentation Theory: “The general objective of argu-
mentation theory is, in the end, a practical one: to provide adequate instruments for an-
alyzing, evaluating, and producing argumentative discourse.” Formal argumentation can
present the non-monotonic notion of logical consequence in the form of argument con-
struction, argument relations, and argument evaluation with the aim of resolving conflicts
among arguments. Both Pollock [253] and Dung [110] introduced the two key ideas of the
formal study of argumentation as inference. Pollock introduced the notion of a defeasible
reason, while Dung showed that argument evaluation can be formalized by assuming just
two primitive notions of argument and attack. Neither of these ideas on their own defines
the field; it is their combination that makes the argumentation way of doing nonmonotonic
logic so powerful [316].
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1.2.2 Three Branches of Formal Argumentation
Formal argumentation is developed to be a rich and multidimensional field that encom-
passes various perspectives and approaches to the study of reasoning, persuasion, and
decision-making. It offers a systematic framework for analyzing and evaluating arguments,
taking into account their logical structure, the dynamics of dialogue and negotiation, and
the need to strike a balance between conflicting viewpoints. In formal argumentation, dif-
ferent branches emerge, including argumentation as inference, which includes abstract and
structured argumentation [110, 218, 310]; argumentation as dialogue [17], which explores
multiagent systems and strategic interactions; and argumentation as balancing [148], which
finds applications in domains such as law and ethics, as shown in Figure 1.2.

Figure 1.2: Three branches in formal argumentation

As categorized by Henry Prakken in the first Handbook of Formal Argumentation, for-
mal argumentation can be distinguished by argumentation as inference and argumentation
as dialogue [31, Chap.2]. In systems for argumentation as inference, the focus lies in deter-
mining the conclusions that can be derived from a given body of information, which may
be incomplete, inconsistent, or uncertain. These systems establish a nonmonotonic no-
tion of logical consequence, employing concepts such as argument construction, argument
attack, and argument evaluation. Arguments are regarded as constellations of premises,
conclusions, and inferences, forming the foundation for reasoning within this framework.
On the other hand, systems for argumentation as dialogue conceptualize argumentation as
a form of verbal interaction aimed at resolving conflicts of opinion. These systems define
argumentation protocols, which serve as the rules of the argumentation game, and address
strategic aspects that guide effective engagement in the game. The exploration of strate-
gies involves understanding how to engage in productive discourse and effectively present
arguments. Both aspects of formal argumentation, inference, and dialogue, are examined
through formal and computational models, with a review of their historical influences to
provide a comprehensive understanding of their development and application.

In Chapter 3 of the firstHandbook of Formal Argumentation, Thomas Gordon proposes
an alternative definition of argumentation with the importance of argumentation for making
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justified decisions, not only when resolving conflicts of opinion in persuasion dialogues,
but also, e.g., when deciding courses of action in deliberation dialogues [31, Chap.3]. He
then gives a new definition of argumentation: Argumentation is a rational process, typi-
cally in dialogues, for making and justifying decisions of various kinds of issues, in which
arguments pro and con alternative resolutions of the issues (options or positions) are put
forward, evaluated, resolved and balanced. Argumentation as balancing finds significant
applications in the realms of law and ethics. In these domains, the objective is not merely
to assess the validity or strength of individual arguments, but to strike a balance between
conflicting viewpoints or interests. Balancing involves weighing different considerations,
evaluating the relative importance of arguments, and reaching decisions that are ethically
sound and legally justifiable.

1.2.3 From Argumentation Dialogue to Argumentation Inference
We start this section with a dialogue example to present the intuition behind formal argu-
mentation, which later can be presented by an abstract argumentation framework.

Example 1.1. Alice and Lucy are talking about a divorce case, concerning the child’s best
interest that she lives with her mother or that the child’s best interest is that she lives with
her father. The dialogue is illustrated in Figure 1.3.

Figure 1.3: The dialogue between two agents on child custody

Having considered the example dialogue, we next show how structured argumentation
can represent such discourses. ASPIC+ is a system of structured argumentation that spec-
ifies how arguments are constructed relative to a premise set and a number of inference
rules [218]. Premises are formulas in a given formal language. They represent the ev-
idence or information on the basis of which we build arguments. Besides premises, we
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have rules at our disposal for inferring new formulas from others. Arguments are consid-
ered the result of applying inference rules to the given premises and, possibly, of chaining
such applications. In applications of automated reasoning, a given set of premises and a
given set of inference rules form a knowledge base from which arguments are generated.
Such a knowledge base can be used to model, for example, legal argumentation. ASPIC+
allows for a distinction between strict and defeasible rules. The acceptable arguments are
determined using the semantics of abstract argumentation. To be able to apply these se-
mantics, an argumentation graph has to be constructed on the basis of the argumentation
system. This is done by building arguments using the premises and rules of the argumenta-
tion system and specifying attacks between these arguments on the basis of the contrariness
function and the preference order of the argumentation system. Consider Example 1.1 pre-
sented in ASPIC+.

Example 1.2 (Example 1.1 Continued). The dialogue between Alice and Lucy can be
illustrated formally by structured argumentation, where arguments are a chain of applied
rules to the premise. As shown in Figure 1.4.

a : want(mother)⇒ livewith(mother), b : say(po,¬know(want))⇒ ¬know(want)⇒¬(wantmother⇒ livewith(mother)), c : say(ss, know(want))⇒ know(want).

Figure 1.4: Structured argumentation formalizing the dialogue

Example 1.3. The discussion between Alice and Lucy can be illustrated formally by a
directed graph. In the associated graph each node indicates an argument and each arrow
shows an attack between arguments. In Figure 1.5 a directed arrow from c to a represents
that there is a conflict between these two arguments and argument c attacks argument a. The
graph in Figure 1.5 is a formal way of presenting the discussion between Alice and Lucy.
The reasonable extension of arguments is thus, {a, c}, given that c is not being disputed,
i.e., there is no argument attacking c, although a is attacked by b, c in turn attacks b, such
that it reinstate a.
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a b c

Figure 1.5: Abstract argumentation framework illustrating the dialogue

1.3 Research Questions

Having set the stage with the background of this thesis and a brief overview of formal
argumentation, we now turn to the research questions addressed in this thesis. They are as
follows.

Question 1 How to construct argumentation frameworks? Argumentation framework
construction involves building arguments and assigning attacks. For the latter, it’s crucial
not only to identify conflicting viewpoints but also to evaluate and consider the relative
strength of each argument. The strength of arguments largely depends on the reasoning
context, which is key for resolving the conflicts between arguments. For example, in epis-
temic contexts, an argument is considered stronger since it is based on more reliable in-
formation and the inferences from this information have more capacity to conserve such
reliability. In the legal reasoning context, it comes to the degrees of deontic or legal ur-
gency (e.g., in view of the authority which issued them, etc.). Formal argumentation offers
ways of argument construction and evaluation. The strength of arguments can be compared
by the inferences applied in its structured construction, by assigning a (qualitative or quan-
titative) degree of strength to the defeasible rules in our knowledge base. When obtaining
a measure of argument strength concerns multiple rules applied, we need so-called lifting
principles. The difference in lift principles may give rise to quite different outcomes. For
example, weakest link principle is based on the intuition that an argument is as strong as
its weakest rule, it is defined purely in terms of the strength of the defeasible rules used in
argument construction. While the last link principle concerns not only the strength of the
defeasible rules but also the order in which these rules are applied in the construction of the
argument. There is no consensus in the formal argumentation field on which lift principles
should be used in a certain context. For instance, Pollock argued that weakest link is ap-
propriate in an epistemic setting [256], while Prakken argues last link is more appropriate
in a legal setting [218]. The subquestion we need to answer in this part is: How to define
and compare the attack relation assignments corresponding to weakest link? Chapter 2
studies how to construct arguments and their relations when looking into their structure,
i.e., by comparing the strength of rules applied in argument constructions. We introduce a
new definition of the weakest link attack relation assignment and compare this new defi-
nition with two existing ones in the literature using a principle-based analysis. We follow
Dung’s two seminal papers in 2016 [113] and 2018 [115], which will be discussed in detail
in Chapter 2.

Question 2 How to accept arguments in agent argumentation? Argumentation typi-
cally unfolds within the context of multiple agents, concerning the exchange of viewpoints,
justifications, and counterarguments among diverse participants. For instance, legal rea-
soning can be a challenging task, particularly when it involves the need to balance opposing
arguments from different agents involved in a court case. In a constitutional court, a panel
of judges may be required to make a decision on a case. In other scenarios, a judge might
need to conduct collective argumentation based on the individual argumentation of the ac-
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cused, prosecutors, witnesses, lawyers, and experts. Besides, agents involved may have
partial knowledge of the arguments. The second research question is thus how to accept
arguments that are proposed, trusted, or known by multi-agents. The subquestions studied
here are: What kind of semantics can be defined for agent argumentation frameworks?
Which of the principles proposed in the literature [35, 314] does not hold for such agent
semantics? What new principles can we define to distinguish the varieties of agent seman-
tics? In Chapter 3, we study abstract agent argumentation, that extends Dung’s theory with
agents.

Question 3 How to accept arguments in bipolar argumentation? Real-world argu-
mentation often involves not only conflicts but also cooperative aspects where arguments
support each other. In evaluating legal argumentation and judicial decisions, one signifi-
cant role is con arguments which make part of the justification of the standpoint [249]. In
other words, it is not solely focused on the arguments put forward in favor of a standpoint,
but also on its opposing arguments. At an abstract level, it seems that pro and con argu-
ments and their relation can be represented more easily in so-called bipolar argumentation
frameworks [79, 81, 82, 83] containing besides attack also a support relation among argu-
ments. This suggests a notion of bipolarity, i.e. the existence of two independent kinds
of information which have a diametrically opposed nature and which represent repellent
forces. When an argument is aimed at establishing the truth, empirical evidence can be
used to support alleged facts. For instance, a witness’s testimony can provide evidence for
the claim that the suspect was at the scene of a crime, a clinical test can provide evidence
against a medical diagnosis, and the outcome of a laboratory experiment can be evidence
confirming (or falsifying) a psychological phenomenon [186]. The research subquestions
areWhich of the principles proposed in the literature [35, 314] do not hold for such agent
semantics? What new principles can we define to distinguish the varieties of agent seman-
tics? All these questions are answered in Chapter 4.

Question 4 How to distribute argumentation framework? Formal argumentation is
a crucial aspect of decision-making processes in various domains, including law, ethics,
and AI. When multiple agents are involved, it’s imperative to distribute the argumentation
process to sidestep the constraints of centralized systems. By distributing formal argu-
mentation reasoning, we can overcome the limitations of centralized systems. Blockchain
technology provides a decentralized and transparent platform that ensures the integrity and
immutability of data. By integrating formal argumentation with blockchain, we can en-
hance the trustworthiness of the reasoning process. The transparent nature of blockchain
enables stakeholders to audit and verify the argumentation reasoning process, promoting
accountability and mitigating concerns of bias or manipulation. This question will be an-
swered in Chapter 5, which involves an experimental platform utilizing blockchain tech-
nology. The research discusses architectures that enable knowledge representation, and
reasoning within a distributed system.

1.4 Methodology
Aprinciple-based approachThis thesis generally adopts a principle-based approach, which
is developed to analyze formal systems. This methodology used in formal argumenta-
tion could be seen as analogous to other fields. For example, in game theory that appeals
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to multiple equilibrium states in their characterization of rationality [222]. Social choice
deals with the question of how to aggregate individual preferences into a collective choice.
When going from a single agent to multiple agents, it is challenging to find a single out-
come that satisfies everyone. The properties then play a crucial role in social choice the-
ory as they provide a framework for evaluating and comparing different voting rules and
mechanisms [23]. These properties, also known as criteria or axioms, define the desir-
able attributes that an ideal collective decision-making process should possess. In belief
revision, there are the standard AGM properties that an operator that performs revision
should satisfy in order for that operator to be considered rational [5]. In 1995 when Dung
proposed the graph-based argumentation frameworks, and also the various semantics func-
tions mapping from the graphs to sets of acceptable arguments, many other semantics have
been proposed [33]. This gives a reason to use a principle-based approach for giving an
overview and classifying all of these approaches. Principles conceptualize the behavior of a
system at a higher level of abstraction. Furthermore, in the absence of a standard approach,
principles can serve as guidelines for choosing appropriate definitions and semantics de-
pending on various requirements. They can also guide the search for new argumentation
semantics. Since argumentation is growing with the inspirations by logic, philosophy, or
insights from law and other fields, such methodology is needed for developing sets of crite-
ria that argumentation satisfies in order to qualify as rational or reasonable [317]. As argued
in [135]: the study of representation and (im)possibility results for abstract argumentation
must be extended for a principle-based approach for extended argumentation such as bipo-
lar frameworks, preference-based frameworks, abstract dialectical frameworks, weighted
frameworks, and input/output frameworks. In formal argumentation, principles are often
more technical. Agent argumentation and bipolar argumentation typically introduce var-
ious aspects such as coalitions, knowledge, uncertainty, support, and so on. In line with
common practice in the principle-based approach, this thesis uses a minimal extension of
Dung as a common core to these approaches. We only introduce an abstract set of agents
for agent argumentation, positive support relation for bipolar argumentation, and nothing
else. The aim of this thesis is not to direct the reasoning agent to a unique set of appropri-
ate decisions but to characterize different, possibly conflicting conclusion sets as rational
outcomes within a particular formalism. Concerning the application of formal argumen-
tation, such as in the field of law, the principle-based approach can be beneficial for the
legal context, offering a more abstract conceptualization and analysis of the fundamental
concept of formal argumentation.

Methodology of Architecture In this thesis, we propose IHiBO, an innovative DLT-
based architecture designed specifically for distributed argumentation. The objective of
our research is to address the challenges faced in decentralized argumentation systems and
provide a robust framework that facilitates efficient and transparent argumentation reason-
ing that involves multi-agents. The IHiBO architecture incorporates the properties of DLT
to enable decentralized decision-making processes and promote trust and consensus among
participants. By leveraging DLT, our architecture ensures the immutability, transparency,
and security of argumentation data. This allows participants to engage in argumentative
exchanges with confidence, knowing that the integrity of the information is preserved. One
of the key features of the IHiBO architecture is its ability to facilitate the seamless integra-
tion of distributed argumentation protocols. By leveraging smart contracts and decentral-
ized consensus mechanisms, the architecture enables participants to engage in argumen-
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tation across different platforms and protocols, promoting interoperability and enhancing
the overall efficiency of the system. In addition to its contributions to distributed argumen-
tation, the IHiBO architecture also plays a significant role. By harnessing the capabilities
of DLT used in AI. IHiBO introduces new possibilities for bringing formal argumentation
frameworks to practical applications and real-world scenarios.

1.5 Relevance, Scope, and Interdisciplinary Aspects

There are two crucial suggestions stemming from the Dagstuhl workshop [135], the first
is to assess the existing argumentation formalisms: ”Specifically, there needs to be more
exploration on how to implement the formalisms investigated in formal computational ar-
gumentation in practical reasoning contexts, such as legal and ethical reasoning. This ex-
ploration may give rise to a more structured research area known as argumentation anal-
ysis. Within the realm of formal argumentation, it is necessary to develop procedures,
approaches, and utilities for identifying, precisely representing, and formally evaluating
key aspects of argumentation, ranging from basic to extremely complex situations.” The
second is the recommendation for people working in AI to recognize the interdisciplinary
nature of their theories and to establish connections with concepts and terminology from
other fields. For instance, formal argumentation and computational social choice intersect
in several intriguing research inquiries. One such question is examining the interconnection
between voting and argumentation semantics, as well as how various democratic structures
relate to argumentation semantics. Our exploration of agent argumentation semantics and
bipolar argumentation semantics has led us to ponder the possibility of incorporating the
notion of voting in social choice frameworks. Trying to follow the two crucial recom-
mendations, this thesis studies different aspects of a formalism of argumentation, namely
argument strength in structured argumentation, abstract multi-agent argumentation, and
bipolar argumentation. We analyze these foundational formalisms of distributed argumen-
tation technology using principles, some of them are introduced from other fields. We also
explore the application aspects of distributed argumentation technology with the proposal
of IHiBO.

Interdisciplinary aspectsThis thesis integrates knowledge from three disciplines: Law
(focusing on AI and Law), Computer Science (specifically Knowledge Representation and
Reasoning), and Technology (adopting Distributed Ledger Technology). The case studies
on divorce action (in Chapter 4) apply KR to the law. The principles of formal argumenta-
tion are inspired by other fields, e.g. game theory, social choice, etc. IHiBO showcases a
methodological approach from the technology domain. We focus on the current status of
KR compared with other AI components (perception, machine learning, computer-human
interaction, and social impacts), which is not much applied. IHiBO introduces new pos-
sibilities for bringing formal argumentation frameworks to practical applications and real-
world scenarios. IHiBO as a mechanism for distributed argumentation via blockchain is an
innovative solution that could potentially transform how we approach trust, transparency,
and explainability in AI decision-making processes, specifically in the legal and financial
domains.
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1.6 Contributions

The contributions of this thesis are categorized into three distinct, yet interconnected, parts.
Formal argumentation First, our contribution is the study of weakest link. We propose

a new definition of weakest link attack relation assignment based on lookahead, and com-
pare this new lookahead definition with two existing ones in the literature using a principle-
based analysis. The key result of our paper is that the lookhead definition does not satisfy
the principle of context independence [112]. We therefore introduce a new principle called
weak context independence, and show that it does satisfy weak context independence. We
also show that lookahead weakest link is the closest approximation to Brewka’s prioritised
default logic PDL, also known as the greedy approach. For PDL, we prove an impossibility
result under Dung’s axioms. Our results generalize earlier findings restricted to total or-
ders to the more general case of modular orders. Second, we extend the concept of abstract
agent argumentation by Ryuta et al. [17]. we study four types of semantics for them. First,
agent defense semantics replaces Dung’s notion of defense with agent defense. Second, so-
cial agent semantics prefers arguments that belong to more agents. Third, agent reduction
semantics considers the perspective of individual agents. Fourth, agent filtering semantics
are inspired by a lack of knowledge. We study five existing principles and we introduce
twelve new ones. In total, we provide a full analysis of fifty-two agent semantics and the
seventeen principles. Specifically, we focus on the multi-agent argumentation system and
the extension by Pere et al. [195], which involves a set of agents with their own normative
knowledge base, combined in four different ways. Our work is concerned with the sec-
ond step, which combines the argumentation frameworks into a common one, where we
provide several variants of argument extensions stable sets for this kind of framework and
a principle-based analysis of these variants. Third, we conduct a principle-based analy-
sis of bipolar argumentation. Bipolar argumentation semantics is limited in the literature
to reduction-based approaches. We introduce three types of defence-based semantics by
adapting the notions of defence, and two types of selection-based semantics. We provide
a full analysis of twenty-eight bipolar argumentation semantics and ten principles in total.

To legal reasoning This thesis contributes to the discussion on the formalization of
legal interpretation in the following way. The role of interpretation is crucial in law, but
it is also a source of criticism for using logic-based methods in modeling legal reasoning.
For example, Leith warns that the knowledge engineer’s interpretation when formalizing
is necessarily premature, as the authority of interpretation of the law is assigned to the ju-
diciary [262]. Addressing this criticism, the literature on legal interpretation has discussed
the possibility that legal knowledge-based systems contain alternative syntactic formaliza-
tions. Prakken observes that while on the syntactic level formalization commits us to a
given interpretation, on the conceptual level, classification of factual situations as legal
concepts is not an issue of the logical form [262, p.14]. Alternatively, we can restrict the
investigation by saying that ”the only aspects of legal reasoning which can be formalized
are those aspects which concern the following problem: given a particular interpretation of
a body of legal knowledge, and given a particular description of some legal problem, what
are then the general rational patterns of reasoning with which a solution to the problem can
be obtained?” [262, p.4]. We analyze a formal framework itself offering different inter-
pretations, though, then using it is directly exploitable to the comparison of the different
possibilities and routes of reasoning given each interpretation.
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To decision-making applicationMoreover, the use of DLT in the IHiBO architecture
opens up opportunities for integrating Knowledge Representation (formal argumentation)
with other techniques and technologies. For instance, by utilizing smart contracts and de-
centralized consensus mechanisms, IHiBO can enable automated reasoning and decision-
making based on formal argumentation. This integration paves the way for the develop-
ment of intelligent systems that can process and evaluate complex reasoning, leading to
more informed and robust decision-making processes, this forms new-generation AI used
in practice. Additionally, the practical implementation of formal argumentation through
the IHiBO architecture provides a means to capture, represent, and exchange knowledge in
a distributed manner. By combining the formal argumentation with the immutability and
traceability features of blockchain technology, IHiBO facilitates a distributed argumen-
tation reasoning process that can be accessed and verified by multiple participants. This
contributes to the development of collective intelligence systems, where diverse perspec-
tives and expertise can be effectively integrated into decision-making processes.

1.7 Layout of This Thesis
The layout of this paper is as follows. In Chapter 2, we introduce a new definition of
weakest link attack relation assignment based on lookahead, and compare this new looka-
head definition with two existing ones in the literature using a principle-based analysis. In
Chapter 3, we introduce abstract agent argumentation frameworks. We study four types of
semantics for them. First, agent defense semantics replaces Dung’s notion of defense by
some kind of agent defense. Second, social agent semantics prefers arguments that belong
to more agents. Third, agent reduction semantics considers the perspective of individual
agents. Fourth, agent filtering semantics are inspired by a lack of knowledge. We study
five existing principles and we introduce twelve new ones. In total, we provide a full anal-
ysis of fifty-two agent semantics and the seventeen principles. In Chapter 4, we introduce
and study seven types of semantics for bipolar argumentation frameworks, each extending
Dung’s interpretation of attack with a distinct interpretation of support. First, we intro-
duce three types of defence-based semantics by adapting the notions of defence. Second,
we examine two types of selection-based semantics that select extensions by counting the
number of supports. Third, we analyze two types of traditional reduction-based seman-
tics under deductive and necessary interpretations of support. We provide a full analysis
of twenty-eight bipolar argumentation semantics and ten principles. We discuss a divorce
case with different ways of calculating the semantics based on different interpretations of
legal rules. In Chapter 5, we propose IHiBO, as a means for distributed argumentation
technology, and we give a comprehensive discussion of the legal and trust considerations
of the use of IHiBO in the fund management scenario. Chapter 6 follows Chapter 5, offers
a thorough overview of DLT-based securities markets, and provides an exhaustive legal
analysis. Outside the related works embedded in individual chapters, Chapter 7 offers a
broader perspective on the related work in formal argumentation. In Chapter 8, we present
an outlook for distributed argumentation technology. Finally, Chapter 9 concludes this
thesis.



Chapter 2

A Principle-based Analysis to Weakest
link

In this chapter, we study how to construct arguments and their relations when looking into
their structure, i.e., by comparing the strength of rules applied in argument constructions.
In particular, we introduce a new definition of the weakest link attack relation assignment
and compare this new definition with two existing ones in the literature using a principle-
based analysis. We adopt the formal framework for such attack relation assignments intro-
duced by Dung and co-authors in a series of papers over the past decade. We show that our
new definition does not satisfy context independence, we introduce a new principle called
weak context independence, and we show that our new definition satisfies weak context
independence. We also compare the three attack relation assignments with Brewka’s pri-
oritized default logic, also known as the greedy approach. Our results generalize earlier
findings restricted to total orders, to the much more general case of modular orders. The
most general case of partial orders studied in ASPIC+ is left to further research.

2.1 Introduction
The saga of weakest link is one of the great stories of defeasible argumentation. The idea
that a chain of reasoning is as strong as its weakest link was used by John Pollock in 1995
as a way to compare the strength of arguments [256]. In Pollock’s words: the strength of
each conclusion is the minimum of the strengths of the inference with which it was derived
and of the premises or intermediate conclusions from which it was derived [256, p. 99].
Pollock wrote a series of influential articles on defeasible reasoning that laid the founda-
tions of formal argumentation [254, 255, 256, 257, 258]. Also in 1995, Dung published
a seminal paper on abstract argumentation that became as well part of the foundations of
formal argumentation [110]. It has been used as a general framework for instantiating (pri-
oritised) default logic [110, 334] and defeasible logic [153], among other non-monotonic
systems. These logics can be formalised in structured argumentation (e.g. ASPIC+) to gen-
erate abstract argumentation frameworks.1 In ASPIC+, the attack relation is defined by a
notion of argument strength based on weakest link or last link [216, 219].

1Structured argumentation builds arguments from the rules and facts of a knowledge base. Abstract argu-
mentation just assumes an attack relation to define sets of arguments that are collectively acceptable, while
ignoring the underlying logic that defines attacks as logical conflicts.
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Whether one agrees or not with Modgil and Prakken that weakest link is appropriate for
epistemic scenarios while last link suits better normative scenarios [219], this choice has
an impact on queries to knowledge bases and normative systems: Do fitness-loving Scots
like whisky? Should snoring professors get access to the library? [216, 219]:

The fitness-lover Scot Snoring professor at library⎧⎪⎪⎪⎨⎪⎪⎪⎩
bornInScotland⇒ scottish
scottish⇒ likesWhisky

fitnessLover⇒ ¬likesWhisky
⎫⎪⎪⎪⎬⎪⎪⎪⎭

⎧⎪⎪⎪⎨⎪⎪⎪⎩
snores⇒ misbehaves

misbehaves⇒ accessDenied
professor⇒ ¬accessDenied

⎫⎪⎪⎪⎬⎪⎪⎪⎭
Pollock’s work and the distinction between weakest and last link in particular played a

central role in formal models of structured argumentation. This important distinction be-
tween weakest and last link necessitates in fact the possibility of representing default rules
—compare e.g. with Assumption-Based Argumentation (ABA) [58] or classical logic-
based argumentation [50]. Principle-based analyses [69, 111, 112, 115, 150] have recently
studied general properties of attack relations under various approaches to structured argu-
mentation. However, given the long history of weakest link, it may come as a surprise that
there have been few developments characterising how it can be used to instantiate abstract
argumentation frameworks that capture a given logic. Starting with traditional weakest
link [216, 219, 256], and the variant called disjoint weakest link [334], we explain this
saga and its relation to prioritised default logic (PDL) [62] using three benchmark exam-
ples and study the following research question: how to axiomatize the attack relations that
correspond to each variant of weakest link?

We use the formal framework for attack relation assignments introduced by Dung and
Thang [111, 112, 113, 115, 116]. Their principle-based analyses of last link pointed out how
weakest link must differ from last link at the level of axioms. In this chapter, we propose
a new lookahead weakest link attack and compare it with existing definitions also using a
principle-based analysis. An important result of this chapter is that the lookahead definition
does not satisfy the principle of context independence [112]. We therefore introduce a new
principle called weak context independence, and show that it does satisfy weak context
independence. Another key result is an impossibility theorem for Dung’s axioms [112] in
the context of prioritised default logic [62].

Structure of the chapter. Section 2.2 informally presents three key historical exam-
ples illustrating how to reason on weakest link. Section 2.3 gives the preliminary formal
settings and our new attack relation. Section 2.4 offers the principle-based analyses. Sec-
tion 2.5 shows that no attack relation assignment that captures PDL [62] can satisfy context
independence. Section 2.6 discusses related work and we conclude with Section 2.7.

2.2 Three Benchmark Examples on Weakest Link
The history of weakest link evolves around three key examples which are visualised in
Figure 2.1 and described as Examples 2.1–2.3. Note that the examples illustrate the role of
formal argumentation in the context of PDL. All formal definitions are introduced later in
Section 2.3. Here, we discuss Examples 2.1–2.3. informally.

Given a knowledge base with prioritised defaults a n⇒ b and facts (including ⊺). A pri-
oritised default a n⇒ b reads as: if a then normally b. A higher number n means a higher
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Figure 2.1: Approximating PDL in structured argumentation: a comparison of three attacks
(columns) for three examples (rows). Columns are not marked when adjacent notions of
attack agree on the induced attack relation at a given row. Dotted rectangles are argument
extensions. Rightmost attacks approximate PDL better.

swl−attack dwl−attack lwl−attack PDL

Ex. 2.1

⊺ 1⇒ a ⊺ 1⇒ a
3⇒ b

⊺ 2⇒ ¬b {a,¬b}

Ex. 2.2

⊺ 1⇒ a

⊺ 1⇒ a

⊺ 1⇒ a
3⇒ b

⊺ 1⇒ a
2⇒ ¬b

⊺ 1⇒ a

⊺ 1⇒ a

⊺ 1⇒ a
3⇒ b

⊺ 1⇒ a
2⇒ ¬b {a, b}

Ex. 2.3

⊺ 1⇒ a

⊺ 1⇒ b

⊺ 1⇒ a
2⇒ ¬b

⊺ 1⇒ b
2⇒ ¬a

⊺ 1⇒ a

⊺ 1⇒ b

⊺ 1⇒ a
2⇒ ¬b

⊺ 1⇒ b
2⇒ ¬a {a,¬b}{b,¬a}

priority for the default rule a⇒ b. These numerical priorities correspond to a preference re-
lation among defaults defined by amodular order. A prioritised logic selects sets of defaults
and extracts their conclusions into the so-called extensions of the logic —see Figure 2(1).
A PDL extension, for example, obtains from selecting a consistent set of strongest applica-
ble defaults. But what does a stronger priority mean for a default? Under the prescriptive
reading, it means priority in the order of application: PDL iteratively adds the strongest
applicable consistent default (Definition 2.18). Under the descriptive reading, the priority
of a default is its contribution to the overall status of any extension containing this de-
fault [105]. The two readings clash in the most discussed example in defeasible reasoning
with prioritised rules.

Example 2.1 (Weakest vs last link). Consider the three defaults: ⊺ 1⇒ a, a 3⇒ b, ⊺ 2⇒ ¬b.
(Prescriptive.) One must select {⊺ 2⇒ ¬b,⊺ 1⇒ a} based on application order, as shown in

Figure 1. (The first choice for ⊺ ⇒ ¬b precludes a ⇒ b from being selected.) This
results in the extension {a,¬b}, which is also a PDL extension.

(Descriptive.) This reading favours the set {⊺ 1⇒ a, a
3⇒ b} as its priorities are globally

better, i.e. {1,3} vs. {1,2}. This gives the extension {a, b}, not shown in Fig. 1.2
Argumentation serves as a tool for representing these two interpretations of prioritised

default logic using an indirect path to conclusions, as shown in Figure 2.2(2–4). Argumen-
tation systems add the structure that turns collections of rules into arguments [114, 219].

2Example 1, without priorities, represents the well-known Tweety scenario: penguin⇒ bird, bird⇒ flies,
penguin⇒ ¬flies. One can adduce reasons of specificity (of penguin over bird) for the standard solution:
birds fly is overruled by the more specific rule penguins do not fly.
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argumentation
framework

knowledge base

accepted
arguments

selected rules extension

accepted
conclusions

1. logic

2. attack

3. arg. semantics

4. rule
extraction

Figure 2.2: Two approaches to non-monotonic inference: (1) logic systems; (2)–(4) ar-
gumentation systems. With appropriate choices on the elements (2)–(3) one can obtain
exactly the same conclusions as a given logic (1).

An attack relation (2) among arguments, together with a semantics (3), determines the
acceptance status of arguments (and their conclusions). To capture a logic, the sets of ac-
cepted arguments must correspond to the sets of defaults selected by this logic (4). Attack
relations have thus become a major subject of study in logic-based argumentation. The di-
rection of an attack between two conflicting arguments is often determined by their relative
strengths.

Example 2.1 (cont’d). Suppose we want the arrow in Figure 1 (top) giving the extension{a,¬b} corresponding to the prescriptive reading of Example 1. This attack relation is
induced by simple weakest link (swl): the strength of an argument is the lesser priority
of its defaults. Under the attack relation induced by swl, called attswl, ⊺ ⇒ ¬b attacks⊺ ⇒ a ⇒ b since 2 > 1. In fact, the three notions of weakest link considered in Figure 1
agree upon this attack relation for Example 2.1.

For the descriptive reading, the extension {a, b} obtains if the attack relation is induced
by last link, i.e. if the strength of an argument is the priority of its last default. Under last
link, ⊺⇒ a⇒ b attacks ⊺⇒ ¬b since 3 > 2.3

For Examples 2.2–2.3, the three variants of weakest link swl, dwl and lwl no longer
agree on the attacks or argument extensions. For each variant, Figure 2.1 depicts its attacks
and extensions in the argumentation framework that falls under its column.

Example 2.2 (Simple vs. Disjoint weakest link). Let ⊺ 1⇒ a, a 3⇒ b, a 2⇒ ¬b define our
knowledge base. Note that the two arguments ⊺⇒ a⇒ b and ⊺⇒ a⇒ ¬b share a default
with minimum priority ⊺⇒ a. See the mid row in Figure 2.1.

(Simple weakest link.) Pollock’s definition assigns the same strength 1 to these two argu-
ments. This strength gives the mutual swl-attack in Figure 2.1 (mid, left).

(Disjoint weakest link.) A more intuitive attack relation ignores all defaults shared by two
arguments in order to exploit a potential asymmetry in the remaining defaults’ strengths.
A relational measure of strength for such an attack is disjoint weakest link dwl [334].
dwl assigns strengths 3 > 2 to these arguments, and generates the dwl-attack in Fig-
ure 2.1 (mid, right) that breaks the symmetry of swl-attacks.

3These priorities give the same outputs for the fitness-loving Scot and snoring professor [216, 219], which
are just variants of Example 1 with facts. Other variants of Example 1 with facts and strict rules [63, 65] give
the (non-)teaching dean professor scenario [112], see Example 2.5 below. For further variants of Example 1
defined by partial orders we refer to Dung’s paper in 2018 [115]. A brief discussion for the case of partial
orders can be found in Section 2.7.
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Pollock’s definition of weakest link swl [257] was adopted and studied for ASPIC+ by
Modgil and Prakken [216, 219]. Young et al. [334, 336] introduced dwl and proved that ar-
gument extensions under the dwl-attack relation correspond to PDL extensions under total
orders; see also the results by Liao et al. [194] or Pardo and Straßer [242]. For knowledge
bases with modular orders, a new attack relation is needed for more intuitive outputs and
also for a better approximation of PDL —that is, better than dwl.

Example 2.3 (Beyond dwl). Let ⊺ 1⇒ a, ⊺ 1⇒ b, a 2⇒ ¬b, and b 2⇒ ¬a be the defaults.
(swl, dwl) The induced attacks admit {⊺⇒ a,⊺⇒ b} as one of the argument extensions in

Figure 1 (bottom, left). This fits neither the prescriptive interpretation nor PDL: as
these two defaults are the weakest, selecting either of them ought to be followed by a
stronger default, namely a⇒ ¬b and resp. b⇒ ¬a. In other words, swl and dwl can
select applicable defaults concurrently, leading to sub-optimal outputs.

(lwl) A sequential selection of defaults, more in line with PDL, is enforced by the attack
relation in Figure 1 (bottom, right), induced by lookahead weakest link (lwl).

The new attack we propose (lwl) decides an attack from an argument by looking ahead
to any superargument and its attacks: if both coincide at attacking a third argument, the
former attack is disabled and only that of the superargument remains. For Example 3, this
is how in Figure 1(bottom) lwl prevents the undesired swl- and dwl-based extension {a, b}.

2.3 Attack Assignments Based on Weakest Link
Preliminaries. This chapter uses basic setting similar to that of Dung [112]. We assume
a non-empty set L of ground atoms and their classical negations. An atom is also called a
positive literal while a negative literal is the negation of a positive literal. A set of literals
is said to be contradictory if it contains a pair a,¬a, i.e. an atom a and its negation ¬a.
Definition 2.1 (Rule). A defeasible rule is of the form b1, . . . , bn⇒ h where b1, . . . , bn, h are
domain literals. A strict rule is of the form b1, . . . , bn → h where h is now either a domain
literal or a non-domain atom abd for some defeasible rule d.

We also define the body and head of rule r as bd(r) = {b1, . . . , bn} and hd(r) = h.

Instead of just assuming transitivity for the preference order among defeasible rules,
as in Dung’s work, in this chapter, we use modular orders ⪯ and their equivalent ranking
functions rank. In fact, we will use the two notions indistinctly throughout the chapter.

Definition 2.2 (Rule-based system). A rule-based system is defined as a triple RBS =
(RS,RD, rank), where RS is a set of strict rules, RD is a finite set of defeasible rules, and
rank is a function RD → N that assigns a priority n = rank(d) to each rule d ∈ RD.

A ranking rank : RD → N corresponds to a modular preorder ⪯⊆ RD ×RD, i.e. a re-
flexive, transitive relation satisfying: rank(d) ≤ rank(d′) iff d ⪯ d′. A base of evidence BE
is a (consistent) set of ground domain literals containing ⊺ and representing unchallenged
facts.
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Remark 2.1. Given the scope of our discussion and examples, our framework is less ex-
pressive than that of Dung [112]. We assume an empty set RS = ∅ of strict rules, and keep
the set RS in Definition 2.2 only for notational coherence with the literature.4

Definition 2.3 (Knowledge base). A knowledge base is a pairK = (RBS,BE) containing
a rule-based systemRBS = (RS,RD, rank) and a base of evidenceBE ⊆L ∪{¬a : a ∈L }.
For convenience, we often write K = (RS,RD, rank,BE) instead of K = (RBS,BE).

Example 2.4. The knowledge base K = (RS,RD, rank,BE) for Example 3 is defined by:
RS = ∅; RD = {d1 : ⊺ ⇒ a, d2 : ⊺ ⇒ b, d3 : a ⇒ ¬b, d4 : b ⇒ ¬a}, the function rank
mapping {d1, d2} ↦ 1 and {d3, d4} ↦ 2, and finally BE = {⊺}. Equivalently, we can write
K = (RS,RD,⪯,BE) with ⪯= {d1, d2}2 ∪ {d3, d4}2 ∪ ({d1, d2} × {d3, d4}).
Example 2.5 (Dean scenario). For an example with strict rules, the dean scenario asks
whether the dean teaches. The knowledge base K = (RS,RD, rank,BE) is given by:

RS = {dean→ administrator}
RD = {dean 1⇒ professor, professor 3⇒ teach, administrator 2⇒ ¬teach}
BE = {dean}.

Definition 2.4 (Argument). Given a knowledge base K = (RS,RD, rank,BE), an argu-
ment wrt K is defined inductively as follows:

1. For each α ∈ BE, [α] is an argument with conclusion α.

2. Let r be a rule of the form α1, . . . ,αn → / ⇒ α (with n ≥ 0) from K. Further sup-
pose that A1, . . . ,An are arguments with conclusions α1, . . . ,αn respectively. Then
A = [A1, . . . ,An → / ⇒ α], also denoted A = [A1, . . . ,An, r], is an argument with
conclusion cnl(A) = α and last rule last(A) = r.

3. Each argument wrt K is obtained by finitely many applications of the steps 1–2.

Example 2.6. The arguments wrt the knowledge base K from Example 2.4 are A0 = [⊺]
plus:

A1 = [[⊺]⇒ a] A2 = [[⊺]⇒ b] A3 = [[[⊺]⇒ a]⇒ ¬b] A4 = [[[⊺]⇒ b]⇒ ¬a].
Definition 2.5 (Argumentation framework). The set of all arguments induced by a knowl-
edge base K is denoted by ARK . An argumentation framework (AF) induced by K is a
pair AF = (ARK , att(K)) where att(K) ⊆ ARK ×ARK is called an attack relation.

Definition 2.6. A knowledge base K is consistent if the closure of BE under RS is not a
contradictory set. The set of conclusions of arguments in E ⊆ ARK is denoted by cnl(E ).

A strict argument is an argument containing no defeasible rule. An argument is defea-
sible iff it is not strict. The set of defeasible rules appearing in an argument A is denoted
by dr(A).

4As a consequence, the atoms in L here only consist of domain atoms representing propositions about
the concerned domains. Dung also considers non-domain atoms abd for the non-applicability of a defeasible
rule d, and undercuts as strict rules b1, . . . , bn → abd that act against the applicability of a defeasible rule d in
RD [112]. We leave for future work the extension of our current results to knowledge bases with strict rules
and undercutting arguments.
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An argument B is a subargument of an argument A, denoted as B ∈ sub(A) or B ⊑ A,
iff B = A or A = [A1, . . . ,An, r] and B is a subargument of some Ai. B is a superargument
of A, denoted as B ∈ super(A) or B ⊒ A, iff A ∈ sub(B).

Definition 2.7 (Sensible class). A class K of knowledge bases is sensible iff K is a non-
empty class of consistent knowledge basesK, and for any knowledge baseK = (RBS,BE)
in K , all consistent knowledge bases of the form (RBS,BE′) also belong to K .

Definition 2.8 (Attack relation assignment). Given a sensible class of knowledge basesK ,
an attack relation assignment is a function att mapping each K ∈K to an attack relation
att(K) ⊆ ARK ×ARK .

Definition 2.9 (Stable semantics). Given an argumentation framework (ARK , att(K)), we
say that E ⊆ ARK is a stable extension if: (1) E is conflict-free att(K) ∩ (E × E ) = ∅, and
(2) E attacks all the arguments in ARK ∖ E . This is also denoted E ∈ stb(ARK , att(K)).

While many other semantics exist, we follow Dung [112] and study attack relations
mostly under stable semantics. Only Principle 2.5mentions the complete semantics. Recall
that a set E ⊆ ARK defends an argument A iff E attacks all attackers of A. A complete
extension E is defined by: E is conflict free (no attack occurs within E ) and A ∈ E iff E
defends A. Our main result does not depend on the choice for the stable semantics: for
Examples 2.1–2.3 and the proof of Theorem 2.1, one can indistinctly use the complete
semantics or the preferred semantics (i.e. ⊆-maximally complete extensions).
Definition 2.10 (Belief set). A set S ⊆L is said to be a stable belief set of knowledge base
K wrt an attack relation assignment att iff att(K) is defined and there is a stable extension
E of (ARK , att(K)) such that S = cnl(E ).

Attacks based on weakest link. We now present three attack relation assignments based
on weakest link. All our attacks are rebuts, i.e. they contradict (sub-)conclusions. (Re-
call that we have neither non-domain literals nor defeasible premises that would define
undercutting and resp. undermining attacks.)

Definition 2.11 (Contradicting attack). Let A,B ∈ ARK for a knowledge base K. A con-
tradicts B (at B′) iff B′ ∈ sub(B) and the conclusions of A and B′ are contradictory.
Definition 2.12 (Weakest link). The weakest link of a set of rules R, denoted as wl(R), is
the rank of the lowest rank rule in R. Formally, wl(R) = minr∈R rank(r). Abusively, we
also use wl(A) for arguments A, simply defined by wl(dr(A)).

Weakest link thus provides an absolute measurewl of strength for arguments—for strict
arguments A, we just define wl(A) = ∞. This measure defines the first attack, based on
Pollock’s traditional idea [257].

Definition 2.13 (Simple weakest link attack). Let A,B ∈ ARK for a knowledge base K.
We say that A swl-attacks B (at B′), denoted as (A,B) ∈ attswl(K) iff A contradicts B at
B′ and wl(A) ≮ wl(B′) (that is, wl(A) ≥ wl(B′) for modular orders).

Note that a defeasible argument A can contradict a strict argument B —a fact, in the
present context. In those cases, wl(A) < wl(B) and so the ordering < is well-defined.

The second attack was introduced by Young et al. [334] for total orders. dwl was mo-
tivated by the unintuitive outputs of swl in scenarios with shared rules, like Example 2.2.
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Definition 2.14 (Disjoint weakest link attack). Let A,B ∈ ARK for someK. A dwl-attacks
B (at B′), denoted (A,B) ∈ attdwl(K) iff A contradicts B at B′ and wl(dr(A) ∖ dr(B′)) ≮
wl(dr(B′) ∖ dr(A)).

The third attack, newly introduced in this chapter, is a refinement of disjoint weakest
link. It aims to better approximate the extensions of PDL, a paradigmatic implementation of
the idea of weakest link. The motivation for a new attack was given in Example 3. We call
it lookahead attack since an attack from an argument may be cancelled if a superargument
of it also attacks the same target, so this new attack looks ahead to superarguments before
deciding whether an attack from the subargument ultimately exists or not.

Definition 2.15 (Lookahead weakest link attack). Let A,B ∈ ARK for a knowledge base
K. We say that (A,B) ∈ attdwl(K) is maximal if A is ⊑-maximal in ARK with the property
(⋅,B) ∈ attdwl. We also define: A lwl-attacks B at B′, denoted as (A,B) ∈ attlwl(K), iff A
dwl-attacks B at B′ and
1. either (B′,A) ∉ attdwl(K)

2. or, in case (B′,A) ∈ attdwl(K), if (A,B) is not maximal then neither is (B′,A).
Informally, attlwl obtains from attdwl by removing, in each bidirectional attack, the at-

tacker that is not ⊑-maximal, in case the other attacker is. With more detail, one must (1)
compute attdwl(K); (2) for each (A,B′), (B′,A) ∈ attdwl(K), if (A,B′) is not maximal while
(B′,A) is, then remove as attacks all pairs (A,B) with B ⊒ B′.5

Let us stress that our definition of lookahead attack lwl overrides the notion of contra-
dicting attack (Definition 2.11). As a result, the principle of subargument structure will fail
for attlwl, while in general it holds for all ASPIC+ attacks in the literature.

Each of the above definitions (Defs. 2.13–2.15) of an attack relation att(K) over a
knowledge base K extends into an attack relation assignment att over a sensible class K
of knowledge bases. This is simply the function att :K ↦ att(K) for each K ∈K .

2.4 Principle-based Analysis
In this section, we offer a principle-based analysis of the three attack relation assignments,
using the eight principles proposed by Dung [112] plus a new principle. In the following,
K denotes a sensible class of knowledge bases, and att an attack relation assignment de-
fined for K . Some of the following results for Principles P 2.1–P 2.9 were partly proved
by Dung [113]. With detail, our results on swl are also proved in Theorem 7.10 (for P 2.1),
Lemma 7.6 (for P 2.2, P 2.6–P 2.8) and Theorem 7.8 (for P 2.4).

Credulous cumulativity states that turning accepted conclusions Ω of a knowledge base
K into facts preserves stable extensions and consistency. This operation is denoted as an
expansion of K into K +Ω = (RBS,BE ∪Ω).

Principle 2.1 (Credulous cumulativity). We say that att satisfies credulous cumulativity
forK iff for eachK ∈K and each stable belief set S ofK, any finite subsetΩ ⊆ S satisfies:

5A reader might wonder why Definition 2.15 does not simply state: (A,B) ∈ attlwl(K) iff (A,B) ∈
attdwl(K) and A is ⊑-maximal with (⋅,B) ∈ attdwl(K). The reason is that, under these attacks, one can define
some K whose stable belief sets include logically contradictory sets.
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1. K +Ω is a consistent knowledge base (i.e. K +Ω belongs to K ), and

2. S is a stable belief set of K +Ω wrt att.

Proposition 2.1. Credulous cumulativity (P1) is not satisfied by any of attswl, attdwl, attlwl.

Proof. For a counterexample, let a sensible class K contain the knowledge base K cor-
responding to Example 1. As depicted in Fig. 1(top), S = {a,¬b} is a stable belief set of
K wrt attswl, attdwl and attlwl. However, S is not a stable belief set of K + {a} wrt any of
these three attacks.

Context independence states that the attack relation between two arguments depends
only on the rules that appear in them and their preferences [112].

Principle 2.2 (Context independence). We say that att satisfies context independence for
K iff for any two K,K ′ ∈ K with preference relations ⪯ and resp. ⪯′ and any two ar-
guments A,B belonging to ARK ∩ ARK′ , if the restrictions of ⪯ and ⪯′ on dr(A) ∪ dr(B)
coincide, then it holds that (A,B) ∈ att(K) iff (A,B) ∈ att(K ′).
Proposition 2.2. Context independence (P 2.2) is satisfied by attswl and attdwl, while it is
not satisfied by attlwl.

Proof. For attswl. Let K,K ′ ∈ K have preference relations ⪯ and resp. ⪯′. Suppose that
for A,B ∈ ARK ∩ARK′ , the restrictions of ⪯ and ⪯′ on dr(A) ∪ dr(B) coincide. If (A,B) ∈
attswl(K), by Def. 2.13 the conclusions of A and a subargument B′ ∈ ARK of B are contra-
dictory and wl(A) ≮ wl(B′) for K. Since B′ is a subargument of B ∈ ARK′ , B′ ∈ ARK′ and
dr(B) ⊇ dr(B′). Hence the restrictions of ⪯ and ⪯′ on dr(A)∪dr(B′) also coincide. So forK ′
it also holds that wl(A) ≮ wl(B′). Hence, (A,B) ∈ attswl(K ′). The same reasoning applies
in the other direction, and so we conclude that (A,B) ∈ attswl(K) iff (A,B) ∈ attswl(K ′).

For attdwl. The proof is analogous to the proof for attswl: Let K,K ′ ∈ K have prefer-
ence relations ⪯ and resp. ⪯′. Suppose that forA,B ∈ ARK∩ARK′ , the restrictions of ⪯ and ⪯′
on dr(A)∪dr(B) coincide. If (A,B) ∈ attdwl(K), byDefinition 2.14 the conclusions ofA and
a subargumentB′ ∈ ARK ofB are contradictory andwl(dr(A)∖dr(B′)) ≮ wl(dr(B′)∖dr(A))
for K. Since B′ is a subargument of B ∈ ARK′ , B′ ∈ ARK′ and dr(B) ⊇ dr(B′). Hence,
the restrictions of ⪯ and ⪯′ on dr(A) ∪ dr(B′) also coincide. So for K ′ it also holds that
wl(dr(A) ∖ dr(B′)) ≮ wl(dr(B′) ∖ dr(A)). Hence, (A,B) ∈ attdwl(K ′). The same reasoning
applies in the other direction, and so it holds that (A,B) ∈ attdwl(K) iff (A,B) ∈ attdwl(K ′).

For attlwl. Let K ′ = {⊺ 1⇒ a,⊺ 1⇒ b, b
2⇒ ¬a} obtain from removing a

2⇒ ¬b from
the knowledge base K in Example 2.3. This is a counterexample, since the arguments
[⊺ ⇒ a] and [⊺ ⇒ b ⇒ ¬a] belong to ARK ∩ ARK′ , and the restrictions of ⪯ and ⪯′ to the
set dr([⊺⇒ a]) ∪ dr([⊺⇒ b⇒ ¬a]) coincide. However, ([⊺⇒ a], [⊺⇒ b⇒ ¬a]) ∉ attlwl(K)
while ([⊺⇒ a], [⊺⇒ b⇒ ¬a]) ∈ attlwl(K ′).

For a weaker version of context independence, one can state that an attack also depends
on the superarguments. Let us define: superK(A) = {A+ ∈ ARK : A+ ⊒ A}.
Principle 2.3 (Weak context independence). We say that att satisfies weak context inde-
pendence for K iff for any two K,K ′ ∈ K with preferences ⪯ and resp. ⪯′ and any two
arguments A,B ∈ ARK ∩ARK′:
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if
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⪯,⪯′ agree upon dr(A) ∪ dr(B)
and superK(A) = superK′(A)
and superK(B) = superK′(B)

⎫⎪⎪⎪⎬⎪⎪⎪⎭
then (A,B) ∈ att(K) iff (A,B) ∈ att(K ′).

Proposition 2.3. Weak context independence (P 2.3) is satisfied by the three attacks attswl,
attdwl, attlwl.

Proof. For attswl, attdwl. Clearly, the set of pairs {K,K ′} in K that need to be tested
for (P 2.3) are a subset of those pairs that to be tested for (P 2.2): the former are all pairs
validatingDef. 2.3(i)–(ii) while the latter also include the pairs that only validate (i). Hence,
if att satisfies (P 2.2), then it also satisfies (P 2.3). From this and the above proofs for
(P 2.2), we conclude that attswl, attdwl satisfy (P 2.3).

For attlwl. Let K,K ′ ∈ K have preference relations ⪯ and resp. ⪯′. Suppose that for
A,B ∈ ARK ∩ARK′ , ⪯ and ⪯′ agree upon dr(A) ∪ dr(B) and superK(A) = superK′(A) and
superK(B) = superK′(B). Towards a contradiction, assume that (A,B) ∈ attlwl(K) at B′,
but (A,B) ∉ attlwl(K ′). Because (A,B) ∈ attlwl(K) at B′, according to Def. 2.15, (A,B) ∈
attdwl(K) at B′. Since attdwl satisfies context independence, (A,B) ∈ attdwl(K ′) at B′. As
a result, (⋆) (B′,A) ∈ attdwl(K ′), and so (A,B) is not maximal in attdwl(K ′) and (B′,A) is
maximal in attdwl(K ′). Because superK(A) = superK′(A) and superK(B) = superK′(B),
by (⋆) and (P 2.3) we obtain (B′,A) ∈ attdwl(K), and so (A,B) is not maximal in attdwl(K)
and (B′,A) is maximal in attdwl(K). Hence, (A,B) ∉ attlwl(K). This is in contradiction
with (A,B) ∈ attlwl(K).

The principle of attack monotonicity (defined below)reflects the intuition that the more
reliable the foundation of an argument is, the stronger the argument becomes. Suppose the
defeasible information on which an argument is based is confirmed by unchallenged obser-
vations. Replacing the defeasible bits by the observed facts should result in a strengthened
argument: whatever is attacked by the original argument should also be attacked by the
strengthened one, and whatever attacks the strengthened one, attacks the original one.

Definition 2.16 (Strengthening operation). Let A ∈ ARK and Ω ⊆ BE be a finite set of
domain literals. The strengthening of A wrt Ω denoted by A ↑ Ω is defined inductively as
follows:

A ↑ Ω =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

{[α]} if A = [α] and α ∈ BE

AS ∪ {[hd(r)]} if A = [A1, . . . ,An, r] and hd(r) ∈ Ω
AS if A = [A1, . . . ,An, r] and hd(r) ∉ Ω

where AS = {[X1, . . . ,Xn, r] ∣ ∀i :Xi ∈ Ai ↑ Ω}
Principle 2.4 (Attack monotonicity). Let att be an attack relation assignment defined for
a sensible class K of knowledge bases. We say att satisfies the property of attack mono-
tonicity for K iff for each knowledge base K ∈ K and each finite subset Ω ⊆ BE, the
following assertions hold for arbitrary A,B ∈ ARK and X ∈ A ↑ Ω.
1. If (A,B) ∈ att(K) then (X,B) ∈ att(K).

2. If (B,X) ∈ att(K) then (B,A) ∈ att(K).

Proposition 2.4. Attack monotonicity is satisfied by attswl and attdwl. It is not satisfied by
attlwl.
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Proof. For attswl. (1) Let K ∈ K , Ω ⊆ BE, A,B ∈ ARK and X ∈ A ↑ Ω. From (A,B) ∈
attswl(K), A contradicts B at some B′ with wl(A) ≮ wl(B′). Because X ∈ A ↑ Ω, X also
contradicts B at B′ with dr(X) ⊆ dr(A), so wl(X) ≥ wl(A). As a result, wl(X) ≮ wl(B′)
and so (X,B) ∈ attswl(K). (2) From (B,X) ∈ attswl(K), B contradicts X at some X ′ with
wl(B) ≮ wl(X ′). Because X ∈ A ↑ Ω, there is A′ ∈ sub(A) with cnl(X ′) = cnl(A′) and
dr(X ′) ⊆ dr(A′), so wl(X ′) ≥ wl(A′). As a result, B contradicts A at A′ with cnl(B) and
cnl(A′) being contradictory and wl(B) ≮ wl(A′). Thus, (B,A) ∈ attswl(K).

For attdwl. The proofs are analogous to the attswl case. (1) From (A,B) ∈ attdwl to
(X,B) ∈ attdwl: since dr(X) ⊆ dr(A) we get wl(dr(X) ∖ dr(B′)) ≥ wl(dr(A) ∖ dr(B′)) ≥
wl(dr(B′) ∖ dr(A)) ≥ wl(dr(B′) ∖ dr(X)). As a result, wl(dr(X) ∖ dr(B′)) ≮ wl(dr(B′) ∖
dr(X)), and so (X,B) ∈ attdwl(K). (2) From (B,X) ∈ attswl(K), B contradicts X at some
X ′ with wl(dr(B) ∖ dr(X ′)) ≮ wl(dr(X ′) ∖ dr(B)). Because X ∈ A ↑ Ω, there is A′ ∈ sub(A)
with cnl(X ′) = cnl(A′) and dr(X ′) ⊆ dr(A′), so wl(dr(B) ∖ dr(A′)) ≥ wl(dr(B) ∖ dr(X ′)) ≥
wl(dr(X ′) ∖ dr(B)) ≥ wl(dr(A′) ∖ dr(B)). As a result, (B,A) ∈ attdwl(K).

For attlwl. Let K contain BE = {a} and a set RD rules of strength 1 that give: A =
[[⊺⇒ a]⇒ b], B = [[⊺⇒ ¬c]⇒ ¬b], X = [[a]⇒ b] and also A+ = [A⇒ c], B+ = [B ⇒ ¬a],
X+ = [X ⇒ c] . Since B+ cannot attackX, (A,B) ∈ attlwl(K) is not preserved into (X,B) ∈
attlwl(K) although X is a strengthening of A with {a}.

The next principle, irrelevance of redundant defaults, states that adding redundant de-
faults into the knowledge base does not result in a change of beliefs (outputs).

Notation 2.1. For any defeasible rule d, denote K + d = (RS,RD ∪ {d},⪯,BE) where
K = (RS,RD,⪯,BE). For convenience, for any evidence ω ∈ BE we also denote the
default⇒ ω by dω.

Principle 2.5 (Irrelevance of redundant defaults). LetK be a sensible class of knowledge
bases such that for each K = (RSB,BE) ∈K , for each evidence ω ∈ BE, K + dω belongs
to K . Further let att be an attack relation assignment defined for K .

We say the attack relation assignment att satisfies irrelevance of redundant defaults for
K iff for each knowledge base K = (RSB,BE) ∈K , for each evidence ω ∈ BE:

1. the stable belief sets of K and K + dω coincide, and

2. the complete belief sets of K, K + dω coincide.

Proposition 2.5. Irrelevance of redundant defaults (P 2.4) is satisfied by the three attacks
attswl, attdwl, attlwl.

Proof. For attswl. First, ARK ⊂ ARK+dω . Let AR+ = ARK+dω ∖ ARK , representing ar-
guments that are newly added into ARK+dω due to the addition of dω. For each argu-
ment A′ ∈ AR+, there exists an argument A ∈ ARK , such that A = A′ ↑ {ω}. Hence,
cnl(A) = cnl(A′) and wl(A) ≮ wl(A′). Then, for eachB ∈ ARK such that (B,A) ∈ attswl(K),
we have (B,A), (B,A′) ∈ attswl(K + dω). Hence, A′ can not be in any stable or complete
extension E unless A ∈ E . As a result, each stable or complete extension E ′ ofK+dω is of
the form E ∪ {A′ ∈ AR+ : A ∈ E } where E is an extension of K.

For attdwl. The proof is analogous and only changes in statements of the form wl(A ∖
B) /< wl(A′ ∖B). Again, cnl(A) = cnl(A′) for any argument A ∈ E in an extension and its
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weakening A′ ∈ ARK+dω . By the definition of stable and complete extensions, in the new
AF these must be of the form E ′ = E ∪ {A′ : A ∈ E }.

For attlwl. The proof is also analogous. For each argument A′ ∈ AR+, there exists an
argument A ∈ ARK , such that A = A′ ↑ {ω}. By definition of attlwl, (A,B) ∈ attlwl(K) iff
(A,B), (A,B′) ∈ attlwl(K+dω). As a result, each stable or complete extension E ′ ofK+dω
is of the form E ∪ {A′ : A ∈ E } where E is an extension of K.

The next two principles state basic properties of argumentation. Subargument structure
and attack closure are two basic principles. Subargument structure states that if an argument
attacks a subargument, it attacks the entire argument. Attack closure says that attacks are
either based on undercuts6 or contradicting arguments.

Principle 2.6 (Subargument structure). LetK be a sensible class of knowledge bases and
att be an attack relation assignment defined forK . Then att is said to satisfy the property
of subargument structure for K iff for each K ∈K , for all A,B ∈ ARK ,

(A,B) ∈ att(K) iff there is a defeasible subargument B′ of B such that(A,B′) ∈ att(K).

Proposition 2.6. Subargument structure (P 2.6) is satisfied by attswl and attdwl, while it is
not satified by attlwl.

Proof. For attswl. (⇒) From (A,B) ∈ attswl(K), A contradicts some B′ ⊑ B with wl(A) ≮
wl(B′). If B′ was strict, so would be A, contradicting thatK is consistent, i.e. thatK ∈K .
(⇐) If A contradicts a defeasible B′ at B′′ with wl(A) ≮ wl(B′′), then for any B ⊒ B′ we
have wl(B) ≤ wl(B′) ≤ wl(B′′) and so (A,B) ∈ attswl(K).

For attdwl. The two directions of the proof are analogous, now using wl(A ∖ B′) ≮
wl(B′ ∖A) for (⇒); and wl(B ∖A) ≤ wl(B′ ∖A) ≤ wl(B′′ ∖A) for (⇐).

For attlwl. For a counterexample to (⇐), let ⊺ 2⇒ a, ⊺ 2⇒ ¬a, a 1⇒ b, ¬a 1⇒ ¬b be the rules
of ARK . Then, [⊺⇒ a] does not lwl-attack [⊺⇒ ¬a⇒ ¬b] but lwl-attacks [⊺⇒ ¬a]; finally,
note that [⊺⇒ ¬a] is a subargument of [⊺⇒ ¬a⇒ ¬b].
Principle 2.7 (Attack closure). Let K be a sensible class of knowledge bases and att be
an attack relation assignment defined for K . Then att is said to satisfy the property of
attack closure for K iff for each K ∈K , for all A,B ∈ ARK , it holds that:

1. If A attacks B wrt att(K) then A undercuts B or A contradicts B.

2. If A undercuts B then A attacks B wrt att(K).

Proposition 2.7. Attack closure (P 2.7) is satisfied by attswl, attdwl and attlwl.

Proof. Since we do not consider strict rules (undercuts), this principle reduces to: (A,B) ∈
att implies A contradicts B which is immediate from Definitions 2.13–2.15.

The principle of effective rebuts enforces a natural interpretation of priorities under con-
flict: when two defeasible rules lead to a contradiction and so cannot be applied together,
then the preferred one should be applied.

6The notion of undercut from Principle 7 is the same as in Pollock [253] and ASPIC+ [219]: an argument
A undercuts B at B′ ∈ sub(B) iff the last rule d = last(B′) ∈ RD and A states that this defeasible rule d is not
applicable cnl(A) = abd.
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Principle 2.8 (Effective rebut). Let K be a sensible class of knowledge bases and att be
an attack relation assignment defined for K . Then att is said to satisfy the property of
effective rebut forK iff for eachK ∈K , for all A0,A1 ∈ ARK containing each exactly one
defeasible rule dr(A0) = {d0} and dr(A1) = {d1}, if A0 contradicts A1 then

(A0,A1) ∈ att(K) iff d0 ⊀ d1.
Proposition 2.8. Effective rebut is satisfied by attswl and attdwl, but not by attlwl.

Proof. For attswl. Let dr(A) = {d1} and dr(B) = {d2} contain each one defeasible rule
withA,B contradicting each other. Note that wl(A) = rank(d1) and wl(B) = rank(d2). For
(⇒), suppose that (A,B) ∈ attswl(K). As a result, A contradictsB atB′ and wl(A) ≮ wl(B′).
SinceRS = ∅,B = B′. So, wl(A) ≮ wl(B). That is to say, d1 /≺ d2. For (⇐), suppose d1 /≺ d2.
So, wl(A) ≮ wl(B). Because A contradicts B at B, (A,B) ∈ attswl(K).

For attdwl. The proof is analogous. SinceRS = ∅,A contradictsB atB′ impliesB = B′
and d1 ≠ d2. Hence, wl(dr(A) ∖ dr(B)) = wl(A) and wl(dr(B) ∖ dr(A))) = wl(B).

For attlwl. Let ARK contain A = [⊺ ⇒ a], B = [⊺ ⇒ ¬a] and A+ = [A ⇒ a], where
all RD rules have strength 1. Then, dr(A) = {d1} and dr(B) = {d2} satisfy d1 ⊀ d2 but
(A,B) ∉ attlwl(K), since (A,B) is not maximal while (B,A) is maximal.

The last principle, called link orientation (see below for its definition), directs attacks
against those links in an argument that are identified as responsible for the argument’s
weakness.

Definition 2.17 (Weakening operation). Let A ∈ ARK and AS ⊆ ARK . The weakening of
A by AS, denoted A ↓ AS is the set inductively defined by:

A ↓ AS =
⎧⎪⎪⎨⎪⎪⎩
{[α]} ∪ {X ∈ AS : cnl(X) = α} if A = [α] and α ∈ BE

{[X1, . . . ,Xn, r] ∣ Xi ∈ Ai ↓ AS} if A = [A1, . . . ,An, r].

Principle 2.9 (Link orientation). Let K be a sensible class of knowledge bases and att
be an attack relation assignment defined for K . att satisfies link-orientation iff for each
K ∈K , if A,B,C ∈ ARK are such that C ∈ B ↓ AS, then

{ (A,C) ∈ att(K) and∀X ∈ AS, (A,X) ∉ att(K)
} implies (A,B) ∈ att(K).

That is, wrt att(K), if A attacks C (the weakening of B by AS) but none of AS, then A
attacks the original argument B.

Proposition 2.9. Link orientation is not satisfied by any of the attacks attswl, attdwl, attlwl.

Proof. A counterexample for attswl, attdwl, attlwl can be found by expanding Example 1
with a new fact: BE = {a}. For attswl. Let K consist of:

RD = {⊺ 1⇒ a,⊺ 2⇒ ¬b, a 3⇒ b} and BE = {a}.
Let AS = {D = [⊺ ⇒ a]}, A = [⊺ ⇒ ¬b], B = [[a] ⇒ b] and C = [D ⇒ b]. Note that
C ∈ B ↓ AS, and that wl(A) = 2, wl(B) = 3 and wl(C) = 1. Finally, observe that (A,C) ∈
attswl(K) and (A,D) ∉ attswl(K) for AS = {D} while (A,B) ∉ attswl(K). For attdwl. The
same example holds, since for all the previous pairs (X,Y ), wl(X∖Y ) = wl(X). For attlwl.
The same example works as in attdwl, since all of A,B,C are ⊑-maximal attackers inK and
so attlwl(K) = attdwl(K).
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Attack Assignment 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9
swl-attack (Def. 2.13) ◻ ∎ ∎ ∎ ∎ ∎ ∎ ∎ ◻
dwl-attack (Def. 2.14) ◻ ∎ ∎ ∎ ∎ ∎ ∎ ∎ ◻
lwl-attack (Def. 2.15) ◻ ◻ ∎ ◻ ∎ ◻ ∎ ◻ ◻

Table 2.1: Principles satisfied (∎) by each attack relation assignment. Each number n refers
to the Principle Pn listed next: (P 2.1) credulous cumulativity, (P 2.2) context indepen-
dence, (P 2.3) weak context independence, (P 2.4) attack monotonicity, (P 2.5) irrelevance
of redundant defaults, (P 2.6) subargument structure, (P 2.7) attack closure, (P 2.8) effec-
tive rebut, and (P 2.9) link orientation.

Theorem 2.1. The principles satisfied by each attack relation are listed in Table 2.1.

Proof. This result follows from Propositions 2.1–2.9.

Discussion of The Principle-based Analysis. Weakest link presumes that the evaluation
of an argument depends on that of its subarguments, namely their weakest components.
Towards a characterization of PDL, the attlwl attack relation assignment captures this idea
by making the attacks from subarguments to depend on its superarguments. This results in
a less compositional and more holistic view of attacks, which affects some of the intuitive
principles proposed by Dung [113]. This should not be surprising at all, and instead it
should be seen as part of the ongoing debate on how intuitive some of these principles are.
For the popular notion of weakest link, we have a clash of intuitions. On the one hand, our
intuitions on the legitimacy of weakest link and on some of our examples and, on the other,
the prima facie intuitive principles from Dung. Following Nelson Goodman’s notion of
reflective equilibrium [145], this principle-based analysis should prompt us to search for
a balance between intuitions on principles and intuitions on cases. Let us take a detailed
look at look-ahead weakest link in Table 2.1.

(P 2.1) Credulous cumulativity has also been challenged by Prakken and Vreeswijk [266,
Sec. 4.4], by Prakken andModgil [218, Sec. 5.2]. Intuitively, the strengthened defea-
sible conclusionmay gain the ability to defeat other arguments that they did not defeat
before, which causes the stable extensions to change, thus leading to the violation of
credulous cumulativity.

(P 2.2)–(P 2.3) Given our aim to characterize PDL and vindicate its role in non-monotonic
reasoning, Context independence (P 2.2) has to be relativized to take part of the con-
text into account, namely the superarguments of an argument. Attack relations based
on lookahead weakest link are still independent from external arguments.

(P 2.4) The violation of one of the two directions of Attack monotonicity might be seen
as the least palatable consequence of lookahead weakest link. Still, our conjecture is
that the other direction (P 2.4, item 2) holds for attlwl.

(P 2.5), (P 2.7) The principle of Irrelevance of redundant defaults (P 2.5) results in an in-
tuitive property of ASPIC+, i.e. a semantic invariance under the weakening of facts
into (irrelevant) defaults. Attack closure (P 2.7) captures our understanding of how
attacks in ASPIC+ should be defined. Both principles are preserved by attlwl.
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(P 2.6), (P 2.8) Despite their intuitive character, Subargument structure and Effective re-
buts seem to exclude a relational notion of attacks based on the global structure of an
argument, that is, the superarguments it is part of. The violation of these two prin-
ciples might be a necessary step in any characterization of PDL in terms of attack
relation assignments.

(P 2.9) Link orientation is, in view of the counterexample in Proposition 2.9, one of the
most disputable principle in the list. It clashes, as (P 2.1) does, with all attack rela-
tion assignments inspired by the idea of weakest link. For anyone considering the
possibility of argumentation based on weakest link, this counterexample shows that
(P 2.9) makes little sense as a general principle.

2.5 PDL and Dung’s Principles: an Impossibility Result
As discussed in the previous section, most of the principles proposed by Dung [113] seem
indisputable, yet some others hide a partisan view on what argumentation can or cannot be.
Context independence, for example, could be used to rule out Brewka’s PDL from argu-
mentation altogether. For another example, credulous cumulativity is used by Dung [112,
Ex. 7.1] against elitist orderings. In turn, this principle has been further discussed and
disputed by Modgil and Prakken [218].

In this section, we offer more evidence against Context independence, in the form of
an impossibility result (Theorem 2.2). Any attempt to realize PDL in ASPIC+ should
preserve the definitional principle of Attack closure (P 2.7). Theorem 2.2 explains how
this is incompatible with the principle of Context independence (P 2.2).

Recall that PDL inductively applies a default of maximal priority amongst those rules
that: (i) have not been applied yet, (ii) can be applied and (iii) their application does not
raise an inconsistency [194, 334]. We adapt the definitions to structured argumentation.

Definition 2.18 (PDL). Let K = (RS,RD,⪯,BE) be a knowledge base. For a set of de-
feasible rules R ⊆ RD, let K↾R = (RS,R,⪯,BE) and define the following sets:

cl(K,R) = cnl(ARK↾R)
appl(K,R) = {d ∈ RD ∖R : bd(d) ⊆ cl(K,R) and cl(K,R ∪ {d}) is consistent}.

A PDL construction for K is any set ⋃ω
i=0R(i) built inductively as follows:

R(0) = ∅ and R(i+ 1) = R(i) ∪ {d} for some d ∈max⪯ appl(K,R(i))

where max⪯ Γ = {d ∈ Γ ∣ ∀d′ ∈ Γ(d ⊀ d′)}. Then, S is a PDL extension of K, denoted as
S ∈ pdl(K), if S = cnl(K,R) for some PDL construction R for K.

Example 2.7. Recall the set RD = {d1 : ⊺ 1⇒ a, d2 : ⊺ 1⇒ b, d3 : a
2⇒ ¬b, d4 : b

2⇒ ¬a}
in knowledge base K = (RS,RD,⪯,BE) from Examples 3–2.4. The PDL constructions
for K are: R1 = {d1, d3} and R2 = {d2, d4}. These constructions give the PDL extensions
S1 = {a,¬b} and S2 = {b,¬a} respectively. Figure 2.3 shows an argumentation framework
for K. (Note that we omit ⊺ from the PDL extensions and the argument A0 from ARK .)
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A1 : ⊺ 1⇒ a

A2 : ⊺ 1⇒ b

A3 : ⊺ 1⇒ a
2⇒ ¬b

A4 : ⊺ 1⇒ b
2⇒ ¬a

Figure 2.3: AF constructed from Example 2.7. Arrows describe all the possible individual
attacks at the subarguments. An attack relation att(K) cannot contain both (A1,A4) and
(A2,A3) if it is to capture the PDL extensions.

Example 2.8. Let K1 = (RS,RD1,⪯1,BE) be the fragment of K consisting of RD1 =
RD ∖ {d4} with the preference ⪯1 given by restricting ⪯ to the set RD1. PDL (Def. 2.18)
gives: R1 = {d1, d3} (→ S1 = {a,¬b}, and R3 = {d2, d1} (→ S3 = {a, b}.

The PDL extensions S1, S3 are also obtained as (sets of the conclusions of) the stable
extensions under the attack relation att1 = {(A2,A3), (A3,A2)}. See Figure 2.4.

A1 : ⊺ 1⇒ a

A2 : ⊺ 1⇒ b

A3 : ⊺ 1⇒ a
2⇒ ¬b

Figure 2.4: Under the attack relation att1, the stable extensions of AF1 = (ARK1 , att1)
match the PDL extensions of K1.

Example 2.9. Let K2 = {RS,RD2,⪯2,BE} now be the fragment of K defined by RD2 =
RD ∖ {d3} and the preference ⪯2 obtained by restricting ⪯ to RD2. Now PDL gives: R2 ={d2, d4} (→ S2 = {b,¬a}, and R3 = {d1, d2} (→ S3 = {a, b}.

The PDL extensions S2, S3 are also obtained as (sets of the conclusions of) the stable
extensions under the attack relation att2 = {(A1,A4), (A4,A1)}. See Figure 2.5.

A1 : ⊺ 1⇒ a

A2 : ⊺ 1⇒ b A4 : ⊺ 1⇒ b
2⇒ ¬a

Figure 2.5: Similarly, for AF2 = (ARK2 , att2), we have stb(AF2) = pdl(K2).

Now we are in a position to prove an impossibility result for Dung’s axioms and PDL,
under the assumption that the axioms hold for any sensible class of knowledge bases—akin
to the universal domain axiom in Arrow’s impossibility theorem [21].

Theorem 2.2. Let att be an attack relation assignment capturing the PDL extensions (say,
under stable semantics) and satisfying attack closure (P 2.7). Then att does not satisfy
context independence (P 2.2).
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Proof. LetK be a sensible class of knowledge bases containingK,K1 andK2 from Exam-
ples 2.7–2.9. Let also att be the attack relation assignment capturing the PDL extensions
under stable semantics. Given this attack relation assignment att, the stable extensions
must be the following. For AF0 = (ARK , att(K)): E1 = {A1,A3} and E2 = {A2,A4}; for
AF1 = (ARK1 , att(K1)), E1 and E3 = {A1,A2}; for AF2 = (ARK2 , att(K2)), E2 and E3.

The proof is by contradiction. Assume context independence ( 2.2). Using attack
closure (P 2.7), it is only the case that E3 ∈ stb(AF1) if (A2,A3) ∈ att(K1). Similarly,
E3 ∈ stb(AF2) can only hold if (A1,A4) ∈ att(K2). Observe that ARK contains all these
arguments: {A1,A2,A3,A4}, and that the preference ⪯ from K coincides with ⪯1 from K1

on the set {A1,A2,A3} and also with ⪯2 from K2 on the set {A1,A2,A4}. Hence, by con-
text independence, we conclude that (A2,A3), (A1,A4) ∈ att(K). But this is impossible:
then E3 = {A1,A2} would then become a stable extension of AF0 = (ARK , att(K)) without
being a PDL extension of K. Hence, context independence is not satisfied.

2.6 Related Work
There is a lot of work in the nonmonotonic logic and logic programming literature on pri-
oritised rules, see e.g. Delgrande et al. [103] for an overview. Pardo and Straßer give an
overview of argumentative representations of prioritized default logic, concerning weak-
est link, they mainly consider dwl [242]. Various authors discussed the dilemma between
weakest link and last link [69, 194, 216, 219]. The analysis of weakest link related to swl
indicates that it is more complicated and ambiguous than it seems at first sight. With partial
orders, ASPIC+ tries to accommodate both in combination with democratic and elitist or-
ders [216, 219], but neither of them is clearly better than the other. Young et al. [334, 336]
show that even for total and modular orders, swl cannot always give intuitive conclusions.
They also show the correspondence between the inferencesmade in prioritised default logic
(PDL) and dwl with strict total orders. Then they raise the question of the similarity be-
tween weakest link and PDL for modular and partial orders. Moreover, Liao et al. [194]
give similar results but use other examples to demonstrate that the approach of Young et
al. [334, 336] cannot be extended to preorders [194]. Liao et al. [194] use an order puz-
zle in the form of Example 3 to show that even with modular orders, selecting the correct
reasoning procedure is challenging. This leads them to introduce auxiliary arguments and
defeats on weakest arguments. Beirlaen et al. [41] point out that weakest link is defined
purely in terms of the strength of the defeasible rules used in argument construction. More
recently, Lehtonen et al. present novel complexity results for ASPIC+ with preferences
that are based on weakest link (swl in this chapter) [189], they rephrase stable semantics in
terms of subsets of defeasible elements.

2.7 Summary
In this chapter, we introduced a newweakest link attack relation assignment (lwl) and com-
pared it with the traditional (swl) and disjoint (dwl) versions. We showed that lwl gets the
right result for an important example (Ex. 2.3), at the price of loosing context independence
—but this seems necessary for weakest link anyway, as shown in Table 2.1. As an alter-
native, we proposed a weaker context independence principle that is satisfied by lwl. A
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fine-grained characterization of a class of weakest link attack relation assignments, in the
style of the characterizations proposed by Dung [112, 115] for last link, would also help
us deepen our understanding of weakest link and vindicate its use in argumentation and
non-monotonic reasoning. The core idea behind weakest link is, in our opinion, at least as
important as last link for general applications in AI. On this last question, these principle-
based analyses might shed some light on long-time debates between weakest link and last
link, namely which one suits better each area of application of non-monotonic reasoning.
Our principle-based analysis has several original insights, it presents the difference of sev-
eral kinds of attack relation assignment, explains the nature of weakest link principle and
reveals there is still some potential for weakest link attack to improve. By the way, it
also has a tight relation with some conceptual and philosophical questions and discussions:
We also proved the impossibility of satisfying context independence by any attack relation
assignment that captures Brewka’s prioritised default logic.

As for future work, following the results presented so far, an immediate goal would
be to strengthen the principle-based analysis to knowledge bases containing strict rules
(and undercutting attacks). Our conjecture is that the principles satisfied by each attack
relation shown in Table 2.1 will be preserved after the addition of strict rules. One main
open question for the future of ASPIC+-style structured argumentation is which way to go:
introduce auxiliary arguments like Liao et al. [194], or weaken context independence as
in this chapter? From a representation point of view, total orders give only one extension,
while under partial orders wemay havemultiple extensions. Thus, another major challenge
is how to generalize all the recent insights in this chapter and related work to partial orders
as studied in ASPIC+. While the impossibility result immediately extends frommodular to
partial orders, the affirmative results in our principle-based analysis need not be preserved
in the latter. We thus leave for future work deciding whether this is the case for the attack
relation assignments we introduced: lwl.

Finally, Table 2.1 also shows that the current principles fail to distinguish swl from dwl,
while in practice they behave quite differently. Hence, another goal would be to identify a
principle that separates these two attack relation assignments.



Chapter 3

A Principle-based Analysis to Agent
Argumentation Semantics

In this chapter, we delve into the acceptance of arguments, which examines the role of
agents and their contributions to the argumentation process. Traditionally, argument eval-
uation has focused on the inherent strength of the arguments themselves, which might
overlook the significance of the individuals or entities presenting those arguments. How-
ever, recognizing the influence of agents can provide valuable insights into the dynamics
of argumentation and help decision-makers make more informed and impartial choices.
Ultimately, understanding how the count of agents impacts the balance of pro and con ar-
guments offers a unique perspective on decision-making processes. By considering the
sources and entities behind the arguments, decision-makers can effectively navigate the
complexities and ambiguities inherent in evaluating opposing viewpoints. Through this
exploration, we aim to contribute to the advancement of argumentation theory and provide
practical insights for decision-makers facing multifaceted and contentious issues.

Abstract agent argumentation frameworks extend Dung’s theory with agents, and in this
chapter, we study four types of semantics for them. First, agent defense semantics replaces
Dung’s notion of defense by some kind of agent defense. Second, social agent semantics
prefers arguments that belong to more agents. Third, agent reduction semantics considers
the perspective of individual agents. Fourth, agent filtering semantics are inspired by a
lack of knowledge. We study five existing principles and we introduce twelve new ones.
In total, we provide a full analysis of fifty-two agent semantics and the seventeen principles.

3.1 Introduction

The two volumes of the Handbook of Formal Argumentation [34, 134] explain the central
role of Dung’s theory of abstract argumentation [110] and many of its variants proposed
over the past few decades. However, whereas several papers have proposed agent-based
variants [27, 176, 137], so far an overview of these variants is lacking. Moreover, the
semantics of agent argumentation is related to merging argumentation frameworks [95,
106, 73]. We address the following research questions:

1. What kind of semantics can be defined for agent argumentation frameworks?
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2. Which of the principles proposed in the literature [35, 314] do not hold for such agent
semantics?

3. What new principles can we define to distinguish the varieties of agent semantics?

For comparison, we distinguish four kinds of semantics for agent argumentation frame-
works:

Agent defense approaches adapt Dung’s notion of defense for argumentation semantics.

Social approaches [190] are based on counting the number of agents and a reduction to
preference-based argumentation [8].

Agent reductions take the perspective of individual agents and create extensions accord-
ingly [143].

Filtering methods are inspired by the knowledge or trust of the agents [19] and leave out
some arguments or attacks because they do not belong to any agents.

We make two important observations about the way the principle-based approach is
used in formal argumentation in general, and in this paper in particular.

Minimality First, agent-based extensions typically introduce various aspects such as coali-
tions, knowledge, uncertainty, support, and so on. In line with common practice in
the principle-based approach, this paper uses a minimal extension of Dung as a com-
mon core to these approaches. We only introduce an abstract set of agents, and we
associate arguments with agents and nothing else.

Distinguishability Principles and axioms can be used in many ways. Often, they concep-
tualize the behavior of a system at a higher level of abstraction. Moreover, in the
absence of a standard approach, principles can be used as a guideline for choosing
the appropriate definitions and semantics depending on various needs. Therefore, in
formal argumentation, principles are often more technical. The most discussed prin-
ciples are admissibility, directionality and SCC decomposibility, which also play a
central role in this paper. In this paper, we focus on principles distinguishing kinds
of agent semantics.

The paper is organized as follows. In the following section, we introduce agent argumenta-
tion frameworks. We discuss four kinds of semantics for agent argumentation frameworks
in the next four sections. As for principles, traditional principles are introduced in the fol-
lowing section and thereafter variants of traditional principles are introduced. Then we
introduce eight new agent principles. Finally, we discuss related work, future work, and
the conclusions of the paper. Due to space limitations, we only sketch a few proofs.

3.2 Agent Argumentation Framework
This section introduces agent argumentation frameworks. They generalize argumentation
frameworks studied by Dung (1995), which are directed graphs, where the nodes are argu-
ments, and the arrows correspond to the attack relation.
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Definition 3.1 (Argumentation framework [110]). An argumentation framework (AF) is a
pair ⟨A ,→⟩ where A is a set called arguments, and →⊆ A ×A is a binary relation over
A called attack. For a set S ⊆ A and an argument a ∈ A , we say that S attacks a if there
exists b ∈ S such that b attacks a, a attacks S if there exists b ∈ S such that a attacks b,
a− = {b ∈A ∣b attacks a}, and S−out = {a ∈A /S∣ a attacks S }.

Dung’s admissibility-based semantics is based on the concept of defense. A set of
arguments defends another argument if they attack all its attackers.

Definition 3.2 (Admissible [110]). Let ⟨A ,→⟩ be an AF. E ⊆ A is conflict-free iff there
are no arguments a and b in E such that a attacks b. E ⊆A defends c iff for all arguments
b attacking c, there is an argument a in E such that a attacks b. E ⊆ A is admissible iff it
is conflict-free and defends all its elements.

For their principle-based analysis, Baroni and Giacomin [35] define semantics as a
function from argumentation frameworks to sets of subsets of arguments.

Definition 3.3. Dung semantics [35] Dung semantics is a function σ that associates with
an argumentation framework AF = ⟨A ,→⟩ a set of subsets of A , and the elements of
σ(AF ) are called extensions.

Dung distinguishes between several definitions of extension.

Definition 3.4 (Extensions [110]). Let ⟨A ,→⟩ be an AF. E ⊆A is a complete extension iff
it is admissible and it contains all the arguments it defends. E ⊆A is a grounded extension
iff it is the smallest complete extension (for set inclusion). E ⊆ A is a preferred extension
iff it is the maximal complete extension (for set inclusion). E ⊆ A is a stable extension iff
it is conflict-free, and it attacks each argument that does not belong to E.

Each kind of extension may be seen as an acceptability semantics that formally rules
the argument evaluation process. In this article, we use σ ∈ {c, g, p, s} to represent Dung
semantics {complete, grounded, preferred, stable}.
Example 3.1 (Two conflicts). Consider the argumentation framework visualized on the
left in Figure 1, where A = {a, b, c, d}, →= {a→ b, b→ a, c→ d, d→ c}. Each argument de-
fends itself. There are nine admissible sets – {a},{b},{c},{d},{a, c},{a, d},{b, c},{b, d},∅ –
which are all complete extensions. The grounded extension is ∅. The preferred extensions{a, c},{a, d},{b, c},{b, d} are also stable extensions. For example, in an oft-used dinner
scenario, we may choose between fish (a) or meat (b), and we may choose between eating
at home (c) or going out (d), and these two choices are independent. In structured argu-
mentation, these arguments may have a complex structure, providing the reasons for these
conclusions, but in abstract argumentation we do not detail these reasons.

An agent argumentation framework extends an argumentation framework with a set of
agents and a relation associating arguments with agents. Note that an argument can belong
to no agent, one agent, or multiple agents.

We write a ! α for argument a belongs to agent α, or that agent α has argument a.

Definition 3.5 (Agent argumentation framework). An agent argumentation framework (AAF)
is a 4-tuple ⟨A ,→,S ,!⟩ where A is a set of arguments, →⊆ A ×A is a binary relation
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a b

dc

a b

dc

α β

Figure 3.1: An AF and an AAF

over A called attack, S is a set of agents or sources, and !⊆ A ×S is a binary relation
associating arguments with agents. Aα = {a ∈ A ∣a ! α} for all arguments that belong to
agent α, Sa = {α∣a ! α} for all agents that have argument a, →a= {x → y∣x = a or y = a}
for the attack relations related to argument a, and !α= {(a,α)∣a ! α} for the relation
between agent α and its arguments.

Example 3.2 (Two conflicts, continued fromExample 3.1). Consider the agent argumenta-
tion framework visualized on the right in Figure 3.1. This figure should be read as follows.
Each dashed box contains the arguments belonging to the same agent, S = {α,β}, and
!= {(a,α), (b,β), (c,α), (d,β)}. For example, Alice (α) may hold the arguments for eating
fish and staying at home, and Bob (β) may hold the arguments for eating meat and going
outside.

3.3 Agent Defense Semantics
We now introduce a new kind of defense for agent argumentation frameworks, which we
call agent defense. Roughly, if an agent puts forward an argument, it can only be defended
by arguments from the same agent. In extensions with coalitions, we may also consider
agents of the same coalition defending each others’ arguments [271].

In individual agent defense, only a single agent can defend an argument, whereas in
collective agent defense, a set of agents can do that.

Definition 3.6 (Agent Admissible). Let ⟨A ,→,S ,!⟩ be an AAF:
• E ⊆A is conflict-free iff there are no arguments a and b in E such that a attacks b.

• E ⊆A individually agent defends (agent defends1) c iff there exists an agent α inSc

such that for all arguments b in A attacking c, there exists an argument a in E ∩Aα

such that a attacks b.

• E ⊆ A collectively agent defends (agent defends2) c iff for all arguments b in A
attacking c, there exists an agent α in Sc and an argument a in E ∩Aα such that a
attacks b.

• E ⊆ A is agent admissiblei iff it is conflict-free and agent defendsi all its elements,
for i in {1,2}.

The following example illustrates agent defense, and its role in so-called reinstatement.
Though reinstatement is considered by many to be a desirable property, there is also a mi-
nority opinion that argues that reinstatement should not hold in general, c.f. the arguments



3.3 Agent Defense Semantics 37

and examples of Horty [161]. Example 3.3 shows that there is a middle way in this debate.
Agent defense semantics allows for reinstatement if all the arguments belong to the same
agent, but not if the arguments belong to distinct agents.

Example 3.3 (Reinstatement). Consider the agent argumentation framework visualized in
Figure 3.2, whereA = {a, b, c},→= {c→ b, b→ a},S = {α,β,γ} and!= {(a,α), (b,β), (c,
γ)}. Argument c defends argument a, but it does not agent defend it. For example, in the
dinner scenario, Alice (α) may hold an argument in favor of eating meat, Bob (β) holds
a better argument in favor of not eating meat but fish, and Cayrol (γ) holds an argument
asking why fish is not an option (c). Assuming that Alice and Cayrol are not in a coalition,
Cayrol does not agent defend the argument of Alice against the attacker of Bob.

a b c

α β γ

Figure 3.2: Agent Reinstatement

Definition 3.7 (Agent semantics). An agent semantics is a function δ that associates a set
of subsets of A with an agent argumentation framework AAF = ⟨A ,→,S ,!⟩, and the
elements of δ(AAF ) are called agent extensions.

We use Sem1 and Sem2 to represent agent semantics based on individual defense and
collective defense respectively.

Definition 3.8 (Agent extensions). Let ⟨A ,→,S ,!⟩:
• E ⊆ A is an agent completei extension iff
E is agent admissiblei and it contains all the arguments it agent defendsi, for i ∈ {1,2}.

• E ⊆A is an agent groundedi extension iff it is the minimal agent completei extension
(for set inclusion), for i ∈ {1,2}.

• E ⊆A is an agent preferredi extension iff it is the maximal agent completei extension
(for set inclusion), for i ∈ {1,2}.

• E ⊆ A is an agent stablei extension iff it is conflict-free and it attacks all the argu-
ments in A /E, for i ∈ {1,2}.

The following two examples illustrate agent extensions.

Example 3.4 (Two conflicts, continued from Example 3.2). Reconsider Figure 3.1. Each
argument agent defends itself, therefore the agent complete extensions are the same as
the complete extensions of the corresponding extensions of the argumentation framework
without considering agents. The agent grounded, preferred and stable extensions are also
the same as those of the argumentation framework.
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Example 3.5 (Reinstatement, continued from Example 3.3). Reconsider Figure 3.2. The
individual and collective agent complete extension is {c}. It is also the unique individual
and collective agent grounded and preferred extension. There is no agent stable exten-
sion. When the only accepted argument is c, it suggests a vegetarian dinner. Using stable
semantics, no agreement is reached on dinner.

The following example illustrates the difference between individual agent defense and
collective agent defense. In particular, if a set of arguments individually agent defends
another argument, then it also collectively agent defends it, but the example illustrates that
the opposite does not always hold.

Example 3.6 (Collective defense). Consider the agent argumentation framework visual-
ized in Figure 3.3, where A = {a, b1, b2, c1, c2}, →= {c1 → b1, b1 → a, c2 → b2, b2 → a},
S = {α,β,γ}, != {(a,α), (a,β), (b1,γ), (b2,γ), (c1,α), (c2,β)}. For example, in the dinner
scenario, Alice and Bob argue in favor of eating meat, Cayrol has two better arguments
for eating fish, but Alice argues why the first argument of Cayrol cannot be accepted, and
Bob argues why the second argument of Cayrol cannot be accepted.

a

b1 b2

c1 c2

γ

α β

Figure 3.3: There is no single agent defending argument a

{c1, c2} collectively agent defend argument a, but they do not individually agent de-
fend it. The agent admissible1 extensions are ∅, {c1}, {c2} and {c1, c2}. The only agent
complete1 extension is {c1, c2}, which is also the agent grounded1 extension and the unique
agent preferred1 extension. There is no agent stable1 extension. The agent admissible2
extensions are ∅, {c1}, {c2}, {c1, c2} and {a, c1, c2}. The only agent complete2 extension
is {a, c1, c2}, which is also the grounded2 extension, the unique preferred2 extension and
stable2 extension. Though Alice and Bob do not form a coalition in the sense that they
defend each others’ arguments, by using collective defense they can form a coalition in the
sense that together they reinstate the argument in favor of eating meat.

The following example illustrates another aspect of agent defense.

Example 3.7 (Agent defense). Consider Figure 4, where A = {a1, a2, b, c}, →= {c →
b, b→ a2, b→ a1}, S = {α,β,γ} and != {(a1,α), (a2,γ), (b,β), (c,α)}. The unique individ-
ual (collective) agent complete extension, grounded extension and preferred extension is{a1, c}. There is no stable extension. When we compute extensions using SCC-recursion,
we first consider argument c, then argument b, and finally argument a1 and a2. When
accepting c, we cannot simply remove b.

In the following three sections, we introduce several other kinds of semantics based on
various kinds of reductions.
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b

a1 a2

c

α γ

β

Figure 3.4: Agent defense

3.4 Social Agent Semantics
In this section, we introduce so-called social semantics, which is based on a reduction to
preference-based argumentation for each argument, counting the number of agents that
have the argument. It thus interprets agent argumentation as a kind of voting, as studied in
social choice theory or judgment aggregation. It is not the only way to define social agent
semantics, but given the formal setting we have adopted, it seems the simplest and most
natural possibility.

We first give the definition of a preference-based argumentation framework.

Definition 3.9. (Preference-based argumentation framework) A preference-based ar-
gumentation framework (PAF) is a 3-tuple ⟨A ,→,≻⟩ where A is a set of arguments, →⊆
A ×A is a binary attack relation, and ≻ is a partial order (irreflexive and transitive) over
A called preference relation.

Amgoud and Vesic [10] introduce two different reductions of preference, while van der
Torre and Vesic [314] introduce two more. We refer to these papers for an explanation and
motivation, and illustrate the difference between the reductions in Example 8 below.

Definition 3.10 (Reductions of PAF to AF (PR)). Given a PAF = ⟨A ,→,≻⟩:
• PR1(PAF ) = ⟨A ,→′⟩, where →′ = {a→′ b∣a→ b, b ⊁ a}.
• PR2(PAF ) = ⟨A ,→′⟩, where →′ = {(a→′ b∣a→ b, b ⊁ a or b→ a, not a→ b, a ≻ b}.
• PR3(PAF ) = ⟨A ,→′⟩, where →′ = {a→′ b∣(a→ b, b ⊁ a or a→ b, not b→ a}.
• PR4(PAF ) = ⟨A ,→′⟩, where →′ = {a →′ b∣a → b, b ⊁ a, or b → a, not a → b, a ≻
b, or a→ b, not b→ a}.

In social agent semantics, an argument is preferred to another argument if it belongs to
more agents. The reduction from AAF to PAF is used as an intermediary step for social
agent semantics.

Definition 3.11 (Social Reductions of AAF to PAF (SAP)). Given an AAF = ⟨A ,→,S ,!⟩, SAP (AAF ) = ⟨A ,→,≻⟩ with ≻= {a ≻ b∣∣Sa∣ > ∣Sb∣}.
There are four definitions of social reduction, and σ is in {c, g, p, s}, thus, we have

sixteen social agent semantics.
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Definition 3.12 (Social Reductions of AAF to AF (SR)). Given an AAF = ⟨A ,→,S ,!⟩,
SRi(AAF ) = PRi(SAP (AAF )), and PRi is one of the four reductions of PAF to AF, where
the semantics δ(AAF ) = σ(SRi(AAF )) = σ(PRi(SAP (AAF ))) for i ∈ {1,2,3,4}.
Example 3.8 (Social reasoning). Consider the agent argumentation framework (AAF) on
the left in Figure 3.5, whereA = {a, b}, →= {a→ b},S = {α,β} and != {(a,α), (b,α), (b,
β)}. Argument b is preferred to argument a because it belongs to more agents. The
preference-based argumentation framework (PAF) is visualized to the right of the AAF
in Figure 3.5: A = {a, b}, →= {a→ b}, and ≻= {b ≻ a}. To the right of PAF, there are four
corresponding argumentation frameworks (AFs) after SR1 to SR4, the extensions of each
are listed in Table 3.1.

a b

α β

a

b b ≻ a
a

b

a

b

a

b

a

b

Figure 3.5: Social reduction

Sem. C G P S
SR1 {{a, b}} {{a, b}} {{a, b}} {{a, b}}
SR2 {{b}} {{b}} {{b}} {{b}}
SR3 {{a}} {{a}} {{a}} {{a}}
SR4 {∅,{a},{b}} ∅ {{a},{b}} {{a},{b}}

Table 3.1: The semantics of four corresponding argumentation frameworks (AFs) after SR1

to SR4. We refer to Dung’s semantics as follows: Complete (C), Grounded (G), Preferred
(P), Stable (S), and the same convention holds for all the others.

3.5 Agent Reduction Semantics
In this section, we introduce the third class of semantics. Agent reductions take the perspec-
tive of each agent and create extensions accordingly. In an abstract sense, an agent prefers
its own arguments over the arguments of the other agents. It is again based on a reduction
of agent argumentation frameworks to preference-based argumentation frameworks, just
like social agent semantics, but now in a completely different way. One difference between
social reductions in the previous section and the agent reductions in this section is that in the
previous section, there is only reduction AF for every AAF, whereas in this section there
is a set of such reductions, one for each agent, and then we take the union of all the reduc-
tions. Again, as in the previous section, the four kinds of reduction of preference-based
argumentation frameworks lead to four kinds of agent reductions.

Definition 3.13 (Agent Reductions of AAF to PAF(AAP)). Given an AAF = ⟨A ,→,S ,!⟩, AAP (AAF,α) = ⟨A ,→,≻⟩ with ≻= {a ≻ b∣a ! α and not b ! α}.
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As in social agent semantics, there are four definitions of agent reductions, and σ is in{c, g, p, s}. Thus, we have sixteen agent reduction semantics.
Definition 3.14 (Agent Reductions of AAF to AF (AR)). Given an AAF = ⟨A ,→,S ,!⟩,
for α ∈S , PRi is one of the four reductions of PAF to AF, where the semantics δ(AAF ) =
σ(ARi(AAF )) = σ(⋃α∈S PRi(AAP (AAF,α))) for i ∈ {1,2,3,4}. For AF1 = ⟨A1,→1⟩ and
AF2 = ⟨A2,→2⟩, let AF1 ∪AF2 = ⟨A1 ∪A2,→1 ∪→2⟩.
Example 3.9 (Agent reduction). Reconsider the AAF on the left in Figure 3.5. Firstly,
consider the reduction for agent β. We have that argument b is preferred over argument a,
thus, we get the same PAF as in Figure 3.5, though for a very different reason compared
to that from social reduction. For agent α, the PAF makes all arguments equivalent, and
the AF is simply the same as for the trivial reduction. To compute the agent extensions
of the AAF, we take the union of the reductions for each agent. The AFs of ARi are the
union of the AFs of SRi in Table 3.1 with the AF in which a attacks b (the reduction for
agent α). Thus, AR1 = AR3 = ⟨{a, b},{a → b}⟩, and AR2 = AR4 = ⟨{a, b},{a → b, b → a}⟩.
For instance, after AR1, the AF of agent α is AR1(AAF,α) = ⟨{a, b},{a → b}⟩, while
AR1(AAF,β) = ⟨{a, b},{∅}⟩, so the union is ⟨{a, b},{a → b}⟩, and then we compute the
extensions of this union. The result is Table 3.2 below for the sixteen agent reduction
semantics we consider.

Sem. C G P S
AR1 {{a}} {{a}} {{a}} {{a}}
AR2 {∅,{a},{b}} ∅ {{a},{b}} {{a},{b}}
AR3 {{a}} {{a}} {{a}} {{a}}
AR4 {∅,{a},{b}} ∅ {{a},{b}} {{a},{b}}

Table 3.2: The semantics of four corresponding argumentation frameworks (AF) afterAR1

to AR4.

3.6 Agent Filtering Semantics
In this section, we introduce the fourth kind of semantics for agent argumentation frame-
works. Agent filtering semantics remove arguments that do not belong to an agent (Or-
phanReduction), or they remove attacks that do not belong to an agent (NotBothReduc-
tion), where an attack belongs to an agent if both the attacker and the attacked argument
belong to the agent.

Definition 3.15 (Agent Reductions of AAF to AF). Given an AAF = ⟨A ,→,S ,!⟩:
• OrphanRemoval (OR): OR(AAF ) = ⟨A ′,→′⟩ where A ′ = {a∣∃α ∈ S such that a !
α,},→ ∩A ′ ×A ′.

• NotBothReduction (NBR): NBR(AAF ) = ⟨A ,→′⟩ where →′ = {(a → b∣∃α ∈ S such
that a ! α, and b ! α}.
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Example 3.10 (Epistemic reasoning). Consider the two AAFs in Figure 3.6. For the figure
on the left, we may say that argument a is not known, as there is no agent that has it, and
for the figure on the right, we may say that the attack is unknown, because there is no agent
that has both arguments a and b. The filtering methods remove such unknown arguments
(OrphanReduction) and unknown attacks (NotBothReduction).

a b

β

a b

α β

Figure 3.6: Unknown

We refer to Example 3, 7 in the paper of Cayrol and Lagasquie-Schiex [83] which
illustrates semantics8 and semantics9.

3.7 Traditional Principles
In this section, we repeat six important principles from the literature. As the baseline for the
principles, we also include Dung’s semantics. It is based on the so-called trivial reduction,
which simply ignores the agents and the relation between agents and arguments.

Definition 3.16 (Trivial Reduction (TR)). Given an AAF = ⟨A ,→,S ,!⟩, TR(AAF ) =⟨A ,→⟩.
Principle 3.1 (Conflict-free [35]). An agent semantics δ satisfies the conflict-free principle
iff for every AAF = ⟨A ,→,S ,!⟩, for all E ∈ δ(AAF ), there are no arguments a and b in
E such that a attacks b.

The conflict-free principle reflects the intuitive idea that an extension contains the argu-
ments that can be accepted together, and that the conflicting arguments cannot be included
in the same extension, while the admissibility principle reflects that all arguments are de-
fended.

Principle 3.2 (Admissibility [35]). An agent semantics δ satisfies the admissibility princi-
ple iff for every AAF = ⟨A ,→,S ,!⟩, every E ∈ δ(AAF ) is admissible in ⟨A ,→⟩.

Directionality and SCC-recursiveness are introduced by Baroni, Giacomin, and Guida
[36]. These principles reflect the idea that we can decompose an argumentation framework
into sub-frameworks so that the semantics can be defined locally. For the directionality
principle, they first introduce the definition of an unattacked set.

Definition 3.17 (Unattacked Set). Given an AAF = ⟨A ,→,S ,!⟩, a set U is unattacked
iff there exists no a ∈ A /U such that a attacks an argument in U . The set of unattacked
sets in AAF is denoted as U S (AAF ).

Definition 3.18 (Restriction). Given an AAF = ⟨A ,→,S ,!⟩, and let U ⊆ A be a set of
arguments, the restriction of AAF to U is the agent abstract framework AAF↓U = ⟨U ,→∩U ×U ,S ,! ∩U ×S ⟩.
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Principle 3.3 (Directionality [35]). An agent semantics δ satisfies the directionality prin-
ciple iff for every AAF = ⟨A ,→,S ,!⟩, for every U ∈ U S (AAF ), it holds that δ(AAF↓U
) = {E ∩U ∣E ∈ δ(AAF )}.
Proposition 3.1. Agent stable1 semantics and agent stable2 semantics (Def. 3.8) do not
satisfy Principle 3.3.

Proof. Weuse a counter-example to prove Proposition 1. Assume anAAF = ⟨{a1, a2, a3, b},{b → a3, a3 → a1, a1 → a2, a2 → a3},{α},{b ! α, a1 ! α, a2 ! α, a3 ! α}⟩. The unattacked
set of arguments is U = {b} . The stable extension of (AAF ↓ U) is {b}. However, there
is no stable extension of this AAF. δ(AAF↓U ) ≠ {E ∩U ∣E ∈ δ(AAF )}, thus, Agent stable1
semantics and agent stable2 semantics (Def. 8) do not satisfy Principle 3.

a3

a1 a2

b α

Figure 3.7: A counterexample to prove Proposition 1

The SCC-recursiveness is based on the notion of strongly connected components from
graph theory.

Definition 3.19 (Strongly Connected Component). Let an AAF = ⟨A ,→,S ,!⟩. The bi-
nary relation of path-equivalence between nodes, denoted as PEAAF ⊆ (A ×A ), is defined
as follows:

• for every a ∈A , (a, a) ∈ PEAAF

• given two distinct arguments a, b ∈ A , we say that ((a, b) ∈ PEAAF iff there is a path
from a to b and a path from b to a.

The strongly connected components of AAF are the equivalence classes of arguments under
the relation of path-equivalence. The set of strongly connected components is denoted by
SCCSAAF .

Given an argument a ∈A , notation SCCSAAF (a) stands for the strongly connected com-
ponent that contains a. In the particular case where the argumentation framework is empty,
i.e., AAF = ⟨∅,∅,∅,∅⟩, we assume that SCCSAAF = {∅}. The choice of extensions of
the antecedent strongly connected components determines a partition of the arguments of
a strongly connected component S into three subsets: defeated (D), provisionally defeated
(P) and undefeated (U) [36].

In words, the set DAAF (S,E) consists of the arguments of S being attacked by E from
outside S, the set UAAF (S,E) consists of the arguments in S that are not attacked by E from
outside S and are defended by E and PAFF (S,E) consists of the arguments in S that are not
attacked by E from outside S and are not defended by E.
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Definition 3.20 (D, P, U, UP). Given an AAF = ⟨A ,→,S ,!⟩, a set E ⊆A and a strongly
connected component S ∈ SCCSAAF

• DAAF (S,E) = {a ∈ S∣(E ∩ S−out) attacks a}
• PAAF (S,E) = {a ∈ S∣(E ∩S−out) does not attack a and ∃b ∈ (S−out ∩a−) such that E does
not attack b}.

• UAAF (S,E) = S/(DAAF (S,E) ∪ PAAF (S,E))

• UPAAF (S,E) = UAAF (S,E) ∪ PAAF (S,E).

We now present the notion of SCC-recursiveness, which was introduced by Baroni,
Giacomin, and Guida [36].

Principle 3.4. (SCC-recursiveness [36])Agent semantics δ satisfies the SCC-recursiveness
principle iff for every AAF = ⟨A ,→,S ,!⟩, we have δ(AAF ) = G (AAF,A ), where for
every AAF and for every set C ⊆ A , the function G (AAF,C ) ⊆ 2A is defined as follows:
for every E ⊆A , E ∈ G (AAF,C ) iff

• when ∣SCCSAAF ∣ = 1, E ∈B(AAF,C ),

• otherwise, ∀S ∈ SCCSAAF , (E ∩ S) ∈ G (AAF↓UPAAF (S,E), UAAF (S,E) ∩C ),

whereB(AAF,C ) is a function called a base function that given an AAF = ⟨A ,→,S ,!⟩,
such that ∣SCCSAAF ∣ = 1 and a set C ⊆A gives a subset of 2A .

Baumann, Brewka, and Ulbricht [39] introduce the modularization principle. By defi-
nition, AAFE is the sub-framework of AAF obtained by removing the so-called range of
E, the corresponding attacks, and the relation with agents.

Definition 3.21 (E-reduct). Given an AAF = ⟨A ,→,S ,!⟩ and E ⊆A , let E+ = {a ∈A ∣E
attacks a}, E⊕ = E ∪E+ and E∗ = A /E⊕. The E-reduct of AAF is the AAFE = ⟨E∗,R ∩
(E∗ ×E∗),S ,! ∩(S ×E∗)⟩.
Principle 3.5 (Modularity). An agent semantics δ satisfies modularization if for any AAF,
we have E ∈ δ(AAF ) and E′ ∈ δ(AAFE) implies E ∪E′ ∈ δ(AAF ).

The modularity principle is related to the robustness principles of Rienstra et al. [278],
which consider the addition and removal of arguments and attacks. We consider here only
argument removal, which we call argument modularity.

Table 3.3 provides full analysis of the traditional five principles. The first line of the
trivial reduction lists a well-known analysis of which of these principles hold for Dung’s se-
mantics. Unsurprisingly, several easy examples we have already discussed here show that
few of the traditional principles hold for agent semantics. This is particularly a problem
for SCC-recursiveness and modularity, because we cannot apply the corresponding recur-
sive algorithm to compute the semantics. In the next section, we therefore introduce some
variants of admissibility, SCC-recursion and modularity that are based on agent defense.
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Sem. P 3.1 P 3.2 P3.3 P 3.4 P 3.5
TR CGPS CGPS CGP CGPS CPS
Sem1 CGPS CGPS CGP S S
Sem2 CGPS CGPS CGP S S
SR1 × × CGP × ×
SR2 CGPS × × × ×
SR3 × CGPS CGP CGPS CGPS
SR4 CGPS G × × G
AR1 × × CGP × S
AR2 CGPS × × × ×
AR3 CGPS CGPS CGP CGPS CGPS
AR4 CGPS G × × G
OR CGPS × CGP CGPS CGPS
NBR × × CGP × S

Table 3.3: Comparison of reductions and traditional principles. When a principle is never
satisfied by a certain reduction for all semantics, we use the × symbol, andwe use a question
mark to represent an open problem. P 3.1 refers to Principle 3.1, and the same convention
holds for all the others.

3.8 Variants of Traditional Principles
The agent admissibility principle is a straightforward adaptation of the admissibility prin-
ciple, in which defense is replaced by agent defense. Since there are two kinds of admissi-
bility, one for individual defense and one for collective defense, we end up with two agent
admissibility principles.

Principle 3.6 (Agent Admissibility1). An agent semantics δ satisfies the agent admissibility1
principle iff for every AAF = ⟨A ,→,S ,!⟩, every E ∈ δ(AAF ) is agent admissible1.

Principle 3.7 (Agent Admissibility2). An agent semantics δ satisfies the agent admissibility2
principle iff for every AAF = ⟨A ,→,S ,!⟩, every E ∈ δ(AAF ) is agent admissible2.

The agent SCC-recursiveness principles are also adapted by replacing defense with
agent defense, and again we end up with two principles for individual and collective de-
fense. What needs to be adapted is the definition of P, the provisionally defeated arguments.
Roughly, P stands for the case that an argument is not defended against b in E outside of
S. Likewise, AP stands for the case that an argument a is not agent defendedi against b in
E from outside S.

To define agent SCC-recursiveness, we define ADi, APi, AUi, and AUPi under indi-
vidual agent defense and collective agent defense.

Definition 3.22 (ADi, APi, AUi, AUPi). Given an AAF = ⟨A ,→,S ,!⟩, a set E ⊆A and
a strongly connected component S ∈ SCCSAAF , we define:

• ADiAAF (S,E) =DiAAF (S,E)

• AP1AAF (S,E) = {a ∈ S∣(E ∩S−out) does not attack a, and ∀α ∈Sa,∃b ∈ (S−out∩a−) such
that E ∩ASa does not attack b.}
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• AP2AAF (S,E) = {a ∈ S∣(E ∩ S−out) does not attack a and ∃b ∈ (S−out ∩ a−) such that ∀α
in Sa,E ∩Aα does not attack b.}

• AUiAAF (S,E) = S/(ADiAAF (S,E) ∪APiAAF (S,E))

• AUPiAAF (S,E) = AUiAAF (S,E) ∪APiAAF (S,E).

Principle 3.8 (Agent SCC-recursiveness1). An agent semantics δ satisfies the agent SCC-
recursiveness1 principle iff for everyAAF = ⟨A ,→,S ,!⟩, we have δ(AAF ) = G (AAF,A ),
where for every AAF and for every set C ⊆ A , the function G (AAF,C ) ⊆ 2A is defined as
follows: for every E ⊆A , E ∈ G (AAF,C ) iff

• when ∣SCCSAAF ∣ = 1, E ∈B(AAF,C ),

• otherwise, ∀S ∈ SCCSAAF , (E ∩ S) ∈ G (AAF↓AUP1AAF (S,E),AU1AAF (S,E) ∩C ),

Principle 3.9 (Agent SCC-recursiveness2). An agent semantics δ satisfies the agent SCC-
recursiveness2 principle iff for everyAAF = ⟨A ,→,S ,!⟩, we have δ(AAF ) = G (AAF,A ),
where for every AAF and for every set C ⊆ A , the function G (AAF,C ) ⊆ 2A is defined as
follows: for every E ⊆A , E ∈ G (AAF,C ) iff

• when ∣SCCSAAF ∣ = 1, E ∈B(AAF,C ),

• otherwise, ∀S ∈ SCCSAAF , (E ∩ S) ∈ G (AAF↓AUP2AAF (S,E),AU2AAF (S,E) ∩C ),

Table 3.4 shows the comparison between agent semantics and agent admissibility prin-
ciples and agent SCC-recursion. This is important, since it proves that we can have an
efficient SCC-recursiveness algorithm for the new agent semantics. The table also shows
that for P 3.7 and P 3.9, collective defense implies individual defense. Finally, the table
shows that the adapted principles, like the traditional ones, are not very useful for distin-
guishing between the reduction-based semantics, i.e. the social agent semantics, the agent
reduction semantics, and the agent filtering semantics. Therefore, we introduce some new
principles in the remainder.

3.9 New Agent Principles
In this section, we introduce eight new principles to distinguish agent semantics. Princi-
ple 3.10 says that if more agents adopt an argument that is accepted, this does not affect
the extension.

Principle 3.10 (AgentAdditionPersistence). An agent semantics δ satisfies AgentAddition-
Persistence iff for every AAF = ⟨A ,→,S ,!⟩, E ∈ δ(AAF ), α ∈ S and a ∈ E, we have
E ∈ δ(⟨A ,→,S ,! ∪(a,α)⟩).
Proposition 3.2. AR1 to AR4 and SR1 to SR4 do not satisfy Principle 3.10 for complete
semantics.

Proof. We use a counter-example to prove Proposition 3.2. Assume AAF1 = ⟨{a, b},{a→
b, b → a},{α,β},{a ⊑ α, b ⊑ β}}, ARi(AAF1) = SRi(AAF1) = ⟨{a, b},{a → b, b → a}⟩. Let
AAF2 = ⟨{a, b},{a → b, b → a},{α,β},{a ⊑ α, a ⊑ β, b ⊑ β}}. ARi(AAF2) = SRi(AAF2) =
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Sem. P3.6 P3.7 P3.8 P3.9
TR × × × ×
Sem1 CGP CGP S S
Sem2 × CGP S S
SR1 × × × ×
SR2 × × × ×
SR3 × × × ×
SR4 × × × ×
AR1 × × × ×
AR2 × × × ×
AR3 × × × ×
AR4 × × × ×
OR × × × ×
NBR × × × ×

Table 3.4: Comparison of the reductions and agent admissibility principles, and agent SCC-
recursion.

⟨{a, b},{a → b}⟩ The complete extensions of AAF1 are {a} and {b}, while the complete
extension of AAF2 is {a}. Thus, AR1 to AR4 and SR1 to SR4 do not satisfy Principle 3.10
for complete semantics.

Principle 3.11 reflects the same idea as Principle 3.10, but is based on the assumption
that a is accepted in all extensions.

Principle 3.11 (AgentAdditionUniversalPersistence). An agent semantics δ satisfies Agen-
tAdditionUniveralPerisitence iff for every AAF = ⟨A ,→,S ,!⟩, for ∀E ∈ δ(AAF ), α ∈S
and a ∈ E, we have ∀E ∈ δ(⟨A ,→,S ,! ∪(a,α)⟩), a ∈ E.

Principle 3.12 reflects a principle we expect to hold for all agent semantics. It reflects
anonymity: if we permute the agents, it does not affect the extensions. It is analogous to
language independence for arguments defined by Baroni and Giacomin [35].

Principle 3.12 (PermutationPersistence). An agent semantics δ satisfies PermutationPer-
sistence iff for every AAF = ⟨A ,→,S ,!⟩ and AAF ′ = ⟨A ,→,S ′,!′⟩, and where S and
S ′ are two different ordered sets with common elements, we have δ(AAF ) = δ(AAF ′).

Principle 3.13 reflects that if the arguments of two agents do not attack each other, we
can merge these agents into one single agent. It does not hold for agent defense semantics,
because new agent defenses may be created.

Principle 3.13 (MergeAgent). An agent semantics δ satisfies MergeAgent iff for every
AAF = ⟨A ,→,S ,!⟩, ∃α,β ∈S , for ∀a ∈ Aα and ∀b ∈ Aβ, a does not attack b, b does not
attack a, we have AAF ′ by changing ∀ a ! α to a ! β, and δ(AAF ) = δ(AAF ′).

Principle 3.14 reflects that if two agents have the same arguments, we can remove one
of these agents without changing the extensions. This represents the opposite of social
semantics, where the number of the agents makes a difference.
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Sem. P3.10 P3.11 P3.12 P3.13 P3.14 P3.15 P3.16 P3.17
TR CGPS CGPS CGPS CGPS CGPS CGPS × ×
Sem1 S S CGPS × CGPS × × ×
Sem2 S S CGPS × CGPS × × ×
SR1 × CGPS CGPS CGPS × CGPS × ×
SR2 × CGPS CGPS CGPS × CGPS × ×
SR3 × CGPS CGPS CGPS × CGPS × ×
SR4 × CGPS CGPS CGPS × CGPS × ×
AR1 × CGPS CGPS × CGPS × × ×
AR2 × CGPS CGPS × CGPS × × ×
AR3 × CGPS CGPS × CGPS × × ×
AR4 × CGPS CGPS × CGPS × × ×
OR CGPS CGPS CGPS CGPS CGPS CGPS × CGPS
NBR CGPS CGPS CGPS CGPS CGPS × × ×

Table 3.5: Comparison between the reductions and new agent principles.

Principle 3.14 (RemovalAgentPersistence). An agent semantics δ satisfies RemovalAgent-
Persistence iff for every AAF = ⟨A ,→,S ,!⟩, for Sα = Sβ, we have δ(⟨A ,→,S ,!⟩) =
δ(⟨A ,→,S /α,! / !α⟩) = δ(⟨A ,→,S /β,! / !β⟩).

Principle 3.15 is inspired by social agent semantics. It states that for two argumentation
frameworks with the same arguments and attacks, if for every argument the number of
agents holding that argument is the same, then the extensions are the same.

Principle 3.15 (AgentNumberEquivalence). An agent semantics δ satisfies AgentNum-
berEquivalence iff for every AAF = ⟨A ,→,S ,!⟩ and an AAF ′ = ⟨A ,→,S ′,!′⟩, for∀a ∈A , ∣Sa∣ = ∣S ′

a∣, we have δ(AAF ) = δ(AAF ′).
Principle 3.16 is inspired by agent reduction semantics. It states that if the set of the ar-

guments of an agent is conflict-free, then there is an extension containing those arguments.

Principle 3.16 (Conflict-freeInvolvement). An agent semantics δ satisfies Conflict-freeInvol-

vement iff for every AAF = ⟨A ,→,S ,!⟩, for ∀α ∈ S ,Aα is conflict-free, there is an
E, we have Aα ⊆ E.

Principle 3.17 is inspired by OrphanReduction semantics. It states that if we have ar-
guments that do not belong to any agents, then they can be removed from the framework
without affecting the extensions.

Principle 3.17 (RemovalArgumentPersistence). An agent semantics δ satisfies RemovalArgu-
mentPersistence iff for every AAF = ⟨A ,→,S ,!⟩, and for ∄α ∈ S and a ! α, we have
δ(⟨A ,→,S ,!⟩) = δ(⟨A /a,→ /→a),S ,!⟩).

In the resulting Table 3.5, all agent semantics satisfy P 3.12. Perhaps surprisingly,
both social agent semantics and agent reduction semantics does not satisfy P 3.10, while
trivial reduction semantics, social agent semantics and agent filtering semantics satisfy
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P 3.13. Moreover, all agent semantics except the social agent semantics satisfy P 3.14. No
semantics satisfies P 3.16. As expected, only OrphanRemoval satisfies P 3.17. The only
semantics that are not distinguished yet concern the use of different preference reductions,
or different Dung semantics. To distinguish them, the principles proposed in preference-
based argumentation and in Dung’s semantics can be used. In that sense, the principle-
based analysis in this chapter is complementary to the principle-based analysis in the other
areas.

3.10 Related Work
Our work builds on a rich literature on formal argumentation and dialogue, and we can
mention here only a few of the most directly related papers.

From the four kinds of agent argumentation semantics introduced in this chapter, we
are not aware of other approaches that adapt Dung’s basic concepts directly, as we have
done with individual and collective agent defense. There are other variants of semantics
that adapt these notions, such as weak defense for weak admissibility semantics [39], but
that is not based on the agent metaphor.

The most related work is in social agent semantics. Leite and Martins [190] introduce
an abstract model of argumentation where agents can vote in favor of and against an issue.
They define an abstract argumentation framework as a triple ⟨A ,R,V ⟩, where V → N ×N
is a total function mapping each argument to its number of positive (Pro) and negative
(Con) votes. Our work, on the other hand, only considers positive votes. Caminada and
Pigozzi [73] capture the notion that individual members need to defend the collective de-
cision in order to reach a compatible outcome, and propose to address judgment aggre-
gation by combining different individual evaluations of the situation represented by an
argumentation framework. Hunter, Polberg, and Thimm [163] take an epistemic approach
to probabilistic argumentation, where the arguments are believed or not believed in terms
of different degrees, providing an alternative to the subtle standard Dung framework.

Concerning agent reduction semantics, several authors build on the local functions in-
troduced by Baroni, Gia-comin, and Guida [36], and further developed by Baroni et al.
[32]. Giacomin [143] shows how to use this theory in multi-agent systems. The results
in these papers indicate that such generalizations often become equivalent to Dung; and
Arisaka, Satoh, and van der Torre [19] extend the agent argumentation frameworks with
coalitions among the agents. Rienstra et al. [276] consider the case where the agents may
have different semantics, for example one agent uses grounded semantics and another agent
uses preferred semantics. Furthermore, Kontarinis and Toni [181] analyse the identifica-
tion of the malicious behavior of agents in the form of bipolar argumentation frameworks,
which together with the work of Panisson et al. [241] may inspire work on agent reduction
semantics based on trustfulness.

In this chapter, we build on the principle-based approach to preference-based argumen-
tation developed by Amgoud and Cayrol [8] together with several co-authors over the past
fifteen years. In particular, the work of Amgoud and Vesic [10] and the work of Kaci,
van der Torre, and Villata [174] have inspired us, although the principles discussed here
are mostly different from those studied in preference-based argumentation. In earlier work,
two of the authors have related their axiomatic approach to the analysis of bipolar argumen-
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tation [338], and there are also close relations with the study of robustness principles [278].

3.11 Summary
As common in the principle-based approach to argumentation semantics, we have selected
principles that distinguish agent semantics. In addition, we have added some principles that
reflect important properties of agent semantics and that can be used to guide the develop-
ment of future agent semantics. To be more specific, combining ideas from earlier work in
abstract argumentation, our principle-based analysis has revealed several original insights.
For example, a new twist was given to the fundamental role of defense and reinstatement
in Dung’s theory in the context of agent defense semantics.

Moreover, a new variant of SCC-recursiveness has been introduced, leading to an SCC-
recursive algorithm for agent defense semantics. Since the other approaches are based
on reductions, the traditional SCC-recursive algorithms can be used. Finally, the future
work section illustrates that our formal framework not only serves as a tool for organizing
existing work in the area, but also provides a solid foundation for further work in this
direction.

There is quite some variety in agent semantics. In this chapter, the priority and hierarchy
of semantics and which kind of semantics is used depends on its application. Also, they
can be combined. For example, we can use both filtering and agent defense to remove
unknown arguments or unknown attacks and defend an argument put forward by an agent.
We can use the principles to elect the most suitable semantics for an application, and in fact,
that is one of the most important uses of principles. For example, Principle 3.17 (Removal
Argument Persistence) can help us to elect agent filtering semantics for an application.

Prakken [264] distinguishes between argumentation as inference and argumentation as
dialogue. Abstract agent argumentation can bring elements of argumentation as dialogue
into the foundations of argumentation as inference, and may help to bridge the gap between
the two branches.

Within the formal setting we have adopted in this chapter, many topics of further work
present themselves. As always with the principle-based approach, we can introduce more
semantics, for example by combining the ideas of the four classes, guided by the existing
principles. We can also study more principles. We can find relations with other branches of
logic and reasoning such as axiomatic approaches in social choice. Moreover, we can try
to use principles to address the standard challenges of abstract argumentation, namely re-
lating the abstract model to more structured forms of argumentation, and applying abstract
argumentation, for instance, to legal reasoning.

For example, there is no agent semantics satisfying principle P 3.16. We can define
new semantics as a variant of Definition 3.14, which combines agent reductions in a new
way. Instead of combining the frameworks, we can take the union of all the extensions
to the individual frameworks: δ(AAF ) = σ(⋃α∈S PRi(AAP (AAF,α))) for i ∈ {1,2,3,4}.
δ′(AAF ) = ⋃α∈S σ(PRi(AAP (AAF,α))) for i ∈ {1,2,3,4}. If we use the definition of δ′,
Table 3.2 changes as follows.

A regular topic in abstract argumentation is to search for fragments with good compu-
tational properties, such as symmetric attack relations. Also with agent argumentation, we
can study frameworks where: every argument is associated with at least one agent, every
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Sem. C G P S
AR1 {{a},{a, b}} {{a},{a, b}} {{a},{a, b}} {{a},{a, b}}
AR2 {{a},{b}} {{a},{b}} {{a},{b}} {{a},{b}}
AR3 {{a}} {{a}} {{a}} {{a}}
AR4 {∅,{a},{b}} {{a},∅} {{a},{b}} {{a},{b}}

argument is associated with at most one agent, there are at most two agents, a symmetric
attack is possible, the arguments of each agent are conflict free, and so on.

Moreover, concerning the use of reductions in abstract argumentation, our work raises
the question of whether we can find a reduction to Dung’s argumentation frameworks for
agent defense semantics. While we have presented such reductions for all the other kinds of
agent semantics, we have not yet found such a reduction for agent defense semantics. For
such a reduction, we might also add auxiliary arguments, or we may introduce arguments
for each pair of arguments and agent.

Finally, one of the main challenges in the area of formal argumentation is the gap be-
tween abstract argumentation and dialogue. Caminada [68] presents semantics of abstract
argumentation that can be interpreted with regard to structured discussion in order to fill
this gap. However, how to implement abstract argumentation with dynamic agent dialogue
is still an open question.
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Chapter 4

A Principle-based Analysis to Bipolar
argumentation

In this chapter, we study the acceptance of arguments in bipolar argumentation. Gordon’s
requirements analysis for formal argumentation to balance pro and con arguments seems
can be represented more easily in so-called bipolar argumentation frameworks containing
besides attack also a support relation among arguments at an abstract level. In this chapter,
we introduce and study nine types of semantics for bipolar argumentation frameworks, each
extending Dung’s interpretation of attack with a distinct interpretation of support. First, we
introduce five types of defence-based semantics by adapting the notions of conflict-freeness
or defence. Second, we introduce two types of selection-based semantics that selects ex-
tensions by counting the number of supports. Third, we analyse two types of traditional
reduction-based semantics under deductive and necessary interpretations of support. In
total, we provide a full analysis of thirty-six bipolar argumentation semantics and sixteen
principles.

4.1 Introduction
In this chapter, we consider so-called bipolar argumentation frameworks [79, 80, 81, 82, 83]
containing not only attacks but also supports among arguments. While there is general
agreement in the formal argumentation literature on how to interpret attack, even when
different kinds of semantics have been defined, there is much less consensus on how to
interpret support [92]. There exist very few results and studies about the role of support
in abstract argumentation. Consequently, the principle-based approach is used to bring
structure to the field [84, 338]. In this paper, we address the following research questions:
In which ways can support affect attack, defence and argumentation semantics? Which
principles can be introduced to distinguish between, and characterise, these semantics?

There exist different approaches to extending Dung’s abstract theory by taking into con-
sideration the support relation. The relation between support and attack has been studied
extensively in reduction-based approaches, in the sense that deductive and necessary inter-
pretations of support give rise to various notions of indirect attack [84], thus, they typically
give opposite results. Deductive support [57] captures the intuition that if a supports b,
then the acceptance of a implies the acceptance of b. This intuition is characterised by the
so-called closure principle [84]. Necessary support [228] captures the intuition that if a



54 4. A Principle-based Analysis to Bipolar argumentation

supports b, then the acceptance of a is necessary to obtain the acceptance of b, or equiv-
alently, the acceptance of b implies the acceptance of a. xsIt has been characterised by
the inverse closure principle [250]. Another approach to handling support is the evidence-
based approach [235] where the notion of evidential support is introduced. An argument
cannot stand unless it is supported by evidential support. Support can also be seen as an
inference relation between the premises and the conclusion of the argument itself [261].
Moreover, in selection-based approaches [140], support is used only to select some of the
extensions provided in Dung’s semantics, and thus does not change the definition of attack,
or defence.

Despite the relevance and significance of all the mentioned approaches, we think that
there is still the need to explore other approaches that have not been yet considered for bipo-
lar argumentation frameworks. The aim of our research is not to replace other approaches
but rather to point out to the existence of other interesting ones that can be applied depend-
ing on the chosen application. Note that our approach is novel in its methodology. On one
hand, reduction-based approaches can be seen as a kind of pre-processing step for Dung’s
theory of abstract argumentation (i.e. adding the complex attacks and then applying Dung’s
semantics). On the other hand, selection-based approaches can be seen as a kind of post-
processing step (i.e. applying Dung’s semantics and then applying the approach to select
some of the extensions). Differently from those two groups of approaches, our approach
(i.e. the defence-based approach) does not affect the concept of attack and conflict-freeness,
but rather changes the definition of defence.

Most of the principles we introduce and use for analysing bipolar argumentation are
in the same spirit as the principles used in the principle-based analysis of Dung’s seman-
tics [315]. For example, the robustness of argumentation semantics when adding or remov-
ing attacks plays a central role [278]. In this paper, we consider robustness when adding
or removing support relations. We also introduce some principles specifically defined for
support, such as to which extent an argument is accepted while receiving support from
others.

The layout of this chapter is as follows. We first introduce three defence-based seman-
tics, then two selection-based ones, and we study two traditional reduction-based ones.
Then, we introduce ten principles, and we analyse which properties are satisfied by which
semantics, before concluding and introducing the ideas for future work.

4.2 Bipolar Argumentation Framework
Bipolar argumentation frameworks extend the argumentation frameworks introduced by
Dung [110] with a binary support relation among the arguments.
Definition 4.1 (Bipolar Argumentation Framework [83]). Given a setU called the universe
of arguments, a bipolar argumentation framework (BAF) is a triple ⟨Ar, att, sup⟩ where
Ar ⊆ U is a finite set called arguments, and att, sup ⊆ Ar ×Ar are binary relations over Ar
called attack and support respectively .

Figure 4.1 illustrates four BAFs, where attack relations are depicted by solid arrows,
support relations are depicted by dashed arrows. Given a, b in Ar, (a, b) ∈ att standing for a
attacks b, and (a, b) ∈ sup standing for a supports b, the definitions of conflict-freeness and
defence provided by Dung are called conflict-free0 and defended0 in this chapter.
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Definition 4.2 (Conflict-free0 and Defended0 [110]). Let F = ⟨Ar, att, sup⟩ be a BAF. A
set of arguments E ⊆ Ar is conflict-free0, written as cf0(F ,E), iff there are no arguments a
and b in E such that a attacks b. The set of arguments defended0 by E, written as d0(F ,E),
is the set of a arguments such that for all arguments b attacking a, there is an argument c
in E attacking b.

Example 4.1 (Conflict-free0 and Defended0). Consider the bipolar argumentation frame-
work in Figure 4.2. The conflict-free0 sets are ∅, {a}, {b}, {c}, {d}, {e}, and {b, d}, etc. We
have d0(F ,{a}) = {a}, d0(F ,{b}) = {b, d}.

4.3 Defence-based Semantics
We first define five new types of defence-based semantics for bipolar argumentation frame-
works. The previous four are based on conflict-free0 and the new definitions of defended1,
defended2, etc. The fifth is based on a new notion of conflict-free and a new notion of de-
fended. To have a generic definition of defence-based semantics ( Definition 4.5), we also
define conflict-free1, conflict-free2, etc., for each of the new type of semantics. The first
three notions of defended have stronger requirements than defended0. Defended1 requires
that the argument defending0 another argument also supports it. Defended2 requires that
a defender is supported. Moreover, defended3 requires not only that the attackers are at-
tacked, but also that all supporters of the attackers are attacked as well. Finally, defended4
has a weaker requirement than defended0, as it interprets support as a sufficient condition
for defence.

Definition 4.3 (Conflict-free1−4 and Defended1−4). LetF = ⟨Ar, att, sup⟩ be a BAF. We use
the same definition as Dung for conflict-free, i.e. cf1 ≡ . . . ≡ cf4 ≡ cf0. Moreover:

• the set of arguments defended1 by E, written as d1(F ,E), is the set of arguments a
in Ar such that for each argument b in Ar attacking a, there exists an argument c in
E attacking b and supporting a (supporting-defence, see Figure 4.1.1);

• the set of arguments defended2 by E, written as d2(F ,E), is the set of arguments a
in Ar such that for all arguments b in Ar attacking a, there exists an argument c in
E attacking b, and there is an argument d in E supporting c (supported-defence, see
Figure 4.1.2);

• the set of arguments defended3 by E, written as d3(F ,E), is the set of arguments a
in Ar such that for all arguments b in Ar attacking a, there exists an argument c in E
attacking b, and for all arguments d in Ar supporting b, there is an argument e in E
attacking d (attacking-defence, see Figure 4.1.3);

• the set of arguments defended4 by E, written as d4(F ,E) is the set of arguments a in
Ar such that for all arguments b in Ar attacking a, there exists an argument c in E
attacking b or supporting a (support-as-defence, see Figure 4.1.4).

The following example illustrates the difference between different defended.
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a b

c

a b

dc

1.1 d1(F ,{c}) = {a, c} 1.2 d2(F ,{c, d}) = {a, c, d}
a b

dc e

a b

c

1.3 d3(F ,{c, e}) = {a, c, e} 1.4 d4(F ,{c}) = {a, b, c}
Figure 4.1: Four notions of defence

Example 4.2 (Defended0−3). Consider the bipolar argumentation framework visualized in
Figure 4.2.
(Defended0) {a} defends0 a as it attacks the only attacker of a, similarly, {b, d} defends0
b, d.
(Defended1) {a} does not defend1 a, although it attacks the only attacker of a, a is not sup-
ported by itself, {b, d} does not defend1 b, d, as b does not support d.
(Defended2) {a} does not defend2 a, since a is not supported by itself, {b, d} defends2 b, d,
as b is supported by d.
(Defended3) {a} does not defend3 a, since a does not attack e and d, {b, d} defends3 b, d, as
b attacks a, which supports c.

ba c

d

e

Figure 4.2: {a} defends0 a, but not defends1,2,3 a
Following Dung’s approach to characterise argumentation by a fix point theory, we

say the characteristic function di(F ,E) of a bipolar argumentation framework BAF is as
follows:

• di(F ,E) : 2Ar → 2Ar,

• di(F ,E) = {A ∣A is defendedi by E}, for i ∈ {0,1,2,3}.
Definition 4.4 (Admissibility0−3). A set of arguments E in BAF F = ⟨Ar, att, sup⟩ , is
said to be admissiblei iff E is conflict-freei and E ⊆ di(F ,E), for i ∈ {0,1,2,3}.
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To define the complete (abbreviated as c), preferred (p) and stable (s) semantics of bipolar
argumentation frameworks, the following definition is generic and can be used with any
kind of conflict-freeness and defence.

Definition 4.5 (Semantics0−3). An extension-based semantics σ is a function that maps a
BAF F = ⟨Ar, att, sup⟩ onto a set of subsets of Ar, written as σx

i (F ), where i ∈ {0,1,2,3},
x ∈ {c, p, s} as follows:

• σc
i (F ) = {E ⊆ Ar ∣ cfi(F ,E), di(F ,E) = E};

• σp
i (F ) = {E ⊆ Ar ∣ for all admissiblei set E′,E ⊈ E′};

• σs
i (F ) = {E ⊆ Ar ∣ E is admissiblei, and for all arguments a not in E, there is an
argument b in E attacking a}.

• σg
i (F ) = {E ⊆ Ar ∣ E is the least fix point of di(F ,E)}.

Most of the following propositions were introduced and proved for semantics0 by Dung
(1995). We prove that the above three new defence semantics are able to conserve the
relations among completei, preferredi and groundedi for i ∈ {1,2,3} and stablei for i = 3.

Lemma 4.1 (Fundamental Lemma). Let E be an admissiblei set of arguments, and A1

and A2 be two arguments which are defendedi by E. Then for i ∈ {0,1,2,3}, we have the
following:

• E′ = E ∪ {A1} is admissiblei.
• A2 is defendedi by E′.

Proof. • We will prove that E′ = E ∪ {A1} is admissiblei, for i ∈ {0,1,2,3}. We only
need to prove that E′ is conflict-freei. We will do it by contradiction. Suppose that
there exists an argument B1 ∈ E such that either B1 attacks A1 or A1 attacks B1.

– If B1 attacks A1: Since E defendsi A1, there exists an argument B2 ∈ E such that
B2 attacks B1, but E is admissiblei so E is conflict-freei. Contradiction

– If A1 attacks B1: There exists an argument B2 ∈ E such that B2 attacks A1, but
E defendsi A1, so there exists an argument B3 ∈ E such that B3 attacks B2. But
E is conflict-freei. Contradiction.

• It’s obvious now that A2 is defendedi by E′.

The following theorem follows directly from the Fundamental Lemma.

Theorem 4.1. Let BAF be a bipolar argumentation framework, for i ∈ {0,1,2,3}:
• The set of all admissiblei sets of BAF forms a complete partial order with respect to
set inclusion.

• For each admissiblei set S of BAF , there exists a preferredi extension E of BAF
such that S ⊆ E.
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Note that the empty set is always admissiblei, we have the following Corollary for
i ∈ {0,1,2,3}:
Corollary 1. There exists at least one preferredi extension in any bipolar argumentation
framework for i ∈ {0,1,2,3}.
Proposition 4.1. For i ∈ {0,1,2,3}, we have the following:

• Every completei extension is also admissiblei.

• Every preferredi extension is also completei.

• Every stablei extension is also preferredi.

Proof. • Every completei extension is also admissiblei: Obvious

• Every preferredi extension is also completei: We know that every preferredi ex-
tension E in BAF is admissiblei, we just need to prove that di(F ,E) ⊆ E. For any
argument a ∈ di(F ,E), from the Fundamental Lemma 4.1, we have that E′ = E∪{a}
is also admissiblei, and E ⊆ E′. Since E is a preferredi extension of BAF , then E is
a maximal admissiblei set (with respect to set inclusion) in BAF . So having E ⊆ E′,
means that E = E′. So a ∈ E, and it follows that di(F ,E) ⊆ E. So E is a completei
extension of BAF .

• Every stablei extension is also preferredi: Let E be a stablei extension in BAF ,
we know that E is admissiblei, we need to prove that E is a maximal admissiblei set
(with respect to set inclusion) in BAF . We do it by contradiction. Suppose that there
exists an admissiblei set E′ such that E ⊆ E′. Since E is stablei then E attacks all of
its outside, so E′ is not conflict-freei. But E′ is admissiblei. Contradiction.

Proposition 4.2. The characteristic function di(F ,E) is monotonic (with respect to set
inclusion) for i ∈ {0,1,2,3}.
Proposition 4.3. The characteristic function di(F ,E) is monotonic (with respect to set
inclusion) for i ∈ {0,1,2,3}.
Proof. Let BAF F = ⟨Ar, att, sup⟩ be a bipolar argumentation framework, and X1,X2 be
two sets of arguments such that X1 ⊆ X2. Then it follows that di(F ,X1) ⊆ di(F ,X2), for
i ∈ {0,1,2,3}.

• If X1 ⊆ X2, then d0(F ,X1) ⊆ d0(F ,X2). This is because for any argument z ∈
d0(F ,X1), z is defended0 by X1, so for any argument y ∈ Ar such that y attacks
z, there exists x ∈ X1 such that x attacks y. X1 ⊆ X2, so x ∈ X2, so z is defended0 by
X2, z ∈ d0(F ,X2).

• If X1 ⊆ X2, then d1(F ,X1) ⊆ d1(F ,X2). This is because for any argument z ∈
d1(F ,X1), z is defended1 by X1, so for any argument y ∈ Ar such that y attacks
z, there exists x ∈ X1 such that x attacks y and x supports z. X1 ⊆ X2, so x ∈ X2, so z
is defended1 by X2, z ∈ d1(F ,X2).
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• If X1 ⊆ X2, then d2(F ,X1) ⊆ d2(F ,X2). This is because for any argument z ∈
d2(F ,X1), z is defended2 by X1, so for any argument y ∈ Ar such that y attacks
z, there exists x,w ∈X1 such that x attacks y and w supports x. X1 ⊆X2, so x,w ∈X2,
so z is defended2 by X2, z ∈ d2(F ,X2).

• If X1 ⊆ X2, then d3(F ,X1) ⊆ d3(F ,X2)). This is because for any argument z ∈
d3(F ,X1), z is defended3 by X1, so for any argument y, b ∈ Ar such that y attacks z
and b supports y, there exists x,w ∈X1 such that x attacks y and w attacks b. X1 ⊆X2,
so x,w ∈X2, so z is defended3 by X2, z ∈ d3(F ,X2).

Proposition 4.4. The groundedi extension of BAF for i ∈ {0,1,2,3} is the minimal (with
respect to set inclusion) completei extension of BAF .

Proof. The groundedi extension is the least fixed point of the characteristic function di(F ,E)
for i ∈ {0,1,2,3}. From Corollary 1, we have proved that there exists at least one preferredi
extension in BAF and from Proposition 4.1, every preferredi extension is completei, so
there exists at least one completei extension in BAF , for i ∈ {0,1,2,3}. Then, there exists
at least one conflict-freei fixed point. The groundedi extension is the intersection of all
the fixed points, so the groundedi extension is conflict-freei, so the groundedi extension is
completei. So the groundedi extension is the minimal completei extension of BAF .

We now give a real legal example to illustrate the intuition behind semantics1. This
example deals with a neighbor’s quarrel over a row of conifers and was used to explain
how the judge defends the claimant’s interest [248].

Example 4.3 (Neighbours’ quarrel over conifers). (...) Defendant argues that the conifers
have been planted to reduce draught in his house, but this argument is absolutely unsound
since most of the window posts are closed and the window that does open, is located on a
point higher than the tops of the conifers and has not been fitted with any anti-draught fa-
cilities. (...) Whereas the defendant has no considerable interest in these conifers, removal
is of significant concern to the claimant since they block his view and take away the light.
(...) (2981. Country court Enschede 6 October 1988)

The judge defends the standpoint that the claimant’s interest in the removal of the
conifers is greater than the defendant’s interest in leaving them untouched. In the judge’s
preceding remarks, he mentions the defendant’s argument: he does have a considerable
interest in the conifers since they reduce draught in his house, thus he wants to keep the
conifers. To support the standpoint of the claimant and against the defendant, the judge
argues that the conifers block the view and take away the light, most of the window posts
are closed and the opening window, which has no anti-draught facilities whatsoever, is
located higher than the tops of the conifers.

As stated by Plug: “the judge’s argumentation consists of a pro-argument and the refu-
tation of a counter-argument which, in conjunction, form sufficient support for his stand-
point.” This type of defence inspires semantics1.

We now give an example to illustrate the intuition behind semantics2.
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Example 4.4 (Twelve Angry Men play using Semantics2). We consider an example ex-
tracted from the NoDE benchmark [67], which consists of annotated datasets extracted
from a variety of sources (Debatepedia, Procon, Wikipedia web pages and the script of
“Twelve Angry Men” play), where the aim of this benchmark is to analyse the support and
attack relations between the arguments. We explore the Twelve Angry Men dataset, this
play is about a jury consisting of twelve men who must decide whether a young man is
guilty or not for murdering his father. Consider the following arguments extracted from
this dataset.

• Argument id= “55-j8”: I think we proved that the old man couldn’t have heard the
boy say, “I’m going to kill you” but supposing he really did hear it? This phrase:
how many times has each of you used it? Probably hundreds. “If you do that once
more, Junior, I’m going to murder you.” “Come on, Rocky, kill him!” We say it every
day. This doesn’t mean that we’re going to kill someone.

• Argument id= “56-j3”: The phrase was “I’m going to kill you” and the kid screamed
it out at the top of his lungs. Anybody says a thing like that the way he said it—they
mean it.

• Argument id= “58-j8”: Do you really think the boy would shout out a [“I’m going
to kill you”] so the whole neighbourhood would hear it? I don’t think so. He’s much
too bright for that.

The example above is shown in Figure 4.3. In this example, argument “58-j8” attacks
argument “56-j3” by raising some doubt about it. In the same manner, argument “56-j3”
attacks argument “55-j8”. We can see that the argument “58-j8” defends argument “55-
j8” in Dung’s sense. Just because argument “58-j8” is not attacked, argument “55-j8” is
accepted.

In a legal case, any given argument must be evaluated based on the evidence provided
to support it. In the absence of such evidence, the presence of at least a support, even
if it is challenged, seems necessary. Therefore, one can ask themselves whether Dung’s
notion of defence seems enough, in this case, to say that the argument “58-j8” defends the
argument “55-j8”. Hence, for this kind of application, one might want to use a stronger
notion of defence. An example of such a notion is our semantics2, where an argument
must be supported in order to be able to defend another argument. The idea behind this
semantics is to provide a stronger and more restrictive defence notion than Dung’s defence
notion, by taking into account the support relation.

We consider now the following arguments extracted from the same dataset, to illustrate
semantics2.

• Argument id= “48-j2”: Maybe he didn’t hear [the boy yelling “I’m going to kill
you”]. I mean with the el noise.

• Argument id= “49-j3”: [The old man cannot be a liar, he must have heard the boy
yelling “I’m going to kill you”].

• Argument id= “50-j5”: It stands to reason, [the old man can be a liar].

• Argument id= “51-j9”: Attention, maybe [the old man is a liar].
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Figure 4.3: The BAF illustrating the Twelve Angry Men dataset - Act 2. The arrows in red
represent the relations of attack and the arrows in green represent the relations of support
between the arguments.

Contrary to the previous example, we see that argument “51-j9” is supported by an-
other one, hence it might be seen as having a better capacity to defend “48-j2”. Formally,
the set of arguments {“51-j9”, “50-j5”} defends2 the argument “48-j2”.

Example 4.5 (Recruitment using semantics3). Consider the following arguments.

• a: Alice should be hired as a professor.

• b: Alice lacks many essential qualifications to become a professor.

• c: Alice has few number of publications.

• d: Alice has recently got her PhD, she does not have enough teaching experience.

• e: All of Alice’s publications are in top conferences. When it comes to publications,
quality beats quantity.
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• f : Alice has taught 64 hours of practical works during every year of her PhD, which
is considered enough as teaching experience.

• g: Alice is good at team work, she also has an excellent academic carrier, these two
enable her to become a professor.

This example can be represented in Figure 4.4. g fails to reinstate a because g does not
attack b’s supporters c and d. The set of arguments {e, g, f} reinstates a because it attacks
all the supporters of b. σc,g,p,s

3 (F ) = {{a, e, g, f}}.

bc d

e g a f

Figure 4.4: A BAF illustrating recruitment case

Defended5 and conflict-free5 compares the number of attacks and supports an argument
has. Intuitively, an attack can be neutralised by a support [6, 136]. We consider a set to be
conflict-free5 if each attacked argument receives at least as many supports as attacks.

Definition 4.6 (Conflict-Free5 and Defended5). LetF = ⟨Ar, att, sup⟩ be a BAF. Argument
a in Ar is active w.r.t. a set E iff ∣ {b ∈ E ∣ (b, a) ∈ att} ∣⩽∣ {b ∈ E ∣ (b, a) ∈ sup}∣. Then, E
is conflict-free5, written as cf5(F ,E) iff all the arguments a in E are active w.r.t. E. Let
Batt(a,E) = {b ∈ Ar ∣ b attacks a and b is an active argument w.r.t. E}. Let Bsup(a,E) ={b ∈ Ar ∣ b supports a and b is an active argument w.r.t. E}. The set of arguments defended5
by E, written as d5(F ,E), is the set of arguments a such that ∣ Batt(a,E) ∣⩽∣ Bsup(a,E) ∣
(active-supporters defence).

Another defence-based approach is to interpret support as compensation for an attack,
as illustrated by the following example.

Example 4.6 (Conflict-Free5 and Defended5). Consider the BAF in Figure 4.2 with both
red and blue support relation. Let S = {a, c}. All the arguments in S1 are active w.r.t S1

because they receive as many supports as attacks.

4.4 Selection-based Semantics
Support can be used in the post-processing step for Dung’s theory of abstract argumenta-
tion [140]. Semantics6 and semantics7 are two selection-based approaches, i.e. they select
extensions from semantics0. Semantics6 selects the extensions that have the largest num-
ber of internal supports, reflecting the idea that for a coalition, the more internal supports
they have, the more cohesive they are. Semantics7 selects the extensions that receive the
most support from outside, reflecting the idea that the more support a coalition receives,
the stronger it is.

We say that argument b inE is internally supported if b receives support from arguments
in E. Argument b in E is externally supported if b receives support from arguments that
are outside E.
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Definition 4.7 (Number of Internal and External Supports). Let F = ⟨Ar, att, sup⟩ be a
BAF . For an extension E ⊆ σx

0 , the number of internal supports is written as NSI , such
that NSI(F ,E) = ∣a supports b ∣ a, b ∈ E}∣, and the number of external supports is written
as NSO, such that NSO(F ,E) = ∣a supports b ∣ b ∈ E,a ∈ Ar ∖E}∣.
Definition 4.8 (Semantics6−7). For each F = ⟨Ar, att, sup⟩, for x ∈ {c, g, p, s}:

• σx
6 (F ) = argmaxE∈σx

0 (F ) {NSI(F ,E)}; and
• σx

7 (F ) = argmaxE∈σx
0 (F ) {NSO(F ,E)}.

We use Example 4.7 to illustrate the difference between semantics6 and semantics7.
Example 4.7 (Semantics6−7). Consider the bipolar argumentation framework in Figure 4.2.
σcps
6 (F ) = σcps

7 = {{b, d}}, because {b, d} has most internal support and receives the most
external support.

4.5 Reduction-based Semantics
Reduction-based approaches have been studied exclusively in the literature [80, 81, 83].
Semantics8 and semantics9 are two reduction-based approaches where support is used as
pre-processing for Dung semantics. The corresponding abstract argumentation frameworks
are reduced by adding indirect attacks from the interaction of attack and support with dif-
ferent interpretations, i.e. deductive support and necessary support. So-called supported
attack and mediated attack come from the interplay between attack and deductive support,
while secondary attack and extended attack come from the interplay between attack and
necessary support.
Definition 4.9. (Four Indirect Attacks [83]) Let F = ⟨Ar, att, sup⟩ be a BAF , and let
arguments a, b, c ∈ Ar. There is:

• a supported attack from a to b inF iff there exists an argument c such that there is a
sequence of supports from a to c and c attacks b, represented as (a, b) ∈ attsupp;

• a mediated attack from a to b in F iff there exists an argument c such that there is a
sequence of supports from b to c and a attacks c, represented as (a, b) ∈ attmed;

• a super-mediated attack from a to b inF iff there exists an argument c such that there
is a sequence of supports from b to c and a directly or supported-attacks c, represented
as (a, b) ∈ attmed

attsupp;

• a secondary attack from a to b inF iff there exists an argument c such that there is a
sequence of supports from c to b and a attacks c, so that (a, b) ∈ attsec;

• an extended attack from a to b inF iff there exists an argument c such that there is a
sequence of supports from c to a and c attacks b, so that (a, b) ∈ attext.

Definition 4.10 (Semantics8−9 [83]). Let F = ⟨Ar, att, sup⟩ be a BAF :
• let att′ = {attsupp, attmed

attsupp} be the collection of supported and super-mediated at-
tacks in F , and we have RD(F ) = (Ar, att ∪⋃att′), and σx

8 (F ) = σx
0 (RD(F ));

• let att′ = {attsec, attext} be the collection of secondary and extended attacks in F ,
and we have RN(F ) = (Ar, att ∪⋃att′), and σx

9 (F ) = σx
0 (RN(F )).
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4.6 Principle-based Analysis
In this section, we present ten principles. Due to the space limitation, we only present some
interesting proofs, others can be found in additional supplement.

The first principle concerns support relation alone. It expresses transitivity of support.

Principle 4.1 (Transitivity). A semantics σx
i for BAFs satisfies transitivity principle iff

for all BAFs F = ⟨Ar, att, sup⟩, if a supports b, and b supports c, then σx
i ⟨Ar, att, sup⟩ =

σx
i ⟨Ar, att, sup ∪ {a, c}⟩.
Principle 4.2 states that supports can be used to select extensions.

Principle 4.2 (Extension Selection). A semantics σx
i forBAFs satisfies the extension selec-

tion principle iff for all BAFswhereF = ⟨Ar, att, sup⟩, that σx
i (Ar, att, sup) ⊆ σx

i (Ar, att,∅).
Principle 4.3 and Principle 4.4 are robustness principles that distinguish between semantics4

and semantics5. The set of robustness principles were proposed by Rienstra et al. [277].
Here, we adapt their idea to bipolar argumentation in order to investigate the robustness of
bipolar argumentation semantics when removing and adding support. Principle 4.3 states
that if two arguments a and b are in an extension E such that a supports b, then E is still an
extension after we remove the support from a to b.

Principle 4.3 (Internal Support Removal Robustness). A semantics σx
i for BAFs satisfies

the internal support removal robustness principle iff for all BAFs F = ⟨Ar, att, sup⟩, for
every extensionE ∈ σx

i (F ), if arguments a, b ∈ E and a supports b, thenE ∈ σx
i (Ar, att, sup∖{(a, b)}).

Proposition 4.5. σx
4 do not satisfy Principle 4.3.

Proof. We use a counterexample from Figure 10.30. We have the initial BAF F on the
left, σx

4 (F ) = {{a.b.d}}. However, if we remove the support from b to a and the support
from b to d, we have a new BAF F ′ on the right, which is σx

4 (F
′) = {{b, c}}.

a b

c d

a b

c d

Initial BAF F New BAF F ′

Figure 4.5: σx
4 do not satisfy Principle 4.3.

Principle 4.4 states that if argument a is not in an extension E and argument b is in this
extension E such that a supports b, then E is still an extension after we remove the support
from a to b.

Principle 4.4 (External Support Removal Robustness). A semantics σx
i for BAFs satisfies

the external support removal robustness principle iff for all BAFs F = ⟨Ar, att, sup⟩, for
every extension E ∈ σx

i (F ), if argument a ∈ Ar ∖ E supports argument b ∈ E, then E ∈
σx
i (Ar, att, sup ∖ {(a, b)}).



4.6 Principle-based Analysis 65

Principle 4.5 and Principle 4.6 both concern the closure under support relation. Clo-
sure says that if an argument is in an extension, the arguments it supports are also in the
extension, while inverse closure says the opposite, i.e. if an argument is in an extension,
the arguments supporting it should also be in the extension [57, 83, 250].

Principle 4.5 (Closure). A semantics σx
i for BAFs satisfies the closure principle iff for all

BAFs F = ⟨Ar, att, sup⟩, for every extension E ∈ σx
i (F ), if (a, b) ∈ sup and a ∈ E, then

b ∈ E.
Principle 4.6 (Inverse Closure). A semantics σx

i for BAFs satisfies the inverse closure
principle iff for all BAFs F = ⟨Ar, att, sup⟩, for every extension E ∈ σx

i (F ), if (a, b) ∈ sup
and b ∈ E, then a ∈ E.

Principle 4.7 reflects the idea that if there is no support relation, the extensions under
semantics σx

i are equivalent to the ones in Dung semantics.

Principle 4.7 (Extension Equivalence). A semantics σx
i for BAFs satisfies the extension

equivalence principle iff for allBAFsF = ⟨Ar, att, sup⟩, that σx
i (Ar, att,∅) = σx

0 (Ar, att,∅).
Principle 4.8 and Principle 4.9 both state the positive effect of supports on the sup-

ported arguments. We first present the definition of the status of arguments as introduced
by Baroni and Giacomin [35]. Extension-based semantics classifies arguments into three
statuses, namely sceptically accepted, credulously accepted, and rejected.

Definition 4.11. (Status of an Argument [35]) Let F = ⟨Ar, att, sup⟩ be a BAF. If the set
of extensions is empty, all the arguments are declared to be rejected. Otherwise, we say
that an argument is: (1) sceptically accepted if it belongs to all extensions; (2) credulously
accepted if it is not sceptically accepted and it belongs to at least one extension; (3) rejected
if it does not belong to any extension.

Gargouri et al. [140] write Status(a,F ) = sk(resp. cr, rej), and they define the order⩽ on the set of statuses as expected: sk > cr > rej. We denote the set of sceptically ac-
cepted (resp. credulously accepted, rejected) arguments of a BAF by Sk(Ar, att, sup) (resp.
Cr(Ar, att, sup), Rej(Ar, att, sup). Principle 4.8 states that adding supports to arguments
does not change their status into a lower order. Gargouri et al. [140] call this monotony,
but we prefer to use a more specific name (i.e. monotony of status) to make it more precise
and avoid ambiguity.

Principle 4.8 (Monotony of Status). A semantics σx
i for BAFs satisfies the monotony of

status principle iff for all BAFs F = ⟨Ar, att, sup⟩, for every extension E ∈ σx
i (F ), for all

a, b ∈ Ar, we have Status (a, ⟨Ar, att, sup⟩) ⩽ and Status(a, ⟨Ar, att, sup ∪ {(b, a)}⟩).
Principle 4.9 shows a skeptically accepted argument stays skeptically when supports

are added [174].

Principle 4.9 (Extension Growth). A semantics σx
i forBAFs satisfies the extension growth

principle iff for all BAFs F = ⟨Ar, att, sup⟩, for every extension E ∈ σx
i (F ), it holds that

Sk(Ar, att, sup) ⊆ Sk(Ar, att, sup ∪ sup′).
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Directionality is introduced by Baroni, Giacomin, and Guida [36]. It reflects the idea
that we can decompose an argumentation framework into sub-frameworks so that the se-
mantics can be defined locally. For the directionality principle, they first introduce the
definition of an unattacked and unsupported set.

Definition 4.12 (Unattacked and unsupported arguments in BAF). Given an BAF = ⟨Ar,
att, sup⟩, a set U is unattacked and unsupported if and only if there exists no a ∈ Ar/U such
that a attacks U or a supports U . The unattacked and unsupported sets in BAF is denoted
US(BAF ) (U for short).

Principle 4.10 (BAF Directionality). A BAF semantics σ satisfies the BAF directionality
principle iff for every BAF, for every U ∈ US(BAF ), it holds that σ (BAF↓U ) = {E ∩U ∣E ∈
σ(BAF )}, where forF = ⟨Ar, att, sup⟩,BAF↓U = (U,R∩U×U, sup∩U×U) is a projection,
and σ (BAF↓U ) are the extensions of the projection.
Lemma 4.2. If a set of arguments E′ ⊆ U is admissiblei in BAF↓U , then E′ is admissiblei
in BAF , for i ∈ {0,1,2,3}.
Proposition 4.6. σc

1 satisfy Principle 4.10.

Proof. • Part 1: Suppose that E′ = E ∩ U such that E ∈ σc
1(BAF ), we need to prove

that E′ ∈ σc
1(BAF↓U ).

– From Lemma 10.15, if E is admissible1 in BAF , then E′ is admissible1 in
BAF↓U .

– We need to prove that there does not exist x ∈ U ∖ E′ such that E′ defends1 x.
We prove this by contradiction. Suppose that E′ defends1 arguments in U ∖E′.
We have two cases.

1. Case 1: Suppose that there exists x ∈ U ∖ E′ such that x is not attacked.
Then x is defended1 by E which is not possible because E is a completei
extension in BAF .

2. Case 2: Suppose that there exists x, y ∈ U∖E′, such that y attacks x. Suppose
thatE′ defends1 x, so there exists z ∈ E′ such that z attacks y, and z supports
x. Since z ∈ E′, so z ∈ E, so E defends1 an argument outside of E, but
E ∈ σc

1(BAF ). Contradiction.

• Part 2: Suppose thatE′ ∈ σc
1(BAF↓U ), we need to prove that there existsE ∈ σc

1(BAF )
such that E′ = E ∩U .
For each set of arguments S in BAF , we denote by Defi(S) the set of arguments
defendedi by S. Let d1(F ,E′) = E1, d1(F ,E1) = E2, ..., d1(F ,Ei−1) = Ei. (E1 ∩
U) = E′ because E′ ∈ σc

1(BAF↓U ), which means that E′ cannot defend1 arguments in
(U ∖E′). Thus, (E1 ∖E′) ⊆ (Ar ∖U).
Also, for each i, Ei = d1(F ,Ei−1), Ei−1 cannot defend1 the arguments in U , so (Ei ∖
E′) ⊆ (Ar ∖ U). That is because if U is attacked, it is going to be attacked from the
arguments in U , U cannot be defended1 from the arguments outside of U .
Let us now prove by induction, that for each i, Ei = d1(F ,Ei−1) is admissible1 in
BAF .
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– Base: Let us prove that E′ is admissible1 in BAF .
From Lemma 10.14, if E′ is admissible1 in BAF↓U , then E′ is admissible1 in
BAF .

– Step: Let us suppose that it holds that Ei is admissible1 in BAF , and let us
prove that Ei+1 = d1(F ,Ei) is admissible1 in BAF .

1. We prove that Ei+1 is conflict-free1.

* Ei is conflict-free1 because Ei is admissible1 in BAF .

* Ei cannot attack (Ei+1 ∖ Ei), because since Ei defends1 Ei+1, if an ar-
guments x ∈ Ei attacks Ei+1, there exists an argument y ∈ Ei attacking
x, which is not possible since Ei is conflict-free1.

* (Ei+1∖Ei) is conflict-free1 because if an argument x ∈ (Ei+1∖Ei) attacks
an argument y ∈ (Ei+1 ∖ Ei) , Ei must attack x, which is not possible
because Ei defends1 Ei+1.

* (Ei+1 ∖Ei) cannot attack Ei because since Ei is admissible1 in BAF , if
(Ei+1 ∖Ei) attacks Ei, Ei defends1 itself so Ei must attack (Ei+1 ∖Ei)
which is not possible.

2. We prove that Ei+1 is admissible1 in BAF .

* Ei is admissible1 in BAF .

* Ei defends1 Ei+1 in BAF .

Hence, by induction, we conclude that for each i, Ei = d1(F ,Ei−1) is admissible1 in
BAF .

Having that at each step i, d1(F ,Ei) is admissible1, also having a finite number of
arguments in Ar, we conclude that there is a fix point of the above defined sequence,
that is, there exists j such that d1(F ,Ej) = d1(F , d1(F , d1(F , d1(F , ...d1(F ,E′))))) =
Ej . Hence, Ej is a completei extension in BAF such that Ej ∩U = E′.

Table 4.1: Comparison of semantics and principles. We refer to the semantics as follows:
complete (C), grounded (G), preferred (P) and stable (S). When a principle is never satis-
fied by a certain reduction for all semantics, we use the × symbol. P1 refers to Principle 1,
and the same holds for the others.

P4.1 P4.2 P4.3 P4.4 P4.5 P4.6 P4.7 P4.8 P4.9 P4.10
σx
0 CGPSCGPSCGPSCGPS × × CGPSCGPSCGPS CGP

σx
1 × × × CGPS × × × CGPSCGPS CGP

σx
2 × × × CGPS × × × CGPSCGPS CGP

σx
3 × × CGPSCGPS × × CGPSCGPS × CGP

σx
4 × CGPS × CGPS × × CGPSCGPSCGPS ×

σx
5 × CGPSCGPS × × × CGPSCGPSCGPS ×

σx
6 CGPS × CGPSCGPSCGPS × CGPSCGPS × ×

σx
7 CGPS × CGPSCGPS × CGPSCGPS × × CGP
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Table 4.1 compares the semantics with respect to the principles. All the proofs can be
found in the appendix. For the defence-based semantics, semantics1 and semantics2 can be
classified by the same principles, and they can be distinguished from semantics3 by Princi-
ple 4.3, 4.7 and 4.9. Semantics4 and semantics5 are selected from semantics0, they can be
distinguished by Principle 4.3 and Principle 4.4. However, Table 4.1 indicates it is not the
case that if semantics0 satisfies a principle implies semantics4 and semantics5 also satisfy it,
e.g. the results regarding Principle 4.10. Reduction-based semantics can be distinguished
from others by Principle 4.1, 4.5, 4.6 and 4.8. More precisely, themselves can be further
distinguished by Principle 4.5 and 4.6, and surprisingly, only semantics7 satisfies Principle
4.8. One thing worth being noticed is that, in the literature, there are two other reductions
based on necessary interpretation of support, i.e. one introduces only secondary attacks
and the other introduces only extended attacks. Both of them do not satisfy directional-
ity [338]. However, the result shows when the necessary reduction induces both secondary
and extended attacks, semantics7 (except for stable7) satisfy directionality.

4.7 Legal Child Custody Case Modeling
We now use a custody case to illustrate reduction-based semantics. Consider the bipolar
framework visualized below. The figure should be read as follows. A normal arrow vi-
sualizes attack, a dashed arrow visualizes support, a double box visualizes a prima facie
argument which is self-supporting and single box visualizes a standard argument that does
not support itself.

Figure 4.6: Divorce action

We first consider the graph with only the arguments in black and orange and the re-
lations among them. The basic dilemma is represented by two arguments attacking each
other, stating respectively that the child’s best interest is that she lives with her mother (M)
or that the child’s best interest is that she lives with her father (F ). Obviously, there may
be additional reasons for these conclusions which we do not make explicit here, and in
order to illustrate the dilemma-nature of the situation the judge has to deal with, we con-
sider a well-balanced case. There are arguments attacking both (M) and (F ), and there
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are arguments attacking those attackers. If we do not consider support, then the grounded
extension is {CJ,W,OP,R}, and for all other Dung semantics, there are two preferred ex-
tensionsE1 = {R,M,W,OP,CJ} andE2 = {F,CJ,W,OP,R}. The judge cannot make any
decision based on these two extensions, thus, further investigation is needed in this case.

The first support relation we interpret is the support of the father being wealthy (W ) to
the argument that it is in the child’s best interest that she lives with her father (F ). We leave
the support of mother side in this following paragraph. There are different options for the
interpretation of the support between (W ) and (F ). If the interpretation is deductive, then
we add the supported attacks from (W ) to (M) i.e., using RS, we have only one preferred
extension {W,CJ,OP,R,F}. If we add the mediated attack from (M) to (W ) with the same
interpretation but under RM, then we have two preferred extensions: E1 = {M,R,OP,CJ}
and E2 = {R,F,W,CJ,OP}. If we choose RD, we still have the two preferred extensions
containing (M) and (F ) separately. When we consider the interpretation of this support as
necessary, saying, for example, that raising a child does take a lot of money, it means adding
secondary or extended attack, since there is no attack coming from or going towards (W ),
we have the same preferred extensions under these two reduction: E1 = {R,M,W,OP,CJ}
and E2 = {F,CJ,W,OP,R}. We see this as a clear case of deductive support, but as we
saw, this doesn’t solve the case either.

A similar analysis can be given using the P 4.5 and P 4.6 instead of the reductions, which
as Table 2.1 shows are characteristic for deductive and necessary support respectively. P2
represents Closure and is characteristic for deductive support. It says that if (W ) is accepted
then (F ) is accepted. So by contraposition, it means that if (F ) is not accepted, then also
(W ) is not accepted. This implies that for the extension containing (M), where (F ) is not
accepted, by accepting closure, (W ) cannot be in the extension. Based on the above, the
extensions show the preferred semantics under deductive reduction satisfies P 4.5. How-
ever, in this scenario, the extensions still do not give decisive influence to the decision of
the case. It may seem counterintuitive that under the deductive interpretation, a mediated
attack is added from (M) to (W ), as there does not seem to be a reason to question the
wealth of the father. This surprising indirect attack is partly explained by P5, which shows
that mediated attack does not satisfy BAF directionality. This reflects that the direction of
the indirect attack goes against the direction of the attacks and supports in the framework.

If we consider the attacks and support of the (M) argument, first we need to note that,
according to the judicial practice and the public opinion, for decades, (M) was taken for
granted: judges automatically gave the custody for the mother, that is, (M) was a prima
facie argument and (M) was the only argument being accepted. Thus, traditionally, (M)
could have been modeled as a self-supporting argument. However, the judicial practice
and the public opinion have been changing, so in the figure above, we modeled (M) as
a standard argument requiring evidentiary support. While the argument structure on the
mother’s side seems to be the same as the father’s side, there is a difference coming from
the law. The supporting argument might have a special status because of the rules of the
Civil Code: the judge has to take the child’s opinion into considerationwhen deciding about
custody. The variants of the support interpretations and their relation to the interpretation
of law can be shown with the analysis of this rule. We assume that the child wants to
live with her mother (OP ). What does this mean? One can say that the obligation of
taking an argument into consideration means that the (OP ) is prima facie and has to be
accepted. If it is a prima facie argument, (M) receives the evidentiary support it needs.
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But this in itself doesn’t decide how argument (OP ) affects the extension. The extension
depends on how we interpret the support relation between (OP ) and (M): deductive or
necessary. It seems to be very intuitive to interpret the support relation deductive: the
obligation of taking the opinion into consideration is apparently very much in align with
what deductive support means: if we accept the opinion (which is prima facie) then we
have to accept (M) too. But if we interpret the relation between (OP ) and (M) deductive,
under RS we have the only preferred extension {OP,CJ,R,W}. Under RM we have the
two preferred extensions {F,W,CJ,R} and {M,R,CJ,OP}. These results in this scenario,
on one hand, reflect the RS satisfies P8, because supported attack is directional. On the
other hand, this result means that even the deductive support between the prima facie (OP)
and (M), the fact that the child wants to live with her mother won’t decide the case in the
favor of her if there is some support on the father’s side too. However, especially in such
a well-balanced case, the judge’s obligation to take the child’s opinion into consideration
might mean that it should be decisive. In order to show what that legal interpretation would
mean formally, we need another approach. There is also a way to add the supported attack
from (OP ) to (F ), and mediated attack from (M) to (W ), by doing so we have the only
preferred extension {R,OP,M,CJ}. That is, in order to give the opinion a decisive nature,
considering both relations between (OP) and (M) and (W) and (F) still deductive support,
we do so under different reduction: using RS for (OP) and (M), and RM for the other. This
context-dependent solution is needed to represent the given legal interpretation.

We now consider a scenario visualized in red and black in which (OP ) is attacked by
(4): the child is only 4 years old and 4-year-olds don’t know what they want. Argument
(4) impairs that the child can form a reliable opinion at all, that is, (4) attacks (OP ). If
the support between (OP ) and (M) is deductive, under RS the unique preferred extension
is {R,F, 4,CJ,W}, while changes to {R,F, 4,CJ,W} and {R,4,CJ,M,OP} under RM.
If the interpretation of the support is necessary, under R2 the only extension should be{R,4, F,CJ,W}, while under RE, the extension is the same as the framework without con-
sidering support. The P3 Inverse Closure says that if (M) is accepted then (OP ) is accepted.
So by contraposition, it means that if (OP ) is not accepted, then also (M) is not accepted.
This implies that for the extension containing (F ), where (M) is not accepted, by accepting
Inverse Closure, (OP ) cannot be in the extension. Based on the above, the extensions show
the preferred semantics under necessary interpretation satisfies P 4.6.

Let’s consider another scenario, as visualized in blue and black. In a Hungarian case,
the court emphasized that the child’s opinion is decisive concerning the custody, unless the
child’s healthy development would be endangered in the environment she would choose.
This can be translated as the deductive nature of the support depends on whether there is
a specific argument (of being endangered) attacking (M). The child wants to live with her
mother, but the mother often changes her boyfriends, and according to the judge, this would
endanger the child’s healthy emotional development (D). If the interpretation of support
is deductive and under RS, the only preferred extension is {R,17,OP,CJ,W}, the results
under RM and RD are not decisive, either.

Finally, we consider a scenario visualized in green and black. The mother is a teacher,
which supports that she knows how to handle children, and this again clearly supports that
the child’s best interest is to live with her mom. However, we also have the argument that
mother often punishes the child harshly attacking (KH). While the first support relation
between (T ) and (KH) is deductive, it seems reasonable to say the one between (KH) and
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(M) is necessary: it is difficult to defend a view as it is fine to give custody to someone who
cannot handle children. (M) receives secondary attack from (PH) with the interpretation
of necessary, if we still consider (OP ) supported attacks (F ), and the same for (W ) to (M),
both (M) and (F ) should not be accepted. If we consider (OP ) mediated attacks (F ), and
the same for (W ) to (M), (F ) is accepted in the only preferred semantics.

4.8 Related Work
The notion of support has drawn the attention of many scholars in argumentation theory,
including the role of support in argumentation, whether attack and support should be treated
as equals, the link between the abstract approaches and ASPIC+, and also higher-order ab-
stract bipolar argumentation frameworks [263, 264, 147, 77]. We now review and comment
on the three approaches to define semantics studied in this paper. For the defence-based ap-
proach, we adapted the core notions in Dung’s theory. There are other variants of semantics
that adapt these notions, such as weak defence for weak admissibility semantics [39, 101],
but it is not related to the notion of support. For selection-based approach, semantics4 and
semantics5 select extensions based on the number of internal (or external) supports received
respectively. Such an approach has already been used in some previous work, and most
of them are based on preference [10, 174] or weight of arguments and relations [97, 179].
More recently, Gargouri et al. proposed an approach to select the best extensions to BAFs
by comparing the number of received supports with scores for each extension [140]. The
reduction-based approach allows a BAF to be transformed into an argumentation graph
that has been already discussed a lot in the literature [84, 234, 263, 77]. There is a striking
similarity at the abstract level between support in bipolar argumentation and preference-
based argumentation, as both can be seen as reductions, as well as both can be used to
select extensions [174]. For other approaches to bipolar argumentation semantics, Cayrol
et al. proposed some properties of gradual semantics for bipolar argumentation [78], after
which Evripidou and Toni provided a concrete definition of gradual semantics for bipolar
argumentation [123] and introduced the quantitative argumentation debate (QuAD) frame-
work [38]. Concerning aggregating bipolar argumentation frameworks, Chen considered
how to cope with different opinions on support relations and analyse which properties can
be preserved by desirable aggregation rules during aggregation of support relations [88].
Lauren et al. also considered aggregating bipolar assumption-based argumentation frame-
works under the assumption that agents propose the same set of arguments, different sets
of attacks and different interpretations of supporting arguments [188].

Baroni and Giacomin are the first to adopt a principle-based approach for classifying ar-
gumentation semantics [35], which was followed by other papers axiomatising abstract ar-
gumentation [315], preference-based argumentation [174] and agent argumentation [337].
There are papers that propose principles for bipolar ranking-based/gradual semantics [6],
and their generalisations [37]. However, there is a lack of such work for extension-based
semantics. Cayrol et al. compared bipolar argumentation semantics, they discussed the se-
mantics based on deductive and necessary interpretations, and provided a few properties,
e.g. closure, coherence and safe [84]. Inspired by this work, Yu and van der Torre analysed
reduction-based semantics with more properties [338], however, they have only considered
reduction-based semantics, without comparing them with others.
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4.9 Summary
In this paper, we gave an axiomatic analysis of bipolar argumentation semantics. We con-
sidered three approaches, namely defence-based, selection-based, and reduction-based ap-
proaches. In total, we introduced seven different types of semantics and studied them to-
gether with Dung semantics, which is the baseline and does not take into account supports.
Semantics1−3 are defence-based, i.e. they are defined by generalising the new notions of
defence. Such approach allows us to treat attack and support at the same level. Semantics4
and semantics5 are not only based on admissibility, but also borrow the idea from another
field, i.e. social voting, to use the number of support as a way of voting or selecting to
derive extensions. Semantics6 and semantics7 are based on the notions of necessary and
deductive support respectively. We evaluated those semantics against the set of ten princi-
ples. The results are shown in Table 4.1. Given the diversity of interpretations of support,
such axiomatic analysis can provide us an overview and systematic assessment of different
approaches. It can help us to choose a semantics for a given task or a particular application
in function of the desirable properties. One can look at the table and see if there exists a
semantics that satisfies the given desiderata.

An interesting question for future work is how to relate semantics defined by various
approaches, e.g. can we define a new defence with attacks and supports indicating the de-
ductive, necessary or evidential interpretation of support? We have semantics2 stating that
only a supported argument can defend others, which also reflects the idea of evidential
support [234, 251]. In this paper, we use dynamic properties, e.g. the robustness of se-
mantics when adding and removing support. This could be further developed by analyzing
labelling-based semantics of bipolar argumentation. The distinction between arguments
labelled out and undecidedmakes the principles more precise. We also consider that the ap-
proaches to the dynamics of argumentation can be used as a source for principles [59, 174].
Another possible direction is to study the relation between the principles, for example, to
verify whether one principle implies another one, or if there is a set of principles such that
no semantics satisfies all of them.



Chapter 5

Intelligent Human Input Blockchain
Oracle (iHiBO)

This chapter delves into the realm of distributed argumentation technology, bringing to light
an experimental platform that harnesses blockchain technology. Specifically, we utilize
an abstract agent argumentation framework to model decision-making processes in fund
management, which we then implement on the blockchain. This implementation could be
conceptualized as a pre-trading phase in the securities market, following which securities
transactions could also be carried out on-chain using blockchain technologies. In light
of this, the subsequent chapter offers a comprehensive overview of Distributed Ledger
Technology (DLT)-based securities markets, accompanied by an in-depth analysis of the
associated risks, benefits, and legal considerations.

5.1 Introduction
In situations where trust plays a significant role, the decision-making process can be con-
sidered the pinnacle of engagement between parties. For instance, in the case of funds
management, investors select managers based both on the prediction of future performance
and factors such as reliability and trust [183]. Indeed, in these so-called “trust services”,
fund managers are in the position of a trustee representing the client, acting in the best in-
terest of the client. Fund managers mainly investigate and determine the optimal securities
like bonds and stocks to fit fund strategies, followed by buying and selling them. The de-
cisions made by managers affect principals directly, thus legislators have a duty to inspect
the relevant activities of trustees by declaring the rights of clients to highlight this duty
through its intended controllability. However, this may not be so straightforward, because
these activities such as securities transactions are increasingly executed as a collaborative
process involving not only fund managers but also other managers, analysts, and exter-
nal entities that maintain business relationships. The beliefs and assumptions of different
participants may be affected by a variety of background knowledge, thus shaping the de-
cisions that lead to the execution of fund activity. The fund management decision-making
process has the characteristics of multiple decision-makers, changing and uncertain infor-
mation, multiple goals, interdependence between projects, strategic considerations, as well
as dynamic opportunities [93]. This requires a collaborative process that all participants
consider trustworthy and reliable. It is able to support distributed and iterative boundaries
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beyond traditional fund management, enable auditability and traceability to maintain ac-
countability, and protect sensitive information at any time.

Financial markets often prompt the image of a hierarchical paradigm of centrally or-
ganized institutions. With the advent of Distributed Ledger Technologies (DLTs) in fi-
nance, however, is gradually dismantling this stigma of centrality and central counter-
parties (CCPs), which is only apparently immutable [267, 126], key issues like security,
transparency and accountability can be addressed. Decentralized Financial Market Infras-
tructures (dFMI) [126] are being built in a peer-to-peer fashion to decentralize financial
counterparties so that investor confidence can be met with the right alignment of interests.
For example, smart contracts can play a similar role to that CCPs played previously in
some applications, such as undertaking the task of transferring collateral as a margin cal-
culation agent. In addition, smart contracts can be also applied to dealing with disputes
in the case of non-compliance with a payment in a different way [221]. Specifically, De-
centralised Finance (DeFi) is a novel P2P financial infrastructure on the basis of smart
contracts, providing composable, publicly verifiable, permissionless, and non-custodial
operations [328]. However, the involvement of DLTs in fund management fails to address
possible trust problems between trustees and clients. In other words, clients still have no
access to the cause of the given transaction and whether it occurred in their best interest.
DLTs are actually only used to trace the output of such a decision-making process. In this
case, a reasoning system for making these decisions can enhance traceability, transparency,
and auditability to provide interpretability.

To address these challenges, we propose a novel system to leverage DLTs, smart con-
tracts, negotiation and formal argumentation in a multi-agent setting. It is believed that
formal argumentation helps to explain why claims or decisions are made, in terms of justi-
fication, dialogue, and dispute trees [99, 339]. At the same time, a negotiation for resolving
conflicts can be applied to determining the investment time, quantity, etc. In [339], the the-
ory of our system is first proposed to mainly discuss how the aggregation of argumentation
and DLTs can increase trust. On the other hand, the contribution of this chapter includes the
implementation of our new system and the evaluation of the feasibility of our proposal. The
utility of the proposed system is demonstrated by using a private Ethereum Blockchain to
achieve a proof-of-concept for resolving conflicts. As far as we know, our contribution is
the first to include formal argumentation implemented using smart contracts together with
a multi-agent system. This leads to the impossibility of comparison with related works in
performance evaluation.

The remainder of this chapter is structured as below. Section 5.2 gives the motivation
of our work, Section 5.3 describes the significant components of our system, including
formal argumentation, negotiation, blockchain and smart contracts. Section 5.4 illustrates
three possible DLT-based systems for decision-making as well as the analysis of each. Sec-
tion 5.5 introduces the IHiBO framework in details and its architecture. Section 5.6 presents
the experimental results. Section 5.7 conducts a discussion of IHiBO from the perspective
of trust and legal consideration. Related work is discussed in Section 5.8 and Section 5.9
concludes.
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5.2 Motivation
In this section, we generally talk about the procedure of fund management (at the securities
market) and the roles of the parties and their relation, in order to show that the decision-
making process can be suited into argumentation modeling.

In portfoliomanagement, the core duties of fundmanagers underAIFMD1 andUCITSD2

is to perform portfolio management and risk management on behalf of their investors3. The
fund can be managed by a team of three or more people. Fund managers primarily research
and determine the best stocks, bonds, or other securities to fit the strategy of the fund, then
buy and sell them. Since the fund managers are responsible for the success of the fund, they
must also research companies, and study the financial industry and the economy. Keep-
ing up to date on trends in the industry helps the fund managers make key decisions that
are consistent with the fund’s goals [87]. The main characteristic of investing in a fund is
trusting the investment management decisions to the professionals.

The process of portfoliomanagement on themanager side is formally defined as follows
[93][94]: Portfolio management is a dynamic decision process, whereby a business’s list
of active new product (and development) projects is constantly up-dated and revised. The
portfolio decision process encompasses or overlaps a number of decision-making processes
within the business, making Go/Kill decisions on individual projects on an on-going basis,
and developing a new product strategy for the business.

Figure 5.1: Fund Investment Process

In Figure 5.1, investors first pool their money together and then fund managers conduct
investment research, prepare the specific plan for the investment portfolio. According to
their research and the final decision of the investment plan, fund managers invest securities

1Directive 2011/61/EU of the European Parliament and of the Council of 8 June 2011 on Alternative
Investment Fund Managers (AIFMD.http://data.europa.eu/eli/dir/2011/61/oj)

2Directive 2009/65/EC of the European Parliament and of the Council of 13 July 2009 on the coordina-
tion of laws, regulations and administrative provisions relating to undertakings for collective investment in
transferable securities (UCITS). http://data.europa.eu/eli/dir/2009/65/oj

3A portfolio is a collection of financial investments like stocks, bonds, commodities, cash, and cash
equivalents, as well as their fund counterparts. In this chapter, in order to give a concise explanation, we only
consider stocks.
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on behalf of their clients (investors). The investment generates returns and the returns
would be passed down to investors.

5.3 Distributed Ledger Technologies and Smart Contract

In this section, we introduce the components to build our framework IHiBO in Section 5.5
except for formal argumentation which is introduced in previous sections, i.e. distributed
ledger technologies, autonomous agents and negotiation.

5.3.1 Distributed Ledger Technology

Distributed Ledger Technologies (DLTs) consist of networks of nodes that maintain a single
ledger and follow the same protocol for appending information to it. The blockchain is a
type of DLTs where the ledger is organized into blocks and where each block is sequentially
linked to the previous one [224]. The execution of the same protocol, i.e. source code,
guarantees (most of the time) the property of being tamper-proof and not forgeable. This
allows a trust mechanism to be created without the need for third-party intermediaries [40].

In the architecture of a traditional centralized database, information is positioned, stored,
and kept in a single location and under the control of a central administrator, who guaran-
tees integrity. The data is often kept in a raw form, while some security perimeters keep the
database from outer attacks, while a distributed database can give an alternative configu-
ration, by which the database (or its copies) runs through a network and can be kept at dif-
ferent physical positions. Although the database can be shared by all the nodes, its control
is often centralized, while the database integration is decided by a central administrator. A
centralized application can facilitate data synchronization and database management. The
nodes are within the security perimeter and can be trusted, while a network administrator
regulates the access. Although the terms blockchain and DLT are usually used interchange-
ably, they are different. Blockchain is a particular Distributed ledger (DL) architecture in
which data is divided into a sequence of batched blocks that are mutually linked by crypto-
graphic tools. Various blocks of data highly rely on the previous blocks so it is extremely
difficult to change the database in a retroactive manner. Thus, a perpetual chain with im-
mutable records is formed by the blockchain. Rights of validation and access - There are
diversified kinds of DLs based on the accessibility limits and the type of employed con-
sensus processes employed so that the integrity of a ledger can be ensured. In terms of a
specific object with access to data, DLs may be:

Public, wherein a user can view/read a ledger, or
Private, data is accessed by only participants approved.
In a similar way, according to the object allowed to realize ledger verification, DLs can

be:
Permitted, wherein ledger verification or modification of ledger entry is only allowed

by a specific group of trustworthy users;
Permission-less, wherein everyone is allowed to verify and build the ledger. As central

authority is not needed for entry verification of the ledger, it is resistant to censorship;
namely, no actor can avoid a transaction’s adding to the ledger [126].
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Accessibility is closely correlated with confidentiality and privacy. In a public ledger,
such as the Bitcoin blockchain: for example, everyone can view that a user A has made
payment of amount X to user B (despite unknown true identities of user A and user B), and
security transactions often need to be confidential. With trade repositories and regulators
as the exception, in most cases, only those parties legally asked to be informed must view
the details of trading. It is still difficult to keep a DLT implementation confidential, which
is worthy of research. Moreover, financial markets could be supervised, so a challenge may
be caused by permission-less structures, in view of the potential opacity. Because of these
aspects, the settlement industry mainly focuses on private and permitted ledgers, wherein
validation rights are only granted to a trusted group of participants, while nodes can be
given different roles carrying diversified access rights.

Consensus mechanisms concerning any database, to ensure a ledger’s integrity, and
modifications thereof must be validated. For each new transaction: for instance, somebody
has to check if counterparties have sufficient cash or assets in accounts and guarantee that
these assets or cash are used over one transaction (i.e., it is free of dual-spending). With
a central authority of trade validation, for the solution of this problem, DL protocols are
mainly dependent on a consensus mechanism, wherein all the nodes or a selected subset
agree on the validity of a trade as well as the most latest version of a case. The consensus
mechanism will be designed according to whether the DL is permitted or not.

As for permission-less DLs, participants’ identity is unknown and thus there must be
a consensus mechanism, which does not depend on the trust of participants or identifica-
tion of their identities. Such protocol of validation cannot be decided by a simple ma-
jority (one vote for each node), as an attacker may have the chance to change the ledger
by controlling over 50 percent of votes or creating nodes. Hence, one of the problems is
about how participants share validation rights without making a significant compromise
about the system security due to the risk brought by denial-of-service and Sybil attacks,
i.e., a Sybil attack is a traditional way of undermining a P2P network by creating large
amounts of fake identities in order to gain a disproportional amount of influence or votes
in the network. Bitcoin solution was a mechanism of consensus based on “Proof of Work”
(PoW) nakamoto2008bitcoin; the so-called “proof” is realised through the solution of a
computationally-intensive math question which greatly increases the economic cost for
a single attacker, so he fails to alter a ledger by enough computing capability. Theo-
retically, under the one-CPU-one-vote rule, an attacker needs to have control of at least
51 percent of the computing capability for altering a ledger; nevertheless, under certain
cases, control of even 30 percent of the capability might be enough for the ledger alteration
eyal2018majority. The consensus process of “Proof of Stake” (PoS) is another system of
validation. It assigns a share of validation rights to the participant according to stakes hold
from the system. The measurement standards for stacks held by the validators from the
system may be different. They can be measured by the forms of off-ledger assets or inter-
nal tokens or pledged as collateral, or according to the fame of the validator in a network
(in case of the identity being known). As requested by some processes of PoS, voters must
put “bets” on a ledger’s true state, so would-be attackers would be likely to claim some
false things, who will become a minority losing the bets and carrying the prediction14
castro1999practical. Permitted systems do not need to tackle the problem concerning the
untrusted network. Thus, they can process transactions faster at a lower cost to main-
tain compared with capital-intense permission-less ones. In addition, arguably speaking,



78 5. Intelligent Human Input Blockchain Oracle (iHiBO)

permitted systems would be further open towards reversibility and censorship. On the dif-
ference between deploying permissionless and permissioned DLT systems in this domain:
see (Priem, 2020). Overall, permissioned systems are more suitable to be implemented in
securities markets. They also lower the risk of money laundering. However, in a permis-
sioned system there must be an entity (institution) that acts as a gatekeeper, which means
the idea of a central institution is reintroduced.

5.3.2 Smart Contracts

In addition to transaction data, distributed ledgers may involve computer code, which is
known as “smart contracts”. After satisfying the pre-defined conditions, these contracts
automatically execute and deal with a transaction on the ledger. The concept of smart con-
tracts was first introduced by Nick Szabo in 1993, and verification and contractual obliga-
tions are executed through self-enforced computer code in this type of cryptographic [302].
Such contracts need to be drafted, authenticated, and executed in an unbiased environment
which makes distributed consensus-oriented ledger networks ideal platforms. A pertinent
example is Ethereum smart contracts. As a second-generation blockchain technology,
Ethereum has been specifically designed as a decentralized smart contract platform. In
addition to being implemented with the Turing-complete scripting language, Ethereum has
a built-in virtual machine (EVM) that works as a decentralized computer. The smart con-
tracts in Ethereum can be written in Serpent and Solidity and other high-level languages.
The transactions in DLT are essentially smart contracts, it is only the complexity that varies.
For example, a smart contract in a security trading scenario refers to an automatically exe-
cuted contract in which the buyer-seller agreement’s terms are written in a few lines of code.
Its code and agreements are in a distributed and decentralized network. The transaction is
traceable and irreversible and the code controls the execution.

Some DLTs allow smart contracts to be executed. These consist of instructions that,
once distributed on the ledger, cannot be altered. Thus, the result of their execution will
always be the same for all DLT nodes running the same protocol. Smart contracts en-
able a wide range of applications far beyond cryptocurrency transactions, especially in the
Ethereum [184, 344, 348] blockchain. However, smart contracts are usually “closed” to the
outside world, e.g. they cannot contact a website, to ensure that execution is more resistant
to attacks with a higher degree of certainty [344]. This obviously limits the possibilities
of using these technologies, given that the great majority of possible applications would
require real-time information from the world outside the network.

In this context, Oracles assist DLTs in enabling smart contracts to operate in the real
world by flowing any kind of data from any kind of service external to the DLT. They act
as a bridge, providing the ability to retrieve, verify and digest data into smart contracts.
An oracle can be implemented as [46]: (i) software, interacting with the necessary infor-
mation from online sources; (ii) hardware, retrieving data from the physical world directly
through sensing devices; (iii) humans, interacting with individuals. In all cases their off-
chain execution can be centralized, i.e. from a single source, or decentralized, based on the
consensus of a multitude of sources.
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5.3.3 Autonomous Agents and Negotiation
Multi-agent systems are distributed platforms composed of a set of agents that interact with
each other through an appropriate organization, with properties of self-organization, self-
adaptation, self-maintenance. An agent can be defined as a computer system that is located
in some environment and is able to act autonomously to achieve its goals. Agents are de-
signed to be related to individual perspectives [301], but this also includes aspects of auton-
omy, context, responsiveness and pro-activity (rationality) [331]. Agents are good candi-
dates for representing the subjectivity and nuances of different expert opinions. Moreover,
they are able, using well-established conflict resolution mechanisms (e.g. negotiation), to
help different stakeholders find agreements that satisfy their often conflicting interests.

In this work we focus on negotiation. It is the process by which a joint decision is
made by two or more parties, agents in this case. The agents firstly verbalize contradictory
demands and then move towards agreement by a process of concession making or search
for new alternatives [270]. The problem being negotiated, or the topic under discussion
(e.g. stock price) can be usually divided into issues (also called attributes). Automated
negotiation is one taking place among autonomous agents through a shared protocol, i.e.
a set of rules that governs their interactions during a negotiation session (also called a
thread). Whilst the protocol is shared among agents, the decision model for acting in the
negotiation is unique for each agent [125]. It allows the agent to (i) evaluate the value of
an offer received from the opponent (e.g., using a utility function), (ii) decide whether it is
acceptable, and (iii) determine what to do next (known as the negotiation strategy).

Automated negotiation has been applied to solve conflicts and reach agreements in
several domains including cloud and service provisioning [223], smart grid and power
distribution [309], and trading and stock market [327]. Compared with human negotiation,
autonomous agent negotiation is efficient in contexts where the number of issues under
negotiation is intractable for human users, or in one-to-many [204] or many-to-many ne-
gotiation [12] settings in which the numbers of negotiators makes it difficult for humans
to keep track of the evolution of the negotiation process. Therefore, autonomous agents
can offload these tasks from the human expert shoulders, assist them in formulating their
preferences, and help reach optimal solutions that can be otherwise inaccessible to human
negotiators with the agent assistance.

5.4 Analysis of Architectural Designs for DLT-based Sys-
tems for Decision Making

In recent years, the adoption of DLTs and smart contracts has been taken into account
because of the immutability property of DLTs, which allows a favorable environment for
storing information that can be subsequently audited. When it comes to decision-based sys-
tems to implement a process on DLT, most solutions using these technologies only store
the final output of the decision process (which then triggers a process, e.g. via a smart con-
tract). In our work, on the other hand, we pay attention to the decision phase. Particularly,
in a fund management context, this is the pre-trading phase where the investment decisions
are made. Moreover, we deal with a case in which the final decision enacts a process on a
“mainchain”, i.e. an on-chain process. This mainchain is a public permissionless ledger ac-
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cessible to everyone, such as the Bitcoin or Ethereum blockchains [224, 66]. For instance,
the outcome of a negotiation, i.e. the decision, can be given in input to a smart contract in
the Ethereum public blockchain that will enact an action, e.g. security transaction, in order
to buy a stock. As stated earlier, current smart contract implementations need oracles in
order to perform operations based on data that is found outside the ledger, i.e. off-chain. In
the use case we address in our work the input comes from a human, hence we are dealing
with human-input-based oracles.

Based on this premise, in the following, we provide an analysis on the possible archi-
tectural designs of a DLT-based system that takes into account formal argumentation and
negotiation for a decision-making process.

We argue that three different generalized versions of architectures can take the form:
Case1: Centralized human-input-based oracle - in this case, argumentation and nego-

tiation phases do not involve any DLT process, neither a smart contract execution. These
phases are executed in a “centralized” environment, e.g. a web platform or an internal firm
application, after a human expert has provided an input. Then, a single oracle, depend-
ing on the result of the argumentation and negotiation steps performed in the centralized
environment, directly stores the result in the mainchain, enacting an on-chain process4.

Case 2: Mainchain smart contract for argumentation and negotiation - a second case
would be to implement the argumentation and negotiation processes directly as a separate
smart contract in the mainchain. Human experts directly interact with the blockchain for
giving in input the data for the two processes. The execution of these processes never leave
the mainchain thanks to the smart contract implementation and the result of the decision is
directly given in input to another smart contract that implements the desired behavior (e.g.
buy a stock).

Case 3: Decentralized human-input-based oracle - finally, as the third case, we con-
sider a network of independent nodes that execute a distributed oracle software. This net-
work does not take part in the mainchain protocol and limits the interactions with the ledger
to only a few, necessary to provide trustworthiness to the oracle. The implementation of
such a network consists in a so-called “layer two” solution [155], where the same principle
of decentralization of DLTs is applied. The execution of argumentation and negotiation
processes is distributed among the network participants and the result of the decision is
directly given in input to the mainchain, enacting an on-chain process.

We take as reference Table 5.1 for comparing the three architectures and we refer to
them as case 1, 2 and 3 for centralized, smart contract and decentralized respectively.

The first discriminator for these cases is where the argumentation graph (and all the
remaining data needed to the execution) is stored. Such data enables the execution of the
argumentation and negotiation process, hence is constantly updated. This information is
needed to be stored on-chain, i.e. on the mainchain’s ledger, only in case 2. The drawbacks
of storing large quantities of data on-chain are many, above all, the elevated transaction
fee cost [184] and that scalability and response latency is often compromised for some
features, such as smart contracts execution [288, 348]. Furthermore, the fact that instruction
execution would be unfavorable compared to the other two, again in terms of fees and
latency between operations, should also be taken into account for case 2. However, the
advantage of this architecture is that the negotiation execution would be completely traced

4The reference to “on-chain” will always be to the mainchain through the text.
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Table 5.1: Comparison between the three architectural choices: centralized vs. decen-
tralized oracle vs. mainchain smart contract argumentation and negotiation execution.
Columns indicate the presence or not of some features or properties. The × symbol in-
dicates no presence, while the "presence. The ""indicates that the feature or property is
intrinsic to the chosen solution (i.e. it cannot be otherwise).
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and verifiable, since the smart contracts execution is completely traced in the mainchain.
Indeed, a public permissionless DLT solution is that it usually offers a high level of security
and decentralization [102], needed to completely trace and verify processes with trust.

On the other hand, the complete execution of the decision process would be poorly
verifiable using a centralized oracle (case 1), because only the results would be stored on-
chain. This case would also be highly susceptible to single point of failures.

A good compromise between the two cases would be the use of a decentralized oracle,
case 3. The data needed for carrying out these processes, such as the argumentation graph,
would be stored in a layer two technology that preserves data immutability and that is
cheaper in terms of fees and latency costs. The negotiation execution can happen outside
the mainchain, i.e. off-chain, and then be “committed” on the mainchain using a hash
function in order to be verifiable [155]. This case would not be susceptible to a single
point of failure and the execution overhead cost would be favorable in respect to case 2.

On the basis of this analysis, the solution we will propose in the next sections will be
based on case 3, i.e. it is a decentralized human-input-based oracle architecture. We im-
plement this architecture as a layer two solution. In fact, we refer to the layer two solution
of using a sidechain in support of the mainchain [155]: (i) the first layer includes a pub-
lic permissionless DLT, i.e. mainchain, while (ii) the second layer consists of a private
permissioned DLT, i.e. sidechain. Private permissioned DLTs solve the public permis-
sionless issues of: (i) the publicity of information that would clash with trade secrets and
privacy, as only allowed actors can read from the ledger; (ii) expensiveness and scalabil-
ity, as permissioned DLTs protocols can be designed ad-hoc to specifically address these
issues. However, the level of security of private permissioned solutions decreases in re-
spect to public permissionless ones, due to the fact that they generally are less decentralized
and that usually use more efficient but less secure consensus mechanisms [288, 102].
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Figure 5.2: IHiBO Framework Architecture

5.5 Intelligent Human-input-based Blockchain Oracle
(IHiBO) Framework

In this section we describe in detail the Intelligent Human-input-based Blockchain Oracle
Framework that we intend to propose. IHiBO is a decentralized human-input-based ora-
cle that enables the execution and traceability of argumentation and negotiation processes
involving human experts. We focus first on describing the architecture of the framework
and then proceed to address the individual implementation aspects.

Before going into the architecture details we describe the roles of the actors involved
in the architecture, with reference to Figure 5.2:

Human Expert, the one who takes most of the decisions and that gives inputs to the
agent.

Agent, the one that can assist human experts in executing the argumentation process
and that negotiate with other agents; agents are also the ones that directly interact with the
sidechain.

Public DLT Node, the one that takes part to the mainchain consensus mechanism and
that is external to the sidechain; this actor receives transactions to be stored in the main-
chain, i.e. a DLT full-node [224].

5.5.1 Architecture
Most of the processes executed within the framework run on a sidechain. Specifically, the
sidechain consists of a DLT where smart contracts are executed and data stored, whereas,
the mainchain is the DLT where “commitments” for the security of the framework are
periodically stored. Moreover, the mainchain is where the result of the decision process is



5.5 Intelligent Human-input-based Blockchain Oracle
(IHiBO) Framework 83

stored and enacted, e.g. execution of a DeFi contract for transferring funds.
Figure 5.2 shows a diagram describing the whole architecture. A network of agents

and/or other nodes maintain the sidechain that acts as a decentralized oracle. We refer to
a private permissioned DLT for the framework sidechain, where only agents have the per-
mission to read and write to the ledger. Furthermore, the mainchain and sidechain are tied
together in the framework by the use of periodical commitments. A commitment consists
of storing in the mainchain the result of a hash function applied to the state of the sidechain
at a certain point in time. This would allow it to store data that cannot be tampered with in
the mainchain and to allow its verification. At the same time, thanks to the hash function,
the privacy of information stored in the sidechain is maintained, while assuring that any
data corruption will be detected [155], i.e. the hash result will change. Indeed, through
the use of commitments, once the nodes operating the sidechain reveal part of (or all of)
the information stored in the sidechain to possible auditors, the latter can apply the hash
function to the data received and check that the obtained result is equal to the hash stored
in the mainchain [296].

5.5.2 Mainchain
For the IHiBO Framework implementation we refer to Ethereum and to its smart contract
specification [66].

In particular for the mainchain, we leverage the Ethereum public blockchain and the
functions exposed by its network nodes for creating and/or interacting with smart con-
tracts. In the Ethereum blockchain some applications built through the use of smart con-
tracts, i.e. decentralized applications (dApps), are already being developed for the ex-
ecution of securities transactions [259]. The Ethereum protocol allows smart contracts
inter-communication, thus the framework we present is meant to include a dedicated smart
contract that “bridges” the output of the execution in the sidechain, e.g. a conflict resolu-
tion, to a smart contract deployed to the mainchain. For this we refer to the ChainBridge
implementation. ChainBridge [86] is a multi-directional modular blockchain bridge to en-
able the transfer of data and value between any number of Ethereum-based blockchains.
This solution allows agents to specify a destination blockchain, i.e. the mainchain, from
their source chain, i.e. the sidechain, and send data to that blockchain for consumption on
the destination chain5. This could be an operation that is initiated on the source chain, i.e.
the argumentation and negotiation process, and then finished in a smart contract deployed
to the mainchain. We refer to this final smart contract as the “SecurityTransaction”, and its
implementation mostly depends on the on-chain business process it interacts with. For in-
stance, Decentralized Finance (DeFi)6 protocols such as Decentralized Exchanges (DEX)
have already been provided in the Ethereum blockchain for enabling anyone to engage in
non-custodial exchange of on-chain digital assets, e.g. tokens [328]. Smart contracts that
implement such DEXes can be directly invoked for swapping tokens and cryptocurrencies
depending on their value [170]. An instance of a SecurityTransaction would be a smart
contract that includes a method that directly invokes a DEX smart contract for executing

5In this work we are not interested in the detailed description of the blockchain bridge, and we leave it as
future work the optimization of such component.

6DeFi is a term that refers to smart contract based financial infrastructures that are non-custodial, permis-
sionless, openly verifiable and composable [328].



84 5. Intelligent Human Input Blockchain Oracle (iHiBO)

a token swap. This can be seen as the direct selling/buying of traditional stocks that have
been “tokenized” [170, 53].

Figure 5.3: Argumentation smart contract class diagram

5.5.3 Sidechain
For what concerns the sidechain, any implementation of a permissioned smart contract
enabled DLT is suitable for the framework we proposed. In our implementation, we make
use of a permissioned Ethereum blockchain distributed among nodes in a private network.
In this case, the consensus algorithm adopted by the network does not necessarily have
to be the Proof-of-Work [224, 66], but, in order to provide a faster service, the Proof-
of-Authority (PoA) consensus is used [312]. PoA, indeed, does not depend on solving
mathematical problems, and to issue a new block this one must be signed by the majority
of the authorities, i.e. the nodes that are explicitly authorized to create new blocks and
secure the blockchain.

The main purpose of this sidechain is to support smart contracts whose execution log
can be later audited. Thus, we implemented two smart contract specifications for execut-
ing argumentation and negotiation processes, however many others can be implemented
following the Ethereum smart contracts specification [66].

Argumentation Smart Contract

We implemented a smart contract for providing a PAF (Section 5.3) to the agents that op-
erate in the sidechain.

• A data structure within the smart contract allows to create and manage a directed
graph, where nodes are arguments and edges are attack relations. Each agent can
add a set of arguments (insertArgument()) and attacks among arguments (insertAt-
tacks()) to the graph or support an argument already add by another agent (support-
Argument()).

• Arguments are handled through their id and the metadata associated with it, i.e. the
actual argument text, can be stored directly on the ledger or outside and referenced
through a hash pointer.
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• After a predefined time period needed for completing the PAF, reductions of PAF
to AF can be invoked and executed directly by the smart contract (pafReduction-
ToAfPr()). The result of invoking this method is a new directed graph representing
the corresponding AF.

• Finally, the semantics can be found for the previously obtained AF, by invoking an-
other method (calculatePreferredExtensions()). The implementation of this method
is based on the algorithm found in [226] for listing all preferred extensions of an AF
(Algorithm 1). This possibly provides a set of arguments that leads to a final decision.

Negotiation Smart Contract

We implemented a smart contract that concludes the conflict resolution (Section 5.6.1) with
a negotiation on the arguments provided by the argumentation process.

• A data structure within the smart contract holds the data needed during a negotiation
thread. A list of such structures enables agents to interact for automated negotiations
on several issues. Each agent can start a new negotiation with another agent for a
specific set of issues (newNegotiation()).

• Each agent has its own decision model executed off-chain, that allows this to evaluate
the value of an offer received from another agent, e.g. a time dependent tactic [125].

• Based on the evaluation, the agent can invoke the smart contract to make a new offer
(newOffer()) providing a new set of values related to the issues, accepting (accept())
the other agent’s offer, or refusing it (by not providing input to the smart contract).

• The invocation of the smart contract method for accepting the offer can directly enact
the process of interaction with the SecurityTransaction smart contract on the main-
chain [281].

5.6 Validation

In this section we present a use case and an experimental evaluation that can help to vali-
date our proposed IHiBO framework. We provide a conflict resolution use case described
through an agent argumentation framework and a negotiation thread. Then we provide and
discuss the results obtained by evaluating the use case smart contract implementation in
terms of gas usage.

5.6.1 Conflict Resolution Use Case

In this subsection we use a simplified use case to illustrate how we use abstract agent
argumentation and autonomous negotiation for dealing with conflicting information raised
by agents in IHiBO.
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Argumentation Framework

The process of decision-making in fund management fits well with argumentation theory.
The decision can be seen as being based on arguments and counter-arguments. Argumen-
tation, as the result, can be useful for deriving decisions and explaining a choice already
made. Managers provide their arguments from their own research to identify promising
stocks with different levels of accuracy and thereby make different portfolio choices which
are likely to be incomplete and inconsistent. The fictitious simple example (the real life
cases would be much more complex) is as follows.

• Manager α and β hold the arguments a: To buy the stocks, since the company just
donated to charities that is beneficial to good commercial reputation

• They also hold an argument c: To buy the stocks, since the company has started to
use a new promising technology which will develop the sales performance.

• Another manager γ at the same time is against buying the stocks, he holds the argu-
ment b: To sell the stocks, since there is evidence that the leader is under accusations
of charity fraud

• And also holds d: To sell the stocks, since the company now has poor sales perfor-
mance.

Based on the above, we can build an agent argumentation framework on the left side of
Figure 5.4,AAF = ⟨A ,→,S ,!⟩whereA = {a, b, c, d},→= {(a, b), (b, a), (a, d), (d, a), (b, c)
, (c, b), (c, d), (d, c)},S={α,β,γ}, != {(a,α),(a,β),(c,α),(c,β),(b,γ),(d,γ)}. Since ∣Sa∣ > ∣Sb∣,∣Sa∣ > ∣Sd∣, ∣Sc∣ > ∣Sb∣, ∣Sc∣ > ∣Sd∣, a ≻ b, a ≻ d, c ≻ b and c ≻ d, we get the corresponding
PAF showing in the middle of Figure 5.4, and giving the four reductions from PAF to AF,
we have the AF on the right side of Figure 1. Then we can calculate the only acceptable set{a, c} which is the only grounded, complete, preferred and stable extension. The set tells
the final decision is to buy the stocks.

Figure 5.4: Social Reduction that translates AAF (in the left) to AF (in the right), where
PAF (in the middle) is an intermediate step, the unique extension of this AAF is {a, c}.

Agents’ Negotiation

One thing needs to be noticed: argumentation does not always provide a unique outcome.
People need to select the desired semantics based on various reasoning flavor [33]. On the
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other hand, depending on the decision making process, different protocols can be speci-
fied in advance for such cases: e.g. to roll back or to assign weights to the arguments and
the relation among them. After reducing to AF and calculating the acceptable set, indeed,
when the outcome results in the decision to buy the stocks, the next problem could be-
come the numbers of stocks to buy and the buy timing. Here the computational automated
negotiation comes into play.

Figure 5.5: Negotiation Sequence to Decide The Quantities and The Price

Figure 5.6: pafReductionToAfPr() and cal-
culatePreferredExtensions() methods’ gas
usage when varying the arguments number
(i.e. the number of graph nodes). Each plot
shows the results for a different attack (i.e.
graph edge) formation probability, namely
0.33, 0.5, 0.66.

Figure 5.7: Negotiation gas usage for the
newNegotiation(), newOffer() and accept()
methods.
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To illustrate how it works, we give an example of the negotiation sequence based on
the quantities of stocks to buy. The negotiation process is based on the alternating offer
protocol [282]. Agents can bid new offers to the opponent (Offer() function). When
receiving an offer, an agent can accept it using the accept() function or reject it and propose
a counter-offer (with the CounterOffer() function). In the example shown in Figure 5.5,
we have manager A, i.e. agent A, and manager B, i.e. agent B. Agent A proposes to buy
1000 stocks at the price of 151$, while agent B counteroffers to buy 1200 stocks at the
price of 145$, then agent A proposes to buy 1150 stocks at the price of 148$. The final
offer given by A is accepted by both parties which means they come to an agreement.

5.6.2 Experiments

We tested the feasibility of the use of smart contracts for conflict resolution and here we
present the results of some experiments based on two assumptions. Firstly, we are not in-
terested in testing out the performances in terms of transaction per seconds and scalability
for public permissionless DLTs, since these have already been studied in literature for sim-
ilar use cases [288, 102, 184, 347]. Indeed, these results have already impacted the IHiBO
framework design by limiting the issuing of transactions to the mainchain only for periodic
commitments [339]. Secondly, for what regards the sidechain, performance depends on the
specific implementation used by the actors in a specific use case. In our implementation
we used an Ethereum private network using PoA and it has been shown that, with optimal
configuration, it can reach up to 1000 transactions per second [312].

Therefore, our focus is on the execution of the smart contracts (that we described in
the implementation section 5.5.2), applied to the conflict resolution use case. We measure
our experiments in terms of gas usage, following the Ethereum protocol [66]. Gas is a
unit that measures the amount of computational effort that takes to execute operations in
Ethereum smart contracts. Thus, the higher the gas usage for a method, the more intense
the computation of a blockchain node to execute the method’s instructions. The complete
experiments dataset and the reference software can be found in [346], following the FAIR
data principles for access and reuse of models [329].

Table 5.2: Gas Usage
Smart Contract Method Occurrency Gas Usage

Argumentation

insertArgument() a 157 470
supportArgument() ≤ a × [n − 1] 80 491
insertAttack() ≤ a × [a − 1] 215 011

pafReductionToAfPr() 1 1 877 277
calculatePreferredExtensions() 1 1 412 065

Negotiation
newNegotiation() 1 104 961
newOffer() t 52 438
accept() 1 64 211
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Results

Table 5.2 shows the gas usages for the execution of the Argumentation and Negotiation
smart contracts methods, taking as input the data of the example in Section 5.6.1. These
results give an indicative idea relative to the different method executions, since their latency
(i.e. the time between submitting a transaction that invokes such methods and the actual
insertion to the blockchain) depends heavily on the blockchain’s consensus mechanism.
For instance, considering a as the arguments number and n as the agents number, the sup-
portArgument() method is much less expensive than the calculatePreferredExtensions(),
but it is executed up to ≤ a × (n − 1) times while the latter only 1 time.

In Figure 5.6 it is shown the increase of the gas usage while varying the AF. For each
argument number a taken into consideration, i.e. 5,10,15,20, some graphs representing a
different AF have been created randomly. In these graphs, the edge connecting any two
nodes, i.e. an attack in the AF, was firstly formed with a probability of 0.33, then 0.5 and
finally 0.66. For each probability value, 20 random graphs were created and the average
of gas usage for invoking the methods pafReductionToAfPr() and calculatePreferredEx-
tensions() was computed. For the latter method, results show that the gas usage depends
heavily on the arguments number a, as with the increase of a the gas usage increases expo-
nentially. At the same time, however, incrementing the edge formation probability p leads
to a decrease of the gas usage. Results for the pafReductionToAfPr()method show a much
less dramatic increment of gas usage with the increase of a, but here the increase of edge
number leads to an increase of gas usage instead of a decrease. The minimum value for
the calculatePreferredExtensions() method gas usage is ∼ 1.2 million gas units, while the
maximum is ∼ 528million gas units. For what concerns the other method, ∼ 0.6million gas
units is the minimum and ∼ 51 million the maximum.

Finally, we provide the results of the measurement of the gas usage for the newOffer()
method of the Negotiation smart contract. In this case, we implemented two agents negoti-
ating using a time dependent tactic, as in [125], with two different sets of starting conditions
andmaximum values. The number of new offers t proposed by each agent cannot be known
a priori because it depends on the specific strategy of the agent. For this reason we mea-
sured the impact of the issue number j on the gas usage. Figure 5.7, indeed, shows that
the latter increases linearly with the former, due to the increasing storage demand. On the
other hand, the newNegotiation() and accept() methods have a constant gas usage because
these are used only to respectively open and close the negotiation thread.

Generally speaking, we experienced a strong dependence on the argument number for
the increase of the gas usage. This was expected, as more arguments means a more com-
plex argumentation framework to deal with. The use of a private Ethereum PoA network
allows to limit the latency based on the results obtained in [312]. Assuming one invoca-
tion per transaction, methods such as insertArgument() or insertAttack() easily fall into the
1000 transactions per second range. However, pafReductionToAfPr() and calculatePre-
ferredExtensions()methods require more computation and might limit the transactions per
second number. Regarding the Negotiation contract, the newOffer() method might highly
influence performances when the number of issues is > 25.

The use of sidechain allows agents to operate without too many performance limita-
tions, while maintaining a level of traceability that allows full auditing by an inspector.
These results would not have been possible in a permissionless DLT. In fact, for example,
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in Ethereum the limit of gas usage per block is currently (at the time of writing this chapter)
15 million gas units. This means that, not only some transactions could not be executed
(e.g. calculatePreferredExtensions() with an AF with > 20 arguments), but also that the la-
tency between operations would be very high because currently, in the Ethereum network,
a block is created every 10/15 seconds on average.

5.7 Discussion
In this section, we discuss how the IHiBO we proposed might have particular relevance in
cases where the decision making process about what data should be fed in the smart con-
tract needs to be transparent: for fund management, the investors don’t know what exactly
happens to their money, and especially why, so the question whether the fund managers do
fulfill their legal and ethical commitment of acting in the best interest of the investor might
remain unanswered.

In general, the transparency that can be gained due to the proposed intelligent oracle
architecture could be highly valuable in any trust services. The concept of the fiduciary is
based on—as the name of these services shows—trust. It requires fiduciaries to be bound
both legally and ethically to operate and use their expertise in the best interest of the in-
vestor. It also requires trust on the part of the investor to believe that the fiduciary has
done so and will do so. This trust can be, to some extent, replaced by intelligent, decentral-
ized solutions providing full transparency of, for instance, fund management: not only the
transactions can be fully traced but the expert opinion input and the decision mechanism
too. By implementing argumentation and negotiation phases through oracles into smart
contracts or making them on a side-chain can generate more transparency for investors:
investors can know how the final decision is made at the end of reasoning. This could be
highly relevant for the investor practicing his right to check the fiduciary’s activities in the
case of an asset management contract.

5.7.1 Trust
IHiBO can enhance trust in several ways.

As argued byWalton, it seems to be more generally acknowledged now that we do have
to rely on experts, and that such sources of evidence should be given at least some weight
in deciding what to do in practical matters [325]. In our case study, managers play the role
of experts and the professional certificate of them as well as their past creditable experience
could be part of the backup of trustworthiness of the source information, and we calculate
the weight of the arguments in the parallel of voting theory, i.e. to count the number of
supporting managers.

Another way to gain and restore trust from investors is to make the resources and
decision-making process explicit, our case can be considered as a good example of the use
of argumentation for favoring trust. Being skillful and sophisticated could be not enough
for the requirements of managers. Especially when they are in a corporation, other prob-
lems may arise to obtain trust, like reliability and agency problems. For instance, problems
arising from managers’ unwillingness and lack of incentives to act in the principal’s best
interests, rather than from a lack of expertise. In our case design, investors have the advan-
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tages to audit the resources of the information, thus such risks could be mitigated. Falcone
and Castelfranchi relate trust explicitly to the goals of agents, and consider trust to be con-
cerned with whether another agent can and will perform an action that will enable the first
agent to achieve its goals [124]. In the case of fundmanagement, fundmanagers are sharing
the same goal——gain interests for the investors. In the study case, agents must coordinate
and communicate with their own information to reach an agreement. In this scenario, the
requirement to reach trust is to ensure and audit the trustworthiness of a source of informa-
tion within an argument which is then to be decided to be accepted or not. We ensure the
trustworthiness of the information by counting the values or the numbers of support from
agent to arguments to ensure the resources based on somehow voting theory.

The adoption of blockchain and DLT has been under consideration for several years
both from economic and legal aspects [160, 267]. However, most of them only consider
the transaction process, i.e. how to use these technologies for clearing and settlement, and
some propose to use smart contracts to conduct the functions of CCP or central securities
depository (CSD) 7 [233]. In our work, we pay attention to the pre-trading phase, where the
investment decisions made by the trust services are extremely crucial to investors. As dis-
cussed above, the decision-making process is traceable and immutable on blockchain. As
a result, the entire reasoning decision and transaction process are transparent and investors
can gain maximum confidence and thus trust for the trust services.

5.7.2 Legal Considerations
Next to the technical and financial aspects, legal considerations should also be taken into
account when comparing the different architectures. While our motivation is to provide
transparency regarding the decision-making process to the principal to gain some insights
whether the work of the fiduciary indeed happens according to his best interest, the trans-
parency one should gain with using DLTs is subject to serious limitations.

On one hand, the the principal’s right to check is not limitless, it concerns strictly the
processes of managing his assets, but more importantly, given the characteristics of DLTs,
a(n unwantedly) broader audience would be involved in the disclosure of information if
one chose not the appropriate architecture, threatening trade secrets and involving privacy
problems.

On the other hand, once the application of DLTs becomes widespread in the securities
market, mandatory disclosure rules motivated by anti-tax avoidance should be aligned with
the new technology [307]. Indeed, DLT-based automated disclosure may lead to the release
of information that is too fast, limiting the ability of investors to properly speculate. Thus,
mandatory disclosure requirements would still be necessary, but the enforcement of such
provisions and detection of violations redesigned using DLTs and smart contracts would
have to deal with the necessity of stakeholders.

The final IHiBO architecture (in contrast to the other two discussed in comparison in
Section 5.5.1) seems to be the best option from these point of view too: in contrast to
the public, permissionless verification that DLTs usually employ while smart contracts are
executed, layer two solutions usually move this process off-chain. This definitely poses

7CSDs operate the infrastructure that enables the securities settlement, allow the registration and safe-
keeping of securities, allow the settlement of securities in exchange for cash, track how many securities have
been issued and by whom, track each change in the ownership of these securities
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security issues compared to a protocol executed completely on-chain, however there are
currently some viable solutions proposed that address this issue [126].When using a layer
two technology, information that would clash with trade secrets and privacy can be stored
on that permissioned chain andmaintained by the participants who have been nominated for
this, e.g. joint data controllers as permissioned blockchain operators [201]. Through the use
of commitments on the main chain [155], i.e. the permissionless one, the necessary steps
for verification are implemented, and once the fiduciaries operating the sidechain reveal
part of the information to the principals, the latter can verify its validity on-chain [296].

We argue that IHiBO’s final architecture provides the proper middle ground in terms of
cost of execution, for latency and fees, and verifiability of the complete process. Indeed,
there might be use cases where some data should not be disclosed, and an argumentation
and negotiation architecture based on a full execution on smart contracts would not allow it.
In the other extreme case, for a centralized oracle, the entire process behind a decision could
be concealed or its log could be altered. Members of the management body8 shall have
adequate access to information and documents which are needed to oversee and monitor
management decision-making9. In IHiBO, each execution of all the smart contracts can
be audited, validated and maintained by every participant, thus reducing the time and fee
of extra work of surveillance, which will in turn reduce potential corruption or conflicts of
interests.

5.8 Related Work
To the best of our knowledge, there is no mature work on adopting argumentation in the
financial world, apart from the work of Palmieri [239], where argumentation is provided
as a tool to gain the stakeholders’ support and trust. Moreover, in literature we do not
find any methodology that is a hybrid of decision-making based on formal argumentation,
autonomous negotiation, DLTs, smart contracts, and oracles. For this reason, we approach
the related work from multiple perspectives.

Regarding the use of formal argumentation with the aim of entrusting processes, we find
different works [300, 305]. In the earlier works on argumentation theory, researchers only
focused on the relation among arguments [272]. Since then, many scholars have included
the trust component in the evaluation process of arguments [206, 244, 322]. Parsons et
al. [244] suggest that argumentationmight play a role which tracks the origin of information
used in reasoning, thus it can provide provenance in trust. Later the same authors develop
a general system of argumentation that can represent trust information, and be used in
combination with a trust network, using the trustworthiness of the information sources as
a measure of the probability that information is true [304].

On the other side, we find the new concept of “trustless trust” that, first the Bitcoin
blockchain and then other DLTs, have brought in finance [267]. Different papers have
provided ways to construct securities based on DLT, however, they only address the trans-

8Art. 4(8)MiFID II: ’management body’ means the body or bodies of an investment firm, market operator
or data reporting services provider, which are appointed in accordance with national law, which oversee and
monitor management decision-making and include persons who effectively direct the business of the entity.

9DIRECTIVE 2014/65/EU OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL of 15 May
2014 on markets in financial instruments and amending Directive 2002/92/EC and Directive 2011/61/EU
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action process on the clearing and settlement side, which consists of a process after se-
curities are negotiated [233, 324]. Thus, not paying attention to the pre-trading phase as
in our case. Also infrastructures, such as the Decentralized Financial Market Infrastruc-
tures (dFMI) [126], have been proposed. These are built with a vision of a peer-to-peer
(P2P) consortia whose members are many financial markets’ participants and where the
organization is managed through the P2P infrastructure itself, rather than through a central
intermediary. In this case, smart contracts can take on a role similar to the one previously
played by central counterparties (CCPs) [267]. For instance, smart contracts can be used to
act as a margin calculation agent and to take on the task of transferring collateral. Although
in a different way, the smart contract can also be used to resolve disputes in the event of non-
compliance with payment [221]. Alternatively, instead of replacing CCPs, smart contracts
can support them to calculate and update collateral as well as manage funds. A concrete ap-
plication of dFMI is Lianjiaorong, a blockchain AssetBacked securitization platform, built
by the Bank of Communications in China [240]. The blockchain is maintained by orig-
inal stock holders, such as trust companies, investors, rating agencies, and it links funds
and assets on the ledger, realizing the credit penetration of the securities business system.
dFMI can be rendered completely decentralized and therefore not based on the traditional
financial sector. This is the case of the Decentralized Finance (DeFi) [328]. With DeFi
protocols such as Decentralized Exchanges (DEX), anyone can engage in a non-custodial
exchange of on-chain digital assets, e.g. tokens. This new decentralized paradigm can pave
the way for new approaches in finance, but at the same time provide a risk to its users due
to its unregulated nature [30].

Lastly, with reference to DLT-based solutions with the application of oracles, many
works and commercial solutions have been proposed in past years. Between the DeFi
oracles being used in practice, we find MakerDAO [197] and Compound [191] cryptocur-
rency lending platforms. MakerDAO is the first and most popular one, in which each type
of cryptocurrency collateral has a corresponding oracle that feeds real-time price to smart
contracts. Both solutions collect the prices from multiple sources and aggregate them as an
average price. Aside from finance, oracles are usually implemented for general-purpose
data. Provable [269], is a blockchain agnostic oracle service that provides a data transport-
layer for smart contracts to fetch external data from Web APIs. Chainlink [121], instead,
offers a similar service but implemented as a decentralized system for Ethereum. Human
oracles, i.e. the ones requiring an input which involves human intervention, are rarely ap-
plied [100]. The rare existing ones are deployed in applications with binary inputs, i.e.
they only take input by one of two possibilities, typically “yes” or “no” [225], such as
ASTRAEA [2] that leverages human actions through a voting game. Augur [46] is a de-
centralized oracle that needs specific human users obligated by Reputation Tokens to report
outcomes at specific times. Gnosis [144] approach is different, as it derives information
from centralized oracle services, but enables the users to challenge those results.

5.9 Summary
In this chapter, we have proposed IHiBO, a framework which integrates formal argumen-
tation and negotiation within a DLT environment. These techniques have distinctive fea-
tures that complement each other. They together can make a decision-making process more
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transparent and traceable. We focused on the concept of trust both from an implementation
and a legal point of view. Our motivation came from trust services that let us describe our
system proposal through a fund management scenario. However, IHiBO is not bound to
this domain and can be implemented in different use cases.

We argue that our methodology can help enhance principals’ trust towards trust ser-
vices. This is because, when knowing how the fund management makes decisions suffi-
ciently well, the behavior of managers can be understood and predicted more accurately.
Moreover, we dealt with the research on oracles, that is still in its infant stage for what
concerns implementing transparent and decentralized decision processes. Thus, there are
multiple pressing questions and challenges for future work. To the best of our knowledge,
this is the first study where such a framework that incorporates argumentation and nego-
tiation is implemented using a cross-chain oracle and smart contracts. The results of our
experiments shows that the use of a two layer blockchain architecture, allows us to se-
curely operate without too many performance limitations, while maintaining a high level
of traceability that allows us to audit trust services operations.

For future work we plan many extensions of IHiBO. A possible follow-up is to provide
and adapt to a high level of adaptability in the decisions of the fund management, e.g. to
define different investment scenarios considering attitude (aggressive or moderate) and the
financial environment (e.g. bull or bear market) Another possible extension could be to
integrate consensus mechanisms with argumentation as well as negotiation, since there is
no specialized DLT, yet, that integrates reasoning in its protocol. For instance, if there is a
blockchain based on Proof of Stake, validators need to vote to validate a transaction based
on a reasoning process where each validator has a different set of knowledge data. Lastly,
we also plan to rely on the recent advances of the domain of Explainable AI, in order
to render the decision-making process presented in this chapter explainable for different
types of users (experts, non-experts, etc.) and for different purposes (e.g. transparency,
debugging, etc.).



Chapter 6

Risk Analysis and Regulatory
Compliance of DLTs for Financial
Securities

In Chapter 5, we introduced the IHiBO architecture as a robust framework for storing
decision-making processes in fund management, leveraging the power of DLTs. However,
the transformative potential of DLTs extends well beyond the pre-trading phase. In this
chapter, we venture into the realm of securities trading facilitated by DLTs, an area that
garners considerable attention and exhibits greater activity compared to DLTs integrated
with AI. Our specific focus lies on the critical aspects of risk analysis and regulatory com-
pliance intertwined with the adoption of DLTs for securities. By meticulously exploring
these pivotal dimensions, our objective is to foster a comprehensive understanding of the
multifaceted challenges and compelling opportunities that arise from employing DLTs in
the securities trading domain. Notably, this chapter also serves as a future-oriented explo-
ration for IHiBO, as the transactional phase naturally follows the decision-making phase
in the investment process.

6.1 Securities Market without DLTs
To ensure this chapter is self-contained, we will initially provide a succinct introduction to
the functioning of securities markets, explore the life cycle of securities transactions, and
discuss the drawbacks.

6.1.1 Investigating Securities: From Definition to Transaction
The term ”security” means a negotiable and fungible tool that carries a monetary value of
certain times. It can manifest that a position of ownership in a public trade corporation
is presented in the form of stocks; a creditor’s relation with a governmental organization,
or a firm represented by holding of entity’s bonds; or ownership rights in the form of op-
tions [127]. Securities of public trade are listed on stock exchanges. There, issuers seek
security listings and draw attention from investors by guaranteeing a regulated and current
market for trading. Informal systems of electronic trading have been further generalized
in recent years, and at present, securities are often subject to over-the-counter (OTC) trade
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or conducted between investors via cell phones or the Internet [109]. An initial public of-
fering (IPO) refers to the first major sale delivered by a company of equity securities to a
public market. Based on the IPO, all stocks issued and still sold in a primary market can
be called a secondary offering [168]. Or, securities may be privately offered to a qualified
and strict group known as a private placement. It represents a significant distinction con-
cerning securities regulation and laws. Sometimes companies put stocks on sale through
the supplementation of a private and public placement [280].

In the secondary market, which can be called an aftermarket as well, securities are just
taken as assets for transfer between investors: shareholders may sell other investors the se-
curities in the form of capital gains and/or cash. Hence, the primarymarket is supplemented
by the secondary market which has lower liquidity for securities under private placement
because they are only applicable to qualified investors’ transfer and cannot be traded in the
public [117].

6.1.2 Life-cycle of Securities Transaction
The whole life cycle of securities transactions is rather long, involving trading, clearing,
and settlement, with numerous intermediaries. In the trading phase, both the seller and the
buyer of the financial instrument need to inform their brokers with demanded access to and
knowledge about the stock exchange and seek counterparties on a trading venue, e.g. a reg-
ulated exchange, Regulated Market (RM), Multilateral Trading Facility (MTF) and Organ-
ised Trading Facility (OTF) are three main categories of trading venue [28]. Besides, this
agent will charge fees as a commission. Alternatively, the trade can take place OTC [220].
Following the trade, the post-trade process workflow encompasses all processes, interme-
diaries, and infrastructure from the agreement of a financial security transaction to its final
settlement [192]. It is comprised broadly of three key functions: settlement (final asset
transfer), clearing (counterparty obligation calculation), and order management (includ-
ing trade validation). To be more specific, in the clearing, behaviors between the trade
date and settlement date are managed. It can be carried out formally by a central clearing
counterparty (CCP) or can be conducted directly in an informal manner by a buyer and a
seller [11]. In CCP clearing, the CCP becomes a buyer to any seller or a seller to any buyer.
Therefore the counterparty’s risks are transferred to CCP, namely to the trade from actual
parties. In clearing fields, EMIR, namely the European Market Infrastructure Regulation
of 2012, stipulates obligations of clearing, CCP regulations, and obligations for reporting
towards Trade Repositories. At present, the regulations on Level 2 are implemented (Reg-
ulation (EU) No 648/2012 of the European Parliament and of the Council of 4 July 2012 on
OTC derivatives, central counterparties, and trade repositories Text with EEA relevance).
In settlement during a post-trade flow, a buyer receives securities bought, and a seller gains
corresponding cash for the securities. As intermediaries of investors, brokers, and banks
join the process of trade settlement of securities in the form of book entry and also enable
access to central security depositories (CSD). In the securities settlement field, the CSD
Regulation (CSDR) takes charge of securities settlement improvement especially (such as
decreasing the settlement cycle to T+2) as well as CSD regulation [318]. Asset service and
custody constitute asset safekeeping conducted by CSDS, brokers, and intermediary banks
on behalf of investors, besides execution of asset service supply, including proxy voting
services, tax reclamation, firm action processing, and income collection.
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As defined, custody services are auxiliary functions in the Markets in Financial Instru-
ments Directive 2 / Regulation (MiFID 2/MiFIR) 1, while alterations to the Shareholders
Rights Directive, which was proposed by the Commission in April 2014, in particular,
expand the responsibilities of intermediaries. Thanks to the practice of private sectors, op-
timal market practices have been generated based on market norms of company actions
processing, by which general meetings can better execute rights flowing from the held
securities. At present, all these practices are being carried out in all markets of Europe.
Measures taken by the investment fund field (exchange-traded funds, unit trusts, mutual
funds, etc.) also have an important influence on post-trade processes. Specifically, the Eu-
ropean Fund and Asset Management Association (EFAMA), the European Fund and Asset
Management Association (EFAMA), legislation, notably the Undertakings for Collective
Investment in Transferable Securities, UCITS 2, and the Alternative Investment FundMan-
agers Directive, AIFMD 3 are carried out. Remarkably, swapping assets for cash creates
a risk for a party to breach the agreement after trading is partially underway. CCP helps
the mitigation of the risk for both a buyer and a seller and calls for another system, which
transfers the risk instead. This institution controls the funds and assets which are not yet
transferred to both sides.

6.1.3 Drawbacks of Traditional Securities Transaction
The current structure of the financial industry is dominated by centralization. Trade chains
and life cycles of custody may be very long, while many intermediaries organize their own
dedicated databases and overlapping transaction information so that significant duplication
is generated [267]. Redundant and time-consuming processes due to securities being man-
aged independently by each counterparty. Some studies have pointed out problems in the
industry of post-trade settlement, which is concluded as follows.

• Lack of interoperability between siloed database systems. The current structure of
the financial industry structure is dominated by institution centralization. The cus-
tody chains and trade life cycle may be very long, while a lot of intermediaries have
their own dedicated databases providing overlapping information for trading, result-
ing in a lot of duplications. Those who participate in a post-trade value chain often
have to update digital records for coordination with any change taking place to coun-
terparties’ records in a holding chain at a different level, so that great operational risk
can be generated [247, 285].

• Unnecessary complexity and inefficiency of trading. A lot of scholars have criticized
the low efficiency of most financing instruments that are applicable in the market,

1Directive 2014/65/EU of the European Parliament and of the Council of 15 May 2014 on markets in
financial instruments and amending Directive 2002/92/EC and Directive 2011/61/EU Text with EEA rele-
vance

2Directive 2009/65/EC of the European Parliament and of the Council of 13 July 2009 on the coordina-
tion of laws, regulations and administrative provisions relating to undertakings for collective investment in
transferable securities (UCITS) (Text with EEA relevance

3Directive 2011/61/EU of the European Parliament and of the Council of 8 June 2011 on Alternative
Investment Fund Managers and amending Directives 2003/41/EC and 2009/65/EC and Regulations (EC) No
1060/2009 and (EU) No 1095/2010 Text with EEA relevance
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which is generated due to high trading fees and deviation from the attributes perfor-
mances manifested by infrastructure assets [98]. Investment funds of infrastructures
are often related to high friction (trading) fees concerning highly customized direct
investments, cost of fund management (e.g., carried interest), and other expenses
or fees concerning management and operations. A large number of intermediaries
(such as swap suppliers of interests, insurance agencies, rating agencies, and banks)
can also explain why the transaction efficiency decreases when traditional financ-
ing tools are used because it takes several days to settle a single transaction under
the engagement of multiple intermediaries in general. In addition, the heterogeneous
and unique development of infrastructure needs a complex and comprehensive le-
gal arrangement to ensure high operation efficiency [91]. Legal arrangements can
also effectively clarify the responsibilities of both parties, ensuring proper distribu-
tions of salary, and building an appropriate mechanism for risk-sharing. However,
legal arrangements need a lot of intermediaries. Trading of listed infrastructure asset
securities can spend as long as 2 days (T + 2) [313].

• Lack of transparency. There is always information asymmetry in infrastructure in-
vestment, from the procurement process to the stages of maintenance and opera-
tion [122]. The information investors need for understanding a project is very scat-
tered and opaque. Moreover, the highly customized and complex nature of infras-
tructure investments spends a lot of resources and time for investors to control and
understand those risks. Conventional tools of infrastructure financing fail to cope
with these problems. Information asymmetry is also related to risks concerning un-
fair competition, inadequate governance, and widespread corruption, all of which can
greatly reduce the investors’ interest obtained by infrastructure assets.

6.2 DLT-based Securities Market
At the beginning of the advent of DLT-based digital finance solutions, regulators were
focusing on the primary market phase because most regulation was spurred by the onset
of Initial Coin Offering (ICO) [130]. As of now, however, significant attention is paid
also to the “secondary market” aspect, as a way to fully enable the development of a pri-
mary market: if the secondary market does not have liquidity and does not support DLTs
and DLT-based instruments, then the primary market cannot develop. Despite ICO frauds
in 2017 and 2018 [341], DLT-based tokens have been used increasingly in the market of
finance, and the tokenization of assets has become one of the most typical cases of applica-
tion for DLTs in the market of finance. Tokenized assets include securities (e.g., stocks and
bonds), but also commodities (e.g., gold), and other non-financial assets (e.g., real estate).

Asset tokenization may have integrated implications for participants and practices in
the financial market, market regulators, and infrastructure in diversified financial direc-
tives and types of assets. Within the fintech community where many proponents believe
in the potential for DLT to facilitate the development of certain securities markets without
trusted intermediaries by market participants. Settlement and clearing as the first step for
studying potential impacts brought by DLT to payment behaviors, are carried out. Thus,
before we go further into applying DLT for securities trade, the clarification of tokenized
securities which are the liquidity subjects is first conducted. Compared with traditional
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databases which are distributed, because of the three features, DLT becomes an attractive
candidate for post-trade industrial application. Those distributed databases can provide
synchronized and shared copies of a ledger, which can reduce the number of reconcilia-
tions, while decentralization would allow those nodes to better control relevant information
of their own, and could bring down costs further by facilitating the post-trade process coor-
dination. In the end, traditional distributed databases depend on trusted nodes and maintain
the ledger’s copies in a security perimeter the central administrator controls, the ability of
safe operation in a competing context with un-trusted third parties plays a critical role in
any potential application of the financial industry.

Financial institutions have not yet demonstrated DLT is a sustainable and valuable so-
lution. It could be unclear based on pilot cases if trading and after-trading segments will be
further intertwined [267]. Also as of now, institutions are generally focusing on applying
DLT to a part of the process, because there is not enough regulatory clarity yet in terms of
the regulatory treatment of tokenized securities to implement a wider solution. “No full-
scale DLT system is completely the same. Hence, the wider application of DLT concerning
business model influences is not yet known” [267]. In general, scholars and industry ex-
perts have put forward that “it is widely known in the industry that DLT operationalization
can be a gradual other than a booming revolution. In fact, market participants may not
intend to write off investments in current technologies at a quick pace. In other words,
market participants might focus on segments for the realization of the most efficiencies
(i.e. segments with a lot of manual interventions, timelines that are long and expensive,
and/or there are obvious potential errors). Afterward, they might focus on the whole life
cycle of trade” [267]. As a result, it is unclear which DLT system is best suited for the
clearing and settlement of securities in terms of operational functionality. Since most of
the inefficiencies are in the post-trade segment, which DLT system is best suited for the
settlement and clearing of securities is still uncertain in terms of operational functionality.

6.2.1 A non-exhaustive List of Application
In 2015, Nasdaq launched Linq to make the issuance of private securities possible [245]; a
platform based on DLT for trading and issuance of private company shares [345]. Pri-
vate firms adopted the Nasdaq Linq blockchain to present their share ownership digi-
tally via DLTs, or record and complete private securities transactions by this blockchain.
In 2016, Overstock.com initiated a closed-system platform of trading for its proprietary
blockchain [284]; Overstock.com Inc., a company with a public listing on Nasdaq issued
public securities of a new class directly on the blockchain, which exist only there and using
a transfer agent. Blockchain Voting Series A Preferred Shares were completely consistent
with regulatory requirements, raising total gross income by about USD10.9 million. The
shares provided the same-day settlement [185]. Switzerland’s stock exchange, managed
and owned by SIX, is establishing all-integrated custody, settlement, and trading infrastruc-
ture for digital assets, namely SDX [330]. It will provide a safe surrounding for trading and
issuance of digital assets, which makes tokenization of non-bankable assets and existing
securities ‘make previously untradeable assets be traded. London Stock Exchange tested
the foundation, admission, and issuance for equities trading, with 20|30 becoming the first
British company which completes the issuance and tokenisation of their equities as part of
the UK Financial Conduct Authority’s (FCA) Sandbox22 [3]. Australian Stock Exchange
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(ASX) The ASX has tried overhauling the Clearing House Electronic Sub-register System
(CHESS) as of 2015 [175]. The Australian securities market gains a market value of AUD
1.6 trillion, making it the 15th largest market in the world [133]. ASX cooperated with
Digital Assets in DLT application for settlement and clearing of equity transactions [213];
They drew a roadmap of implementation to replace the CHESS settlement system with a
clearing system based on DLT and being executed in 2021 [85]. This action will realize ef-
ficient reconciliation and trade settlement andwhile reducing operational costs. The French
central securities depository (CSD) ‘ID2S’ applies the DLT in the issuance of French com-
mercial paper [268]. Canadian Securities Exchange builds a DLT securities settlement and
clearing platform to allow company issuance of equities and fixed-income securities based
on security token offerings. Similar projects are able to test the benefits and feasibility
of DLT application in securities settlement have been found in other jurisdictions [214],
like the Bank of Japan (BOJ) joint research project STELLA and European Central Bank
(ECB) which presented conceptual analysis and experimental results of DvP success for
singular and crossed ledger(s) [178].

6.3 Analysis of DLT-based Securities Market
In the ensuing section, we present a detailed analysis of the Distributed Ledger Technol-
ogy (DLT)-based securities market. This emerging landscape is reshaping the financial
industry, offering a new paradigm for conducting securities transactions. However, like all
transformative technologies, DLT is not without its challenges. Our analysis thus provides
a balanced view, highlighting the potential advantages offered by DLT in increasing effi-
ciency and transparency, while also addressing the risks and challenges that come with its
implementation. This exploration will contribute to a comprehensive understanding of the
DLT-based securities market, providing valuable insights for stakeholders navigating this
innovative territory.

6.3.1 Advantages
The use of DLT can accelerate and compress transaction settlement and settlement to al-
most real-time, reduce the risk of counterparties and release collateral, and potentially gen-
erate capital efficiency for transaction participants [323]. It can simplify the multi-step
process after the transaction and significantly reduce the back-office management burden.
However, the experimental application of DLT in clearing and settlement has produced
mixed results, there is a need to overcome the obstacles in the development of technology
to make the application reach the stage of providing better performance than the current
system [132].

Increased efficiency in trading. Through the combination of smart contracts, divi-
dends, trading, and interest distribution, information storage and management can be auto-
matically executed in the blockchain through triggers encoded in contracts. Value proposi-
tion requires the least involvement of regulatory, financial legal, and other intermediaries,
thus reducing the relevant transaction costs. Since token trading is done through Ethereum
on a point-to-point basis, the transaction time is reduced. The token transaction based on
Ethereumwill be determined in a few seconds. Therefore, the use of DLT can speed up and
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compress the short time of trade settlement and settlement, reduce the risk of counterparties
and release collateral, and generate capital efficiency for trading participants. It simplifies
the multi-step process after the transaction and greatly reduces the burden of background
management. However, the experimental application of DLT in clearing and settlement
has produced mixed results, so we need to overcome the obstacles in the development of
technology to make the application reach the stage of providing better performance than
the current system.

Improved transparency. Distributed databases, democratically owned by nodes around
the world in permission-free or licensed systems. In the former, no entity or individual can
arbitrarily change the distributed ledger. In addition, the consensus among communities
provides a second layer of protection against data manipulation. As a result, token trans-
actions that take place on the blockchain are considered immutable. The legal rights and
ownership of the tokenized infrastructure assets are directly embedded in the security to-
kens, and the owners of these tokens can participate in the decision-making process by
exercising the voting rights they acquire along with the tokens. The identity of the seller
and buyer of the token, as well as the full transaction history stored in the blockchain, is
immutable and easy to track.

Fulfillment of Know Your Customer (KYC).While some argue that DLT systems in-
crease anonymity and may increase criminal activity, the opposite may still be true. In
a licensed blockchain, an administrator with a well-established startup process can easily
meet KYC needs. At present, the KYC process chain involves exchanges, clearinghouse
members, and brokers. DLT’s implementation of corporate information releases will in-
crease speed and transparency in disseminating information to the wider public. This is
done through public-key cryptography and distributed networks.

6.3.2 Risks and Challenges
The introduction of DLT could bring a lot of benefits when it is used in settlement and
clearing, yet, many academic research and business use cases show the applications still
face challenges.

Privacy breach. For higher trust and transparency of a DLT system, all system par-
ticipants typically observe all information about transactions in the ledger and copy it to
their ledger. When applied to financial markets, such transparency may raise privacy or
competition issues, thereby contravention of applicable laws, such as the General Data Pro-
tection Regulation 4. All participants would know every transaction and existing as well as
their details, including volumes and values of the assets integrated [285]. Certain solutions
including encryption techniques and advanced obfuscation are now tested to enhance the
privacy of participants together through economic avatars and tokenized identity [54].

Settlement Finality. In post-transaction clearing and settlement, the settlement dead-
line is currently a legally defined moment, usually supported by a regulatory, legal, and/or
contractual framework based on a given financial transaction [326]. When the trading
parties and their intermediaries update their account books to implement the settlement,
determine asset ownership, and measure and monitor various risks [290], they rely on the

4GDPR: Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on
the protection of natural persons with regard to the processing of personal data and on the free movement of
such data, and repealing Directive 95/46/EC.
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definition and timing of the final results. On the contrary, in some versions of DLT ar-
rangements, multiple parties are allowed to update the shared ledger, and they must agree
to the specific status of the ledger through a consensus process. In this world, the final
result of settlement depends on the final result of probability, that is, the system partici-
pants believe that the longer a transaction is settled, the less likely it will be reversed (or
deleted) [308]. This final approach contrasts with the traditional, well-defined, and trans-
parent final moment approach. In such a network, if the final result is determined by the
method of probability, the legal liability may be difficult to assign or ambiguous, and this
uncertainty has an impact on the balance sheet of the participants and the rights of their
customers and creditors

Scalability. Securities settlement requires the ability to handle a large number of trans-
actions safely and reliably [4]. In addition, any settlement platform should be able to cope
with the potential growth of trading volume when the market is tight. This further limits
the choice of verification protocol and transaction processing speed to a certain extent.

Management of Identity. The private licensing structure seems to be the most pop-
ular securities settlement method in the industry [1]. Identity and access management is
currently focused on several trusted entities (CSD, CCPs). These same entities can per-
form similar functions using centralized distributed ledgers. They will verify identity and
credentials. However, if the ledger is to be decentralized, it is essential to find processes
that can effectively control identity and access management and protect them from attacks.
In addition, if authentication is performed by encryption keys, there should be a trusted
mechanism for issuing and replacing those keys [292].

Matching of Trade Matching and Management of Errors. As argued, significant ob-
stacles exist in the application of DLTs to the matching of trade [47]. This is because the
factor DL does not need to compare different data fields, handle contract mismatches, or
handle exceptions. Compared with secure transactions, the case of Bitcoin is less func-
tional. In secure transactions, it may be necessary to match a large number of attributes
with complex rules and cross-dependence. As believed by some commentators, central
reconciliation will still be needed as a pre-processing of ledgers. In addition, due to the
invariance of the ledger and the lack of a central administrator, the already complex aspect
of exception management in financial transactions becomes more complex.

Confidentiality. Despite rules for consensus realization, multiple participants are in-
volved in the validation typically, so there is conflict against confidentiality requested in
security trading, therein, transaction contents must be invisible to everyone, other than the
sides involved in the transaction [20].

6.4 Legal Constraint and Regulatory Challenges
Financial markets with the adoption of DLT should obey the regulation-related require-
ments that enhance financial consumption, investor protection, and an integrated and com-
petitive market and prevent the increase of systemic risks [55]. From the perspective of
securities market application, the risks and challenges brought by blockchain to regula-
tion are mainly reflected in the following three aspects [237]. The first aspect is related to
the adaptation of DLT-based securities issuance, trading as well as the current regulatory
system. The application of DLT will shift the issuance and trading of securities from a
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“centralized model” to a “decentralized model” distributed in a variety of cyberspace. The
changes and innovations formed in this process are likely to conflict with the existing reg-
ulatory framework. It will influence the traditional form of securities rights representation,
leading to the dilemma of securities rights proof regulation. Using DLT to issue securities,
traditional securities will be replaced by digital assets as the subject of issuance. The trad-
ing of digital assets is also different from the process of traditional securities trading. It is
difficult to apply the current regulatory system, including investor suitability, separation
and custody of securities accounts and fund accounts, information disclosure, and lock-up
period effectively.

Furthermore, it is about the impact of “disintermediation” and “de-trust” on the struc-
ture of the securities market [215]. The “decentralization” will reduce the role of securities
registrars and settlement institutions in the operation of securities markets. If the securities
registry and settlement mechanism are changed, the securities trading regulatory model,
which is based on the traditional securities registry and settlement infrastructure also needs
to be changed accordingly [293]. With the application of DLT, intermediaries, which are
created to eliminate information asymmetry, will gradually lose the need to exist under
the mechanism of “de-trusted” operation, and the issuance, trading, registration, and set-
tlement of securities can be completed directly, and the service functions of intermediaries
in underwriting, brokerage, registration, clearing, and settlement will be weakened. As a
result, the ”gatekeeper mechanism” of securities intermediaries is missing, which increases
the pressure of administrative supervision and self-regulation to a certain extent.

A proper regulatory scheme is put in place to deal with it. When securities are identi-
fied and traded in the form of digital assets, investors may suffer significant losses in the
event of theft of digital assets, implying that the securities and the rights to the identity
and property they represent will be lost [332]. If the use of blockchain technology does
not find an effective balance between increased transparency and investor protection, and
the relatively mechanical technical processing cannot adapt to the specific requirements
of different environments during the operation of the securities market, then it may pro-
vide room for moral hazard and fraud to breed [297]. On the one hand, the tamper-evident
nature of DLT ensures the security of transactions; on the other hand, it greatly increases
the difficulty of modifying transaction information. In addition, the loss of the private key
may prevent the securities investors from operating the assets under their accounts, and the
potential risk of loopholes in the process and the applicability of smart contracts in practice
may hinder the application of DLT in the securities market. Regulators should guarantee
that the securities markets based on DLT are in line with the regulatory objectives, includ-
ing the improvement of financial stability, protection of financial customers, and ensuring
of market integrity. With respect to a few jurisdictions that adopt a technology-neutral
regulatory approach, it may be necessary for the existing regulations to be applicable to
new products and actors, and for regulators to establish new requirements so as to solve
the new risks arising from the new feature of a few business processes and models [25]. It
is mandatory for DLT-based markets to obey regulatory requirements with the aim of re-
inforcing financial stability, protecting financial customers, ensuring market integrity, and
enhancing competition. The digital technology which is employed for the security custody,
i.e., electronic book entries in securities registries of central securities depositories is possi-
bly substituted with another one, i.e., the cryptography-enabled dematerialized security on
the basis of a DLT-enabled network; consequently, it will not be a problem in jurisdictions
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that adopt a technology-neutral regulatory approach.
In the regulatory handling of tokenization and DLT, potential gaps may cause opportu-

nities for regulatory arbitrage. The existing oversight needs to be applicable to new actors,
for example, the trusted third party that ensures the information accuracy at the asset on-
chain onboarding and protects the asset, and/or the introduction of new requirements are
necessary, for example, the requirement involving the interoperability between DLTs or
the interaction or gateways connecting the on-chain environment and the off-chain envi-
ronment. In addition, it is also necessary to properly monitor the new risks potentially
caused by the application of DLT technologies, for example, the related operational risks
and digital identity. Since investors are confident about the proper protection of their legal
rights, the perceived uncertainty in terms of the crypto assets’ legal status and the enforce-
ability of the smart contract based on the private law possibly hinder the broader use and
transaction of these assets. Especially, the uncertainty about whether crypto assets are qual-
ified as property according to private law, and whether contracts that are written in codes
cause the binding legal responsibilities can be perceived. These questions matter because
crypto assets cannot be owned if they are not recognized as property as per private law.
Likewise, if smart contracts do not lead to binding legal obligations, the transacting side’s
rights cannot be implemented if a technology failure occurs.

6.4.1 Legal Questions Raised by Applying DLT to Securities Markets
The integration of DLT and smart contracts within our legal and financial systems surface
a myriad of legal queries and concerns. As these technological innovations intersect with
legal precedents and regulations, they prompt us to rethink our existing legal frameworks
and challenge our understanding of contractual obligations. The following are the principal
legal questions that arise in the context of DLTs and smart contracts.

Data breach. To improve transparency and trust in a DLTs system, all system par-
ticipants typically observe all transaction information in the ledger and copy it to their
ledger. When such transparency is applied to the financial market, it might raise privacy or
competition that would violate applicable laws, such as the General Data Protection Regu-
lation [238]. All participants should recognize the existing deals and detailed information
like the corresponding value and quantity of assets.

Regulatory or legal ambiguity is raised by definitions of new emerging entities. The
definition of assets tokenization can introduce risks and uncertainties to participants in the
token market, which undermines the smooth operation of such markets, potentially indi-
rectly influencing the traditional off-chain market [157]. In terms of the safe development
and use of tokenized assets and markets by market participants, it will be a stepping stone
to improving the transparency of the regulatory or oversight framework in the application
of tokenized assets and markets. International collaboration is required in the transactions
of tokenized assets across borders so as to constrain the regulatory arbitrage and guarantee
the functioning of tokenized markets.

The legal status of smart contracts. Although contract law is a fairly developed field
of law and the freedom of contract is broadly recognized in most of jurisdictions, the self-
executing software automatically and autonomously executing the terms of the contract on
a peer-to-peer and immutable basis still has some legal problems, namely, whether and how
the contract law should be revised to make smart contracts valid and enforceable, consid-
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ering their deterministic and automatic features. Whether smart contracts will eventually
substitute the existing legal contracts entirely, or whether they can only be employed to
automate the executions specified in legal contracts needs to be further reflected [13].

Legal ownership. Once securities and cash change hands, the settlement requires a
formal or legally defined sign of ownership transfer. Therefore, an important question to
be addressed is whether a DLT entry can legitimately constitute proof of ownership.

Since DLT has been adopted on a large scale in the market of securities, a number of
technical challenges including settlement finality, scalability and cyber risks, governance
risks, including Anti Money Laundry (AML) or Financing of Terrorism (CFT) [182], and
the problems of digital identity, privacy, and data protection and the questions about smart
contracts’ legal status will appear.

The large-scale adoption of DLTwould bring a series of challenges related to the funda-
mental technology itself. Given the global financial market requires significant throughput,
appropriate levels of privacy, settlement results, inter-platform interoperability, and buffers
against network risks and hackers, it is necessary to solve the resolution of technical chal-
lenges around scalability, faced by the widespread adoption of DLTs. The smart contract’s
legal status has yet to be determined, and until it is clear whether the contract law is applica-
ble to smart contracts, the issues of financial protection and enforceability will remain. The
potential transformation of financial products and markets into a tokenized DLT-enabled
environment is not hoped to occur anytime soon even by the most significant advocates
of blockchain technology. It is easier to envisage a gradual shift to a DLT-based market,
giving priority to those processes that are most likely to improve efficiency. The tokenized
market is likely to flourish as a supplementation to the current traditional market, for some
processes accompanying the security lifecycle like post-trade.

Given the above, a discussion on the high-level risk analysis of DLT and smart contracts
in general for the securities market is warranted. By carefully considering the possible ef-
fects of DLT and the use of asset tokenization, policymakers can predict potential risks
related to the broader use of DLT. The technical feasibility, business savings, and cost ef-
ficiency brought by securities market disintermediation still need to be fully evaluated and
quantified by means of practical application. An understanding of the theoretical obstacles
to the potential cost-effectiveness of DLT-based clearing settlement may include, for ex-
ample, the fact that the application of DLT in the post-trade process may not be complete
and comprehensive for the entire process: back-end settlement is still required in post-trade
clearing and settlement. Full efficiency cannot be achieved, if other activities affecting the
position, payment, or delivery of securities, for example, securities lending or derivatives,
are not based on the same kind of technology. In other words, in this case, DLT would be
more of a complement to instead of a replacement for, the current traditional market for
the same assets, at least in the beginning stage of market development, for some processes
or parts of the life cycle of the security. In this way, market participants would be allowed
to validate the DLT’s capability and enjoy some benefits.

In the end, the legacy and DLT-enabled systems could be eventually integrated as a
hybrid version of the interface with traditional elements of infrastructure with the combi-
nation of DLT-based applications and automation in the fields of settlement, clearing, and
others, in which the gains of efficiency are sufficiently high to prove (gradually) that the
shift to a decentralized infrastructure is reasonable. Standardization of protocols and co-
ordination among the participants in the market will also contribute to the faster adoption
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of DLT-based technologies and a wider and more quickly shift into such networks. Policy-
makers can promote such coordination in the fields in which the significance and benefits
brought by the application of DLTs to financial markets and their participants have been
proven.

6.4.2 Legal Barrier for Introducing DLT to Securities Markets
Regulatory authorities have not approved the tokenized securities on the DLT network yet.
The transaction between fiat currency and blockchain cryptocurrencies is not allowed in
China, Egypt and India [167], and other countries. In addition, the regulators in other major
countries still hold a vague view of blockchain tokens. Currently, many governmental per-
mits and approvals are not permanent. Potential investors should then proceed, assuming
that their tokens may not be publicly listed or sold without a definite period. Tokeniza-
tion brings many important benefits, one of which is the cross-border transfer; while the
harmonization of regulations at home and abroad will not support tokenization in the com-
ing years. Fraud and hacking in the token market without regulation also impede public
participation in tokenization, thus hampering the long-term development and maturity of
the token market. However, in the case of too strict regulations, the benefits of tokeniza-
tion will be diluted. Under strict centralized management, the key values of tokenization,
including financial independence, decentralization, and democratization can be weakened.

• According to EMIR, all standardized OTC derivative contracts are required to be
cleared through a central counterparty; therefore, a DLT system that does not have a
CCP would not satisfy the requirements of EMIR.

• In legal terms, there might not exist a double-entry account in a DLT system, and
that a DLT provider being able to obtain a CSD license in Europe is not likely to
happen. Therefore, Member States can provide issuance services or comply with
asset isolation requirements.

• Due to the difficulties with the concept of a transfer order in a DLT environment,
determining the finality is difficult, which may fail to follow the settlement finality
requirement of CSDR.

6.4.3 Legal Adaption to DLT-based Securities Markets
The LawTech Delivery Team’s UK Jurisdiction Task Force (UKJT) brings the Law Com-
mission for Wales and England, the Judiciary, and technical and legal professionals to-
gether and invites the Financial Conduct Authority to be the technical consultant. In May
2019, a public consultation was launched by the UKJT in order to identify and analyze
the raised crucial legal questions to offer a reliable basis for the major adoption of crypto
assets and smart legal contracts in Wales and England. The work group aims to release
a legal statement related to the status of smart contracts and crypto assets under British
private law [177]. The enhanced digitalization and standardization of legal documentation
support the faster development of technical solutions, the achievement of interoperability
between systems and services as well as the improvement of transparency and consistency
between regulators and market players. However, if new technologies are developed and
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carried out in the market of derivatives, the potential uncertain areas of law and regulation
emphasized in the whitepapers and legal guidelines of ISDA for smart derivatives contracts
will be caused [128]. France is one of the first jurisdictions that take into account the appli-
cation of a regulatory framework for DLT in the financial field. Regulators’ actions around
DLT are reflected in the 2016 Monetary and Financial Code of Law, the 2017 Blockchain
Executive Order well as the innovative framework for token offerings established through
the PACTE Action Plan for Business Growth and Transformation bill (published on May
24th, 2019) [89]. The purpose of this legislation is to provide blockchain stakeholders with
an all-around legal structure instead of a sandbox so as to further provide answers to all
the questions encountered by stakeholders in the new ecosystem, regardless of a regulatory,
fiscal, or accounting nature. In October 2019, the Swiss National Bank (SNB) and the Bank
for International Settlements (BIS) reached an agreement in terms of the operation on the
BIS innovation center in Switzerland [212]. The Centre will take the initiative to study two
projects. The first project is to explore the integration of the central bank’s digital money
into a distributed ledger technology infrastructure. This new form of digital moneywill aim
to facilitate the settlement of tokenized assets between financial organizations. The project,
as part of a collaboration between the SNB and the six-person team, will be carried out as
concept proof. The second one is to solve the increasing requirements imposed on central
banks to track and supervise rapidly developing electronic markets in an effective way.
With the increasing automation and fragmentation of financial markets and more adoption
of new technologies, these requirements have been raised. In 2018, the Swiss Capital Mar-
kets and Technology Association (CMTA) published a blueprint to tokenize the shares of
Swiss enterprises with the adoption of DLTs [289], providing detailed guidance on the to-
kenization of Swiss enterprises’ equity securities i.e., the incorporation into a digital token
recorded on a blockchain. In September of 2020, the European Commission proposed a set
of legislative proposals accompanying its novel digital finance strategy [340]. The overall
goal is to foster digital innovation and competition in the financial domain while mitigating
the relevant risks. The goal for the framework will take effect by 2024. One proposal in the
package is to regulate the market for crypto assets, i.e., a Regulation on Markets in Crypto-
Assets: ‘MICA’ proposal; with the DLT-based Market Infrastructure proposal [340] 5. It
is the first practical action, aiming to properly protect consumers and investors, offers le-
gal certainty for crypto-assets, enables creative enterprises to utilize blockchain, DLT, and
crypto-assets, and guarantees financial stability in this field 6.

5Proposal for a REGULATION OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL
on markets in crypto-assets, and amending Directive (EU) 2019/1937. https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX:52020PC0593

6Proposal for a REGULATIONOFTHEEUROPEANPARLIAMENTANDOFTHECOUNCIL on a pi-
lot regime for market infrastructures based on distributed ledger technology. https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX:52020PC0594
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Chapter 7

Related work

In each preceding chapter, we have contextualized our methodologies by discussing rele-
vant literature and drawing comparisons to our approaches. In this section, we give a big
picture of formal argumentation. First is formal argumentation vs. computational argumen-
tation, then the branches of argumentation as inference and argumentation as dialogue, and
we also provide a comprehensive overview concerning the three aspects we explored in
this thesis: argument strength, multi-agent argumentation, and support in argumentation.
Lastly, we briefly discuss argumentation used in legal AI. This allows us to position our
contributions within the broader intellectual landscape of this field, thus underscoring the
significance of our work.

Argumentation has recently received significant interest within AI, it is a part of the
symbolic approach to AI in the field of knowledge representation and reasoning. As can
be observed in all walks of life, arguing is so natural to deal with differences of opinions,
whether it is in the form of a monologue, in one’s mind, by evaluating pro and con argu-
ments, or in the form of dialogue where arguments are exchanged among multiple agents.
It thus mimics human reasoning and decision-making in rich forms, even if with uncertain
and possibly contradictory information, individually or collectively. There already have
been a number of applications of argumentation, including law [265], medicine [164, 131],
health promotion[154], debate [298]and dispute mediation [172] (for a survey, see [24]),
have recently made use of formal and computational argumentation methods. The devel-
opments of techniques of AI in argumentation theory have led to the design of machines
in real-world situations. For instance, recently the autonomous debating system Project
Debater has been developed that can perform a debate with a human expert debater [298].

Argumentation is a colorful landscape painting, which is by no means dedicated to
people from a specific field but developed by absorbing the essence of different fields. As
identified by Gabbay et al. in the Dagstuhl Perspectives Workshop [135], the most im-
portant open problems in argumentation are ”how to formally represent various kinds of
arguments and how to identify sets of postulates on the reasoning activity over arguments
in specific contexts”, and ”the relationship between argumentation and other research fields
(e.g. natural language processing, machine learning, human-computer interaction, social
choice) was seen to be of major importance, especially to develop more mature applica-
tions.”

The current state of the art of formal argumentation is nourished by the combined ef-
forts of people from a variety of fields, e.g., philosophers, logicians, lawyers, et al. People
from different disciplines bring up different theoretical perspectives and approaches. As
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witnessed by the handbooks of argumentation and by the plenty number of papers, the big
picture of formal argumentation consists of three interrelated components. Argumenta-
tion is deeply rooted in philosophy, i.e., defeasible reasoning, and mathematics, i.e., non-
monotonic logics [274, 138, 139]. As distinguished by Eemeren, Garssen, et al. [317] in
the Handbook of Argumentation Theory: on the one hand, the program has a philosoph-
ical component, in which a philosophy of reasonableness is developed, and a theoretical
component, in which, starting from this philosophy, a model for argumentative discourse is
designed. On the other hand, the program has an empirical component, in which argumen-
tative reality as it manifests itself in communicative and interactional exchanges is investi-
gated. Finally, in the practical component, the problems that occur in the various kinds of
argumentative practices are identified, andmethods are developed to tackle these problems.
Different concepts lead to different theoretical models, while the concepts are dependent
on the content and argumentative situations where the argumentation is happening[316].
The various components of the complex research program of argumentation theory and
their relationships are depicted in Figure 7.1 adapted from [316].

Figure 7.1: Components of argumentation theory

7.1 Formal Argumentation vs. Computational Argumen-
tation

Formal argumentation is a subfield of AI and Computer Science that evolved from Knowl-
edge Representation and Reasoning, and as such, formal argumentation is closely related
to computational argumentation but not identical to it. In fact, to distinguish itself from
traditional fields of argumentation, the journal of the community is called “Argumentation
and Computation”, it has provided a dedicated venue for papers in the field of computa-
tional argumentation. The conference called “Computational Models of Argumentation”
(COMMA) has been a regular forum for the exchange of the results of computational argu-
mentation, since 2006. The two volumes of Handbook of Formal Argumentation, though,



7.2 Argumentation as Inference and Argumentation as Dialogue 111

are called Handbook of Formal Argumentation. Computational argumentation incorpo-
rates argument mining, a subfield of natural language processing (NLP), making it more
inclusive than formal argumentation. With the advent of text reasoning based on founda-
tional models, also known as large language models (LLMs), the distinction between logic
and language is becoming less distinct.

7.2 Argumentation as Inference andArgumentation asDi-
alogue

Argumentation as inferenceOne of the strengths of the abstract argumentation framework
is its powerful generality, its process that transforms a knowledge base into an argumen-
tation graph and obtains a set of acceptable conclusions for this knowledge base has been
”dubbed the argumentation pipeline” [159]. In more detail, the argumentation pipeline
takes as input from a knowledge base formulated in a formal language, specifying how ar-
guments are constructed relative to a premise set and a number of inference rules. Premises
are formulas in a given formal language. They represent the evidence or information on
the basis of which we build arguments. Rules are used for inferring new formulas from
others. Arguments thus are considered the result of applying inference rules to the given
premises and, possibly, of chaining such applications. As a second step, attack relations are
established between the arguments, taking various considerations about the arguments into
account (such as the syntactic form of the arguments, the strength of the arguments, and so
on). Argumentation semantics are then used to obtain sets of acceptable arguments based
on the argumentation graph constructed in the previous step. Finally, sets of acceptable
conclusions are obtained on the basis of the sets of acceptable arguments. Such a knowl-
edge base can be used to model, for example, default reasoning [335], logic programming
with negation as failure[74], autoepistemic reasoning [58], causal inference [56]. The way
defeasibility is represented comes in various flavors. For example, In ABA, all inference
rules are strict but premises can be defeasible. This type of defeasible reasoning has been
labeled plausible reasoning by Rescher [275].

There are three central approaches that correspond to this line of research: logic-based
deductive methods [49, 16, 52], assumption-based argumentation systems [58, 310], and
ASPIC systems [218]. A well-known and popular family of frameworks for structured
argumentation is ASPIC (see [217, 218, 76]). In ASPIC+, both premises and inference
rules may be defeasible. Arguments are constructed using an argumentation system. An
argumentation system allows for a distinction between strict (i.e. deductive) and defeasible
rules. Acceptable arguments are determined using the semantics of abstract argumentation.
To be able to apply these semantics, an argumentation graph has to be constructed on the
basis of the argumentation system. This is done by building arguments using the premises
and rules of the argumentation system and specifying attacks between these arguments
on the basis of the contrariness function and the preference order of the argumentation
system. Indeed, in many situations, it might be opportune to take into account other criteria,
i.e., argument strength. In most ASPIC alike formalisms, argument strength is taken into
account by distinguishing between attack and defeat. In those formalisms, a defeat is an
attack that is successful in view of considerations related to argument strength. In more
detail, when two arguments conflict, one of the arguments may defeat the other due to its
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higher priority. In order to compare arguments with respect to their strength, we first need to
specify how to obtain a (relative) measure of argument strength based on the strength of the
defeasible rules used in an argument. In structured argumentation, this is done by defining
so-called lifting principles. One of the most-studied and best-behaved lifting principles is
based on the intuition that an argument is as strong as its weakest link [218], which can be
dated back to Pollock [256].

An important development is the study of rationality postulates introduced by Cami-
nada and Amgoud [71, 72], and later extended by Caminada et al. [75] and Wu and Pod-
laszewski [333]. They proposed several properties that any argumentation system should
fullfil. These properties are meant to ensure that argumentation-based inferences make
sense from a logical point of view, i.e. that the graph based selection is sensible from the
perspective of the logical language that was used to construct the argument graph. The
choice of attack relation (e.g. unrestricted versus restricted rebut) can have a major impact
on the satisfaction of the rationality postulate.

Argumentation as dialogue Argumentation dialogues have been significantly applied
in the fields of AI and law and multi-agent systems since the 90s, see the first chapter of the
first volume Handbook of Formal Argumentation. where the role of agents is on the central
stage. In the early days, Lorenzen and Lorenz developed formal dialogue systems for argu-
mentation by using a game formulation of disputes among agents in argumentation [199].
The acceptance of an argument given by an agent is depending on many aspects. For in-
stance, trust [273, 166], voting in social choice [96, 190, 26, 73]. In 2011, Rienstra et al.,
proposed multi-sorted argumentation, where each agent owns a part of the framework and
may locally adopt a different semantics [276]. Multi-agent systems can be roughly grouped
into two categories: cooperative and non-cooperative [120]. In cooperative systems, agents
share a common goal and fully cooperate in order to achieve it. Agents can form coalitions
in order to improve their performance, i.e., pooling their efforts and resources so as to
achieve particular tasks at hand in a more efficient way [119]. In a non-cooperative sys-
tem, each agent has its own desires and preferences, which may conflict with those of other
agents. Multi-agent argumentation takes inspiration from several disciplines, such as game
theory, and it can be further developed towards coalitional game theory by introducing the
notion of the coalition and associate arguments of (sets of) agents. An alternative approach
to multi-agent argumentation takes its inspiration from voting theory, and more generally
from social choice.

Dung [110] shows how his abstract theory can also be applied to reasoning in game
theory. Game theory is a branch of mathematical economics that models and analyzed
the behavior of entities that have preferences over possible outcomes, and have to choose
actions in order to implement these outcomes, thus it is suitable to provide a theoretical
foundation for the analysis of multi-agent systems that are composed of agents with self-
interests. Dialogue-based semantics has been developed, and a comprehensive overview
of the work carried out in this direction is provided by Caminada [70]. In these dialogues,
two players exchange arguments from a given argumentation framework in order to prove
or disprove the acceptability of a particular argument.

Argumentation as inference and argumentation as dialogue approaches are distinct but
not incompatible. Some definitions amalgamate these two perspectives. For example,
when there is only one agent, that agent engages in reasoning with a single inconsistent
knowledge base. Conversely, in scenarios with multiple agents, each one may have its
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own knowledge base, whether consistent or not, necessitating the study of how to con-
struct a reasoning process among these agents, for example, see [195]. They are both
approaches to managing some form of conflict. Argumentation as dialogue approach en-
compasses the presence of different actors and emphasizes the dynamic and aggregation
aspects of the process, while the argumentation-as-inference approach is more focused on
arguments and relation construction and the evaluation of argument acceptability. From the
view of combining these two approaches, agents can use argumentation as a process based
on the exchange and valuation of arguments for and against opinions, proposals, claims,
and decisions. In a sense, monological argumentation is a static form of argumentation. It
captures the net result of collating and analyzing some conflicting information. In contrast,
dialogical argumentation is a dynamic form of argumentation that captures the intermedi-
ate stages of exchanges in the dialogue(s) between the agents and/or entities involved [51].
These dialogues serve as a proof theory for the acceptability status (skeptical, credulous) of
arguments with respect to various semantics, allowing one to prove the acceptability of an
argument without requiring the computation of all the extensions. In its essence, argumen-
tation can be seen as a particularly useful and intuitive paradigm for doing nonmonotonic
reasoning [72].

7.3 Three aspects of formal argumentation

7.3.1 Argument Strength

The concept of preference plays a prominent role in common sense reasoning, with a decid-
edly non-monotonic flavor. In epistemic reasoning, argument preferences are often based
on probabilistic considerations, degrees of belief, or credibility estimates of information
sources [198]. In argumentation as decision-making, they have been based on preferences
for decision outcomes. In normative reasoning, for example, it is traditional in legal rea-
soning to order laws hierarchically, using criteria such as time, source, chronology, and
speciality. There are close parallels between changes in norms and changes in beliefs. In
order to apply a norm system with conflicting norms to a particular situation, some of the
norms may have to be ignored. The problem of how to prioritize among conflicting norms
is similar to the selection of sentences for removal in belief contraction [156].

There is a large variety in how to deal with preference among logic-based AI, e.g.,
some approaches take a preference ordering as expressing a “desirability” that property
be adopted while in others the ordering expresses the order in which properties (or what-
ever) are to be considered, while some approaches conflate the notion of inheritance of
properties with the general notion of preference. Preferences are added in such a man-
ner to default logic [63, 103], autoepistemic logic [180, 279], circumscription [211, 196],
and logic programming [343, 62]. For a systematic survey and classification of preference
handling mechanisms in non-monotonic the interested reader is referred to Delgrande et
al. [103] and to Beirlaen et al. [41]. In argumentation modeling, preference is embedded
argumentation logic, providing argumentation-based characterisations of non-monotonic
formalisms augmented with preference, then it needs to provide an account of how these
priority orderings can be ‘lifted’ to preferences over arguments. Pollock’s system formu-
lated strength in terms of numerical degrees of belief, as his style, were meant for epis-
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temic reasoning. He used the notion of weakest link in 1995 [256], as a way to compare
the strength of arguments. It has been used as a general framework for instantiating (priori-
tised) default logic, etc. These logics can be formalised in structured argumentation (e.g.
ASPIC+) to generate abstract argumentation frameworks. In ASPIC+, the attack relation
is defined by argument strength based on weakest link or last link. Pollock’s work and the
distinction between weakest and last link in particular played a central role in formal mod-
els of structured argumentation. In fact, it is the need to represent the distinction between
weakest and last link that necessitates the possibility to represent default rules in structured
argumentation. However, given the long history of the discussion of these two principles,
it may come as a surprise that the philosophical notions of them and when to use them are
not clear. There have been few developments characterising how to use them to instantiate
abstract argumentation frameworks. Modgil and Prakken suggest that the right way to use
preferences may depend on the kind of content of arguments, for example, on whether the
reasoning is epistemic, normative or about decision making [218]. Dung compares them
with a set of rationality postulates. For example, the postulate called attack monotonicity
informally says that strengthening an argument cannot eliminate an attack of that argument
on another, and credulous cumulativity informally means that changing a conclusion of an
argument in some extension to a necessary fact cannot eliminate that extension. Dung then
identifies several sets of conditions under which one or both of these postulates and/or the
original postulates of [72] are satisfied. Dung then continues by investigating several def-
initions of defeat in terms of the preference relation on defeasible rules on whether they
satisfy these various postulates. His results actually characterize last link, while weakest
link does not satisfy, for example, credulous cumulativity and context independent. How-
ever, there is even a debate over whether these properties are desired or not. According to
Prakken andVreeswijk, it is positive for attackmonotonicity but, but negative for credulous
cumulativity. They point out that strengthening a defeasible conclusion to an indisputable
fact may make arguments stronger than before, which can give them the power to defeat
other arguments that they did not defeat before. This may in turn result in the loss of the
extension from which the conclusion was promoted to an indisputable fact.

Orders Since arguments are often based on multiple (defeasible) premisses (resp. ap-
plications of defeasible rules), in order to compare the strength of arguments, one needs to
lift the quantitative or qualitative comparisons from premisses (resp.rules) to sets of pre-
misses (resp.rules). According to [41], such strength could stem from probability (e.g.,
the credence an agent has in the argument being acceptable), the quantity of the available
evidence that supports it, and the degree of specificity. There are several lifting principles,
lexicographic liftings [64, 45], the weakest link and the last link [256, 218], etc. These
many choices may give rise to quite different outcomes. Most authors agree that the ap-
propriateness of a specific lifting principlemainly depends on the context of the application.
For instance, Pollock (as well as stated by Prakken) argued that weakest link is appropri-
ate in an epistemic setting [256, 218], while perhaps the last link is more appropriate in a
legal setting [218]. Another question that needs to be settled regarding preference is the
so-called representational choice: how to order defeasible information. There are choices
like linear orders, preorders, total orders, and modular orders.

Translation between frameworks
There is a lot of work in the nonmonotonic logic and logic programming literature on

prioritised rules, see e.g. Delgrande et al. [104] for an overview. Pardo and Straßer give an
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overview of argumentative representations of prioritized default logic, concerning weakest
link, they mainly consider dwl [242]. Various authors have discussed the dilemma between
weakest link and last link [69, 194, 216, 219]. The analysis of weakest link related to swl
indicates that it is more complicated and ambiguous than it seems at first sight. With partial
orders, ASPIC+ tries to accommodate both in combination with democratic and elitist or-
ders [216, 219], but neither of them is clearly better than the other. Young et al. [334, 336]
show that even for total and modular orders, swl cannot always give intuitive conclusions.
They also show the correspondence between the inferencesmade in prioritised default logic
(PDL) and dwl with strict total orders. Then they raise the question of the similarity be-
tween weakest link and PDL for modular and partial orders. Moreover, Liao et al. [194]
give similar results but use other examples to demonstrate that the approach of Young et
al. [334, 336] cannot be extended to preorders [194]. Liao et al. [194] use an order puzzle
in the form of Example 2.3 to show that even with modular orders, selecting the correct
reasoning procedure is challenging. This leads them to introduce auxiliary arguments and
defeats on weakest arguments. Beirlaen et al. [41] point out that weakest link is defined
purely in terms of the strength of the defeasible rules used in argument construction. More
recently, Lehtonen et al. present novel complexity results for ASPIC+ with preferences
that are based on weakest link (swl in this paper) [189], they rephrase stable semantics in
terms of subsets of defeasible elements.

7.3.2 Multi-Agent Argumentation
In many computer science fields, such as database integration, and multi-criteria decision-
making, there is a need to synthesize information from multiple sources. In the database
field, a key issue is to be able to integrate multiple databases into a single database [294].
While the issue is that information from different resources often comes up with conflicts.
Systems organized around multiple reasoning agents face the similar problem of resolving
conflicts among contradictory knowledge or beliefs held by different agents. For example,
inconsistency problems occurwhen onewants to combine several expert systems. Consider
a set of belief bases coding the belief of several human experts. In order to build an expert
system it is reasonable to try to combine all these belief bases in a single belief base that
expresses the belief of the experts’ group. As classified by Amgoud et al. [9], to solve such
a problem, there are mainly two different approaches have been proposed:

• The first category of approaches merges the different bases into a unique consistent
base, e.g., to take the disjunction of the maximal consistent subsets of the union of
the knowledge bases.

• and the second category, by adopting argumentation, accepts inconsistency and copes
with it, additionally considering the priorities to solve conflicts.

Very recently, Beishui et al. proposed a multiple-agents ethical advisory component,
called Jiminy, based on a theory of normative systems and formal argumentation [195].
Jiminy is a comprehensive framework that somehow incorporates the above two approaches
together. In their setting, each agent is with a normative knowledge base. They design a
step-wise process to deal with moral dilemmas emanating from multiple normative sys-
tems. All of the knowledge bases are treated independently, i.e., without interaction be-
tween agents, and the conclusions derived from all the knowledge bases are compared. If
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there is a dilemma, first, they combine all the arguments of the agents, i.e., combining all
the argumentation frameworks into a unique framework consisting of all of the arguments.
If the dilemma is not resolved, as a second step, they combine all the knowledge bases into
a single normative system. If all the approaches fail, they finally rely on the selection by
the agent who has the most expertise that is context-dependent.

The idea of combining all the argumentation frameworks of multiple agents in Jiminy
has essentially developed in abstract agent argumentation. Abstract agent argumentation
extends Dung’s abstract argumentation framework to a set of agents to formalize multi-
agent argumentation. In [17], the framework is called-triple A. It uses the theory of in-
put/output argumentation described by Baroni et al. [32], also known as multi-sorted ar-
gumentation [276], where the sorts have been interpreted as different agents. This theory
allows arguments to be assigned to agents, and with the role of agents, various semantics
can be defined. They further apply their framework to legal reasoning, using an exam-
ple from a court case where two scenarios have been distinguished. First is the dialogue
among different agents, e.g., the accused, the lawyers, the witnesses, the prosecutors, and
so on. The arguments an agent reveals may depend on the arguments revealed by other
agents, at each step an agent can commit to accept or reject some arguments or commit to
hide or reveal one of his/her rejected arguments. Additionally, there is a so-called external
observer, e.g., the jury or the judge, who has to take into account all the arguments put
forward during the deliberation and decide which arguments to accept. Thus, they distin-
guished the collective argumentation of judges from the individual argumentation of the
accused, prosecutors, witnesses, lawyers, and experts.

TripleA demonstrates two of the most important aspects of multi-agent argumentation,
namely argumentation as dialogue and justification aggregation. Argumentation dialogues
have been significantly applied in the fields of AI and law and multi-agent systems since
the 90s, see the first chapter of the first volumeHandbook of Formal Argumentation. where
the role of agents is on the central stage. In the early days, Lorenzen and Lorenz developed
formal dialogue systems for argumentation by using a game formulation of disputes among
agents in argumentation [199]. The acceptance of an argument given by an agent is depend-
ing onmany aspects. For instance, trust [273, 166], voting in social choice [96, 190, 26, 73].
Multi-agent systems can be roughly grouped into two categories: cooperative and non-
cooperative [120]. In cooperative systems, agents share a common goal and fully cooperate
in order to achieve it. Agents can form coalitions in order to improve their performance,
i.e., pooling their efforts and resources so as to achieve particular tasks at hand in a more
efficient way [119]. In a non-cooperative system, each agent has its own desires and pref-
erences, which may conflict with those of other agents. Multi-agent argumentation takes
inspiration from several disciplines, such as game theory, and it can be further developed
towards coalitional game theory by introducing the notion of the coalition and associated
arguments of (sets of) agents. An alternative approach to multi-agent argumentation takes
its inspiration from voting theory, and more generally from social choice.

Dung [110] shows how his abstract theory can also be applied to reasoning in game
theory. Game theory is a branch of mathematical economics that models and analyzed
the behavior of entities that have preferences over possible outcomes, and have to choose
actions in order to implement these outcomes, thus it is suitable to provide a theoretical
foundation for the analysis of multi-agent systems that are composed of agents with self-
interests. Dialogue-based semantics has been developed, and a comprehensive overview
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of the work carried out in this direction is provided by Caminada [70]. In these dialogues,
two players exchange arguments from a given argumentation framework in order to prove
or disprove the acceptability of a particular argument.

The aggregation of opinions is one of the most general and inspiring motivations for
the study of argument aggregation. This motivation is shared in part by social choice the-
ory [22]. Social choice theory concerns the design and formal analysis of methods for
aggregating the preferences of multiple agents, such methods include voting procedures,
which are used to aggregate the preferences of voters over a set of candidates. Social choice
theory is one of the fundamental tools for multiagent systems, witnessed by its origination
in economics and political science. As stated in [61], “ if we view a multiagent system
as a “society” of autonomous software agents, each of which has different objectives, is
endowed with different capabilities and possesses different information, then we require
clearly defined and well-understood mechanisms for aggregating their views so as to be
able to make collective decisions in such a multiagent system”. This has been devoted to
the study of preference aggregation in collective argumentation, which is concerned with
the explicit or implicit aggregation of individual preferences among arguments in order
to find collective opinions based on collectively supported reasons. Deliberative democ-
racy is clearly reflected in this characterization [246], but models of argument aggregation
can potentially be used for a wider range of applications covering, for instance, collective
intelligence [26] and prediction markets [232].

7.3.3 Support in Argumentation
An argument can attack another argument, but it can also support another one. This sug-
gests a notion of bipolarity, i.e. the existence of two independent kinds of information
which have a diametrically opposed nature and which represent repellent forces. When
an argument is aimed at establishing the truth, empirical evidence can be used to support
alleged facts. For instance, a witness’s testimony can provide evidence for the claim that
the suspect was at the scene of a crime, a clinical test can provide evidence against a med-
ical diagnosis, and the outcome of a laboratory experiment can be evidence confirming (or
falsifying) a psychological phenomenon [186].

Toulmin proposed a model for the structure of arguments that distinguishes between
data, claim, warrant, backing, rebuttal and qualifier, where he identifies support as a re-
lation between data and claims. In decision-making, support is also largely involved.
In [7, 108], it has been argued that when making decisions, one generally takes into account
some information in favor of the decisions and other pieces of information against those de-
cisions. Similarly, concerning knowledge and preference representation [60, 303, 187, 44].
In [60], two kinds of preferences are distinguished: the positive preferences representing
what the agent really wants, and the negative ones referring to what the agent rejects. This
distinction has been supported by studies in cognitive psychology which have shown that
the two kinds of preferences are completely independent and are processed separately in
the mind. The beliefs in Pollock’s OSCAR are only justified if they are supported by
an argument that cannot be refuted. However, in Dung’s theory of abstract argumenta-
tion [110], support is implicit, and only the attack relation between arguments is taken
into account. In his requirements analysis for formal argumentation, Gordon proposes the
following definition covering more clearly argumentation in deliberation as well as per-
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suasion dialogues [147]: “Argumentation is a rational process, typically in dialogues, for
making and justifying decisions of various kinds of issues, in which arguments pro and
con alternative resolutions of the issues (options or positions) are put forward, evaluated,
resolved and balanced.” Argumentative support is established by constructing arguments
for conclusions from a given set of possible reasons or rules (of inference). Arguments can
be constructed step-by-step from knowledge bases by chaining inference rules into trees.
Arguments thus contain subarguments, which are the structures that support intermediate
conclusions (plus the argument itself and its premises as limiting cases). As such an ac-
count, the ASPIC+ framework [218] will be used, which allows modeling of inferential
support relations with its notion of a subargument. At an abstract level, it seems that these
pro and con arguments can be represented more easily in so-called bipolar argumentation
frameworks [79, 82, 81, 83] containing besides attack also a support relation among argu-
ments. A new formalization of coalitions in terms of conflict-free maximal support paths
has been proposed [82].

As pointed out in the Handbook of Argumentation Theory [317], support and attack are
both important elements in argumentation and can be either modeled as complementary no-
tions, as in bipolar argumentation frameworks or can be handled separately, with support
implicit in the construction of structured arguments and attack between arguments handled
explicitly. For instance, in structured argumentation systems, the concept of sub-argument
already provides a straightforward interpretation of inferential support. Prakken investi-
gates the degree to which abstract argumentation with support may serve as an abstraction
of ASPIC+ structured argumentation [263]. Instead of treating support as a connection be-
tween arguments and conclusions, in this thesis, we view support as a connection between
arguments, we examine bipolarity at the level of argument interaction.

While there is general agreement in the formal argumentation literature on how to in-
terpret attack, even when different kinds of semantics have been defined, there is much
less consensus on how to interpret support [92]. There exist very few results and studies
about the role of support in abstract argumentation. Moreover, it seems that each variant of
support can be used for different applications. There exist different approaches to extend-
ing Dung’s abstract theory by taking into consideration the support relation. The relation
between support and attack has been studied extensively in reduction-based approaches, in
the sense that deductive and necessary interpretations of support give rise to various notions
of indirect attack [84], thus, they typically give opposite results. Deductive support [57]
captures the intuition that if a supports b, then the acceptance of a implies the acceptance
of b. This intuition is characterized by the so-called closure principle [84]. Necessary sup-
port [228] captures the intuition that if a supports b, then the acceptance of a is necessary
to obtain the acceptance of b, or equivalently, the acceptance of b implies the acceptance
of a. It has been characterized by the inverse closure principle [250]. Another approach to
handling support is the evidence-based approach [235] where the notion of evidential sup-
port is introduced. An argument cannot stand unless it is supported by evidential support.
Support can also be seen as an inference relation between the premises and the conclusion
of the argument itself [261]. Moreover, in selection-based approaches [140], support is
used only to select some of the extensions provided in Dung’s semantics, and thus does not
change the definition of attack, or defense.

Despite this diversity, the study of support in abstract argumentation seems to agree on
the following three points.
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Relation support and attack The role of support among arguments has been often de-
fined as subordinate to attack, in the sense that in deductive and necessary support,
if there are no attacks then there is no effect of support. On the contrary, in the evi-
dential approach, without support, there is no accepted argument even if there is no
attack.

Diversity of support Different interpretations for the notion of support can be distinguished,
such as deductive [57], necessary [229, 227] and evidential support [48, 234, 252].

Structuring support Whereas attack has been further structured into rebutting attack, un-
dermining attack and undercutting attack, the different kinds of support have not led
yet to a structured argumentation theory for bipolar argumentation frameworks.

Given the relevance and significance of all the mentioned approaches, we think that
there is still the need to explore other approaches that have not been yet considered for bipo-
lar argumentation frameworks. The aim of our research is not to replace other approaches
but rather to point out to the existence of other interesting ones that can be applied depend-
ing on the chosen application. Note that our approach is novel in its methodology. On one
hand, reduction-based approaches can be seen as a kind of pre-processing step for Dung’s
theory of abstract argumentation (i.e. adding the complex attacks and then applying Dung’s
semantics). On the other hand, selection-based approaches can be seen as a kind of post-
processing step (i.e. applying Dung’s semantics and then applying the approach to select
some of the extensions). Differently from those two groups of approaches, our approach
(i.e. the defense-based approach) does not affect the concept of attack and conflict-freeness
but rather changes the definition of defense.

For the evaluation of legal argumentation and for the evaluation of judicial decisions,
one significant role is counter-arguments which make part of the justification of the stand-
point [249]. Summers and MacCormick [202], for instance, also emphasize that counter-
argumentation may play an important role in the justification of a decision:

“Recent studies in argumentation theory by, amongst others, Snoeck Herlke-
mans [158] indicate that the analysis and evaluation of argumentation should
be studied in a dialogical context. This dialogical approach to argumentation
not only provides an insight into how arguments and counter-arguments result
in complex argumentation, it also provides clues for reconstructing the struc-
ture of the argumentation. This common, dialogical, ground may be a fruitful
starting-point to gain more insight into the various types of complex argumen-
tation that are distinguished in legal theory.”

A dialectical approach to argumentation implies that the analysis and assessment of
the argumentation are not just aimed at the arguments that are put forward in favor of a
standpoint, but at its counterarguments as well. Furthermore, Feteris specifies the judge’s
role in this context as follows [129]:

“Since the parties do not themselves solve their dispute in consultation, but
rather have the judge, as a neutral third party, decide on the eventual outcome,
the parties should be granted insight into the grounds the judge has taken into
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consideration in reaching his verdict. In dialectic terms, stating the consider-
ations underlying his decision amounts to stating the factors which were in-
strumental in his assessment of the acceptability of the propositional content as
well as the justificatory potential of the argumentation of the party asking for a
decision.”

Carneades [146] proposed by Gordon models arguments as directed graphs consist-
ing of argument nodes connected to statement nodes. The premises and conclusions of
an argument graph are represented as statement nodes. A linked argument is one where
two or more premises function together to support a conclusion. There can be two kinds
of arguments in a graph, a pro (supporting argument) or a con (attacking) arguments. A
supporting argument is represented by a plus sign in its argument node, whereas a con
argument is represented by a minus sign in the nodes containing argumentation schemes
such as modus ponens, argument from expert opinion, and so forth 1. Conflicts between
pro and con arguments can be resolved using proof standards such as the preponderance of
the evidence [149].

A second approach, e.g., ASPIC+, does not separate support and attack when combin-
ing them. Arguments are constructed from reasons for and against conclusions, which in
turn determine whether a conclusion follows or not. In this approach, for instance, con-
ditional sentences are used to express which reasons support or attack which conclusions.
An example is Nute’s defeasible logic [231, 14], which uses conditional sentences for the
representation of strict rules and defeasible rules, and for defeater rules, which can block
an inference based on a defeasible rule. Algorithms for defeasible logic have been de-
signed with good computational properties. Another example of the approach is Verheij’s
DefLog [320], in which a conditional for the representation of support is combined with
a negation operator for the representation of attack. In all of these systems, arguments
are modeled as graphs containing nodes representing propositions from the logical lan-
guage and edges from nodes to nodes. In these systems, an argument can be supported
or attacked by other arguments, which can themselves be supported or attacked by addi-
tional arguments. Another related approach is to extend Dung’s abstract argumentation
frameworks by expressing both support and attack, e.g., bipolar argumentation [79, 81],
Evidential Argumentation Systems (EASs) [236]. Various semantics for such frameworks
have been defined, claiming to capture different notions of support.

While there is general agreement in the formal argumentation literature on how to in-
terpret attack, even when different kinds of semantics have been defined, there is much
less consensus on how to interpret and handle support [92]. For instance, concerning the
burden of proof, Gondon et al. categorized statements using three proof standards [148]:

• SE (Scintilla of Evidence). A statement meets this standard if and only if it is sup-
ported by at least one defensible pro argument.

• BA (Best Argument). A statement meets this standard if and only if it is supported
by some defensible pro argument with priority over all defensible con arguments.

• DV (Dialectical Validity). A statement meets this standard if and only if it is sup-
ported by at least one defensible pro argument and none of its con arguments are
defensible.

1http://carneades.github.com
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These categories reflect different flavors when dealing with pros and cons in this case. For
example, consider the following case of a neighbour’s quarrel over a row of conifers [249].

(...) Defendant argues that the conifers have been planted to reduce draught in
his house, but this argument is absolutely unsound, since most of the window
posts are closed and the window that does open, is located on a point higher
than the tops of the conifers and has not been fitted with any antidraught facili-
ties. (...) Whereas the defendant has no considerable interest in these conifers,
removal is of significant concern to the claimant since they block his view and
take away the light. (...)
(2981. Country court Enschede 6 October 1988

”The judge defends the standpoint that the claimant’s interest in the removal of
the conifers is greater than the defendant’s interest in leaving them untouched.
In support of this standpoint, he argues that the conifers block the view and take
away the light. In his preceding remarks the judge mentions the defendant’s
argument in support of the opposite standpoint: he does have a considerable
interest in the conifers since they reduce draught in his house. The judge refutes
this argument referring to the fact that most of the window posts are closed and
the opening window, which has no antidraught facilities whatsoever, is located
higher that the tops of the conifers.”

So the judge’s argumentation consists of a pro-argument and the refuta-
tion of a counter-argument which, in conjunction, form sufficient support
for his standpoint.

This case calls for a new way to cope with support and attack. In Chapter 4, one of
the new semantics (semantics 1) we proposed for bipolar argumentation is suitable for
modeling this kind of judicial decision.

7.4 Argumentation Used in Legal AI
One significant work on Legal AI is the first volume of Handbook of Legal AI [319]. It
presents a comprehensive overview of the state-of-the-art and trends in the research field
of legal AI. The handbook provides a solid introduction to the essentials of the field for
newcomers and a selection of advanced issues as a base for future research directions. As
the law gets more complex, conflicting, and ever-changing, more advanced methods, most
of them come from the Artificial Intelligence (AI) field, are required for analyzing, rep-
resenting, and reasoning on legal knowledge. The discipline that tackles these challenges
is now known as ”Legal AI”. Legal AI is experiencing, in particular, in the latest years
growth in activity, also at the industrial level, touching a variety of issues which go from
the analysis of the textual content of the law to reasoning about legal interpretation to ethi-
cal issues of AI applications in the legal domain (e.g., the artificial judge). This Handbook
presents a collection of chapters that evolves around three main topics, namely norm min-
ing (i.e., how to automatically identify, extract, classify, and interlink norms from text),
reasoning about norms and regulations (i.e., how to derive new legal knowledge from the
existing legal knowledge bases in such a way to address automatic legal decision making),
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and norm enforcement and compliance (i.e., how to check and ensure the compliance of
the systems’ requirements with the regulation).

Particularly, we concern the role of formal argumentation in legal reasoning, it has been
in particular proposed to identify and explain inconsistencies in legal knowledge [43, 151].
Legal reasoning has many distinctive features, e.g., the facts of a case need to be identified
and characterized; any proposed set of rules inevitably contain gaps and conflicts; many
decisions express a preference for particular values and purposes; and all its conclusions
are reasoned defeasibly [42]. All of these features mean that deductive reasoning is not
suitable for legal reasoning instead argumentation as a way of non-monotonic reasoning
must take center stage. For example, in the work of Dong et al. [107], formal argumenta-
tion is used to design defeasible deontic logics, based on two classical deontic logics, i.e.,
ASPIC+, the structured argumentation theory to define non-monotonic variants of well-
understood monotonic modal logic. They illustrate the ASPIC+-based approach and the
resulting defeasible deontic logic using argumentation about strong permission.

On the other hand, Arisaka et al. provide an overview of multi-agent abstract argumen-
tation and dialogue, and its application to the formalization of legal reasoning [17]. The
basis of multi-agent abstract argumentation is input/output argumentation, distinguishing
between individual acceptance by agents and collective acceptance by the system. The
former may also be seen as a kind of conditional reasoning, and the latter may be seen as
the reasoning of an external observer. In this chapter, Arisaka et al. introduce dialogue
semantics for abstract argumentation by refining agent communication into dialogue steps.



Chapter 8

Future work

This thesis proposes the novel concept of distributed argumentation technology, a compu-
tational approach incorporating argumentation reasoning mechanisms within multi-agent
systems. In the ever-evolving landscape of computational argumentation, there emerges
dialogue technology, for which we also give a preliminary definition. Dialogue technol-
ogy is formal dialogue theory combined with computational platforms like chatbots and
AI tools, it mirrors formal dialogues, for instance, persuasion, negotiations, etc. A prime
example of dialogue technology is ChatGPT. In this section, we explore the intersections
and divergences between these two emerging technologies. We consider argumentation as
dialogue as a strategy to bridge distributed argumentation technology and dialogue tech-
nology. We first discuss how to bridge argumentation as dialogue and argumentation as
inference via dialogue games. Then we show five examples in the literature of formal ar-
gumentation. These examples can be seen as future use case studies that bridge distributed
argumentation technology and dialogue technology.

8.1 Bridging Argumentation as Inference and Argumen-
tation as Dialogue

In the realm of formal argumentation, argumentation as inference and argumentation as di-
alogue are non-incompatible views. In the dialogue-oriented branch, arguments are moves
in a game concerning the acceptance of some claim, and in the reasoning-oriented one, ar-
guments are the results of some inference process, conflicts among them may arise due to
the limits of the information and/or knowledge used in the process, and the reasoner needs
to take a stance on the conflicts themselves. We can take the example of persuasion. At
its core, argumentation as inference pertains to the process of drawing conclusions from a
set of premises using logical reasoning. This form of argumentation is deeply rooted in the
structure, validity, and soundness of arguments. The objective is to construct a persuasive
line of reasoning that leads inescapably to a particular conclusion. Persuasion is achieved
when the audience recognizes the validity of the inferential chain and is thus convinced of
the conclusion’s truth or acceptability. However, Persuasion dialogue is not just about pre-
senting a sound argument but also about understanding the other participant’s perspective,
countering objections, asking questions, and adapting one’s line of reasoning in response to
the ongoing dialogue. The persuasive force emerges from the interplay of arguments and
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counterarguments, the mutual exchange of reasons, and the ability to adapt and respond to
the evolving discourse.

Works that have the potential to combine two views can also be found in the literature
sampling [17, 195]. If there is only one agent, then this agent reasons with one inconsistent
information set; if there are several agents then each agent may have one information set,
consistent or not, and it will be necessary to study the way to build a reasoning between
all these agents. One important question is how to move between individual reasoning
(argumentation as inference) and the direction of collective reasoning (argumentation as
dialogue). One example is the judge, who takes argumentation as dialogue, the dialogue
happening between various agents, e.g., prosecutor, lawyers, and plaintiff, and turns it into
argumentation-as-inference, which is a god-like view, stepping outside the interaction, by
balancing pros and cons arguments and make a decision. Bridging this gap holds immense
potential for advancing the field. This future work aims to explore the integration of these
two perspectives by incorporating dialogue games as a decision procedure within the ex-
isting framework.

Dialogue games provide a structured approach tomodeling interactions between agents,
allowing for a more dynamic and interactive form of argumentation. By introducing the
role of agents, we can extend the traditional argumentation graph to accommodate mul-
tiple labels or colors for arguments, reflecting the diverse viewpoints and perspectives of
the participating agents. An exemplary contribution in this direction is the work on Fatio
by Mcburner and Parsons [208], where the authors propose a logic-based formalism for
modeling dialogues between intelligent and autonomous software agents. Their approach
builds upon the theory of abstract dialogue games, which provides a theoretical foundation
for analyzing and structuring complex dialogues. The proposed formalism enables the rep-
resentation of intricate dialogues as sequences of moves within a combination of dialogue
games. This allows for nested dialogues, where dialogues can be embedded within one
another, enabling the exploration of complex argumentative scenarios involving multiple
layers of interactions and negotiations.

By incorporating dialogue games into the framework of formal argumentation, we can
enhance our understanding of the dynamics of argumentation aswell as developmore effec-
tive strategies for reasoning and decision-making in multi-agent systems. The integration
of dialogue games offers opportunities for exploring novel approaches to conflict reso-
lution, consensus building, and negotiation within the context of argumentation. In the
following subsection, we identify some challenges for future work and give preliminary
ideas on how to define dialogue games based on different frameworks.

8.1.1 Dialogue Games
Dialogue games are decision procedures (coloring graphs) with the role of agents. In this
section, we discuss the possible future work on dialogue games.

Dialogue games for structured argumentation One aspect to explore could be how to
model the dialogue based on structured argumentation, what constitutes a valid reason?
When the opponent questions a claim, they could do so in two different ways: by stating
an undercutter, which attacks the relevance or sufficiency of the reasons for a claim, or a
rebutter, which directly contradicts the claim. How can these be better incorporated and
differentiated in the dialogue game?
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Growing knowledge bases. As the dialogue proceeds, the knowledge base, e.g., claims,
arguments, and counter-arguments (and their associated reasons and evidence) can change
and expand, as can the relationships between them. Future work could develop meth-
ods for representing and managing dynamic knowledge bases, where new information can
be added, and existing information can be updated or retracted during the dialogue. On
the other hand, each participant in the dialogue could have their own individual knowl-
edge base, which represents their beliefs and information. However, there might also be a
shared knowledge base, representing information that all participants agree on. How can
these individual and shared knowledge bases interact and influence each other during the
dialogue? In addition, if the knowledge base can change during the dialogue, this adds
a new dimension to the participants’ strategies. They not only need to argue effectively
based on the current knowledge base but also anticipate how the knowledge base might
change and plan accordingly.

Multi-agent dialogue. One possible avenue for future research could be extending
dialogue games between proponent and opponent to multi-agent systems. Multi-agent di-
alogues could entail more complex strategies and provide richer insights into collective
decision-making processes.

Defining a dialogue framework to capture dynamic argument acceptance. The accep-
tance of an argument can be distinguished between weakly accepted and strongly accepted.
An argument is weakly accepted iff there is a strategy for an agent to accept it; an argument
is strongly accepted iff for all strategies of the agents the argument will be accepted.

Add reasons or explanations. Each argument in the dialogue could be indexed and
associated with a set of labels. Use these labels as explanations for the arguments. Each
label serves to justify or provide insight into the argument, clarifying its context, its basis,
and how it should be evaluated. We can incorporate this labeling system into a reason-based
dialogue semantics framework. This would allow the dialogue to be structured around the
reasons behind the arguments, with the labels serving to highlight and clarify these reasons.

Recover the extensions of argumentation from dialogue semantics.Recovering the ex-
tensions of an argumentation framework from reason-based dialogue semantics is a chal-
lenging task, as it requires mapping the dynamic process of dialogue, with its reasons and
counterarguments, onto the static structure of argumentation extensions.

8.2 Distributed Argumentation Technology and Dialogue
Technology

8.2.1 Relation and Strategy
We first repeat the definitions of distributed argumentation technology and dialogue tech-
nology we give in this thesis.

Distributed argumentation technology is a computational approach incorporating ar-
gumentation reasoning mechanisms within multi-agent systems.

Dialogue technology is formal dialogue theory combinedwith computational platforms
like chatbots and AI tools, it mirrors formal dialogues, for instance, persuasion, negotia-
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tions, etc.

The definitions of distributed argumentation technology and dialogue technology re-
main in development, which allows for varied interpretations. Upon closer examination,
”distributed argumentation” and ”dialogue” exhibit similarities, if not nearly identical. This
is primarily because dialogues intrinsically happen within multi-agent systems, which are
by nature, distributed. Consequently, one could argue that dialogue is inherently a compo-
nent of distributed argumentation.

The distinctions between distributed argumentation technology and dialogue technol-
ogy are primarily on their scope and the technology adopted in their evolution. Distributed
argumentation technology, as explored in this thesis, goes beyond the confines of argumen-
tation as dialogue, encompassing distributed argumentation as inference. It is about ensur-
ing that the logical structures and justifications of arguments are preserved, validated, or
communicated in distributed systems. However, dialogue technology is more about real-
time interactive communication that employs these arguments. It incorporates foundational
reasoning structures into interactive platforms, such that they can converse and reason in
real time. They use very large amounts of data and sophisticated algorithms to generate
human-like text, making the interaction feel natural while still following the formal struc-
tures of argumentation. The foundation models, like ChatGPT, play an important role as
the medium through which these dialogues are facilitated.

It’s worth noting that these two concepts can be interpreted differently based on one’s
perspective, a topic open for further exploration. It should also be emphasized that our
future primary focus remains on argumentation theory, which encompasses both logical and
dialogical reasoning. While we recognize the value of specific technologies like distributed
ledger or foundational models, our main interest lies in their potential to enhance core
theoretical development.

8.2.2 Five Examples
This section presents five examples in the literature of computational argumentation. They
show different aspects of dialogues and they can be seen as future case studies driving the
development of dialogue technologies. For brevity, we will focus on aspects specifically
related to dialogue. For a more comprehensive understanding of these examples and un-
derlying theories, readers are referred to the original papers from which they are sourced.

Example 8.1 (Jiminy Moral Advisor [195]). Jiminy uses techniques from normative sys-
tems and formal argumentation to resolve moral dilemmas among multiple stakeholders.
Each stakeholder owns their own normative system, which is in the sense of being dis-
tributed. Jiminy combines norms into arguments, identifies their conflicts as moral dilem-
mas, and evaluates the arguments to resolve each dilemma (whenever possible). In partic-
ular cases, Jiminy decides which of the stakeholders take preference over the others.

The current Jiminy mainly adopts only argumentation as inference. One characteristic
that should be noted is that Jiminy concerns ethics and morality. It also concerns the pref-
erence orders over the agents, which touches upon the meta-level reasoning. This involves
a higher-level reflection on the dialogue process, i.e. participants are not just evaluating
the content of the arguments but also the agents presenting those arguments. One can ask
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How can dialogue technologies incorporate meta-level reasoning to better navigate moral
dilemmas?

In the authors’ perspective, one future direction could be how to generalize and trans-
form the current Jiminy moral advisor into an interactive Dialogue Jiminy by replacing
argumentation as inference with argumentation as dialogue. Regarding this aspect, one
solution is to create a communication language and a protocol for persuasion dialogues on
moral dilemmas [260]. Another is to study strategic aspects of these dialogues for the par-
ticipants [306]. As envisioned Pardo et al. [243], one can expect to advance the theory of
dialogue technology by improving the state of the art in text mining and explainability in AI
(XAI) for norms and decisions through a combination of symbolic AI (Dialogue Jiminy)
and sub-symbolic or data-driven methods (LLMs). Regarding this aspect, one can create
a natural language interface between the Dialogue Jiminy and the stakeholders, and use
machine learning to construct two language modules. The first is to use NLP to transform
the stakeholders’ informal norms into the avatars’ formal rules; the second is to use natural
language generation to synthesize formal dialogues into explanations (in plain language)
of why a particular decision was passed as a moral recommendation to the agent.

Example 8.2 (Twelve angry men [67]). The second example is from the NoDE benchmark,
among which there are the annotated datasets extracted from of “Twelve Angry Men” play.
Twelve Angry Men presents a scenario where a jury engages in intense dialogue to decide
the fate of a teenager charged with murder. Amidst conflicting viewpoints and personal
biases, the jurors grapple with their responsibility to deliver a just verdict based on the
evidence presented. The play is divided into three acts: the end of each act corresponds to
a fixed point in time (i.e. the halfway votes of the jury, before the official one).

The authors translate natural language dialogues into abstract bipolar argumentation
graphs. They first extract the dialogues from the script of the play and automatically gen-
erate arguments with unique labels and subsequently pair arguments. The relation between
these pairs is then categorized as attacks, support, or null, leading to the construction of
bipolar argumentation graphs, see Figure 4.3. The annotation of natural language dialogue
to abstract argumentation provides a structured and nuanced representation of conversa-
tions. The process of translating natural language dialogues into abstract argumentation
graphs presents a promising avenue for future research. As dialogues become increasingly
complex in various domains, there’s a growing need for tools that can automatically and
visually represent and simplify these interactions. Incorporating such annotated data into
the training of foundational models like ChatGPT can enhance their understanding of the
structure of dialogues.

Example 8.3 (Child’s custody). The third example is adapted from the divorce example
used in Chapter 4. The following dialogue could happen among a couple arguing the
child’s best interest is whether she lives with her mother (M) or she lives with her father
(F).

The dialogue could be:

1 M: The child’s best interest is that she lives with her mother. [assert]
F (Challenge [1])

2 F: The child’s best interest is that she lives with her father. [assert]
M (Question [2])
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3 F: Mother is less wealthy than the father because he inherited. Mother cannot pro-
vide good living conditions for the child. [Justify]
M (Question [1])

The dialogue could be annotated with speech acts from [209], i.e., assertion, question,
challenge, justify, and retract.

<dialogue>

<statement id="1" type="assert">
<speaker>M</speaker>
<content>’Childs best interest is that she lives with her mother.

</content>
<response id="challenge1" respondent="F" type="challenge" target=

"1"/>
</statement>

<statement id="2" type="assert">
<speaker>F</speaker>
<content>’Childs best interest is that she lives with her father.

</content>
<response id="question2" respondent="M" type="question" target="2

"/>
</statement>

<statement id="3" type="justify">
<speaker>F</speaker>
<content>Mother is less wealthy than the father , because he

inherited. Mother cannot provide good living conditions for
the child.</content>

</statement>

</dialogue>

Different from the annotations used in the second example, we are trying to annotate the
dialogue with speech acts [209]. This approach could provide a structured framework to
understand the intent and function of each utterance within a conversation. By categorizing
statements as assertions, questions, challenges, justification, or other speech acts, we can
gain insights into the dynamics of human interaction and the underlying patterns that drive
meaningful dialogue. Speech act annotations may serve as the foundation for constructing
formal models and contribute to the foundation of formal dialogue. These models can then
be used to study and simulate dialogues, leading to a deeper understanding of conversa-
tional dynamics. This structured approach may serve as a bridge, facilitating the transition
from raw natural language dialogue text to automated dialogues. For foundational models,
such annotations offer a roadmap to better comprehend human conversations. By training
on data enriched with speech act annotations, the foundational models can more accurately
predict and generate responses that align with the intended function of the user’s input,
leading to more coherent, context-aware, and human-like interactions in automated dia-
logues.

Example 8.4 (Triple-A: Anything You SayMay Be Used against You). The fourth example
is from the work of Arisaka et al. [18]. The authors propose an abstract agent argumen-
tation (Triple-A), a model that distinguishes the global argumentation of judges from the
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local argumentation of accused, prosecutors, witnesses, lawyers, and experts. The agents
have partial knowledge of the arguments and attacks of other agents, and they decide au-
tonomously whether to accept or reject their own arguments, and whether to bring their
arguments forward in court. The arguments accepted by the judge are based on a game-
theoretic equilibrium among the argumentation of the other agents. The theory can be used
to distinguish various direct and indirect ways in which the arguments of an agent can be
used against his or her other arguments. Given a global abstract agent argumentation
framework, various agents view it differently.

While this paper primarily focuses on static argumentation, its methodology suggests a
potential bridge between argumentation as inference and dialogues. The authors apply ar-
gumentation semantics to derive justified conclusions. However, they also explore varied
scenarios where agents employ diverse strategies of showing their local arguments, which
in turn influence the semantics. It offers an interesting perspective on multi-agent inter-
actions within formal dialogues, especially in settings like courtrooms and policy-making,
etc. A promising direction for future research lies in exploring the dynamics of these in-
teractions when agents possess partial knowledge. How might agents strategically present
arguments when they’re uncertain of others’ knowledge bases? This model could also pave
the way for developing advanced formal dialogue systems that consider the interactions be-
tween agents with varying degrees of information and goals.

The fifth example is dialogue games proposed byMartin Carminada [68]. He interprets
a number of mainstream argumentation semantics by means of structured discussion. For
example, the following is the discussion principle based on grounded semantics.

Definition 8.1. Let (Ar, att) be an argumentation framework. A grounded discussion is a
sequence of discussion moves constructed by applying the following principles.

• BASIS (HTB): If A ∈ Ar then [HTB(A)] is a grounded discussion

• STEP (HTB): If [M1, ...,Mn] (n ≥ 1) is a grounded discussion without HTB-CB repeats1,
and no CONCEDE or RETRACTmove is applicable, andMn = CB(A) andB is an attacker
of A then [M1, ...,Mn,HTB(B)] is also a grounded discussion

• STEP (CB): If [M1, ...,Mn] (n ≥ 1) is a grounded discussion without HTB-CB repeats,
and no CONCEDE or RETRACT move is applicable, andMn is not a CB move, and there
is a move Mi = HTB(A) (i ∈ {1, ..., n}) such that the discussion does not contain
CONCEDE(A), and for each moveMj = HTB(A′) (j > i) the discussion contains a move
CONCEDE(A′), and B is an attacker of A such that the discussion does not contain a
move RETRACT(B), then [M1, ...,Mn,CB(B)] is a grounded discussion

• STEP (CONCEDE): If [M1, ..,Mn] (n ≥ 1) is a grounded discussion without HTB-CB re-
peats, and CONCEDE(B) is applicable then [M1, ...,Mn,CONCEDE(B)] is a grounded
discussion

• STEP (RETRACT): If [M1, ...,Mn] (n ≥ 1) is a grounded discussion without HTB-CB
repeats, and RETRACT(B) is applicable then [M1, ...,Mn,RETRACT(B)] is a grounded
discussion.

1We say that there is a HTB-CB repeat iff ∃i, j ∈ {1, ..., n}∃A ∈ Ar : (Mi = HTB(A) ∨Mi = CB(A)) ∧ (Mj =
HTB(A) ∨Mj = CB(A)) ∧ i ≠ j.
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Definition 8.2. A grounded discussion [M1, ...,Mn] is called terminated iff there exists no
moveMn+1 such that [M1, ...,Mn,Mn+1] is a grounded discussion. A terminated grounded
discussion (with A being the main argument) is won by the proponent iff the discussion
contains (A), otherwise it is won by the opponent.

The discussion protocols (which we will often refer to as “discussion games”) can be
seen as proof procedures of their associated argumentation semantics�[68]. These strict
discussion protocols are close to the notion of speech acts and communication protocols
discussed by McBurney and Parsons [209, 210, 207], and more recent work by Singh and
Chopra that uses these protocols as the guiding principle for complex systems engineering
[90]. As expected by Martin Caminada, one of the possible applications of the discussion
games is for the purpose of human-computer interaction.

The five examples reflect different aspects of future work on how to bridge distributed
argumentation technology to dialogue technology. All these examples stem from the realm
of computational argumentation. However, it’s noteworthy that argumentation as dialogue,
despite being a crucial component of argumentation, hasn’t been as extensively explored
as argumentation as inference. As foundational models emerge, formal dialogue presently
plays a significant role in AI advancements. The real challenge is to advance from existing
models to more sophisticated dialogue frameworks, some possible directions are shown
across the five examples. These examples call for application-driven or example-driven
research and a conceptual approach to guide the investigation.
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Summary

This thesis proposes distributed argumentation technology, a computational approach that
incorporates argumentation reasoning mechanisms within multi-agent systems. For the
formal foundations of distributed argumentation technology, in this thesis, we conduct a
principle-based analysis of structured argumentation as well as abstract multi-agent and
abstract bipolar argumentation.

• Structured argumentation: In Chapter 2, we compare weakest link principle and
last link principle following the approach of Dung’s two seminal papers [112, 115].
Additionally, we introduce a new definition of weakest link attack relation assign-
ment based on lookahead, and compare this new lookahead definition with two ex-
isting ones in the literature using a principle-based analysis. We show that our looka-
head definition does not satisfy context independence, we introduce a new principle
called weak context independence, and we show that lookahead weakest link satisfies
weak context independence. We also show that lookahead weakest link is the clos-
est approximation to Brewka’s prioritised default logic (PDL), known as the greedy
approach. For PDL, we prove an impossibility result under Dung’s axioms. Our re-
sults generalize earlier findings restricted to total orders to the more general case of
modular orders.

• Abstract Argumentation:

– Abstract agent argumentation: In Chapter 3, we study four types of semantics
for them. First, agent defense semantics replaces Dung’s notion of defense by
some kind of agent defense. Second, social agent semantics prefers arguments
that belong to more agents. Third, agent reduction semantics considers the per-
spective of individual agents. Fourth, agent filtering semantics are inspired by
a lack of knowledge. We study five existing principles and we introduce twelve
new ones. In total, we provide a full analysis of fifty-two agent semantics and
the seventeen principles.

– Abstract Bipolar argumentation: In Chapter 4, we introduce and study seven
types of semantics for bipolar argumentation frameworks, each extendingDung’s
interpretation of attack with a distinct interpretation of support. First, we intro-
duce three types of defence-based semantics by adapting the notions of defence.
Second, we examine two types of selection-based semantics that select exten-
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sions by counting the number of supports. Third, we analyze two types of tradi-
tional reduction-based semantics under deductive and necessary interpretations
of support. We provide a full analysis of twenty-eight bipolar argumentation
semantics and ten principles in total. In addition, we consider a legal divorce
action in which the interpretation of support is in close relation to the interpre-
tation of the law itself, where an argument may support another one, but we do
not know yet which kind of support it is. Different agents have different in-
terpretations of legal rules, which lead to various verdicts. However, this con-
sideration does not invalidate our work on the principle-based approach. On
the contrary, because of the ambiguity at the pragmatic and semantic level, a
principle-based approach can be very useful to better understand the choices of
a particular formalization. This serves the legal context by providing a more
abstract conceptualization and analysis of the fundamental concept of formal
argumentation.

Moreover, in Chapter 5, we propose distributed argumentation technology using dis-
tributed ledgers. We envision the Intelligent Human-input-basedBlockchainOracle (IHiBO),
an artificial intelligence tool for storing argumentation reasoning. We present a decen-
tralized and secure architecture for conducting decision-making, addressing key concerns
of trust, transparency, and immutability. We model fund management with agent argu-
mentation in IHiBO and analyze its compliance with European fund management legal
frameworks. The approach explores integrating formal argumentation with contemporary
technologies, thereby advancing the gap between theoretical constructs and real-world ap-
plications, i.e. The employment of blockchain technology for formal argumentation offers
a modest attempt to bridge theory and practice. As a follow-up, in Chapter 6, we discuss
how distributed argumentation technology can be used to advance risk management, reg-
ulatory compliance of distributed ledgers for financial securities,

In Chapter 7, we give a big picture of formal argumentation. First is formal argumen-
tation vs. computational argumentation, then the branches of argumentation as inference
and argumentation as dialogue, and we also provide a comprehensive overview concerning
the three aspects we explored in this thesis: argument strength, multi-agent argumentation,
and support in argumentation. Lastly, we briefly discuss argumentation used in legal AI.
This allows us to position our contributions within the broader intellectual landscape of
this field, thus underscoring the significance of our work.

Further, in Chapter 8, we explore the relationship between distributed argumentation
technology and dialogue technology. We first discuss how to bridge argumentation as di-
alogue and argumentation as inference via dialogue games. Then we show five examples
in the literature of formal argumentation. The five examples can be seen as future use-case
studies that reflect different aspects of bridging distributed argumentation technology and
dialogue technology.

The journey embarked upon in this doctoral thesis may conclude here, but the path it
has blazed toward the intersection of law, science, and technology has just begun. As the
understanding and capabilities in these realms grow, so too will the potential applications
of the concepts and frameworks established within this thesis.
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Chapter 10

Appendix

10.1 Proofs of The Principle-basedAnalysis of BipolarAr-
gumentation

Proposition 10.1. TR satisfies P3.10-P3.15 for all the semantics.

Proof. Semantics under TR does not concern the concept of agent, thus, they all satisfy
P3.10-P3.15.

Proposition 10.2. TR does not satisfy P3.16 and P3.17

Proof. We use a counterexample to prove TR does not satisfy P3.16 and 3.17, as shown in
Figure 10.1. The complete, grounded, complete, stable semantics under TR is {a}.

a b

α

Figure 10.1: R does not satisfy P3.16 and 3.17

Proposition 10.3 (Sem1, Sem2 × P3.1 and P3.2). All the four kinds of Dung’s semantics
under admissibility1 and/or admissibility2 satisfy P3.1 and 3.2.

Proof. Straightforward by definition.

Proposition 10.4 (Sem1 × P3.6). The grounded, complete and preferred semantics under
admissibility1 satisfy P3.6.

Proof. Straightforward by definition.

Proposition 10.5 (Sem2 × P3.7). The grounded, complete and preferred semantics under
admissibility2 satisfy P3.7.

Proof. Straightforward by definition.

Proposition 10.6 (Sem1 × P3.7). The grounded, complete and preferred semantics under
admissibility1 satisfy P3.7.
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Proof. It suffices to show that, given an AAF = ⟨A ,→,S ,!⟩, for every E ⊆A and c ∈A ,
if E defend1 c then E defend2 c. This is straightforward by definition.

Proposition 10.7 (Sem2 ×P3.6). None of the four kinds of Dung’s semantics under admissibility2
satisfy P3.6.

Proof. Consider the AAF below:

a

b

c

d
e

α

α,β

β

Figure 10.2: Agent defense

It is easy to see that, for every E ⊆ A , if E is admissible1 then e ∉ E (since other-
wise E cannot defend1 itself). On the other hand, it is easy to see that {a, b, e} is the
grounded extension of the above AAF under admissibility2, thus the grounded seman-
tics under admissibility2 does not satisfy P3.6. Furthermore, since the grounded exten-
sion is the least complete extension, the complete semantics and preferred semantics under
admissibility2 does not satisfy P3.6 as well. The stable semantics under admissibility2 is
considered in Proposition 10.8.

Proposition 10.8 (Sem1, Sem2 × P3.6, P3.7). The stable semantics under admissibility1
and/or admissibility2 satisfies neither P3.6 nor P3.7.

Proof. Consider the AAF below: It is easy to see that {a, b, e} is a stable extension of the

a

b

c

d
e

α

β

Figure 10.3: Agent defense

AAF. However {a, b, e} is neither admissible1 nor admissible2.
Given an AAF = ⟨A ,→,S ,!⟩, let U ⊆ A . For every E ⊆ U and c ∈ U , we use

“E defendA
i c” (“E defendU

i c”, respectively) to denote thatE defendi c inAAF (inAAF ↓U ,
respectively), where i ∈ {1,2}.
Lemma 10.1. Given an AAF = ⟨A ,→,S ,!⟩, let U ⊆A be an unattacked set. For every
i ∈ {1,2}, E ⊆A and c ∈ U , E defendA

i c iff E ∩U defendU
i c.
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Proof. We only consider the case i = 1. From left to right: Assume E defendA
1 c, then there

must be α ∈ Sc such that for all arguments b ∈ c−, there exists a ∈ E ∩Aα such that a ∈ b−.
Now let b ∈ c−∩U be arbitrary, it follows that there exists a ∈ E ∩Aα such that a ∈ b−. Since
U is unattacked and b ∈ U , a ∈ U as well, i.e., a ∈ (E ∩U )∩ (Aα ∩U ). Since b is arbitrary,
E defendU

1 c.
From right to left: Assume E ∩U defendU

1 c, then there must be α ∈ Sc such that for all
arguments b ∈ c− ∩U , there exists a ∈ E ∩ (Aα ∩U ) such that a ∈ b−. Since U is unattacked
and c ∈ U , c− ∩U = c−. It follows that for all arguments b ∈ c−, there exists a ∈ E ∩Aα such
that a ∈ b−. That is, E defendA

1 c.

Proposition 10.9 (Sem1, Sem2× P3.3). The grounded, complete and preferred semantics
under admissibility1 and/or admissibility2 satisfy P3.3, whereas the stable semantics under
admissibility1 and/or admissibility2 does not satisfy P3.3.

Proof. Since the stable semantics under admissibility1 and/or admissibility2 is the same as
that in abstract argumentation frameworks, the second half follows from [35] directly.

For the first half, we first consider the complete semantics. Given an AAF = ⟨A ,→
,S ,!⟩, let U ⊆ A be an unattacked set. If E ⊆ A is a complete extension of AAF , we
show that E∩U is a complete extension ofAAF ↓U . It is easy to see that E∩U is conflict-
free. For every c ∈ E ∩U , since E defendA

i c, E ∩U defendU
i c by Lemma 10.1. For every

c ∈ U /E, since E does not defendA
i c, E ∩U does not defendU

i c by Lemma 10.1.
On the other hand, if E ⊆ U is a complete extension of AAF ↓U , by Lemma 10.1 it

is easy to see that E is still admissiblei in AAF . For every j ∈ N, we inductively define
a set Ej ⊆ A as follows: (1) E0 = E; (2) En+1 = En ∪ defendA

i (En). Let E∗ = ⋃j∈NEj .
We show that E∗ ∪U = E and E∗ is a complete extension of AAF . For the former, using
Lemma 10.1, we can show that Ej ∩ U = E for every i ∈ N: The case j = 0 is trivial.
Suppose En ∩ U = E, then En+1 ∩ U = (En ∩ U ) ∪ (defendA

i (En) ∩ U ). By Lemma
10.1, defendA

i (En) ∩U = defendU
i (En ∩U ) = defendU

i (E) ⊆ E (note that E is a complete
extension of AAF ↓U ). Thus En+1 ∩U = E. Therefore E∗ ∪U = E. For the latter, since
E is admissiblei in AAF , it is easy to prove that E∗ is a complete extension of AAF . This
complete the proof for the case of the complete semantics.

Next we consider the grounded semantics. Given an AAF = ⟨A ,→,S ,!⟩, let U ⊆ A
be an unattacked set. Suppose that E ⊆ A is the grounded extension of AAF . E ∩ U
must be the grounded extension of AAF ↓U , since other there is E′ ⊂ E ∩ U which is the
grounded extension of AAF ↓U . Consider the set (E′)∗ defined as in the last paragraph,
it holds that (E′)∗ ∪ U = E′ and (E′)∗ is a complete extension of AAF . It follows that
E /⊆ (E′)∗, contradicting that E is the grounded extension of AAF . On the other hand,
suppose that E ⊆ U is the grounded extension of AAF ↓U . Consider the set E∗ defined
as in the last paragraph, it is a complete extension of AAF . Let E′ ⊆ A be an arbitrary
complete extension of AAF . We know that E′ ∩U is a complete extension of AAF ↓U ,
thus E ⊆ E′ ∩U ⊆ E′. By induction on j, we can prove that Ej ⊆ E′ for every j ∈ N. Thus
E∗ ⊆ E′. Since E′ is arbitrary, E∗ is the grounded extension of AAF .

Finally we consider the preferred semantics. Given anAAF = ⟨A ,→,S ,!⟩, letU ⊆A
be an unattacked set. Suppose that E ⊆A is a preferred extension of AAF . Since preferred
extensions are maximal complete extensions, E is also a complete extension ofAAF . Thus
E ∩U is a complete extension of AAF ↓U . We show that E ∩U is a preferred extension
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of AAF ↓U . Suppose not, then there is F ⊆ U such that E ∩U ⊂ F and F is a complete
extension of AAF ↓U . Consider the set F ∪ E, we show that F ∪ E is admissible which
will contradict that E is maximal admissible. We first show F ∪E is conflict-free. Suppose
not, since E and F are conflict-free and U is unattacked, the only possibility is that there
are a ∈ F /E and b ∈ E/F such that a attacks b. Since E defendA

i b, there must be c ∈ E such
that c attacks a. Note that a ∈ F ⊆ U and U is unattacked, then c ∈ U ∩E ⊂ F . It implies
that F is not conflict-free, contradiction! It remains to show F ∪E can defend itself. This
is trivial in view of Lemma 10.1.

On the other hand, suppose E ⊆ U is a preferred extension of AAF ↓U . Consider the
set E∗ defined as before. E∗ is a complete extension of AAF and E∗ ∪ U = E. Since
A is finite, there must be a maximal complete extension (preferred extension) F of AAF
such that F ⊇ E∗. Consider the set F ∩U , we know that F ∩U is a preferred extension of
AAF ↓U by the last paragraph. Note that E ⊆ F ∩U , thus E = F ∩U .

Proposition 10.10 (Sem1, Sem2× P3.4). The grounded, complete and preferred semantics
under admissibility1 and/or admissibility2 do not satisfy P3.4, whereas the stable semantics
under admissibility1 and/or admissibility2 does satisfy P3.4.

Proof. Since the stable semantics under admissibility1 and/or admissibility2 is the same
as that in abstract argumentation frameworks, the second half follows from [36] directly.
Specificallywe can define the founctionG in such away thatG (AAF,C ) = SE(TR(AAF ),C )
where the function SE is defined in page 184 of ( [36]).

For the first half of the lemma, consider theAAF = ⟨A ,→,S ,!⟩ below: It is clear that,

a b c

β α

Figure 10.4: Agent Reinstatement

under both admissibility1 and admissibility2, {a} is the grounded extension of the above
AAF , as well as the complete extension and the preferred extension.

We first consider the grounded semantics. Suppose, towards to a contradiction, that
there is a function G as described in P3.4. Thus G (AAF,A ) = {{a}} (1). On the other hand,
let E ∈ G (AAF,A ). There are three SCCs in AAF, i.e., S1 = {a}, S2 = {b}, and S3 = {c}.
By (1) we know that E ∩ S1 = {a}. Now consider the SSC S2. Since UPAAF (S2,E) =
UAAF (S2,E) = ∅, E ∩ S2 = ∅. S3 remains to be considered. Note that UPAAF (S3,E) =
UAAF (S3,E) = {c}. So E ∩ S3 ∈ G (AAF ↓{c},{c}). Note that G (AAF ↓{c},{c} must be the
grounded extension of AAF ↓{c} which is {c}. So E = {a, c}, contradicting (1).

The cases for the complete and preferred can be shown in a similar way.

Proposition 10.11 (Sem1, Sem2 × P3.5). The grounded, complete and preferred semantics
under admissibility1 and/or admissibility2 do not satisfy P3.5, whereas the stable semantics
under admissibility1 and/or admissibility2 does satisfy P3.5.

Proof. Since the stable semantics under admissibility1 and/or admissibility2 is the same as
that in abstract argumentation frameworks, the second half follows from [36] directly.

For the first half of the lemma, consider the AAF = ⟨A ,→,S ,!⟩ in Figure 10.4.
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It is clear that, under both admissibility1 and admissibility2, {a} is the grounded exten-
sion of the above AAF, as well as the complete extension and the preferred extension.

Let us consider, for example, the complete semantics. {a} is a complete extension of
the AAF and {c} is also a complete extension of AAF {a} = AAF ↓{c}. However, {a, c} is
not a complete extension of the AAF.

Lemma 10.2. Given an AAF = ⟨A ,→,S ,!⟩, a set E ⊆ A and a SCC S ∈ SCCSAAF , for
all a ∈ S, we have:
1. for each i ∈ {1,2} : a ∈ AUPi

AAF (S,E) iff ∀b ∈ E/S: b /→ a.

2. a ∈ AU1
AAF (S,E) iff ∀b ∈ E/S: b /→ a and ∃α ∈Sa, ∀b ∈ A /S with b → a: ∃c ∈ E ∩Aα

such that c→ b.

3. a ∈ AU2
AAF (S,E) iff ∀b ∈ E/S: b /→ a and ∀b ∈ A /S with b → a: ∃α ∈Sa & c ∈ E ∩Aα

such that c→ b.

Proposition 10.12 (Sem1 × P3.9). The complete, preferred and grounded semantics under
admissibility1 do not satisfy P3.9.

Proof. Consider the AAF = ⟨A ,→,S ,!⟩ in Figure 10.2: It is clear that, under both
admissibility1, {a, b} is the grounded extension of the above AAF, as well as the complete
extension and the preferred extension.

We first consider the grounded semantics. Suppose, towards to a contradiction, that
there is a function G as described in P3.9. Thus G (AAF,A ) = {{a, b}} (1). On the other
hand, let E ∈ G (AAF,A ). There are five SCCs in AAF, i.e., S1 = {a}, S2 = {b}, S3 = {c},
S4 = {d} and S5 = {e}. By (1) we know that E ∩S1 = {a} and E ∩S2 = {b}. Now consider
the SSC S3. Since AUP2

AAF (S3,E) = AU2
AAF (S3,E) = ∅, E ∩S3 = ∅. By the same reason,

E∩S4 = ∅. S5 remains to be considered. Note that AUP2
AAF (S5,E) = AU2

AAF (S5,E) = {c}.
So E ∩ S5 ∈ G (AAF ↓{c},{c}). Note that G (AAF ↓{c},{c} must be the grounded extension
of AAF ↓{c} (under admissibility1) which is {c}. So E = {a, b, c}, contradicting (1).

The cases for the complete and preferred can be shown in a similar way.

Proposition 10.13. The stable semantics under admissibility1 and/or admissibility2 satisfy
P3.8 and P3.9.

Proof. We define the function G as follows: for any AAF = ⟨A ,→,S ,!⟩ and C ⊆ A ,
E ∈ G (AAF,C) if and only E is a stable extension in ⟨A ,→⟩. By Proposition 32 in [36], it
is straightforward to show that G satisfies the propertied in P3.8 and P3.9.

Proposition 10.14 (Sem1 × P3.8). The grounded, complete and preferred semantics under
admissibility1 does not satisfy P3.8.

Proof. For the complete and preferred semantics, consider the following AAF = ⟨A ,→
,S ,!⟩, We first consider the complete semantics. Suppose, toward to a contradiction, that
there is function G as described in P3.8. Let E ∈ G (AAF,A ). There are three SCCs: S1 ={a}, S2 = {b} and S3 = {c, d, e, f}. For S1, since AUP1

AAF (S1,E) = {a}, AAF ↓AUP1AAF (S1,E)

consists of the single point a. The complete extension ofAAF ↓AUP1AAF (S1,E) under admissibility1
is {a}. Since AUP1

AAF (S1,E) = AU1
AAF (S1,E) = {a}, by P3.8, (E ∩ S1) = G (AAF ↓{a}

,{a}) = {a}. For S2, since AUP1
AAF (S2,E) = AU1

AAF (S2,E) = ∅, (E ∩ S2) = ∅. For S3,
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Figure 10.5: Agent Reinstatement

we first note that AUP1
AAF (S3,E) = AU1

AAF (S3,E) = {c, d, e, f}. By P3.8, G (AAF ↓{c,d,e,f}
,{c, d, e, f}) must be the set of complete extensions of AAF ↓{c,d,e,f}. Since {c, e} is the
only complete extension of AAF ↓{c,d,e,f}, we have E ∩S3 = G (AAF ↓{c,d,e,f},{c, d, e, f}) ={c, e}. In sum, E = {a, c, e}. However, E cannot defend1 itself in AAF (consider the
argument c), contradiction!

The case for preferred semantics can be shown similarly.
For the grounded semantics, consider the followingAAF = ⟨A ,→,S ,!⟩, Suppose, to-

a

b c

d

f

eβ

α,β

α

Figure 10.6: Agent Reinstatement

wards to a contradiction, that there is function G as described in P3.8. Let E ∈ G (AAF,A ).
There are three SCCs: S1 = {a}, S2 = {b} andS3 = {c, d, e, f}. ForS1, sinceAUP1

AAF (S1,E) ={a}, AAF ↓AUP1AAF (S1,E) consists of the single point a. The grounded extension of AAF ↓{a}
under admissibility1 is {a}. Since AUP1

AAF (S1,E) = AU1
AAF (S1,E) = {a}, by P3.8, (E ∩

S1) = G (AAF ↓{a},{a}) = {a}. For S2, since AUP1
AAF (S2,E) = AU1

AAF (S2,E) = ∅,
(E ∩ S2) = ∅. For S3, we first note that AUP1

AAF (S3,E) = AU1
AAF (S3,E) = {c, e, f}.

By principle 8, G (AAF ↓{c,e,f},{c, e, f}) must be the grounded extension of AAF ↓{c,e,f}.
Since the grounded extension of AAF ↓{c,e,f} is {c, e}, we have E ∩ S3 = G (AAF ↓{c,e,f}
,{c, e, f}) = {c, e}. In sum, E = {a, c, e}. However, E cannot defend1 itself in AAF (con-
sider the argument c), contradiction!
Proposition 10.15 (Sem2 × P3.8). The complete, grounded and preferred semantics for
admissibility2 do not satisfy P3.8.
Proof. Consider the following AAF1 = ⟨A ,→,S ,!1⟩ (on the left) and AAF2 = ⟨A ,→
,S ,!2⟩ (on the right):

Let us consider, for example, the complete semantics under admissibility2. We denote
the five SCCs in AAF 1 (or AAF 2) as: S1 = {a}, S2 = {b}, S3 = {c}, S4 = {d} and S5 = {e}.
It is clear that, under admissibility2, E = {a, b, e} is a complete extension of AAF1. Thus∀i ∈ {1, . . . , 5}:

E ∩ Si ∈ G (AAF1 ↓AUP1AAF1
(Si,E),AU

1
AAF1

(Si,E)).
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Figure 10.7: Sem1 does not satisfy P3.15

Henceforth, we can also verify that ∀i ∈ {1, . . . , 5}:
E ∩ Si ∈ G (AAF2 ↓AUP1AAF2

(Si,E),AU
1
AAF2

(Si,E)).

By P3.8, it must be thatE ∈ G (AAF2,A ). ButE is not a complete extension ofAAF2 under
admissibility2, contradiction!

Proposition 10.16 (Sem2 × P3.9). The complete, grounded and preferred semantics for
admissibility2 do not satisfy P3.9.

Proof. For the grounded semantics, consider the AAF = ⟨A ,→,S ,!⟩ in Figure 10.6.
Suppose, towards to a contradiction, that there is function G as described in P3.9. Let E ∈
G (AAF,A ). There are three SCCs: S1 = {a}, S2 = {b} and S3 = {c, d, e, f}. For S1, since
AUP2

AAF (S1,E) = {a}, AAF ↓AUP2AAF (S1,E) consists of the single point a. The grounded ex-
tension of AAF ↓{a} under admissibility2 is {a}. Since AUP2

AAF (S1,E) = AU2
AAF (S1,E) ={a}, by P3.8, (E ∩ S1) = G (AAF ↓{a},{a}) = {a}. For S2, since AUP2
AAF (S2,E) =

AU2
AAF (S2,E) = ∅, (E∩S2) = ∅. ForS3, we first note that AUP2

AAF (S3,E) = AU2
AAF (S3,E) ={c, e, f}. By principle 8, G (AAF ↓{c,e,f},{c, e, f})must be the grounded extension ofAAF ↓{c,e,f}.

Since the grounded extension of AAF ↓{c,e,f} (under admissibility2) is {c, e}, we have
E ∩ S3 = G (AAF ↓{c,e,f},{c, e, f}) = {c, e}. In sum, E = {a, c, e}. However, E cannot
defend2 itself in AAF (consider the argument d), contradiction!

The similar arguments hold for the complete and preferred semantics.

Proposition 10.17. Sem1 does not satisfy P3.13 for all the semantics.

Proof. Figure 3.2 is a counterexample to prove Sem1 does not satisfy Principle3.13.

Proposition 10.18. Sem1 does not satisfy P3.15 for all the semantics.

Proof. We use a counterexample to prove, as shown in Figure 10.1.

a b c

α β γ

a b c

α β α

Figure 10.8: Sem1 does not satisfy P3.15
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Proposition 10.19. Sem1 does not satisfy P3.16 for all the semantics.

Proof. A counterexample is Figure 3.2.

Proposition 10.20. Sem1 does not satisfy P3.16 for all the semantics.

Proof. A counterexample is 10.1

Proposition 10.21.

Proposition 10.22 (SR1 × P3.1, P3.2). All the four kinds of Dung’s semantics for SR1 do
not satisfy P3.1. Thus, they do not satisfy P3.2, as well.

Proof. A counter example is Figure 10.1.

Proposition 10.24 (SR3 × P3.1). All the four kinds of Dung’s semantics for SR3 satisfy
P3.1.

Proof. Let an AAF = ⟨A ,→,S ,!⟩ be given. It suffices to show that for any a, b ∈ A ,
if there is no attack between them in SR3(AAF ), then there is not attack between them in
AAF . Suppose not, without loss of generality, we assume that a attacks b in AAF . If b does
not attack a in AAF, then a attacks b in SR3(AAF ), contradiction! If b attacks a in AAF,
since it must be either ∣S (b)∣ /> ∣S (a)∣ or ∣S (a)∣ /> ∣S (b)∣, there must be attack between
them in SR3(AAF ), contradiction!

Proposition 10.26 (SR2 × P3.2). All the four kinds of Dung’s semantics for SR2 do not
satisfy P3.2.

Proof. A counter example is Figure 10.1.

Proposition 10.27 (SR3 × P3.2). All the four kinds of Dung’s semantics for SR3 satisfy
P3.2.

Proof. Let an AAF = ⟨A ,→,S ,!⟩ be given. It suffices to show that any admissible set
E ⊆ A in SR3(AAF ) is admissible in ⟨A ,→⟩. Suppose, toward to a contradiction, that E
is not admissible in ⟨A ,→⟩. By Proposition 10.24, it must be that there is c ∈ E such that E
cannot defend c in ⟨A ,→⟩. Thus, since E is conflict-free in ⟨A ,→⟩, there must be b ∈A /E
such that b attacks c and a does not attack b for all a ∈ E (in ⟨A ,→⟩). Thus, specially,
c does not attack b (in ⟨A ,→⟩). Therefore, by definition, b also attacks c in SR3(AAF ).
But for all a ∈ E, a does not attack b in SR3(AAF ). So E cannot defend c in SR3(AAF ),
contradiction!

Proposition 10.28 (SR4 × P3.2). The complete semantics, preferred semantics and stable
semantics for SR4 do not satisfy P3.2, whereas the grounded semantics for SR4 do satisfy
P3.2.

Proof. For the first half, a counter example is as follows: Note that {b} is one of complete
extensions, preferred extensions and stable extensions of SR4(AAF ), but it is not admissi-
ble in AAF.

For the second half of the lemma, let an AAF = ⟨A ,→,S ,!⟩ be given and E ⊆ A be
the grounded extension of SR4(AAF ). Since E is conflict-free, we only need to show E
can defend all of its members in AAF. Let D be the characteristic function of SR4(AAF ),
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a b

α a b

Figure 10.9: SR4 does not satisfy P3.2

thusE = ⋃i=1,...,∞Di(∅). We prove, by induction on the value of i, thatE can defendDi(∅)
in AAF for i = 1, . . . ,∞. If i = 1, let c ∈ D1(∅) = D(∅) be arbitrary. For any argument b
such that b attacks c and c does not attack a in AAF, it must be that b attacks c in SR4(AAF )
by definition. Thus such b does not exist, so E can defend D1(∅) in AAF. Now suppose
that E can defend Dn(∅) in AAF. Let c ∈ Dn+1(∅) be arbitrary. For any argument b such
that b attacks c and c does not attack a in AAF, it must be that b attacks c in SR4(AAF ) by
definition. Since c ∈ Dn+1(∅) = D(Dn(∅)), there must be a ∈ Dn(∅) such that a attacks
b in SR4(AAF ). If a does not attacks b in AAF, it must hold that b attacks a in AAF by
definition. By IH, there is a′ ∈ E such that a′ attacks b in AAF, as desired.
Proposition 10.29 (SR1, SR3 × P3.3). The grounded, complete, preferred semantics for SR1
and SR3 satisfy P3.3, whereas the stable semantics for SR1 and SR3 do not satisfy P3.3.

Proof. For any AAF = ⟨A ,→,S ,!⟩, if a set of arguments U ⊆ A is unattacked in
AAF, then it is also unattacked in SR1(AAF ) and SR3(AAF ). Thus the first half follows
from [35] directly.

For the second half of the lemma, consider the following AAF = ⟨A ,→,S ,!⟩: It is

a b c

d

Figure 10.10: Stable semantics for SR1 and SR3 do not satisfy P3.3

easy to see that SR1(AAF ) = SR3(AAF ) = ⟨A ,→⟩. {a} is unattacked and is a stable
extension of AAF ↓{a} and AAF ↓{a}. But there is no stable extension E of AAF such that
a ∈ E.
Proposition 10.30 (SR2 × P3.3). All the four kinds of Dung’s semantics for SR2 do not
satisfy P3.3.

Proof. A counter example is Figure 10.11.

a b

α a b

Figure 10.11: SR4 does not satisfy P3.3
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Proposition 10.31 (SR4 × P3.3). All the four kinds of Dung’s semantics for SR4 do not
satisfy P3.3.

Proof. A counter example AAF is Figure 10.9. It is easy to see that {a} is unattacked and
is the grounded extension, complete extension, preferred extension and stable extension
of SR4(AAF ↓{a}). But the grounded extension of SR4(AAF ) is ∅ and {b} is a complete,
preferred and stable extension of SR4(AAF ).

Proposition 10.32 (SR1, SR2, SR4 × P3.4). All the four kinds of Dung’s semantics for SR1,
SR2, and SR4 do not satisfy P3.4.

Proof. We first consider the case for SR1, consider the following AAF = ⟨A ,→,S ,!⟩:
a b

α a b

Figure 10.12: SR1, SR2, SR4 does not satisfy P3.4

It is easy to see that {a, b} is the grounded extension of SR1(AAF ), as well as a complete
extension, a preferred extension and a stable extension. Let consider, for example, the
grounded semantics for SR1: Suppose, toward to a contradiction, that there is a function G
as described in P3.4. Then {a, b} ∈ G (AAF,A ) (1). On the other hand, let E ∈ G (AAF,A ).
There are two SCCs in AAF, i.e., S1 = {a} and S2 = {b}. Since S1 is the initial SCC,
UPAAF (S1,E) = UAAF (S1,E) = {a} for any E. Thus E ∩ S1 ∈ G (AAF ↓{a},{a}). Since the
grounded (complete/ preferred/ stable) extension of SR1(AAF ↓{a}) is {a}, E ∩ S1 = {a}.
For S2, UPAAF (S2,E) = UAAF (S2,E) = ∅, thus E ∩ S2 = ∅, contradicting (1). The cases
for the complete, preferred, and stable semantics for SR1 can be shown similarly.

We then consider the case for SR2. It is easy to see that the grounded extension of
SR2(AAF ) is {b}, as well as a complete extension, a preferred extension and a stable
extension. But, by the same reasoning as above, E ∩ S1 = {a} for any function G and
E ∈ G (AAF,A ).

a b

Figure 10.13: SR2 does not satisfy P3.4

The case for SR3 remains to be considered. For the grounded semantics, note that ∅ is
the grounded extension of SR4(AAF ). But, by the same reasoning as above, E ∩ S1 = {a}
for any function G and E ∈ G (AAF,A ). For the complete, preferred, and stable semantics,
note that {b} is a complete, preferred and stable extension of SR4(AAF ). But, by the same
reasoning as above, E ∩ S2 = ∅ for any function G and E ∈ G (AAF,A ).

a b

Figure 10.14: SR4 does not satisfy P3.4
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Proposition 10.33 (SR1 × P3.5). The grounded, complete, and preferred semantics for SR1
do not satisfy the P3.5, whereas the stable semantics for SR1 do satisfy the P3.5.

Proof. Consider the following AAF = ⟨A ,→,S ,!⟩:
a

c bα

a

c b

Figure 10.15: SR1 does not satisfy P3.5

It is easy to see that {a} is the grounded extension of SR1(AAF ), as well a complete
extension and a preferred extension. Let E = {a}, then then AAFE consists of the single
point b. It is also easy to see that {b} is the grounded, complete and preferred extension of
AAFE. However, {a, b} is not admissible in SR2(AAF ).

For the second half of the proposition, let AAF = ⟨A ,→,S ,!⟩ be given and E be
a stable extension of SR1(AAF ). It is easy to know that E∗ is empty, thus E′ is also
empty.

Proposition 10.34 (SR2 × P3.5). All the four kinds of Dung’s semantics for SR2 does not
satisfy P3.5.

Proof. Consider the counter example in Figure 10.11. It is easy to see that {b} is the
grounded, complete, preferred and stable extension of SR2(AAF ). Let E = {b}. Because
AAFE consists of the single point a, thus a is the grounded, complete, preferred and stable
extension of SR2(AAFE). However, {a, b} is not consistent in SR2(AAF ).

Proposition 10.35 (SR3 × P3.5). All the four kinds of Dung’s semantics for SR3 satisfy
P3.5.

Proof. We first consider the complete semantics: let AAF = ⟨A ,→,S ,!⟩ be given and
E be a complete extension of SR3(AAF ) and E′ be a complete extension of SR3(AAFE).
We show that E ∪E′ is a complete extension of SR3(AAF ).

We first show that E ∪ E′ is conflict-free in SR3(AAF ). Suppose not, then the only
possibility is that there are a ∈ E and b ∈ E′ such that a attacks b or b attacks a in SR3(AAF ).
The former case is impossible, because it follows that a attacks b in AAF and, thus, b ∈ E+.
In the latter case, since E defends a in SR3(AAF ), there must be c ∈ E such that c attacks
b in SR3(AAF ). It follows that c attacks b in AAF . Thus b ∈ E+, contradiction!

We then show that E ∪E′ can defend itself in SR3(AAF ). It is obvious that, for every
c ∈ E, E ∪E′ defends c in SR3(AAF ). Let c ∈ E′ be arbitrary and b attacks c in SR3(AAF ).
Since E ∪E′ is consistent in E ∪E′, b ∈ AAFE or b ∈ E+. In the former case, there is a ∈ E′
such that a attacks b in E ∪ E′ (since E′ is a complete extension of SR3(AAFE)). In the
latter case, there is a ∈ E such that a attacks b in AAF. Thus it must be either a attacks b or
b attacks a in SR3(AAF ). If it is the case that b attacks a in SR3(AAF ), since E defend a
in SR3(AAF ), there must be a′ ∈ E such that a′ attacks b in SR3(AAF ).
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Finally we show that E ∪E′ does not defend c for any c ∈ A /(E ∪E′). Suppose not, it
follows that c ∉ E+ (since, otherwise, there is b ∈ E such that b attacks c in AAF. Therefore
it must be either b attacks c or c attacks b in SR3(AAF ). In either case, it follows that there
is b′ ∈ E such that b′ attacks c in SR3(AAF ). Since we assume that E ∪E′ defends c, there
is a ∈ E ∪E′ such that a attacks b′ in SR3(AAF ), contradicting that E ∪E′ is conflict-free).
For any argument b ∈ E∗ such that b attacks c in SR3(AAFE) (thus, in SR3(AAF )), there is
no a ∈ E such that a attacks b in SR3(AAF ) since, otherwise, it implies that b ∈ E+. Thus,
since we assume thatE∪E′ defends c in SR3(AAF ), there must be a ∈ E′ such that a attacks
b in SR3(AAF ) (thus, in SR3(AAFE)). It follows that E′ defends c in SR3(AAFE). Since
E′ is a complete extension of SR3(AAFE), c ∈ E′, contradiction!

We then consider the grounded semantics: Let AAF = ⟨A ,→,S ,!⟩ be given and E be
the grounded extension of SR3(AAF ) and E′ be the grounded extension of SR3(AAFE).
It suffices to show that E′ = ∅. We show the stronger claim that there is no argument c
in SR3(AAFE) that receives no attack (in SR3(AAFE)). Suppose not, then, for any b ∈ A
with b attacks c in SR3(AAF ), b ∈ E ∪E+. If b ∈ E, it follows that c ∈ E+, contradicting that
c is in SR3(AAFE). If b ∈ E+, then there is a ∈ E such that a attacks b in SR3(AAF ). So
E defends c in SR3(AAF ). Thus c ∈ E since E is the grounded extension of SR3(AAF ),
contradiction!

For the preferred semantics, if E is a preferred extension of SR3(AAF ) and E′ is a
preferred extension of SR3(AAFE), then we can show that E′ = ∅. Since, otherwise,
E ∪E′ is a complete extension of SR3(AAF ) by our previous result and E ∪E′ ⊃ E.

Finally, for the stable semantics, suppose E is a stable extension of SR3(AAF ) and E′
is a stable extension of SR3(AAFE). It is easy to see that E′ = ∅ because E+ = A /E.

Proposition 10.36 (SR4 × P3.5). The complete, preferred and stable semantics for SR4
does not satisfy P3.5, whereas the grounded semantics for SR4 do satisfy P3.5.

Proof. For the first half, consider the counter example Figure 10.9.
It is easy to see that {b} is a complete, preferred and stable extension of SR4(AAF ). Let

E = {b}, SR4(AAFE) consists of the single point a. Thus {a} is the complete, preferred
and stable extension of SR4(AAFE). However {b, a} is not conflict-free in SR4(AAF ).

For the second half, letAAF = ⟨A ,→,S ,!⟩ be given andE be the grounded extension
of SR4(AAF ) and E′ be the grounded extension of SR4(AAFE). It suffices to show that
E′ = ∅. We show the stronger claim that there is no argument c in SR4(AAFE) that receives
no attack (in SR4(AAFE)). Suppose not, then, for any b ∈A with b attacks c in SR4(AAF ),
b ∈ E ∪E+. We show that b ∉ E by showing the following claim:

For any b ∈ E, if b attacks c in SR4(AAF ), then c ∈ E+. (10.1)

Proof of Claim. LetD be the characteristic function ofSR4(AAF ), thusE = ⋃i=1,...,∞Di(∅).
The proof is carried out by induction on the value of i. If b ∈D1(∅), then c does not attack
b in SR4(AAF ). By Def. 3.10, it must be either

• b→ c and ∣Sc∣ /> ∣Sb∣, or
• b→ c, c→ b and ∣Sb∣ > ∣Sc∣.
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In either case, c ∈ E+. Assume the claim holds for i = n. If b ∈ Dn+1(∅), we distinguish
two cases: If c does not attack b in SR4(AAF ), by the same reasoning as above, c ∈ E+;
otherwise, there must be b′ ∈ Dn(∅) such that b′ attacks c in SR4(AAF ). Apply the IH, we
have c ∈ E+.

Therefore, b ∈ E+. Namely, there is a ∈ E such that a → b. By Def. 3.10, it must be
either a attacks b or b attacks a in SR4(AAF ). In both cases, there is a′ ∈ E such that a′
attacks b in SR4(AAF ). Since b is arbitrary, we conclude that E defends c in SR4(AAF ).
Thus c ∈ E, contradiction!
Lemma 10.3. Given an AAF = ⟨A ,→,S ,!⟩, a set E ⊆ A and a SCC S ∈ SCCSAAF , for
all a ∈ S, we have:
1. a ∈ UPAAF (S,E) iff for all b ∈ E/S, b /→ a.

2. a ∈ UAAF (S,E) iff for all b ∈ E/S, b /→ a and for all b ∈ A /S such that b → a, there is
c ∈ E such that c→ b.

Definition 10.1. Given an AAF = ⟨A ,→,S ,!⟩ and a set C ⊆ A , a set E ⊆ A is an
admissible set in C iff E ⊆ C and E is admissible in SR3(AAF ). The set of admissible sets
in C is denoted as A S (AAF,C).

Definition 10.2. Given an AAF = ⟨A ,→,S ,!⟩ and a set C ⊆ A , a set E ⊆ A is an com-
plete extension in C iff E is an admissible set in C and every a ∈ C which is defended by E
in SR3(AAF ) belongs toE. The set of complete extensions inC is denoted as C E (AAF,C)

Definition 10.3. Given anAAF = ⟨A ,→,S ,!⟩ and a setC ⊆A , a setE ⊆A is a preferred
extension in C if and only if E ia a maximal element (w.r.t. set inclusion) ofA S (AAF,C).
The set of preferred extensions in C is denoted as PE (AAF,C).

Definition 10.4. Given an AAF = ⟨A ,→,S ,!⟩ and a set C ⊆ A , a set E ⊆ A is a
grounded extension in C if and only if E ia the least element (w.r.t. set inclusion) of
C E (AAF,C). The set of grounded extensions in C is denoted as G E (AAF,C).

According to [36], the grounded extension in C exists and is unique for any AAF =⟨A ,→,S ,!⟩ and set C ⊆A .

Definition 10.5. Given an AAF = ⟨A ,→,S ,!⟩ and a set C ⊆ A , a set E ⊆ A is a stable
extension in C if and only if E ⊆ C and E is a stable extension in SR3(AAF ). The set of
stable extensions in C is denoted as S E (AAF,C).

Lemma 10.4. Given an AAF = ⟨A ,→,S ,!⟩, a set of arguments E ⊆ A that is admis-
sible in SR3(AAF ), and an argument a which is defended by E in SR3(AAF ), denoting
SCCAAF (a) as S, it holds that:

• a ∈ UAAF (S,E); and

• a is defended by E ∩ S in SR3(AAF ↓UPAAF (S,E)).

Proof. To show a ∈ UAAF (S,E), by Lemma 10.3, we need to show that

(1) for all b ∈ E/S, b /→ a, and
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(2) for all b ∈A /S such that b→ a, there is c ∈ E such that c→ b.

For (1), suppose there is b ∈ E/S such that b → a. Then a /→ b (otherwise b ∈ S, contradic-
tion!). Thus b attacks a in SR3(AAF ) by Def. 3.10. Since a is defended byE in SR3(AAF ),
there must be c ∈ E such that c attacks b in SR3(AAF ). This implies that E is not conflict-
free in SR3(AAF ), contradiction! For (2), let b ∈ A /S be such that b → a. Thus a /→ b. By
Def. 3.10, b attacks a in SR3(AAF ). Since a is defended by E in SR3(AAF ), there must
be c ∈ E such that c attacks b in SR3(AAF ). Therefore, it must be that c→ b by Def. 3.10.

The second item remains to be considered. We first note that it follows from the first
item thatE∩S ⊆ UAAF (S,E) because every element ofE∩S is defended byE in SR3(AAF ).
Let b ∈ UPAAF (S,E) be such that b attacks a in SR3(AAF ↓UPAAF (S,E)). Thus b attacks a
in SR3(AAF ). Since b ∈ UPAAF (S,E), by Def. 3.10, for all c ∈ E/S, c does not attack b in
SR3(AAF ). But a is defended by E in SR3(AAF ), thus there must be c ∈ E ∩S such that c
attacks b in SR3(AAF ) (therefore, in SR3(AAF ↓UPAAF (S,E))). It follows that a is defended
by E ∩ S in SR3(AAF ↓UPAAF (S,E)) since b is arbitrary.

Lemma 10.5. Given an AAF = ⟨A ,→,S ,!⟩, let E ⊆ A be a set of arguments such that,
for all S ∈ SCCSAAF

(E ∩ S) ∈A S (AAF ↓UPAAF (S,E), UAAF (S,E)).

Given Ŝ ∈ SCCSAAF and an argument a ∈ UAAF (Ŝ,E). Then for all b ∈ A /Ŝ such that b
attacks a in SR3(AAF ), there is a′ ∈ E such that a′ attacks b in SR3(AAF ).

Proof. By Def. 3.10, b → a. Since a ∈ UAAF (Ŝ,E), there must be c ∈ E such that c →
b. If c attacks b in SR3(AAF ), then we are done. Otherwise, by Definition 10, the only
possibility is that c → b, b → c, and ∣Sc∣ < ∣Sb∣. In this case, b attacks c in SR3(AAF ). We
show that there must be c′ ∈ E such that c′ attacks b in SR3(AAF ). Denote SCCAAF (b) as
S′. If b ∈ S′/UPAAF (S′,E), then, by definition, there must be c′ ∈ E/S′ such that c′ → b.
Note that b /→ c′ (otherwise c′ ∈ S′), thus c′ attacks b in SR3(AAF ) by Def. 3.10. If b ∈
UPAAF (S′,E). Note that E ∩ S′ ∈ A S (AAF ↓UPAAF (S′,E), UAAF (S′,E)), c ∈ E ∩ S′, and b
attacks c in SR3(AAF ↓UPAAF (S′,E)). Thus there must be c′ ∈ E ∩ S′ such that c′ attacks b in
SR3(AAF ↓UPAAF (S′,E)) (thus in SR3(AAF )).

Lemma 10.6. Given an AAF = ⟨A ,→,S ,!⟩, let E ⊆ A be a set of arguments such that,
for all S ∈ SCCSAAF

(E ∩ S) ∈A S (AAF ↓UPAAF (S,E), UAAF (S,E)).

Given a Ŝ ∈ SCCSAAF and an argument a ∈ UAAF (Ŝ,E) which is defended by E ∩ Ŝ in
SR3(AAF ↓UPAAF (Ŝ,E)). Then a is defended by E in SR3(AAF ).

Proof. We first note that E ∩ Ŝ ⊆ UPAAF (Ŝ,E). Let b ∈ A be such that b attacks a
in SR3(AAF ). We distinguish three cases: (1) If b ∈ UPAAF (Ŝ,E), then b attacks a in
SR3(AAF ↓UPAAF (Ŝ,E)). Since a is defended by E ∩ Ŝ in SR3(AAF ↓UPAAF (Ŝ,E)), there must
be c ∈ E ∩ Ŝ such that c attacks b in SR3(AAF ↓UPAAF (Ŝ,E)) (and, thus, in SR3(AAF )). (2)
If b ∈ Ŝ/UPAAF (Ŝ,E), by definition, there must be c ∈ E/Ŝ such that c → b. Note that b /→ c
(otherwise c ∈ Ŝ), thus c attacks b in SR3(AAF ) by Def. 3.10. (3) If b ∉ Ŝ, by Lemma 10.5,
there is a′ ∈ E such that a′ attacks b in SR3(AAF ).
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Lemma 10.7. Given an AAF = ⟨A ,→,S ,!⟩ and a set of arguments E ⊆ A , ∀C ⊆ A ,
E ∈A S (AAF,C) if and only if ∀S ∈ SCCSAAF

(E ∩ S) ∈A S (AAF ↓UPAAF (S,E), UAAF (S,E) ∩C).

Proof. From left to right. We first show that (1) E∩S ⊆ UAAF (S,E)∩C: It suffices to show
E ∩ S ⊆ UAAF (S,E) since E ⊆ C. Let a ∈ E ∩ S. Since E is admissible in SR3(AAF ) and a
is defended by E in SR3(AAF ), it follows from Lemma 10.4 that a ∈ UAAF (S,E). We then
show that (2) E ∩ S is admissible in SR3(AAF ↓UPAAF (S,E)): It is easy to see that E ∩ S is
conflict-free in SR3(AAF ↓UPAAF (S,E)). Let a ∈ E ∩S. Since E is admissible in SR3(AAF )
and a is defended by E in SR3(AAF ), it follows from Lemma 10.4 that a is defended by
E ∩ S in SR3(AAF ↓UPAAF (S,E)).

From right to left. Since ∀S ∈ SCCSAAF , (E ∩ S) ⊆ C, it follow that (1) E ⊆ C.
We then show that (2) E is conflict-free in SR3(AAF ). Let a, b ∈ E. If SCCSAAF (a) =
SCCSAAF (b) = S, since E ∩ S is admissible in SR3(AAF ↓UPAAF (S,E)), there is no at-
tack between them in SR3(AAF ↓UPAAF (S,E)) (thus in SR3(AAF )). If SCCSAAF (a) /=
SCCSAAF (b), since E ∩ SCCSAAF (b) ⊆ UAAF (SCCSAAF (b),E) and a ∈ E/SCCSAAF (b),
a /→ b. Thus, by Def. 3.10, a does not attack b in SR3(AAF ). Similarly, b does not attack
a in SR3(AAF ). Finally, we show that (3) E can defend itself in SR3(AAF ). Let a ∈ E
and denote SCCSAAF (a) as Ŝ. Since E ∩ Ŝ is admissible in SR3(AAF ↓UPAAF (Ŝ,E)) and
a ∈ E ∩ Ŝ, a is defended by E ∩ Ŝ in SR3(AAF ↓UPAAF (Ŝ,E)). Thus, apply Lemma 10.6, we
have a is defended by E in SR3(AAF ).

Complete Semantics

Proposition 10.37. Given anAAF = ⟨A ,→,S ,!⟩ and a set of argumentsE ⊆A , ∀C ⊆A ,
E ∈ C E (AAF,C) if and only if ∀S ∈ SCCSAAF

(E ∩ S) ∈ C E (AAF ↓UPAAF (S,E), UAAF (S,E) ∩C).

Proof. From left to right. It follows from Lemma 10.7 that (E∩S) ∈A S (AAF ↓UPAAF (S,E)

, UAAF (S,E)∩C). It remains to show that ∀a ∈ UAAF (S,E)∩C such that a is defended byE∩
S in SR3(AAF ↓UPAAF (S,E)), a ∈ E∩S. Since a is defended byE∩S in SR3(AAF ↓UPAAF (S,E)

), by Lemma 10.7, a is defended by E in SR3(AAF ). Since a ∈ C and E is a complete
extension in C, a ∈ E.

From right to left. It follows from Lemma 10.7 that E ∈ A S (AFF,C). It remains
to show that ∀a ∈ C, if a is defended by E in SR3(AAF ), then a ∈ E. By Lemma 10.7,
we know that E is admissible in SR3(AAF ). Since a is defended by E in SR3(AAF ), by
Lemma 10.4, a ∈ UAAF (S,E) and a is defended by E ∩ S in SR3(AAF ↓UPAAF (S,E)). Thus
a ∈ E ∩ S since (E ∩ S) ∈ C E (AAF ↓UPAAF (S,E), UAAF (S,E) ∩C).

Preferred Semantics

Lemma 10.8. Given an AAF = ⟨A ,→,S ,!⟩, an admissible set E in SR3(AAF ), and a
S ∈ SCCSAAF , let Ê be a set of arguments such that:

• E ∩ S ⊆ Ê ⊆ UAAF (S,E);

• Ê is admissible in SR3(AAF ↓UPAAF (S,E)).
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It holds that E ∪ Ê is admissible in SR3(AAF ).

Proof. We first show that E ∪ Ê is conflict-free in SR3(AAF ). Suppose not, then the only
possibility is that there is a ∈ E/Ê (thus a ∈ E/S) and b ∈ Ê/E such that a attacks b or b
attacks a in SR3(AAF ). In the former case, by Def. 3.10, it must be that a → b. But it
contradicts that b ∈ Ê ⊆ UAAF (S,E). In the latter case, since E is admissible in SR3(AAF ),
there must be a′ ∈ E such that a′ attacks b in SR3(AAF ). a′ ∉ Ê (otherwise Ê is not conflict-
free in SR3(AAF )), thus a′ ∈ E/Ê. This is also impossible by the same reason mentioned
before.

We then show E ∪ Ê can defend itself in SR3(AAF ). It suffices to show that for all
a ∈ Ê/E,E∪Ê defends a in SR3(AAF ). Let b ∈A be such that b attacks a in SR3(AAF ). We
distinguish three cases: (a) If b ∈ UPAAF (S,E), then b attacks a in SR3(AAF ↓UPAAF (S,E)).
Since Ê is admissible in SR3(AAF ↓UPAAF (S,E)), there must be c ∈ Ê such that c attacks
b in SR3(AAF ↓UPAAF (S,E)) (thus in SR3(AAF )). (b) If b ∈ S/UPAAF (S,E), by definition,
there must be c ∈ E/S such that c → b. Since b /→ c, by Def. 3.10, c attacks b in SR3(AAF ).
(c) If b ∈ A /S. We first note that, by Lemma 10.7, we have (1) ∀S ∈ SCCSAAF : (E ∩
S) ∈ A S (AAF ↓UPAAF (S,E), UAAF (S,E)). We also have (2) a ∈ UAAF (S,E). Based on (1)
and (2), we can apply Lemma 10.5 and obtain that there is c ∈ E such that c attacks b in
SR3(AAF ).

Proposition 10.38. Given anAAF = ⟨A ,→,S ,!⟩ and a set of argumentsE ⊆A , ∀C ⊆A ,
E ∈PE (AAF,C) if and only if ∀S ∈ SCCSAAF

(E ∩ S) ∈PE (AAF ↓UPAAF (S,E), UAAF (S,E) ∩C).

Proof. From left to right. By Lemma 10.7, it follows that (E ∩S) ∈A S (AAF ↓UPAAF (S,E)

, UAAF (S,E) ∩ C). Suppose, towards to a contradiction, that E ∩ S is not a maximal el-
ement (w.r.t set inclusion) in A S (AAF ↓UPAAF (S,E), UAAF (S,E) ∩ C), i.e., there is Ê ∈
C E (AAF ↓UPAAF (S,E), UAAF (S,E) ∩C) such that Ê ⊃ (E ∩ S). Note that:

• E ∩ S ⊆ Ê ⊆ UAAF (S,E);

• Ê is admissible in SR3(AAF ↓UPAAF (S,E)).

Thus we can apply Lemma 10.8 and obtain that E ∪ Ê is admissible in SR3(AAF ). Since
E ∪ Ê ⊃ E, it contradicts that E ∈PE (AAF,C).

From right to left. By Lemma 10.7, it follows thatE ∈A S (AAF,C). Suppose, towards
to a contradiction, that there is Ê ⊃ E and Ê ∈ A S (AAF,C). Then there is S ∈ SCCSAAF

such that Ê ∩ S ⊃ E ∩ S. Let Ŝ ∈ SCCSAAF be such that

(1) Ê ∩ Ŝ ⊃ E ∩ Ŝ,

(2) for any S ∈ SCCSAAF such that S is an ancestor of Ŝ in the condensation of the graph
(A ,→), Ê ∩ S = E ∩ S.

By Lemma 10.7, we have that

(Ê ∩ Ŝ) ∈A S (AAF ↓UPAAF (Ŝ,Ê), UAAF (Ŝ, Ê) ∩C).

But, by (2), it is easy to see thatUPAAF (Ŝ, Ê) = UPAAF (Ŝ,E) andUAAF (Ŝ, Ê) = UAAF (Ŝ,E).
Thus

(Ê ∩ Ŝ) ∈A S (AAF ↓UPAAF (Ŝ,E), UAAF (Ŝ,E) ∩C).
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But Ê ∩ Ŝ ⊃ E ∩ Ŝ, it contradicts that (E ∩ Ŝ) ∈PE (AAF ↓UPAAF (Ŝ,E), UAAF (Ŝ,E) ∩C).

Grounded Semantics

Proposition 10.39. Given anAAF = ⟨A ,→,S ,!⟩ and a set of argumentsE ⊆A , ∀C ⊆A ,
E ∈ G E (AAF,C) if and only if ∀S ∈ SCCSAAF

(E ∩ S) ∈ G E (AAF ↓UPAAF (S,E), UAAF (S,E) ∩C).

Proof. From left to right. By Proposition 10.37, we have that ∀S ∈ SCCSAAF : (E ∩ S) ∈
C E (AAF ↓UPAAF (S,E), UAAF (S,E) ∩ C). Suppose, towards to a contradiction, that there is
S ∈ SCCSAAF such thatE∩S is not the least element in C E (AAF ↓UPAAF (S,E), UAAF (S,E)∩
C). Let Ŝ ∈ SCCSAAF be such that

• for any S ∈ SCCSAAF such that S is an ancestor of Ŝ in the condensation of the graph
(A ,→): E ∩ S ∈ G E (AAF ↓UPAAF (S,E), UAAF (S,E) ∩C).

• ∃Ê ⊂ (E ∩ Ŝ) : Ê ∈ G E (AAF ↓UPAAF (Ŝ,E), UAAF (Ŝ,E) ∩C)

We can thus construct a set E′ ⊆A such that

• for any S ∈ SCCSAAF such that S is an ancestor of Ŝ in the condensation of the graph
(A ,→): (E′ ∩ S) = (E ∩ S);

• E′ ∩ Ŝ = Ê;

• ∀S ∈ SCCSAAF : (E′ ∩ S) ∈ G E (AAF ↓UPAAF (S,E′), UAAF (S,E′) ∩C).

It is easy to see that E′ ∈ C E (AAF,C) by Proposition 10.37. But E /⊆ E′, contradiction!
From right to left. By Proposition 10.37, we have E ∈ C E (AAF,C). Suppose that∃E′ ∈ G E (AAF,C): E′ ⊂ E. Then there must be S ∈ SCCSAAF such that E′ ∩ S ⊂ E ∩ S.

Let Ŝ ∈ SCCSAAF be such that

• for any S ∈ SCCSAAF such that S is an ancestor of Ŝ in the condensation of the graph
(A ,→): E′ ∩ S = E ∩ S;

• E′ ∩ Ŝ ⊂ E ∩ Ŝ.

SinceUPAAF (Ŝ,E′) = UPAAF (Ŝ,E),UAAF (Ŝ,E′) = UAAF (Ŝ,E), andE′∩Ŝ ∈ C E (AAF ↓UPAAF (Ŝ,E′)
, UAAF (Ŝ,E′)∩C) (by Proposition 10.37), we haveE′∩Ŝ ∈ C E (AAF ↓UPAAF (Ŝ,E), UAAF (Ŝ,E)∩
C). But E′ ∩ Ŝ ⊂ E ∩ Ŝ, contradiction!

Stable Semantics

Lemma 10.9. Given an AAF = ⟨A ,→,S ,!⟩ and a set of arguments E ⊆A , E is a stable
extension of SR3(AAF ) if and only if ∀S ∈ SCCSAAF : E ∩ S is a stable extension of
SR3(AAF ↓UPAAF (S,E)).

Proof. From left to right. We need to show that
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(1) E ∩ S ⊆ UPAAF (S,E).

(2) E ∩ S is conflict-free in SR3(AAF ↓UPAAF (S,E)).

(3) ∀a ∈ UPAAF (S,E): a ∉ (E ∩ S) implies that ∃b ∈ E ∩ S such that b attacks a in
SR3(AAF ↓UPAAF (S,E)).

For (1), let a ∈ E ∩S be arbitrary. Suppose, towards to a contradiction, that there is b ∈ E/S
such that b → a. We have a /→ b since otherwise b ∈ S. Thus b attacks a in SR3(AAF ) by
Def. 3.10, contradicting that E is conflict-free in SR3(AAF ). For (2), it is easy to see that
E ∩ S is conflict-free in SR3(AAF ↓UPAAF (S,E)), since otherwise E is not conflict-free in
SR3(AAF ). For (3), let a ∈ UPAAF (S,E)/(E∩S) be arbitrary. Since a ∈ UPAAF (S,E), there
is no b ∈ E/S such that b → a. Thus, by Def. 3.10, there is no b ∈ E/S such that b attacks a
in SR3(AAF ). But E is a stable extension of SR3(AAF ), thus it can only be that ∃b ∈ E ∩S
such that b attacks a in SR3(AAF ) (thus in SR3(AAF ↓UPAAF (S,E))).

From right to left. By Lemma 10.7, we have that E is admissible in SR3(AAF ), thus
E is conflict-free in SR3(AAF ). Let a ∈ A /E be arbitrary. Denote SCCSAAF (a) as S. If
b ∉ UPAAF (S,E), then ∃b ∈ E/S : b → a. We have a /→ b, since otherwise b ∈ S. Thus, by
Def. 3.10, b attacks a in SR3(AAF ). If b ∈ UPAAF (S,E), since E∩S is a stable extension of
SR3(AAF ↓UPAAF (S,E)), there must be b ∈ E∩S such that b attacks a in SR3(AAF ↓UPAAF (S,E)

) (thus in SR3(AAF )).

Proposition 10.40. Given anAAF = ⟨A ,→,S ,!⟩ and a set of argumentsE ⊆A , ∀C ⊆A ,
E ∈S E (AAF,C) if and only if ∀S ∈ SCCSAAF

(E ∩ S) ∈S E (AAF ↓UPAAF (S,E), UAAF (S,E) ∩C).

Proof. From left to right. By Lemma 10.9, E ∩S is a stable extension of AAF ↓UPAAF (S,E).
Thus it suffices to show that E ∩ S ⊆ UAAF (S,E). Let a ∈ E ∩ S be arbitrary and b ∈ A /S
be such that b → a. We have a /→ a, since otherwise b ∈ S. Thus, by Def. 3.10, b attacks a
in SR3(AAF ). Since E is conflict-free, b ∉ E. Thus, E attacks b in SR3(AAF ). Therefore,
by Def. 3.10, there must be c ∈ E such that c→ b. Since b is arbitrary, a ∈ UAAF (S,E).

From right to left. By Lemma 10.9, we have that E is a stable extension of SR3(AAF ).
Besides, it is easy to see that E ⊆ C.
Proposition 10.41 (SR3× P3.4). All the four kinds of Dung’s semantics for SR3 satisfy P3.4.
Proof. Let us consider, for example, the stable semantics for SR3. By definition, it is easy
to see that E is a stable extension of SR3(AAF ) if and only if E ∈ S E (AAF,A ) for any
given AAF = ⟨A ,→,S ,!⟩ and E ⊆ A . For any AAF with ∣SCCSAAF ∣ = 1, define the
functionB as such thatB(AAF,C) = S E (AAF,C). Then, by Proposition 10.40, we have
that the function G = S E satisfies all the conditions in P3.4.

As far as complete, preferred and grounded semantics for SR3 are concerned, proof are
similar and are based on Proposition 10.37, 10.38 and 10.39, respectively.

Proposition 10.42 (AR1 × P3.1, P3.2). All the four kinds of Dung’s semantics for AR1 do
not satisfy P3.2. Thus, they do not satisfy P3.2, as well.

Proof. A counter example is Figure 10.1.



10.1 Proofs of The Principle-based Analysis of Bipolar Argumentation 177

Proposition 10.45. (AR4 × P3.1) All the four kinds of Dung’s semantics for AR4 satisfy
P3.2.

Proof. Obviously from Proposition 10.42.

Proposition 10.46 (AR2 × P3.2). All the four kinds of Dung’s semantics for AR2 do not
satisfy P3.2.

Proof. A counter example is Figure 10.1.

Proposition 10.47 (AR3 × P3.2). All the four kinds of Dung’s semantics for AR3 satisfy
P3.2.

Proof. Let an AAF = ⟨A ,→,S ,!⟩ be given. It suffices to show that any admissible set
E ⊆ A in AR3(AAF ) is also admissible in ⟨A ,→⟩. Suppose, towards to a contradiction,
that E is not admissible in ⟨A ,→⟩. By Proposition 10.42, it must be that there is c ∈ E such
that E cannot defend c in ⟨A ,→⟩. That is, there is b ∈ A such that b → c and a /→ b for all
a ∈ E. Thus, particularly, c /→ b. By Def. 3.10, it follows that b attacks c in AR3(AAF ).
Since a /→ b for all a ∈ E, it holds that a does not attack b for all a ∈ E in AR3(AAF ). Thus,
E cannot defend c in AR3(AAF ), contradiction!

Proposition 10.48 (AR4 × P3.2). The complete semantics, preferred semantics and stable
semantics for AR4 do not satisfy P3.2, whereas the grounded semantics for AR4 do satisfy
P3.2.

Proof. For the first half, a counter example is Figure 10.9. Note that {b} is one of com-
plete extensions, preferred extensions and stable extensions of AR4(AAF ), but it is not
admissible in ⟨A ,→⟩.

For the second half of the lemma, let anAAF = ⟨A ,→,S ,!⟩ be given andE ⊆A be the
grounded extension ofAR4(AAF ). SinceE is conflict-free in ⟨A ,→⟩ by Proposition 10.45,
we only need to showE can defend all of its members in ⟨A ,→⟩. LetD be the characteristic
function of AR4(AAF ), thus E = ⋃i=1,...,∞Di(∅). We prove, by induction on the value of
i, that E can defend Di(∅) in ⟨A ,→⟩ for i = 1, . . . ,∞. If i = 1, let c ∈ D1(∅) = D(∅)
be arbitrary. For any argument b such that b → c and c /→ b, it must be that b attacks c in
AR4(AAF ) by Def. 3.10. Thus such b does not exist, so E can defend D1(∅) in ⟨A ,→⟩.
Now suppose that E can defend Dn(∅) in ⟨A ,→⟩. Let c ∈ Dn+1(∅) be arbitrary. For any
argument b such that b→ c and c /→ b, it must be that b attacks c in AR4(AAF ) by Def. 3.10.
Since c ∈Dn+1(∅) =D(Dn(∅)), there must be a ∈Dn(∅) such that a attacks b inAR4(AAF ).
If a /→ b, it must hold that b → a by Def. 3.10. By IH, there is a′ ∈ E such that a′ → b, as
desired.

Proposition 10.49 (AR1, AR3 × P3.3). The grounded, complete, preferred semantics for
AR1 and AR3 satisfy P3.3, whereas the stable semantics for AR1 and AR3 do not satisfy
P3.3.

Proof. For any AAF = ⟨A ,→,S ,!⟩, if a set of arguments U ⊆A is unattacked in ⟨A ,→⟩, then it is also unattacked in AR1(AAF ) and AR3(AAF ). Thus the first half follows
from [35] directly.

For the second half of the lemma, consider the following AAF = ⟨A ,→,S = {α},!⟩
in Figure 10.16. It is easy to see thatAR1(AAF ) = AR3(AAF ) = ⟨A ,→⟩. {a} is unattacked
and is a stable extension of AAF ↓{a}. But there is no stable extension of ⟨A ,→⟩.
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Proposition 10.50 (AR2, AR4 × P3.3). All the four kinds of Dung’s semantics for AR2 and/
or AR4 do not satisfy P3.3.

Proof. The counter examples are the same as in Proposition 10.30 and Proposition 10.31.

Proposition 10.51 (AR1, AR2, AR4 × P3.4). All the four kinds of Dung’s semantics for
AR1, AR2, and AR4 do not satisfy P3.4.

Proof. See Proposition 10.32.

Proposition 10.52 (AR3× P3.4). All the four kinds of Dung’s semantics for AR3 satisfy
P3.4.

Proof. The proofs are similar to those for SR3. We just substituteAR3 for SR3 in them.

Proposition 10.53 (AR1 × P3.5). The grounded, complete, and preferred semantics for
AR1 do not satisfy the P3.5, whereas the stable semantics for AR1 do satisfy the P3.5.

Proof. See Proposition 10.33.

Proposition 10.54 (AR2 × P3.5). All the four kinds of Dung’s semantics for AR2 does not
satisfy P3.5.

Proof. See Proposition 10.34.

Proposition 10.55 (AR3 × P3.5). All the four kinds of Dung’s semantics for AR3 satisfy
P3.5.

Proof. The proof can be obtained by substituting AR3 for SR3 in the proof of Proposition
10.35.

Proposition 10.56 (AR4 × P3.5). The complete, preferred and stable semantics for AR4
does not satisfy P3.5, whereas the grounded semantics for AR4 do satisfy P3.5.

Proof. The proof is similar to that of Proposition 10.36.

Proposition 10.58 (OR × P3.2). All the four kinds of Dung’s semantics for OR do not satisfy
P3.2.

Proof. A counter example is Figure 10.1.

Proposition 10.59 (NBR × P3.1, P3.2). All the four kinds of Dung’s semantics for NBR do
not satisfy P3.1 and P3.2.

Proof. A counter example is Figure 10.1.

Proposition 10.60 (OR × P3.3). The complete, grounded and preferred semantics for OR
satisfy P3.3, whereas the stable semantics for OR does not satisfy P3.3.

Proof. Let an AAF = ⟨A ,→,S ,!⟩ be given and U ⊆ A be an unattacked set. Since the
set of arguments in OR(AAF ↓U ) is unattacked in OR(AAF ), the first half of the lemma
follows directly from [35]. For the second half of the lemma, a counter example is as
follows:
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Figure 10.16: Stable semantics for OR do not satisfy P3.3

Proposition 10.61 (NBR × P3.3). The complete, grounded and preferred semantics for
NBR satisfy P3.3, whereas the stable semantics for NBR does not satisfy P3.3.

Proof. The proof is similar to that of Proposition 10.60.

Proposition 10.62 (NBR× P3.4). All the four kinds of Dung’s semantics for NBR do not
satisfy P3.4.

Proof. A counter example is Figure 10.12.

Proposition 10.63 (OR × P3.5). All the four kinds of Dung’s semantics for OR satisfy P3.5.
Proof. Let an AAF = ⟨A ,→,S ,!⟩ be given and let OR(AAF ) = (A ′,→′). We show
that, for any E ⊆A ′, OR(AAFE) = (OR(AAF ))E, where (OR(AAF ))E is the E-reduct of
OR(AAF ) defined in [39]. Let (OR(AAF ))E = (A ′′,→′′), we first show A ′ = A ′′.

a ∈A ′
iff a ∉ E, a is not attacked by E in AAF , and there is α ∈S s.t. a ! α (by definition)
iff there is α ∈S s.t. a ! α, a ∉ E, and a is not attacked by E in OR(AAF ) (since E ⊆A ′)
iff a ∈A ′′

We then show →′=→′′. For any a, b ∈A ′ = A ′′:

a→′ b iff a→ b iff a→′′ b.
Thus, OR(AAFE) = (OR(AAF ))E. Therefore, the lemma follows directly from [39].

Proposition 10.64 (NBR × P3.5). The grounded, complete, and preferred semantics for
NBR do not satisfy the P3.5, whereas the stable semantics for NBR do satisfy the P3.5.

Proof. Consider the Figure 10.15. It is easy to see that {a} is the grounded extension of
SR1(AAF ), as well a complete extension and a preferred extension. LetE = {a}, then then
AAFE consists of the single point b. It is also easy to see that {b} is the grounded, complete
and preferred extension of AAFE. However, {a, b} is not admissible in NBR(AAF ).

For the second half of the proposition, let AAF = ⟨A ,→,S ,!⟩ be given and E be
a stable extension of NBR1(AAF ). It is easy to know that E∗ is empty, thus E′ is also
empty.
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Complete, Grounded and Preferred Semantics

In this subsection, let an AAF1 = ⟨A ,→,S ,!⟩ be given. Define AAF2 = ⟨A ,→,{α},!′⟩
as such that a !′ α if and only if ∃β ∈S such that a ! β. It is easy to see that OR(AAF1) =
OR(AAF2). Denote OR(AAF1) = OR(AAF2) as ⟨A ′,→′⟩. We also note that SCCSAAF1 =
SCCSAAF2 , UPAAF1(S,E) = UPAAF2(S,E) and UAAF1(S,E) = UAAF2(S,E) for any E ⊆ A
and S ∈ SCCSAAF1 .

Lemma 10.10. The following hold:

(1) For any arguments a, b in A ′, a→′ b if and only a attacks b in SR3(AAF2).

(2) A ′ is unattacked in SR3(AAF2).

Proof. Immediately from Def. 3.10.

Lemma 10.11. For any E ⊆ A , E is a complete extension in OR(AAF1) = OR(AAF2) if
and only if E ∈ C E (AAF2,A ′) where the function C E is defined in Definition 10.2.

Proof. From left to right. We need to show that

(1) E ⊆A ′.
(2) E is conflict-free in SR3(AAF2).

(3) for every a ∈ E, E defends a in SR3(AAF2).

(4) for every a ∈A ′, if E defends a in SR3(AAF2) then a ∈ E.
The first item is trivial. The second item follows directly from Lemma 10.10 (1). For (3),
let b ∈A be such that b attacks a in SR3(AAF2). Since A ′ is unattacked in SR3(AAF2) and
a ∈ E ⊆ A ′, b ∈ A ′. Thus b →′ a by Lemma 10.10 (1). Since E is a complete extension
in OR(AAF2), there must be c ∈ E such that c →′ b. Thus, by Lemma 10.10 (1) again, c
attacks b in SR3(AAF2). Since b is arbitrary, E defends a in SR3(AAF2). For (4), we show
that E defends a in OR(AAF2), thus a ∈ E since E is a complete extension in OR(AAF2).
Let b ∈ A ′ be such that b →′ a, then b attacks a in SR3(AAF2) by Lemma 10.10 (1). Since
E defends a in SR3(AAF2), there must be c ∈ E such that c attacks b in SR3(AAF2). By
Lemma 10.10 (1) again, c→′ b. Since b is arbitrary, E defends a in OR(AAF2).

From right to left. We need to show that

(1) E ⊆A ′.
(2) E is conflict-free in OR(AAF2).

(3) for every a ∈ E, E defends a in OR(AAF2).

(4) for every a ∈A ′, if E defends a in OR(AAF2) then a ∈ E.
The first item is trivial. The second item follows directly from Lemma 10.10 (1). The
remaining proof is similar to that for the direction from left to right.

Lemma 10.12. The following hold for any E ⊆A :
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(1) E is a preferred extension inOR(AAF1) = OR(AAF2) if and only ifE ∈PE (AAF2,A ′)
where the function PE is defined in Definition 10.3.

(2) E is a grounded extension inOR(AAF1) = OR(AAF2) if and only ifE ∈ G E (AAF2,A ′)
where the function G E is defined in Definition 10.4.

Proof. Directly from Lemma 10.11.
Proposition 10.65. The complete, preferred and grounded semantics for OR satisfy P3.4.
Proof. Let us consider, for example, the complete semantics for OR. Let G (AAF1 ↓X , Y ) =
C E (AAF2 ↓X , Y ∩ A ′) for any Y ⊆ X ⊆ A . Then G (AAF1,A ) = G (AAF1 ↓A ,A ) =
C E (AAF2 ↓A ,A ∩A ′) = C E (AAF2,A ′). By Lemma 10.11, we know that, for anyE ⊆A ,
E is a complete extension inOR(AAF1) if and only if E ∈ G (AAF1,A ). It remains to show
that for any E ⊆A and C ⊆A : E ∈ G (AAF1,C) if and only if ∀S ∈ SCCSAAF1

(E ∩ S) ∈ G (AAF1 ↓UPAAF1
(S,E), UAAF1(S,E) ∩C).

We have the following equivalent conditions:
E ∈ G (AAF1,C) iff E ∈ C E (AAF2,C ∩A ′) (by Definition of G )

iff ∀S ∈ SCCSAAF2: (E ∩ S) ∈ C E (AAF2 ↓UPAAF2
(S,E), UAAF2(S,E) ∩ (C ∩A ′)) (by Propo-

sition 10.37)
iff∀S ∈ SCCSAAF1: (E∩S) ∈ C E (AAF2 ↓UPAAF1

(S,E), UAAF1(S,E)∩(C∩A ′)) (by (SCCSAAF1

= SCCSAAF2 , UPAAF1(S,E) = UPAAF2(S,E) and UAAF1(S,E) = UAAF2(S,E))
iff ∀S ∈ SCCSAAF1: (E ∩ S) ∈ G (AAF1 ↓UPAAF1

(S,E), UAAF1(S,E) ∩C) (by Definition of G )

As far as preferred and grounded semantics for OR are concerned, proof are similar and
are based on Proposition 10.38 and 10.39, respectively.

Stable Semantics

Lemma 10.13. Given an AAF = ⟨A ,→,S ,!⟩ and a set of arguments E ⊆ A , E is a
stable extension of OR(AAF ) if and only if ∀S ∈ SCCSAAF : E ∩S is a stable extension of
OR(AAF ↓UPAAF (S,E)).
Proof. Denote OR(AAF ) as ⟨A ′,→′⟩.

From left to right. We need to show that
(1) E ∩ S ⊆A ′ ∩UPAAF (S,E).

(2) E ∩ S is conflict-free in OR(AAF ↓UPAAF (S,E)).

(3) ∀a ∈ A ′ ∩ UPAAF (S,E): a ∉ E ∩ S implies that ∃b ∈ E ∩ S such that b attacks a in
OR(AAF ↓UPAAF (S,E)).

For (1), since E is a stable extension of OR(AAF ), E ∩ S ⊆ E ⊆ A ′. It remains to show
E ∩S ⊆ UPAAF (S,E). Let a ∈ E ∩S. Since E is conflict-free in ⟨A ,→⟩, there is no b ∈ E/S
such that b → a. Thus a ∈ UPAAF (S,E). For (2), it is obvious that E ∩ S is conflict-free
in OR(AAF ↓UPAAF (S,E)) since otherwise E would not be conflict-free in ⟨A ,→⟩. For (3),
since a ∈ A ′/E and E is a stable extension of OR(AAF ), there must be b ∈ E such that
b → a. Since a ∈ UPAAF (S,E), b ∉ E/S. Thus b ∈ E ∩ S. Since b → a and b ∈ E ∩ S ⊆
A ′ ∩UPAAF (S,E), b attacks a in OR(AAF ↓UPAAF (S,E)).

From right to left. We need to show that
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(1) E ⊆A ′.
(2) E is conflict-free in OR(AAF ).

(3) ∀a ∈A ′: a ∉ E implies that ∃b ∈ E such that b→ a.

For (1), since E ∩ S ⊆ A ′ for all S ∈ SCCSAAF , E ⊆ A ′. For (2), suppose, toward
to a contradiction, that there are a, b ∈ E such that a → b. We distinguish two cases:
(a) If SCCSAAF (a) = SCCSAAF (b) = S, it implies that E ∩ S is not conflict-free in
OR(AAF ↓UPAAF (S,E)), contradiction!

(b) If SCCSAAF (a) /= SCCSAAF (b). Denote SCCSAAF (b) as S. Thus b ∈ E ∩ S and
b ∉ UPAAF (S,E), contradicting that E ∩ S ⊆A ′ ∩UPAAF (S,E).

Proposition 10.66. The stable semantics for OR satisfies P3.4.

Proof. For any AAF = ⟨A ,→,S ,!⟩ and C ⊆ A , let G (AAF,C) be the set of stable ex-
tensions in OR(AAF ). Thus, for any E ⊆ A , E is a stable extension in OR(AAF ) iff
E ∈A (AAF,A ). On the other hand, we have that

E ∈ G (AAF,C)
iff E is a stable extension in OR(AAF ) (Definition of G )
iff ∀S ∈ SCCSAAF : (E ∩ S) is a stable extension of OR(AAF ↓UPAAF (S,E)) (Lemma 10.13)
iff ∀S ∈ SCCSAAF : (E ∩ S) ∈ G (AAF ↓UPAAF (S,E), UAAF (S,E) ∩C) (Definition of G )

10.2 Proofs of The Principle-based Analysis of Abstract
Agent Argumentation

Proposition 10.67. σx
0 satisfy P4.1.

Proof. Obviously.

Proposition 10.68. σx
1 do not satisfy P4.1.

Proof. We use a counterexample from Figure 10.17. From the left part of the Figure, we
can see that σc,g,p

1 = {{c, d}} and σs
1 = ∅ while when adding the support from c to a as in

the right part of the Figure, σc,g,p,s
1 = {{a, c, d}}.

a b

cd

a b

cd

Figure 10.17: σx
1 do not satisfy P4.1

Proposition 10.69. σx
2 do not satisfy P4.1.
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a b

c

d

e

a b

c

d

e

Figure 10.18: σx
2 do not satisfy P4.1

Proof. We use a counterexample from Figure 10.18. From the left part of the Figure, we
can see that σc,g,p

2 = {{c, e}} and σs
1 = ∅ while when adding the support from e to c as in the

right part of the Figure, σc,g,p,s
2 = {{a, c, e}}.

Proposition 10.70. σx
3 do not satisfy P4.1.

Proof. We use a counterexample from Figure 10.19. From the left part of the Figure, we
can see that σc,g,p,s

3 = {{a, c, e, f}} while when adding the support from f to b as in the right
part of the Figure, σc,g,p

3 = {{c, e, f}} and σs
3 = ∅

a

b

c

d

e

f

a

b

c

d

e

f

Figure 10.19: σx
3 do not satisfy P4.1

Proposition 10.71. σc,p,s
4 do not satisfy P4.1.

Proof. We use a counter example from Figure 10.20. σc,p,s
0 = {{a, c, e},{b, d, f}}. In the

left part of the Figure, we have NSI(F ,{a, c, e}) = NSI(F ,{b, d, f}) = 0 so σc,p,s
4 ={{a, c, e},{b, d, f}}. In the right part of the Figure, when adding the support from a to

c, we have NSI(F ,{a, c, e}) = 1 while NSI(F ,{b, d, f}) = 0 so σc,p,s
4 = {{a, c, e}}.

a b c

def

a b c

def

Figure 10.20: σx
4 do not satisfy P4.1
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Proposition 10.72. σc,p,s
5 do not satisfy P4.1.

Proof. We use a counterexample from Figure 10.21. σc
0 = {{a},{a, c, e},{a, d, f}}, σp,s

0 ={{a, c, e},{a, d, f}}. In the left part of the Figurewe haveNSE(F ,{a}) = NSE(F ,{a, c, e}) =
NSE(F ,{a, d, f}) = 1 so σc

5 = σc
0 and σp,s

5 = σp,s
0 . In the right part of the Figure, when

adding the support from e to a, we have NSE(F ,{a, c, e}) = 1 while NSE(F ,{a}) =
NSE(F ,{a, d, f}) = 2 so σc

5 = {{a},{a, d, f}} and σp,s
5 = {{a, d, f}}.

a b c

d

e

f

a b c

d

e

f

Figure 10.21: σx
5 do not satisfy P4.1

Proposition 10.73. σx
6 and σx

7 satisfy P4.1.

Proof. It is obvious from Definition 8, that each indirect attack is the result of a sequence
of supports and an attack. Hence, for all arguments a, b, c such that a supports b and b
supports c, applying the deductive or necessary reduction to BAF will lead to the same
result as having a supports b, b supports c and a supports c and applying the deductive or
necessary reduction to BAF .

Proposition 10.74. σx
0 satisfy Principles 4.2, 4.3, 4.4, 4.7, 4.8.

Proof. Since the notions of conflict-freeness and defence related to σx
0 do not take into

account the supporting arguments, for each x ∈ {c, g, p, s}, we have
σx
0 (Ar, att, sup) = σx

0 (Ar, att,∅).
Satisfaction of the aforementioned principles follows from this observation.

Proposition 10.75. σx
0 , σx

1 , σx
2 , σx

3 , σx
4 , σx

5 and σx
7 do not satisfy P4.5.

Proof. We use a counterexample from Figure 10.22. There is a unique complete/grounded
/preferred/stable extension, E = {a, c}. So even if (a, b) ∈ sup, we have b ∉ E.

a b c

Figure 10.22: σx
0 , σx

1 , σx
2 , σx

3 , σx
4 , σx

5 and σx
7 do not satisfy P4.5

Proposition 10.76. σx
0 , σx

1 , σx
2 , σx

3 , σx
4 , σx

5 and σx
6 do not satisfy P4.6.
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a b c

Figure 10.23: σx
0 , σx

1 , σx
2 , σx

3 , σx
4 , σx

5 and σx
6 do not satisfy P4.6

Proof. We use a counterexample from Figure 10.23. There is a unique complete/ground-
ed/preferred/stable extension, E = {a, c}. So even if (a, b) ∈ sup, we have b ∉ E.
Proposition 10.77. σx

1 do not satisfy P4.2.

Proof. We use a counterexample from Figure 10.24. We have that σx
1 (Ar, att, sup) ={{a, c}}. If we do not consider that c supports a, we have σc,p,g

1 (Ar, att,∅) = {{c}}, σs
1(Ar, att,∅) =∅. Then σx

1 (Ar, att, sup) ⊈ σx
1 (Ar, att,∅).

a b

c

Figure 10.24: σx
1 do not satisfy P4.2

Proposition 10.78. σx
1 do not satisfy P4.3.

Proof. We use a counterexample from Figure 10.24, where we have the initial BAF F ,
σx
1 (F ) = {{a, c}}. If we remove the support from c to a, we have a new BAF F ′ in Figure
10.25, and we have σx

1 (F
′) = {{c}}.

Proposition 10.79. σx
1 satisfy P4.4.

Proof. For all BAFs F = ⟨Ar, att, sup⟩, for all extensions E ∈ σx
1 , if argument a is not

in E, then the support from a has no influence on other arguments. Thus, we have E ∈
σx
1 (Ar, att, sup ∖ {(a, b)}).
Proposition 10.80. σx

1 do not satisfy P4.7.

Proof. We use a counterexample from Figure 10.25. We have σg,c,p
1 (Ar, att,∅) = {{c}},

σs
1(Ar, att,∅) = ∅. It is the case that σx

0 (Ar, att,∅) = {{a, c}}. It follows that σx
1 (Ar, att,∅) ≠

σx
0 (Ar, att,∅).

a b c

Figure 10.25: σx
1 do not satisfy P4.7

Proposition 10.81. σx
1 satisfy P4.8.

Proof. From Definition 3, for all BAFs F = ⟨Ar, att, sup⟩, for all arguments a ∈ Ar, if
we add the support relation from argument b ∈ Ar to a, there will not be any new attacks
towards a, thus, the status of a will not diminish.
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Proposition 10.82. σx
2 do not satisfy P4.2.

Proof. Weuse a counterexample fromFigure 10.26. We have that σc
2(Ar, att, sup) = {{a, c, d}},

but if we do not take support into account, σc
2(Ar, att,∅) = {{c, d}}. Thus, σc

2(Ar, att, sup) ⊈
σc
2(Ar, att,∅).

a b

dc

Figure 10.26: σx
2 do not satisfy P4.2

Proposition 10.83. σx
2 do not satisfy P4.3.

Proof. We use a counterexample from Figure 10.27. For the initial BAF F on the left, we
have σx

2 (F ) = {a, c, d}, while in the new BAFF ′ on the right, we remove the support from
d to c and we have σc,p,g

2 (F ′) = {{c, d}}, σs
2(F

′) = ∅.
a b

c d

a b

c d

Figure 10.27: σx
2 do not satisfy P4.3

Proposition 10.84. σx
2 satisfy P4.4.

Proof. For all BAFs F = ⟨Ar, att, sup⟩, for all extensions E ∈ σx
2 , if argument a is not

in E, then the support from a has no influence on other arguments. Thus, we have E ∈
σx
2 (Ar, att, sup ∖ {(a, b)}).
Proposition 10.85. σx

2 do not satisfy P4.7.

Proof. We use a counterexample from Figure 10.28. We have that σc
2(Ar, att,∅) = {{c, d}},

σc
0(Ar, att,∅) = {{a, c, d}}. Thus, σc

2(Ar, att,∅) ≠ σc
0(Ar, att,∅).

a b

dc

Figure 10.28: σx
2 do not satisfy P4.7

Proposition 10.86. σx
2 satisfy P4.8.

Proof. Obviously.
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Proposition 10.87. σx
3 do not satisfy P4.2.

Proof. Weuse a counterexample fromFigure 10.29. We have that σc
3(Ar, att, sup) = {{c, d}}.

If we do not take support into account, we have that σc
3(Ar, att,∅) = {{a, c, d}}. Then,

σc
3(Ar, att, sup) ⊈ σc

3(Ar, att,∅).
a b

dc

Figure 10.29: σx
3 do not satisfy P4.2

Proposition 10.88. σx
3 satisfy P4.3.

Proof. Obviously.

Proposition 10.89. σx
3 satisfy P4.4.

Proof. For all BAFs F = ⟨Ar, att, sup⟩, for all extensions E ∈ σx
3 , if argument a is not

in E, then the support from a has no influence on other arguments. Thus, we have E ∈
σx
3 (Ar, att, sup ∖ {(a, b)}).
Proposition 10.90. σx

3 satisfy P4.7.

Proof. For any BAF F = ⟨Ar, att,∅⟩, since there are no supporting arguments, the attack-
ing defence definition becomes the same as Dung’s defence definition, and so for every
extension E ∈ σx

3 (F ), σx
3 (Ar, att,∅) = σx

0 (Ar, att,∅).
Proposition 10.91. σx

3 satisfy P4.8.

Proof. Obviously.

Proposition 10.92. σx
4 satisfy Principles 4.2, 4.7, 4.8.

Proof. Obviously from Definition 7 and Proposition 10.74.

Proposition 10.93. σx
4 do not satisfy P4.3.

Proof. We use a counterexample from Figure 10.30. We have the initial BAF F on the
left, σx

4 (F ) = {{a.b.d}}. However, if we remove the support from b to a and the support
from b to d, we have a new BAF F ′ on the right, which is σx

4 (F
′) = {{b, c}}.

Proposition 10.94. σx
4 satisfy P4.4.

Proof. For all BAFs F , for all extensions E ∈ σx
4 (F ) that are selected from σx

0 (F ) based
on the number of support they receive from arguments not in E, this has nothing to do with
the support inside E.

Proposition 10.95. σx
5 satisfy Principles 4.2, 4.7, 4.8.

Proof. Obviously from Definition 7 and Proposition 10.74.
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a b

c d

a b

c d

Initial BAF F New BAF F ′

Figure 10.30: σx
4 do not satisfy P4.3.

Proposition 10.96. σx
5 satisfy P4.3.

Proof. For all BAFs F , for all extensions E ∈ σx
5 (F ) that are selected from σx

0 (F ) based
on the number of support E receives from arguments outside E, this has nothing to do with
the support inside E.

Proposition 10.97. σx
5 do not satisfy P4.4.

Proof. We use a counterexample from Figure 10.31. We have the initial BAF F on the
left, which is σx

5 (F ) = {{a, b, d}}. However, if we remove the support from c to b and the
support from c to a, we have a new BAF F ′, which is σx

5 (F
′) = {{b, c}}.

a b

c d

a b

c d

Initial BAF F New BAF F ′

Figure 10.31: σx
5 do not satisfy P4.4.

Proposition 10.98. σx
6 do not satisfy P4.2.

Proof. We use a counterexample from Figure 10.32. We have the initial BAF F on the
left, and after deductive reduction, we have the new frameworkRD(F ) on the right, which
is σx

0 (RD(F )) = {∅}. However, if we do not take support into account, we have a unique
complete/grounded/preferred/stable extension w.r.t. σx

6 (Ar, att,∅) = {{a}}, ∅ ∉ {{a}}.

a b a b

Initial BAF F RD(BAF) F ′

Figure 10.32: σx
6 do not satisfy P4.2.

Proposition 10.99. σx
6 satisfy P4.3.
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Proof. For all BAFs, for all extensions E ∈ σx
6 (F ), for all arguments a and b such that

a, b ∈ E and a supports b, if we remove the support from a to b, for all the arguments c
attacked by b, we need to remove the supported attack from a to c, but c is still not accepted
because of b. For all the arguments c attacking b, we need to remove mediated attacks from
c to a, a is still accepted by E, nothing will change by removing the support from a to b,
thus, E is still an extension.

Proposition 10.100. σx
6 satisfy P4.4.

Proof. For all BAFs F , for all extensions E ∈ σx
6 (F ), for all arguments a and b such that

a supports b, if a ∉ E and b ∈ E, if we remove the support from a to b, for all arguments c
attacked by b, we need to remove the supported attack from a to c, since a is not accepted,
there is an argument d attacking a without being attacked, so there is no change to E. The
other situation is if b is attacked by an argument c. Since b is accepted, there is an argument
d ∈ E attacking c, and a is also not accepted, so the removal of a mediated attack from c to
a will not influence E.

Proposition 10.101. σx
6 satisfy P4.5.

Proof. We use proof by contradiction. Let ⟨Ar, att, sup⟩ be a BAF, let there be an extension
E ∈ σc

6. Assume that σc
6 does not satisfy P4.5, such that ∃a ∈ E, b ∈ Ar/E, such that

(a, b) ∈ sup. As b ∉ E, such that ∃c ∈ Ar, (c, b) ∈ att, but ∄d ∈ E such that d defends b, i.e. d
attacks c. If c attacks b, then c mediated-attacks a, there is no d attacks c, and then E ∉ σc

6.
This is a contradiction.

Proposition 10.102. σx
6 satisfy P4.7.

Proof. From Definition 9, it is obvious that σx
6 (Ar, att,∅) = σx

0 (Ar, att,∅).
Proposition 10.103. σx

6 satisfy P4.8.

Proof. Obviously.

Proposition 10.104. σx
6 do not satisfy P4.9.

Proof. We use a counterexample from Figure 10.33. We have the initial BAFF on the left,
which is σx

6 = {{a, c}}, Sk(F ) = {a, c}. However, if we add the support from c to b such
that we have a new BAFF ′, then σx

6 (F
′) = {{a}}, Sk(F ′) = {a}. Thus, Sk(F ) ⊈ Sk(F ′).

a b

c

a b

c

a b

c

Initial BAF F New BAF F ′ RD(F ′)
Figure 10.33: σx

6 do not satisfy P4.9

Proposition 10.105. σx
7 do not satisfy P4.2.
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a b

c

a b

c

Initial BAF ND(BAF)

Figure 10.34: σx
7 do not satisfy P4.2.

Proof. We use a counterexample from Figure 10.34, σx
7 (Ar, att, sup) = {{a}. However,

if we do not take support into account, we have σx
7 (Ar, att,∅) = {a, c} σc

7(Ar, att, sup) ⊈
σc
7(Ar, att,∅).
Proposition 10.106. σx

7 satisfy P4.3.

Proof. For all BAFs F , for all extensions E ∈ σx
7 (F ), for all arguments a, b ∈ E, for all the

arguments c attacking a, b, there exists an argument d ∈ E attacking c. If we remove the
support from a to b, only the secondary attacks on b will be removed, or those extended
attacks from b to other arguments will be removed that are still attacked by a. Neither will
not change E.

Proposition 10.107. σx
7 satisfy P4.4.

Proof. For all BAFsF , for all extensions E ∈ σx
7 (F ), there are no arguments a, b ∈ Ar such

that a ∈ E and b ∉ E.
Proposition 10.108. σx

7 do not satisfy P4.5.

Proof. We use a counterexample from Figure 10.22. There is a unique complete/ground-
ed/preferred/stable extension, E = {a, c}. So even if (a, b) ∈ sup, we have b ∉ E.
Proposition 10.109. σx

7 satisfy P4.6.

Proof. We use proof by contradiction. Let ⟨Ar, att, sup⟩ be a BAF, let there be an extension
E ∈ σc

7. Assume that σc
7 does not satisfy P4.6, such that ∃a ∈ E and b ∈ Ar ∖ E, such that

(b, a) ∈ sup. As b ∉ E, such that ∃ c ∈ Ar and (c, b) ∈ att, but ∄d ∈ E such that d defends b,
i.e. d attacks c. If c attacks b, then c secondary attacks a and there is no d that attacks c, and
so E ∉ σc

7. This is a contradiction.

Proposition 10.110. σs
0 does not satisfy P4.10.

Proof. In [35], the authors have showed that σs
0 violates directionality, so σs

0 violates also
BAF directionality. We use their counterexample from Figure 10.35 Let U = {a, b} ∈
US(BAF ), σs

0(BAF↓U ) = {{a},{b}}, σs
0(BAF ) = {{b}} = {E∩U ∣E ∈ σs

0(BAF )}. σs
0(BAF↓U ) ≠{E ∩U ∣E ∈ σs

0(BAF )}
Proposition 10.111. σs

1 does not satisfy P4.10.

Proof. Weuse a counterexample fromFigure 10.36 LetU = {a, b} ∈ US(BAF ), σs
1(BAF↓U ) ={{a},{b}}, σs

1(BAF ) = {{b}} = {E∩U ∣E ∈ σs
1(BAF )}. σs

1(BAF↓U ) ≠ {E∩U ∣E ∈ σs
1(BAF )}
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a b c

Figure 10.35: σs
0 does not satisfy P4.10

a b c

Figure 10.36: σs
1 does not satisfy P4.10

Proposition 10.112. σs
2 does not satisfy P4.10.

Proof. Weuse a counterexample fromFigure 10.37 LetU = {a, b, d} ∈ US(BAF ), σs
2(BAF↓U ) ={{a, d},{b, d}}, σs

2(BAF ) = {{b, d}} = {E ∩ U ∣E ∈ σs
2(BAF )}. σs

2(BAF↓U ) ≠ {E ∩ U ∣E ∈
σs
2(BAF )}

a b c

d

Figure 10.37: σs
2 does not satisfy P4.10

Proposition 10.113. σs
3 does not satisfy P4.10.

Proof. We use the same proof of proposition 10.110

Lemma 10.14. If a set of arguments E′ ⊆ U is admissiblei in BAF↓U , then E′ is admissiblei
in BAF , for i ∈ {0,1,2,3}.
Proof. E′ is admissiblei in BAF↓U , E′ can not be attacked by any argument in Ar ∖ U , so
E′ defendsi itself in BAF .

Proposition 10.114. σp
i satisfy P4.10, for i ∈ {0,1}.

Proof. The authors in [35], have proved that σp
0 satisfies P4.10. We only give the proof

for σp
1.
We need to prove that σp

1 (BAF↓U ) = {E ∩U ∣E ∈ σp
1(BAF )}.

• Part 1: Prove that {E∩U ∣E ∈ σp
1(BAF )} ⊆ σp

1 (BAF↓U ). Suppose thatE′ ∈ {E∩U ∣E ∈
σp
1(BAF )}, we need to prove that E′ ∈ σp

1 (BAF↓U ). E′ ∈ {E ∩U ∣E ∈ σp
1(BAF )}, that

means that there exists E ∈ σp
1(BAF ) such that E′ = E ∩U .
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1. E′ is conflict-free1 because E is conflict-free1.
2. We prove that E′ is admissible1 in BAF↓U . For each argument y ∈ E′, y can

be unattacked, then y is defended1 by E′. If y is attacked, then there exists
x ∈ U ∖E′ such that x attacks y. Since E is admissible1 in BAF , that means that
there exists z ∈ E such that z attacks x and z supports y. z must belong to U , so
z ∈ (E ∩U = E′), so E′ is admissible1 in BAF↓U .

3. We prove that E′ is a maximal admissible1 set in BAF↓U by contradiction. Sup-
pose there exists E2, such that E′ ⊂ E2 and E2 ⊆ U and E2 is admissible1 in
BAF↓U . E2 defends1 all its arguments in BAF↓U . Define E3 = E2 ∪ E. If we
prove that E3 is admissible1 in BAF , that means that E is not a preferredi ex-
tension in BAF which is a contradiction, so we prove that E′ is a preferredi
extension of BAF↓U .
(a) E3 is conflict-free1 because:

i. E2 is conflict-free1 becauseE2 is admissible1 inBAF↓U , alsoE is conflict-
free1 because E ∈ σp

1(BAF ).
ii. E can not attack E2 because E2 ⊆ U .
iii. To prove that E2 ∖ E′ cannot attack E ∖ E′, we do it by contradiction.

Suppose that there exists x ∈ E2∖E′ that attacks an argument y ∈ E∖E′,
since E is admissible1 in BAF , there exists z ∈ E′ such that z attacks x
and z supports y. If z attacks x, then E2 is not conflict-free1. Contra-
diction.

(b) E3 is admissible1 in BAF , because E is admissible1 in BAF , and from
Lemma 10.14, if E2 is admissible1 in BAF↓U , then E2 is admissible1 in
BAF .

• Part 2: Prove that σp
1 (BAF↓U ) ⊆ {E ∩ U ∣E ∈ σp

1(BAF )}. Suppose that E′ ∈ σp
1

(BAF↓U ), we need to prove that E′ ∈ {E ∩U ∣E ∈ σp
1(BAF )}, so we need to prove that

there exists E ∈ σp
1(BAF )} such that E′ = E ∩U. E′ is admissible1 in (BAF↓U ), from

Lemma 10.14,E′ is admissible1 inBAF . That means that there existsE2 ∈ σp
1(BAF )}

such that E′ ⊆ E2 and E2 ∩U = E′.E′ ⊆ E2 because we can always have a preferredi
extension that contains E′.E2 ∩ U /⊃ E′ because then E′ would not be a maximal
admissible1 set in (BAF↓U ).

Proposition 10.115. σp
2 satisfies P4.10.

Proof. The proof is the same as the proof of proposition 10.114, except for Part 1 (2) and
Part 1 (3) (a) iii. We will only prove these two parts.

• Part 1 (2): We prove that E′ is admissible2 in BAF↓U . For each argument y ∈ E′,
y can be unattacked, then y is defended2 by E′. If y is attacked, then there exists
x ∈ U ∖ E′ such that x attacks y. Since E is admissible2 in BAF , that means that
there exists z,w ∈ E such that z attacks x and w supports z. z must belong to U , so
z ∈ (E ∩ U = E′), and z cannot be supported from outside of U so w ∈ E′ so E′ is
admissible2 in BAF↓U .
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• Part 1 (3) (a) iii: To prove thatE2∖E′ cannot attackE∖E′, we do it by contradiction.
Suppose that there exists x ∈ E2 ∖E′ that attacks an argument y ∈ E ∖E′, since E is
admissible2 in BAF , there exists z,w ∈ E′ such that z attacks x and w supports z. If
z attacks x, then E2 is not conflict-free2. Contradiction.

Proposition 10.116. σp
3 satisfies P4.10.

Proof. The proof is the same as the proof of proposition 10.114, except for Part 1 (2) and
Part 1 (3) (a) iii. We will only prove these two parts.

• Part 1 (2): We prove that E′ is admissible3 in BAF↓U . For each argument y ∈ E′,
y can be unattacked, then y is defended3 by E′. If y is attacked, then there exists
x ∈ U ∖E′ such that x attacks y. Since E is admissible3 in BAF , that means that there
exists z,w ∈ E such that z attacks x and for any supporter b of x, w attacks b. z must
belong to U , so z ∈ E ∩ U = E′, b ∈ U , so w ∈ U , so w ∈ E′ so E′ is admissible3 in
BAF↓U .

• Part 1 (3) (a) iii: To prove thatE2∖E′ cannot attackE∖E′, we do it by contradiction.
Suppose that there exists x ∈ E2 ∖E′ that attacks an argument y ∈ E ∖E′, since E is
admissible3 in BAF , there exists z,w ∈ E′ such that z attacks x and for any supporter
b of x, w attacks b. If z attacks x, then E2 is not conflict-free3. Contradiction.

Lemma 10.15. If a set of arguments E ⊆ Ar is admissiblei in BAF , then the set of argu-
ments E′ = (E ∩U) is admissiblei in BAF↓U , for i ∈ {0,1,2,3}.
Proof. We find the proofs in Parts 1 (2) of proofs of propositions 10.114, 10.115 and 10.116.

Proposition 10.117. σc
i satisfy P4.10, for i ∈ {0,1}.

Proof. • Part 1: Suppose that E′ = E ∩ U such that E ∈ σc
1(BAF ), we need to prove

that E′ ∈ σc
1(BAF↓U ).

– From Lemma 10.15, if E is admissible1 in BAF , then E′ is admissible1 in
BAF↓U .

– We need to prove that there does not exist x ∈ U ∖ E′ such that E′ defends1 x.
We prove this by contradiction. Suppose that E′ defends1 arguments in U ∖E′.
We have two cases.
1. Case 1: Suppose that there exists x ∈ U ∖ E′ such that x is not attacked.

Then x is defended1 by E which is not possible because E is a completei
extension in BAF .

2. Case 2: Suppose that there exists x, y ∈ U∖E′, such that y attacks x. Suppose
thatE′ defends1 x, so there exists z ∈ E′ such that z attacks y, and z supports
x. Since z ∈ E′, so z ∈ E, so E defends1 an argument outside of E, but
E ∈ σc

1(BAF ). Contradiction.
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• Part 2: Suppose thatE′ ∈ σc
1(BAF↓U ), we need to prove that there existsE ∈ σc

1(BAF )
such that E′ = E ∩U .
For each set of arguments S in BAF , we denote by Defi(S) the set of arguments
defendedi by S. Let d1(F ,E′) = E1, d1(F ,E1) = E2, ..., d1(F ,Ei−1) = Ei. (E1 ∩
U) = E′ because E′ ∈ σc

1(BAF↓U ), which means that E′ cannot defend1 arguments in
(U ∖E′). Thus, (E1 ∖E′) ⊆ (Ar ∖U).
Also, for each i, Ei = d1(F ,Ei−1), Ei−1 cannot defend1 the arguments in U , so (Ei ∖
E′) ⊆ (Ar ∖ U). That is because if U is attacked, it is going to be attacked from the
arguments in U , U cannot be defended1 from the arguments outside of U .
Let us now prove by induction, that for each i, Ei = d1(F ,Ei−1) is admissible1 in
BAF .

– Base: Let us prove that E′ is admissible1 in BAF .
From Lemma 10.14, if E′ is admissible1 in BAF↓U , then E′ is admissible1 in
BAF .

– Step: Let us suppose that it holds that Ei is admissible1 in BAF , and let us
prove that Ei+1 = d1(F ,Ei) is admissible1 in BAF .

1. We prove that Ei+1 is conflict-free1.

* Ei is conflict-free1 because Ei is admissible1 in BAF .

* Ei cannot attack (Ei+1 ∖ Ei), because since Ei defends1 Ei+1, if an ar-
guments x ∈ Ei attacks Ei+1, there exists an argument y ∈ Ei attacking
x, which is not possible since Ei is conflict-free1.

* (Ei+1∖Ei) is conflict-free1 because if an argument x ∈ (Ei+1∖Ei) attacks
an argument y ∈ (Ei+1 ∖ Ei) , Ei must attack x, which is not possible
because Ei defends1 Ei+1.

* (Ei+1 ∖Ei) cannot attack Ei because since Ei is admissible1 in BAF , if
(Ei+1 ∖Ei) attacks Ei, Ei defends1 itself so Ei must attack (Ei+1 ∖Ei)
which is not possible.

2. We prove that Ei+1 is admissible1 in BAF .

* Ei is admissible1 in BAF .

* Ei defends1 Ei+1 in BAF .

Hence, by induction, we conclude that for each i, Ei = d1(F ,Ei−1) is admissible1 in
BAF .
Having that at each step i, d1(F ,Ei) is admissible1, also having a finite number of
arguments in Ar, we conclude that there is a fix point of the above defined sequence,
that is, there exists j such that d1(F ,Ej) = d1(F , d1(F , d1(F , d1(F , ..., d1(F ,E′))))) =
Ej . Hence, Ej is a completei extension in BAF such that Ej ∩U = E′.

Proposition 10.118. σc
2 satisfies P4.10.

Proof. The proof is the same as the proof of proposition 10.117 except for Part 1 (2), we
will only prove this part.
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• Part 1 (2): Suppose that there exist x, y ∈ U ∖E′, such that y attacks x. Suppose that
E′ defends2 x, so there exist z,w ∈ E′ such that z attacks y, and w supports z. Since
z,w ∈ E′, so z,w ∈ E, so E defends2 an argument outside of E, but E ∈ σc

2(BAF ).
Contradiction.

Proposition 10.119. σc
3 satisfies P4.10.

Proof. The proof is the same as the proof of proposition 10.117 except for Part 1 (2), we
will only prove this part.

• Part 1 (2): Suppose that there exist x, y ∈ U ∖E′, such that y attacks x. Suppose that
E′ defends3 x, so there exist z,w ∈ E′ such that z attacks y, and for any supporter b of
y, w attacks b. Since z,w ∈ E′, so z,w ∈ E, so E defends3 an argument outside of E,
but E ∈ σc

3(BAF ). Contradiction.

Lemma 10.16. For any set of arguments E ⊆ Ar, if E ∈ σc
i (BAF ), then E′ = (E ∩ U) ∈

σc
i (BAF↓U ), for i ∈ {0,1,2,3}.
Proof. We find the proof in Parts 1 of proofs of propositions 10.117, 10.118, and 10.119.

Lemma 10.17. For any set of arguments E′ ⊆ U , if E′ ∈ σc
i (BAF↓U ), for i ∈ {0,1,2,3}, then

there exists a fix pointEj of the sequence di(F ,Ej) = di(F , di(F , di(F , di(F , ..., di(F ,E′))))) =
Ej where Ej ∈ σc

i (BAF ) such that Ej ∩U = E′.
Proof. We find the proof in Part 2 of the proof of proposition 10.117.

Proposition 10.120. σg
i satisfy P4.10, for i ∈ {0,1,2,3}.

Proof. The authors in [35], have proved that σg
0 satisfies P4.10. The proof we will give

below, is the same for each σg
i , with i ∈ {0,1,2,3}.

• Part 1: Suppose that E is the groundedi extension of BAF , let E′ = E ∩U , we prove
by contradiction that E′ is the groundedi extension of BAF↓U .
From Lemma 10.16, if E ∈ σc

i (BAF ), then E′ ∈ σc
i (BAF↓U ) such that E′ = E ∩U .

Suppose there exists E1 ⊂ E′such that E1 ∈ σc
i (BAF↓U ).

Let E2 = di(F ,E1) be the set of arguments defendedi by E1, E3 = di(F ,E2), ...,
Eu = di(F ,Eu−1) = di(F , di(F , ..., di(F ,E1))). Let us prove now by induction that,
for each u, (Eu = di(F ,Eu−1)) ⊂ E.

– Base: E1 ⊂ E′, so E1 ⊂ E.
– Step: Let us suppose that it holds that Eu−1 ⊂ E, and let us prove that (Eu =

di(F ,Eu−1)) ⊂ E. SinceE ∈ σc
i (BAF ), there does not exist any argument x inE,

such that x defendsi an argument in (Ar ∖E). Hence, Eu−1 ⊂ E, so Eu−1 cannot
defendi arguments in (Ar ∖E), so (Eu = di(,F ,Eu−1)) ⊂ E.
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From Lemma 10.17, if E1 ∈ σc
i (BAF↓U ), for i ∈ {0,1,2,3}, then there exists a fix point

Ej of the sequence di(F ,Ej) = di(F , di(F , di(F , di(F , ..., di(F ,E′))))) = Ej where
Ej ∈ σc

i (BAF ) such that Ej ∩ U = E1. We have proved that Ej ⊂ E. Also, Ej ⊊ E
because E1 ⊊ E′. But E is the groundedi extension of BAF . Contradiction.

• Part 2: Suppose E′ is the groundedi extension of BAF↓U , we need to prove that
E′ = E ∩ U such that E is the groundedi extension of BAF . From Lemma 10.17, if
E′ ∈ σc

i (BAF↓U ), for i ∈ {0,1,2,3}, then there existsE ∈ σc
i (BAF ) such thatE′ = E∩U

and E is the fix point obtained by successively applying the function Defi, so E =
di(F , di(F , di...(F , di(E′)))) = di(F ,E). We want to prove that E is the groundedi
extension of BAF by contradiction. Suppose that there exists E1 ⊂ E such that E1

is the groundedi extension of BAF . Then, from Part 1 of the proof of proposition
10.120, E′1 = E1 ∩ U is the groundedi extension of BAF↓U . But E′ is the groundedi
extension of BAF↓U . Contradiction. So E is the groundedi extension of BAF .

Proposition 10.121. σc,p,s
4 do not satisfy P4.10.

Proof. Weuse a counterexample fromFigure 10.38 LetU = {a, b} ∈ US(BAF ), σc,p,s
4 (BAF↓U ) ={{a},{b}}, σc,p,s

4 (BAF ) = {{a, c}}.{E ∩ U ∣E ∈ σc,p,s
4 (BAF )} = {{a}}. σc,p,s

4 (BAF↓U ) ≠{E ∩U ∣E ∈ σc,p,s
4 (BAF )}.

a b

c d

Figure 10.38: σc,p,s
4,5 do not satisfy P4.10

Proposition 10.122. σc,p,s
5 do not satisfy P4.10.

Proof. Weuse a counterexample fromFigure 10.38 LetU = {a, b} ∈ US(BAF ), σc,p,s
5 (BAF↓U ) ={{a},{b}}, σc

5(BAF ) = {{c},{b, c}}, σp,s
5 (BAF ) = {{b, c}}.{E ∩ U ∣E ∈ σc,p,s

5 (BAF )} ={{b}}. σc,p,s
5 (BAF↓U ) ≠ {E ∩U ∣E ∈ σc,p,s

5 (BAF )}.
Proposition 10.123. σc,p,g

6 do not satisfy P4.10.

Proof. We use a counterexample to prove σc,p,g
6 does not satisfy P4.10 which is showed in

Figure 10.39. LetU = {a, b} ∈ US(BAF ) shown in the righthand sub-figure, σc,p,g
6 (BAF↓U ) ={{b}}, σc,p

6 (BAF ) = {{a},{b, c}}. {E ∩ U ∣E ∈ σc,p
6 (BAF )} = {{a},{b}}. σc,p

6 (BAF↓U ) ≠{E ∩ U ∣E ∈ σc,p
6 (BAF )}. σg

6(BAF ) = {∅}, {E ∩ U ∣E ∈ σg
6(BAF )} = {∅}, σg

6(BAF↓U ) ≠{E ∩U ∣E ∈ σg
6(BAF )}.

Proposition 10.124. σg
7 satisfy P4.10.

For the sake of conciseness, to prove Proposition 10.124, we use → and ⇢ to represent
attack and support relation respectively, i.e. a BAF is F = ⟨Ar, att, sup⟩, a attacks b (rep.
a supports b) can written as a→ b (a⇢ b). Recall that σx

6 (F ) = σx
0 (RD(F )), and σx

7 (F ) =
σx
0 (RN(F )).
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a

b c

Figure 10.39: σc,p,g
6 do not satisfy P4.10

Definition 10.6. Given a bipolar BAF F = (Ar,→,⇢), for every j ∈ N, we define the set→j⊆ Ar ×Ar inductively as follows:

1. →0=→;
2. →j+1=→j ∪{(c, b) ∈ Ar ×Ar ∣ ∃a ∈ Ar : a ⇢ b& c →j a} ∪ {(b, c) ∈ Ar ×Ar ∣ ∃a ∈ Ar :

a⇢ b& a→j c}
Definition 10.7. Given a bipolar BAF F = (Ar,→,⇢), for every X ⊆ Ar:

• let F ↓X= (X,→ ∩(X ×X),⇢ ∩(X ×X)).

• for every a, b ∈X, write a→X b if (a, b) ∈ (F ↓X)+.
Lemma 10.18. For every x, y ∈ U , x→Ar y iff x→U y.

Proof. From left to right: Since x →Ar y, there must be i ∈ N such that x →i
Ar y. The proof

is carried out by induction on the value i. If x→0
Ar y, then x→ y, thus x→U y. Suppose the

lemma holds for i = n. If x→n+1
Ar y and x /→n

Ar y, then, by Definition 10.6, it must be either

• ∃a ∈ Ar : a⇢ y& x→n
Ar a or

• ∃a ∈ Ar : a⇢ x& a→n
Ar y.

In the former case, we have a ∈ U (by the definition of U) and x →U a (by the IH). Thus
x→U y be the definition of →U . Similarly for the latter case.

The direction from right to left is trivial.

Lemma 10.19. For any i ∈ N, x ∈ di0(F ,∅) and y ∈ U , if x →Ar y, then there must be
z ∈ U ∩ di0(F ,∅) such that z →Ar y.

Proof. If x ∈ U then we can set z = x. Thus we assume x ∉ U in the following proof.
Since x →Ar y, there must be j ∈ N such that x →j

Ar y. The proof is carried out by
induction on the value j.

If j = 0, it means that x → y. Since we assume x ∉ U , this is impossible. Thus the
lemma holds vacuously.

Suppose the lemma holds for j = n. Let x →n+1
Ar y and x /→n

Ar y, then, by Definition
10.6, it must be either

• ∃a ∈ Ar : a⇢ y& x→n
Ar a or

• ∃a ∈ Ar : a⇢ x& a→n
Ar y.
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In the former case, it must be a ∈ U . Since x →n
Ar a, by IH, we have there must be z ∈

U ∩ di0(F ,∅) such that z →Ar a. Thus z →Ar y by Definition 10.6. In the latter case, note
that a ∈ di0(F ,∅) since x ∈ di0(F ,∅) and a⇢ x. Since a→n

Ar y, apply the IH, we have there
must be z ∈ U ∩ di0(F ,∅) such that z →Ar y.

Lemma 10.20. If there is x ∈ Ar and y ∈ U such that x→Ar y, then there must be z ∈ U such
that z →U y.

Proof. Since x →Ar y, there must be i ∈ N such that x →i
Ar y. The proof is carried out by

induction on the value i. If x→0
Ar y, then x→ y. By the definition of U , x ∈ U . Thus we can

set z = x. Suppose the lemma holds for i = n. If x→n+1
Ar y and x /→n

Ar y, then, by Definition
10.6, it must be either

• ∃a ∈ Ar : a⊸ y& x→n
Ar a or

• ∃a ∈ Ar : a⊸ x& a→n
Ar y.

In the former case, it must be a ∈ U by the definition of U . Since x →n
Ar a, by the IH, there

exists z ∈ U with z →U a. Thus z →U y by the definition of →U . In the latter case, since
a→n

Ar y, by IH, there must be a z ∈ U with z →U y.

We now ready to give the proof of Proposition 10.124 based on Lemma 10.18 to 10.20.

Proof. We first show that

for every i ∈ N+, c ∈ U , c ∈ di0(F ,∅) iff c ∈ di0(U,∅). (10.2)

Base: The direction from left to right is straightforward (since (F ↓U)+ ⊆ F+). For the
converse, suppose c ∈ d10(U,∅) and c ∉ d10(F ,∅). It follows that there is a ∈ Ar with a→Ar c.
If a ∈ U , then a →U c by Lemma 10.18, contradiction! If a ∉ U , there is also z ∈ U with
z →U c, contradiction!

IH: For every c ∈ U , c ∈ dn0 (F ,∅) iff c ∈ dn0 (U,∅).
Induction Step: From left to right. Suppose c ∈ dn+1

0 (F ,∅) and let x ∈ U be an arbitrary
argument such that x →U c. Then x →Ar c. Thus there must be y ∈ dn0 (F ,∅) such that
y →Ar x. By Lemma 10.19, there must be y′ ∈ U ∩ dn0 (F ,∅) such that y′ →Ar x. Since
y′, x ∈ U , by Lemma 10.18 we have y′ →U x. By IH, we also have y′ ∈ dn0 (U,∅). Since x is
arbitrary, we have c ∈ dn+1

0 (U,∅).
From right to left. We need to show that

For every c ∈ Dn+1
U (∅) and every x ∈ Ar,

if x →Ar c then there is y ∈ Dn
Ar(∅) such

that y →Ar x

(10.3)

Since x →Ar c, there must be j ∈ N such that x →j
Ar c. We prove (10.3) by induction on

the value j. If j = 0, then x → c, thus it must be that x ∈ U by the definition of U . Since
c ∈ dn+1

0 (U,∅), there must be y ∈ dn0 (U,∅) such that y →U x. By IH, we have y ∈ dn0 (F ,∅).
It also holds that y →Ar x.

Suppose (2) holds for j = n, we are going to show the case j = n+1. We consider two
cases: (a) If x ∈ U , then x→U c by Lemma 10.18. Thus there must be y ∈ dn0 (U,∅) such that
y →u x. Note that y →Ar x and y ∈ dn0 (F ,∅) (by the IH). (b) If x ∉ U , then, by Definition
10.6, it must be that either
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• ∃a ∈ Ar : a⊸ c& x→n
Ar a or

• ∃a ∈ Ar : a⊸ x& a→n
Ar c.

In the former case, it must be that a ∈ U by the definition of U . Note also thata ∈ dn+1
0 (U,∅)

since c ∈ dn+1
0 (U,∅). Thus, together with the fact that x →n

Ar a, it implies that there is
y ∈ dn0 (F ,∅) such that y →Ar x (because we assume that (2) holds for j = n). In the latter
case, since a →n

Ar c, there must be y ∈ dn0 (F ,∅) such that y →Ar a (because we assume that
(2) holds for j = n). Note that y →Ar x by Definition 10.6.

Proposition 10.125. σc
7 satisfy P4.10.

Lemma 10.21. Let V ⊆ Ar be given. For any X ∈ σc
7(V ) and any a, b ∈ V with a ⊸ b, if

b ∈X, then a ∈X.
Proof. Let x ∈ V be an arbitrary argument such that x →V a. Then x →V b by Definition
10.6. Since b ∈ X and X ⊆ d0(V,X), then there must be y ∈ X such that y →V x. Since a is
arbitrary, we have a ∈ d0(V,X). Since X ⊇ d0(V,X), we have a ∈X.

Lemma 10.22. Let X ∈ σc
7(F ). For any y ∈X and x ∈ U , if y →Ar x, then there is z ∈X ∩U

such that z →Ar x.

Proof. Since y →Ar x, there must be i ∈ N such that y →i
Ar x. The proof is carried out by

induction on i. If i = 0, it means that y → x, thus y ∈ U by the definition of U . Since we
assume y ∈X, we have y ∈X ∩U . Hence we can set z = y.

Suppose the lemma holds for i = n. If y →n+1
Ar x and y /→n

Ar x, then, by Definition 10.6,
it must be either

• ∃a ∈ Ar : a⊸ x& y →n
Ar a or

• ∃a ∈ Ar : a⊸ y& a→n
Ar x.

In the former case, since x ∈ X we have a ∈ X. Since y →n
Ar a, apply the IH, we have that

there must be z ∈ X ∩ U such that z →Ar a. Note that a ⊸ x, thus z →Ar x by Definition
10.6. In the latter case, we first have a ∈ X since y ∈ X (by Lemma 10.21). Since a →n

Ar x,
apply the IH, there must be z ∈X ∩U such that z →Ar x.

Lemma 10.23. For every X ∈ σc
7(F ), X ∩U ∈ σc

7(U).

Proof. By Lemma 10.18, it is easy to know that X ∩U is conflict-free in F ↓+U . It remains
to show X ∩U = d0(U,X ∩U).

For the direction ⊆, let c ∈ X ∩ U be arbitrary and x ∈ U be an arbitrary argument such
that x →U c. By Lemma 10.18 we know that it must be x →Ar c. Since c ∈ d0(F ,X), there
must be some y ∈X such that y →Ar x. By Lemma 10.20, there must be z ∈X ∩U such that
z →Ar x. By Lemma 10.18, z →U x. Since x is arbitrary, we have c ∈ d0(U,X ∩U). Since c
is arbitrary, X ∩U ⊆ d0(U,X ∩U).

For the direction ⊇, we prove a stronger claim:
for every c ∈ U , if c ∈ d0(U,X ∩ U), then
c ∈ d0(F ,X). (10.4)
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Namely,
for every c ∈ U , if c ∈ d0(U,X ∩ U), then
for every x ∈ Ar with x →Ar c, there is
y ∈X such that y →Ar x.

(10.5)

That is,
for every x ∈ Ar and c ∈ d0(U,X ∩ U),
if x →Ar c, then there is y ∈ X such that
y →Ar x.

(10.6)

Since x →Ar c, there must be i ∈ N such that x →i
Ar c. We prove (10.6) by induction on the

value of i. If i = 0, then x → c. Thus x ∈ U by the definition of U . Since c ∈ d0(U,X ∩ U),
there must be y ∈ X ∩ U such that y →U x. By Lemma 10.18, we know that y →Ar x.
Suppose (3) holds for i = n. If x →n+1

Ar c and x /→n
Ar c, then, by Definition 10.6, it must be

either

• ∃a ∈ Ar : a⊸ c& x→n
Ar a or

• ∃a ∈ Ar : a⊸ x& a→n
Ar c.

In the former case, since a ⊸ c, a ∈ U (by the definition of U) and c ∈ d0(U,X ∩ U),
a ∈ d0(U,X ∩U). Since x→n

Ar a, apply the IH, there must be y ∈X such that y →Ar x. In the
latter case, since a→n

Ar c, apply the IH, there is also y ∈X such that y →Ar x.

Lemma 10.24. For any X ∈ σc
7(U), X is admissible in F+.

Proof. We first show that X is admissible in F+: By Lemma 10.18, it is easy to see that
X is conflict-free in F+. To show X ⊆ d0(F ,X), it suffices to show

for every c ∈ X, if c ∈ X, then c ∈
d0(F ,X). (10.7)

Namely,
for every c ∈ X and x ∈ Ar, if x →Ar c
then there is y ∈X such that y →Ar x.

(10.8)

Since x →Ar c, there must be i ∈ N such that x →i
Ar c. We prove (10.8) by induction on the

value of i. If i = 0, then x → c. Thus x ∈ U by the definition of U . Since c ∈ X ⊆ d0(U,X),
there must be y ∈X such that y →U x. By Lemma 10.18, y →Ar x. Suppose (10.8) holds for
i = n. If x→n+1

Ar c and x /→n
Ar c, then, by Definition 10.6, it must be either

• ∃a ∈ Ar : a⊸ c& x→n
Ar a or

• ∃a ∈ Ar : a⊸ x& a→n
Ar c.

In the former case, since X ∈ σc
7(U), c ∈ X and a ∈ U (by the definition of U), it follows

from Lemma 10.21 that a ∈ X. Since x →n
Ar a, apply the IH, there must be y ∈ X such that

y →Ar x. In the latter case, since a →n
Ar c, by the IH, there is y ∈ X such that y →Ar a. It

follows that y →Ar x by Definition 10.6. We have shown (10.8) and, therefore, (10.7).

Lemma 10.25. For every X ⊆ Ar, we say X is inverse closed under suppport if for every
x, y ∈ Ar if x⊸ y and y ∈X, then x ∈X. LetX be a set inverse closed under support. Then
for every x ∈ X and y ∈ U , if x →Ar y then there must be z ∈ X ∩U such that z →Ar y (thus,
by Lemma 10.18, z →U y).
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Proof. Since x →Ar y, there must be i ∈ N such that x →i
Ar y. The proof is carried out by

induction on the value of i. If i = 0, then x→ y. By the definition of U , x ∈ U . Thus we can
set z = x. Suppose the lemma holds for i = n. If x→n+1

Ar y and x /→n
Ar y, then, by Definition

10.6, it must be either

• ∃a ∈ Ar : a⊸ y& x→n
Ar a or

• ∃a ∈ Ar : a⊸ x& a→n
Ar y.

In the former case, it must be a ∈ U by the definition of U . Since x →n
Ar a, by the IH, there

exists z ∈ X ∩ U with z →Ar a. Thus z →Ar y by the definition of →Ar. In the latter case,
we have a ∈ X since X is inverse closed under support. Since a →n

Ar y, apply the IH, there
must be z ∈X ∩U such that z →Ar y.

Lemma 10.26. For every X ∈ σc
7(U), there is Y ∈ σc

7(F ) such that Y ∩U =X.

Proof. From Lemma 10.24 we know that X is admissible in F+. For every i ∈ N, we
inductively define Yi as follows:

1. Y0 =X.

2. Yn+1 = Yn ∪ d0(F , Yn).

It is easy to see that Y = ⋃i∈N Yi ∈ σc
7(F ). It remains to show Y ∩U = X. We first show Yi

is inverse closed under support for every i ∈ N inductively: If i = 0, let x, y ∈ Ar be such
that x ⊸ y and y ∈ X. By the definition of U , x ∈ U . It follows from Lemma 10.21 that
x ∈ X. Suppose Yn is inverse closed under support. If i = n+ 1, let x, y ∈ Ar be such that
x ⊸ y and y ∈ Yn+1 = Yn ∪ d0(F , Yn). If y ∈ Yn, it follows from IH that x ∈ Yn ⊆ Yn+1. If
y ∈ d0(F , Yn), it is easy to know x ∈ d0(F , Yn) ⊆ Yn+1.

We then show Yi ∩U =X for every i ∈ N inductively: The case i = 0 is trivial. Suppose
Yn ∩ U = X, we need to show Yn+1 ∩ U = X. That is, (Yn ∪ d0(F , Yn) ∩ U = X. Since
Yn ∩ U = X, it suffices to show d0(F , Yn) ∩ U ⊆ X. Since X ⊇ d0(U,X). We only need
to d0(F , Yn) ∩ U ⊆ d0(U,X). Let c ∈ d0(F , Yn) ∩ U be arbitrary and x ∈ U be an arbitrary
argument such that x →U c. Since x →Ar c (by Lemma 10.18), there must be y ∈ Yn such
that y →Ar x. Note that Yn is inverse closed under support, it follows from Lemma 10.25
that there is also z ∈ Yn ∩U =X with z →U x. Since x is arbitrary, c ∈ d0(F , Yn) ∩U .

Theorem 10.1. Let a bipolar AF F = (Ar,→,⊸) be given. Let U ⊆ Ar be such that for all
a ∈ Ar/U and b ∈ U , a /→ b and a /⊸ b. σc

7(U) = {X ∩U ∣X ∈ σc
7(F )}.

Proof. Immediately from Lemma 10.23 and Lemma 10.26.

Proposition 10.126. σp
7 satisfy P4.10.

Lemma 10.27. For every X ∈ σp
7(F ), X ∩U ∈ σp

7(U).

Proof. Since preferred extensions are maximal complete extensions which has been proved
by Dung, X ∈ σc

7(F ). Thus, by Lemma 10.23, X ∩U ∈ σc
7(F ). It remains to show X ∩U is

maximal among all complete extensions of (F ↓U)+. Suppose there is Y ∈ σp
7(U) such that
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Y ⊃ X ∩ U . Consider the set Y ∪X. It suffices to show Y ∪X is admissible, because this
will contradict the fact that X ∈ σp

7(F ).
We first show Y ∪X is conflict-free. Suppose not. Since bothX and Y are conflict-free

in F+. It can only be that there are a ∈ Y /X and b ∈ X/Y such that a →Ar b or b →Ar a.
In the former case, since X is admissible in F+ and b ∈ X, there must be c ∈ X such that
c →Ar a. Since X ∈ σc

7(F ), if follows from Lemma 10.21 that X is closed under support.
Thus, by Lemma 10.25, there must be z ∈X ∩U such that z →Ar a, contradicting with that
Y is conflict-free in F+. In the latter case, by Lemma 10.25, there is also z ∈ X ∩ U such
that z →Ar a, contradiction!

We then show Y ∪X ⊆ d0(F , Y ∪X). Since X ∈ σp
7(F ), X ⊆ d0(F ,X) ⊆ d0(F , Y ∪X).

Since Y ∈ σp
7(U) ⊆ σc

7(U), by Lemma 10.24, Y is admissible in F+. Thus Y ⊆ d0(F , Y ) ⊆
d0(F , Y ∪X).

Lemma 10.28. For every X ∈ σp
7(U), there is Y ∈ σp

7(F ) such that Y ∩U =X.

Proof. Since X ∈ σp
7(U), X ∈ σc

7(U). By Lemma 10.26, there must be X ′ ∈ σc
7(F ) such that

X ′ ∩ U = X. Since Ar is finite, there must be Y ∈ σp
7(F ) such that Y ⊇ X ′. Consider the

set Y ∩U . By Lemma 10.27, Y ∩U ∈ σp
7(U). We have Y ∩U ⊇ X since X ⊆ Y and X ⊆ U .

Because X ∈ σp
7(U), we have Y ∩U =X.

Theorem 10.2. Let a bipolar AF F = (Ar,→,⊸) be given. Let U ⊆ Ar be such that for all
a ∈ Ar/U and b ∈ U , a /→ b and a /⊸ b. σp

7(U) = {X ∩U ∣X ∈ σp
7(F )}.

Proof. Immediately from Lemma 10.27 and Lemma 10.28.


