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Abstract 

Big data and AI are paving the way to promising scenarios in clinical practice and clin-
ical research. However, the use of such technologies might clash with some GDPR require-
ments. Today, two forces are driving the EU policies in this domain. The first is the neces-
sity to protect individuals’ safety and fundamental rights. The second is to incentivize the 
deployment of innovative technologies. The first objective is pursued by legislative acts 
such as the GDPR or the AI Act proposal, the second is supported by the new data govern-
ance stemming from the data strategy recently launched by the European Commission. 

Against this background, the thesis analyses the issue of GDPR compliance when big 
data and AI systems are implemented in the health domain. The thesis focuses on the use 
of co-regulatory tools for facilitating compliance with the GDPR. This work argues that 
there are two level of co-regulation in the EU legal system. The first, more general, is the 
approach pursued by the EU legislator when shaping legislative measures that deal with 
fast-evolving technologies. The GDPR can be deemed a co-regulatory solution since it 
mainly introduces general requirements, which implementation shall then by interpretated 
by the addressee of the law following a risk-based approach. This approach, although useful 
for fast evolving situations is costly and sometimes burdensome for organisations. The sec-
ond co-regulatory level is represented by specific co-regulatory tools, such as code of con-
duct and certification mechanisms. These tools are meant to guide and support the inter-
pretation effort of the addressee of the law. 

The thesis argues that the lack of co-regulatory tools which are supposed to implement 
data protection law in specific situations could be an obstacle to the deployment of innova-
tive solutions in complex scenario such as the health ecosystem. The thesis advances hy-
pothesis on theoretical level about the reasons of such a lack of co-regulatory solutions. 
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Introduction 

1 – Background 

Promising scenarios are stemming from the deployment of big data and artificial intel-
ligence systems (hereinafter AI) in health care and scientific research in medicine. [1–3] 
The advantages provided by AI in health domain is given by the extraction of knowledge 
from data using inferential and predictive analysis. Such knowledge is then used to guide 
decision-making process or to improve clinical practice. Several examples of big data and 
AI potential uses in health domain can be mentioned. For example, predictive analysis can 
be deployed in order to implement precision and personalised medicine, to improve diag-
nostic tasks, or to monitor risky patient population. [4–6] The process of drug discovery 
and clinical research can benefit as well from AI implementation. [7, 8] Even more com-
plex implementations, such as surgical robots or companion robots, are being developed in 
order to assist human professionals in common clinical practice. [9–11] 

The deployment of big data and AI faces obstacles in the General Data Protection Reg-
ulation (hereinafter GDPR)1 principles when it is necessary to process big amount of per-
sonal data through fuzzy procedures and for purposes not always defined in advance. These 
difficulties are essentially due to some incompatible dichotomies between GDPR principles 
and big data dynamics. [12] However, on the other hand, the EU legislator is trying to boost 
the use, and especially the re-use, of personal data across EU, for enhancing the market of 
innovative technologies. [13, 14] In this perspective, the EC has recently launched a new 
strategy for the enhancement of data sharing and data re-use, with a great focus on elec-
tronic health data and their use for scientific research. These policy actions had added a 
further layer of regulatory provisions that shall be coordinated with the GDPR. [15, 16] 

Two different forces are therefore influencing the action of the EU legislator in terms 
of policy and regulatory strategies. The first one is given by the necessity to develop tech-
nologies and systems that respect individual rights and freedoms, but also the safety of 
human beings. The second one is the desire to improve the sharing and the re-use of high-
quality data in order to enhance the use of such technologies. The use of these technologies 
is motivated by the fact that their deployment in strategic sectors, such as the health domain, 
is key to enhance performance and results from many points of view, as mentioned before. 
Nevertheless, the best performance of AI is directly linked to the availability of great 
amount of data from different and heterogeneous sources. Making such data available for 
big data and AI technologies is extremely difficult in light of GDPR requirements. [12, 17, 
18] The difficulties are not only due to, as mentioned above, some incompatibilities be-
tween the GDPR’s principles and big data, but also to some practical inefficiencies at the 
compliance level. In other words, implementing the GDPR’s requirements into day-by-day 
activities is extremely difficult in some domains and context. An example in this sense is 
the concept of further processing for re-using personal data in biomedical research. [19] 
This is due to due to some efforts in terms of interpretation that the GDPR requires for 
having data processing activities being in compliance with data protection law. 

 
1 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the 
protection of natural persons with regard to the processing of personal data and on the free movement 
of such data, and repealing Directive 95/46/EC (General Data Protection Regulation). 
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The EU legislator is called to face a challenging task: creating the conditions for the use 
of big data and AI systems, without waving fundamental rights. Moreover, the goal is to 
create a regulatory framework that protect individuals without suffocating the deployment 
of innovative technologies and the potential benefits stemming from them. Compliance 
costs2 are indeed among the main regulatory costs impacting organisations. For succeeding 
in this difficult challenge, a regulatory shift is observable in data protection law. The EU 
legislator has tried to move from formalistic approach to data protection law towards a risk-
based approach in terms of compliance demonstration. This approach shift has been a 
choice due to different reasons converging in the need to create a regulation able to deal 
with fast moving technologies. Therefore, most of GDPR’s requirements only set some 
general principles, while large part of their actual implementation and interpretation is left 
to data controllers and processors. The choice concerning the implementation of the re-
quirements shall be done after a risk assessment, in order to demonstrate that the technical 
and organisational measures adopted were appropriate to the case. [20] The aim pursued 
by the EU legislator is removing administrative duties, like ex-ante notifications or ex-post 
control by data protection authorities, and replace them with a constant (i.e., during the 
whole data processing life-cycle) risk evaluation. According to the risk level inherent in 
the data processing, data controllers shall adopt appropriate measures to protect rights and 
freedoms of individuals. The data controller has, therefore, the duty of being able to demon-
strate the proper application of the measures. These duties of evaluation and demonstration 
stem from the accountability principle introduced by the art. 5(2) GDPR. 

In light of the mentioned shift, it is possible to affirm that the GDPR adopts a co-regu-
latory approach. Indeed, in the GDPR the implementation of the law is largely delegated 
to discretionary risk-assessments carried out by the addressee of the law. This approach, 
although necessary for facing fast moving technologies, create high compliance burden on 
data controllers and processors. However, the use of co-regulatory tools/instruments – 
Codes of Conduct (hereinafter also CoC) and Certification Mechanisms (hereinafter also 
CM) – in the GDPR was meant to smooth the application of such a heavy piece of legisla-
tion and tackle the raise of compliance costs. 

The role of non-mandatory and quasi-regulatory solutions in data protection law has 
been enhanced by the GDPR respect the previous Data Protection Directive (DPD)3. In-
deed, the GDPR has introduced a new co-regulatory instrument: the CMs. On the other 
hand, the role of CoCs under GDPR has been strengthened, although these instruments 
were already present under the DPD. As it will be discussed in the thesis, CoCs and CMs 
in GDPR are supposed to be compliance instruments. Data controllers and processors can 
use them to reach and demonstrate compliance, in light of the new accountability principle 
introduced by the GDPR. [21, 22] 

 
2 Compliance costs can then be divided between 1) administrative burdens; 2) substantive compli-
ance costs for organisations. Administrative burdens are costs stemming from information obliga-
tions towards authorities. Substantive compliance costs are all the other costs borne by a group for 
compliance activities, such as labour costs, implementation costs, or external service costs. [226] 
3 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the 
protection of individuals with regard to the processing of personal data and on the free movement 
of such data. 
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2 – Notes about the methodology 

Against this background, the thesis investigates data protection legal aspects when big 
data and AI are implemented in health context. To be more precise, the work focuses on 
the role played by alternative regulatory solution other than hard law provisions. The in-
struments here analysed are classified as co-regulatory tools/instruments. Their role is pro-
vided by articles 40 and 41 GDPR, as for codes of conduct (CoC), and in article 42 and 43 
GDPR, as for certification mechanism (CM). These instruments are supposed to be devel-
oped by stakeholders under the control and the final approval of data protection authorities 
(DPAs). Their adoption is voluntary, but if adopted these instruments can produce some 
legal effects4. However, to date, these solutions do not find large application in the EU data 
protection law domain. 

The aim of the work is to understand to what extent co-regulatory instruments can help 
to face the complexities of healthcare scenario, taking into account also new regulatory and 
policy strategies pursued by the EU legislator. Essentially, in light of the burdens in terms 
of compliance generated by the risk-based approach of the GDPR, this work will try to 
understand the impact of co-regulatory tools. These instruments should relieve data con-
trollers and processors from part of their burden in reaching and demonstrating compliance. 
Moreover, such instruments also play other roles, such as trust enhancement in the ecosys-
tem or competitive advantage on the market. [23, 24] All these aspects will be object of the 
discussion carried out throughout the thesis. 

The work adopts a theoretical approach in addressing the issues presented here, starting 
from the assumption that GDPR compliance is a concrete issue for organizations that pro-
cess big amount of personal data in the health domain. The literature production cited 
throughout this work confirms that the implementation of GDPR requirements is a critical 
aspect, especially for the domain analysed here. As regards the co-regulatory instruments, 
the literature production is much less abundant. In this regard, the present work tries to fill 
this gap, encouraging also future empirical research that are needed to assess more precisely 
cost-related impacts of these instruments on organizations compliance. 

3 – Summary of the Content 

The thesis is divided into four chapters. Chapter 1 “Big data and AI applications in 
healthcare” will provide a first introduction of the context. Namely, an overview of the 
phenomena of big data and AI in health is provided in Section 1. The concept of big data 
is put in context in Section 1.1, where a contextualised definition and an overview of the 
big data supply chain in health are presented. Moreover, a summary of the main applica-
tions of AI systems in health is provided in Section 1.2. After introducing these concepts 
in the context of health, the rest of Chapter 1 starts the overview from a legal perspective. 
Section 2 analyses the legal framework, focusing in the first place on data protection law, 
in Section 2.1. The thesis also briefly analyses the proposed AI Act in Section 2.2. Section 
3, in conclusion, deals with the recent policies adopted by the EC for enhancing the sharing 
and re-use of data. Section 3.1 in particular presents the Data Governance Act (hereinafter 

 
4 The legal effects of GDPR co-regulatory instruments are not completely clear and the literature 
there seem to be different opinions on this point, see [22, 154]. 
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DGA)5 and the proposal for a regulation on the Common European Health Data Space 
(hereinafter EHDS)6. On the other hand, Section 3.2 describes the concerns that these new 
policies present in terms of interplay with data protection law legislation. 

Having presented the context, both from a technological and legal perspective and the 
related concerns, Chapter 2 “Co-Regulatory Instruments for Data Processing” moves to the 
analysis of co-regulatory solutions. Section 1, first of all, provide a definition of the co-
regulation phenomenon (Section 1.1) as well as a taxonomy of it (Section 1.2). Section 2 
then delve into the discussion of the specific co-regulatory instruments in data protection 
law domain. Section 2.1 provides a short historical excursus of co-regulation under the 
DPD. After that, Section 2.2 analyses the specific instruments of CoC under articles 40 and 
41 GDPR. On the other hand, Section 2.3 presents the CM instrument under articles 42 and 
43 GDPR. Chapter 3 concludes analysing the main impacts and effects that can be gener-
ated by the application of co-regulatory measures in data protection law. Namely, Section 
3.1 investigates the role played by these instruments in terms of compliance facilitation. 
Section 3.2 analyses the prospected impacts in terms of legal certainty and reduction of 
legal fragmentation. Section 3.3 delves into the aspects related to market dynamics. In con-
clusion, Section 3.4, in light of the forecasted impacts and roles of these instruments try to 
carry out a first reasoning on the scarce application of these instruments in data protection 
law in general. 

Chapter 3 “Proposal for a Co-regulatory Model of Governance in Health” tries to trans-
late into the context of health the analysis carried out, in general, in Chapter 2. Therefore, 
Section 1 analyses the two main aspects that might influence the success or the failure of 
co-regulation solution in health. These points consist in the definition of the material and 
geographical scope of the co-regulatory measure (Section 1.1) and in the impacts on stake-
holders’ behaviours (Section 1.2). Section 1.3, recalling in part the discussion at the end of 
Chapter 2, tries to forecast realistic expectations from the use of these instruments in health 
while big data and AI solutions are implemented. Section 2 then focuses just on one of the 
two co-regulatory solutions of the GDPR, i.e., Codes of conduct. The choice to focus just 
on CoCs has been done for the sake of the discussion, given the relevance of the specific 
instrument for the domain at issue. Namely, this section tries to speculate some potential 
content of a CoC for the use and re-use of personal data in health. The following aspects 
have been analysed: 1) anonymisation and pseudonymisation (Section 2.1); Data re-use for 
scientific research (Section 2.2); Data subjects’ consent and data altruism (Section 2.3); 
Data controllership (Section 2.4); Legal basis for primary and secondary uses (Section 2.5); 
Data minimisation, purpose and storage limitation principles (Section 2.6). This is not sup-
posed to be an exhaustive list of arguments that shall be included in such instruments. Oth-
erwise, it should be considered as a list of relevant topics that, among others, generate is-
sues in terms of compliance in health domain. The points mentioned are analysed especially 
in light of the application of big data and AI solutions as well as in consideration of the 
new interplay between GDPR and the DGA and the EHDS. 

Chapter 4 “Proposal for a Code of Conduct for Health Data Processing” move the anal-
ysis on a more practical level. Here, the thesis tries to forecast the fundamental steps for 

 
5 Regulation (EU) 2022/868 of the European Parliament and of the Council of 30 May 2022 on 
European data governance and amending Regulation (EU) 2018/1724 (Data Governance Act). 
6 Proposal for a Regulation of the European Parliament and of the Council on the European Health 
Data Space, COM(2022) 197 final. 
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the elaboration of a CoC under article 40 and 41 GDPR for the health domain. First of all, 
a road map for the elaboration of a CoC is sketched in Section 1. The macro-steps to follow 
are: 1) the elaboration of a scientific basis for justifying the adoption of the CoC, namely 
in the form of a white paper (Section 1.1); then the second step should be the definition of 
the content of the CoC and the objectives to pursue (Section 1.2); the involvement of stake-
holders (Section 1.3); and finally the submission to the DPA for obtaining the approval 
(Section 1.4). After envisaging the road map, the rest of the Chapter deals with the structure 
of the CoC and the organisation of its content in Section 2. Namely, the content of a CoC 
could be organised as follow: 1) the essential parts required by the EDPB guidelines (Sec-
tion 2.1); and the subject matter/the material scope of the CoC (Section 2.2). 

Finally, the thesis attempts to draw some conclusions (Conclusion) on the future of the 
use of these instruments and on their potential role, as well as on corrections to be done for 
facilitating their spread especially in the health domain. Moreover, some speculations are 
made in terms of the suitability of these instruments in facilitating the application of data 
protection law and on smoothing its interplay with other legislative acts. 
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Chapter 1 – Big Data and AI Applications in Health 

The deployment of AI technologies for medicine-related purposes, is not a novelty, as 
AI is not a new technology per se. Indeed, AI has roots in studies carried out by several 
scholars7 between 1943 and 1955, a period that Russel and Norvig define as “the inception 
of artificial intelligence”. [25] After a first era of great expectations, AI research and in-
vestments experienced a slowdown. In general, AI history is characterised by moments of 
optimism alternated to so called “AI winters”. Nevertheless, the big data phenomenon has 
recently raised again the expectation for a new dawn of AI solutions and, in general, data 
driven technologies. [25] The health domain is being affected by the these technologies, as 
well as almost any other sector. 

“Health system” is intended here as the system of institutions, public and private, that 
collaborate to provide assistance to individuals in the medical domain, as well as those 
which contribute to the advance of clinical research. Therefore, by health system we can 
mean the complex of entities, and the relationships among them, that make possible the 
provision of care by healthcare professionals to patients, in order to assess, maintain or 
restore their state of health8. However, it should also include clinical trials, observational 
studies, drug discovery, and scientific research in general9. 

The deployment of AI in the health domain, despite carrier of outstanding results and 
improvements in health services provision, presents also concerns, probably more than in 
other sectors. One concern is due to the sensitivity of the domain at stake, both as regards 
the information processed and the risks potentially stemming from a wrong functioning of 
the AI systems. Another issue is the complexity of the sector, which is due to the several 
types of operators involved (hospitals, medicine professional, pharmaceutical companies, 
assurances companies, and many others). Finally, economic constraints, especially for pub-
lic health care providers, should also be taken into account. 

The aim of this chapter is to provide a first overview of the phenomena of big data and 
AI in the health domain and the legal and policy framework surrounding the use these 
technologies. Data protection law is the focal point for the analysis. The other policies and 
regulatory actions will be analysed in light of their interplay with data protection law. 
Therefore, the Chapter is organised as follows. Section 1 will provide an overview of the 
technical application of big data and AI systems in health. Namely, Section 1.1 will focus 
on the big data phenomenon at the basis of the AI systems’ functioning. In this sense, Sec-
tion 1.1.1 contextualise the big data phenomenon into the health domain trying also shed 
some light on the many definitions of big data in health. While, on the other hand, Section 
1.1.2 will analyse the steps that constitute the so-called big data supply chain. These steps 
go from data collection to the interpretation of information through AI system. Afterwards, 
Section 1.2 defines the concept of AI in general and then put it in the context of health. 

 
7 Among others, W. McCulloch, W. Pitts, D. Hebb, M. Minsky, D. Edmonds, A. Turing. 
8 Directive 2011/24/EU of the European Parliament and of the Council of 9 March 2011 on the 
application of patients’ rights in cross-border healthcare. 
9 The concept of scientific research is broad and includes many types of research. In data protection 
law context, the GDPR provides some indication of the scope of scientific research in recital (159), 
including, among others, technological development and demonstration, fundamental research, ap-
plied research and privately funded research. 
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Section 1.2.1 indeed focuses on the definitions and the different approaches to AI systems 
adopted throughout the years. Finally, Section 2.2 is an overview that provides examples 
of AI applications in health domain. 

Moving to Section 2, the thesis analyses the legal framework within which the analysis 
is conducted. Section 2.1 delve into the domain of data protection law. Section 2.1.1 defines 
the scope (material and geographical) of the GDPR. Section 2.1.2, on the other hand pro-
vides an overview on the principles of the GDPR, although focusing on the principle of 
accountability. Section 2.1.3 analyses the general risk-based approach adopted by the 
GDPR for managing compliance activities. Section 2.2 gives a quick overview of the AIA 
proposal as another piece of legislation strongly connected to data protection law and the 
implementation of AI systems in health. 

Section 3, the last of the chapter, address the set of policies launched by the EC for 
boosting the use and re-use of personal data in the digital single market. For this, Section 
3.1 provides and overview of such strategies and on the legal acts stemming from them. 
Namely, in Section 3.1.1 the DGA is analysed, while in Section 3.1.2 the EHDS is dis-
cussed. Section 3.2, on the other hand, presents the issues of these legislative acts in light 
of their interplay with the GDPR. In particular, the attention is focused on: 1) definition 
and terminology issues (Section 3.2.1); 2) the roles and responsibilities of the new actors 
(Section 3.2.2); 3) the legal basis and data re-use mechanisms (Section 3.2.3). The section 
and the chapter are closed by some introductory observation on the use of co-regulatory 
instruments to solve such problems (Section 3.2.4). 

1 – Overview of the Big data and AI Phenomena 

1.1 – Big Data in General and in Health 

The so called “big data” phenomenon has its roots in the advancement of calculators’ 
capacities, as well as in features of the modern society. From a computational point of view, 
the big data phenomenon is due to the possibility to process bigger amount of data at faster 
rate than in the past. From a social point of view, the greater availability of data is given by 
the rise of the information society, which pushes individuals to share personal information 
in a digitalised format. Through social networks, search engines, or mobile apps, individu-
als share personal information with public and private companies for disparate purposes. 
[26] 

This data, which often falls in the category of “personal data”10, are increasingly used 
to lead the decision-making process of several actors (so called data-driven decision-

 
10 The definition of personal data is provided by the GDPR as follow: 
“‘any information relating to an identified or identifiable natural person (‘data subject’); an identifiable natural 
person is one who can be identified, directly or indirectly, in particular by reference to an identifier such as a 
name, an identification number, location data, an online identifier or to one or more factors specific to the 
physical, physiological, genetic, mental, economic, cultural or social identity of that natural person”. 

Further criteria to take into account for the evaluation of the identifiability of a natural person are 
provided by recital (26) GDPR. Namely, in order to understand if a piece of information can be 
traced back to a natural person it shall be taken into consideration all the means “reasonably likely 
to be used” to identify the subject. For example, the analysis should evaluate objective factors such 
as the costs and time to identify someone in light of the technological state of the art. 
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making)11. The final application of these data elaboration is usually performed through AI 
technologies. [27–29] 

1.1.1 – Contextualisation of Big Data 

Probably, the most common definition of big data is the one referring to the three “Vs”: 
“big data is high-volume, high-velocity and/or high-variety information assets that demand 
cost-effective, innovative forms of information processing that enable enhanced insight, 
decision making, and process automation”12. However, even more “Vs” have been added 
to define the big data phenomenon, such as “veracity” or “variability”. [30] However, there 
is no quantitative definition, for instance, in terms of gigabytes (GB), for the classification 
of data processing as big data. Big data should rather be considered all data operations, 
starting from collection to exploitation, that could not be handled through traditional soft-
ware and hardware instruments within an acceptable time frame. [31] These big data oper-
ations include, eventually, an automatic extraction of knowledge through advanced data 
analytics technologies [32], which often fall in the domain of AI. 

Despite the definition of big data does not revolves around numbers, some quantitative 
information can help to understand the phenomenon. Indeed, the growth of data processed 
in recent years testifies the arise of big data. With 28 zettabytes (ZB)13 of data processed in 
2018, the volume of data grew tenfold respect 2011. Projections see a further rise of data 
processing by the year 2025 until reaching 175 ZB. [33] The main catalyst of big data is, 
as mentioned above, the internet. Namely, key is the role played by some platforms which 
base their business model on data collection from individuals, such as search engines or 
social networks. To give some examples, every minute 2.3 million of query are performed 
through Google and 2.7 million of videos are downloaded from YouTube. Facebook, on 
the other hand, generates 10 PB14 per month and Alibaba dozens of TB15 every day16. 

In conclusion, big data is a phenomenon that invests the whole society and that is chang-
ing the modus operandi in many sectors, including provision of care and biomedical re-
search. The big data phenomenon is affecting the way data are processed from their collec-
tion to their final use. For this reason, the next section will address the big data phenomenon 
dividing the data life-cycle into different phases. 

1.1.2 – The Big Data Supply Chain 

Beyond the definition, probably big data could be better understood analysing its life 
cycle through the lens of the “supply chain” of big data. [34] The supply chain of big data 
is divided into 1) data collection; 2) data elaboration; 3) data interpretation. 

1.1.2.1 – Data Collection 

 
11 The data-driven decision making is opposed to the human-driven or query-driven decision mak-
ing. The data driven decision making rely on datasets for starting the decision-making process when 
even the analyst does not know where to look at exactly. [12] 
12 Gartner IT Glossary, definition of big data, https://www.gartner.com/en/information-technol-
ogy/glossary/big-data (last access: January 2023). 
13 1 zettabyte = 1021 byte. 
14 1 petabyte = 1015 byte. 
15 1 terabyte = 1012 byte. 
16 From https://www.go-globe.com/things-that-happen-every-60-seconds/ (last access: January 
2023). 
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The phase of data collection is further divided into other three sub-phases, which are: a) 
the generation of data, b) the acquisition of data, and c) data storing. [34, 35] Data genera-
tion relates to all the activities performed by individuals that produce information. These 
activities could be performed through different modalities, from the use of a mobile app or 
a wearable device, or even through passive activities like the geo-localization of a 
smartphone from a mobile app in background. [34, 35] 

The following phase, the acquisition of data, relates to the gathering of data produced 
by individuals during the previous phase. The entities that collect the data from individuals, 
afterwards, will process such data, which have been gathered from different sources. Ac-
cording to the way data is generated, also the standards and the formats of such data would 
be heterogeneous. In this step, there could be two different scenarios. In the first scenario, 
data is directly collected from individuals that generated it. In the second case, data is col-
lected through intermediaries, such as data brokers. [26] 

Finally, data shall be memorised in systems and kept ready for their elaboration. The 
storage of big data, of course, requires enough storage capacity. However, the technology 
development allows nowadays to store big amount of data at limited cost. [34] 

1.1.2.2 – Data Elaboration 

The second phase of the supply chain consists in the elaboration of data and, namely, in 
the activities of integration and analysis. Indeed, after having selected data sources and 
having stored data on a memory, the following step is the aggregation and organization of 
raw data. The objective is to transform raw data in datasets that can be then analysed. [34] 

The analysis of data probably is the most important step of the big data phenomenon. 
Indeed, this is the process meant to elaborate raw data and extract structured information 
from them; this information generates new knowledge to be used for practical decisions. 
The analysis of data is usually performed through the use of algorithms. [34] 

AI algorithms are able to extract particularly innovative knowledge from big amount of 
data using technologies such as machine learning (ML). The use of such technologies for 
the analysis of data is revolutionizing the old paradigm of decision making, i.e., hypothesis 
– model – experiment. Indeed, AI technologies do not only use data to verify hypothesis, 
but also to infer results and connection without explicit human command. On the basis of 
these inferences new theories are developed autonomously, this is the so-called data-driven 
decision making17. [34, 35] 

Key for this innovative way to discover knowledge is the amount of data and the variety 
of data sources. The more the data is available the better the algorithm can perform the 
inference task. However, although such an assumption is in general true, also the quality 
of data is relevant. Data quality in health domain is a broad field which touch different data 
processing in health domain, from Electronic Health Record (EHR) to clinical data. [36–
38] However, since this topic is not in the scope of the present work, it is sufficient to know 
that also in sectors like health care and research the dictum, popular in the ICT domain, 
“garbage in, garbage out” is still valid. In other words, inferences based on low-quality data 
produce not reliable outputs. [34] 

1.1.2.3 – Data Interpretation 

 
17 See above, Section 1.1.1. 
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The third, and last phase, is the interpretation of big data, which is the final step of the 
supply-chain. This phase consists in the use of the innovative knowledge extracted from 
big data for adopting efficient decisions. As already mentioned, AI allows for a decision-
making process based on data even without a thorough activity of theory elaboration per-
formed in advance. The theory, in these cases, is directly elaborated by the algorithm thanks 
to inferences grasped from data, i.e., the data-driven decision-making process. AI algo-
rithms are therefore able to detect correlation among data that humans are not able to 
see.[29, 39] 

In this scenario, data is both used as feedback for the improvements of past decision of 
the model and input for future decisions. Big data and AI-based decision-making processes 
have several applications. For instance, they could ameliorate operational decisions within 
organizations. Moreover, they could provide innovative services that otherwise would not 
be possible to supply (e.g., traffic information through geo-localization of users). This ap-
proach can even be used for personalization of services and products, or to provide better 
and innovative public services. Even though big platforms such as Google, Facebook, or 
Amazon are the companies that extract most of the economic value from big data, this is 
not a phenomenon limited to them. Indeed, also traditional sectors can gain a significant 
competitive advantage from the exploitation of big data. [34] Nevertheless, it should be 
borne in mind that the new paradigm of data-driven decision-making cannot be applied as-
is in every domain. In the health domain, for example, it shall be coordinated with the 
traditional medical-scientific method. [26, 40] Therefore, even though several functions 
and activities can potentially benefit from big data and AI applications in the health do-
main18, the implementation of such technologies shall be carefully analysed in light of the 
context. 

1.1.2.4 – Big Data in the Health System: Several Possible Definitions 

Proceeding to a contextualisation of the big data phenomenon in health care, it is possi-
ble to observe, in a preliminary way, some critical features. Indeed, health care is a sector 
characterised by a relatively low level of digitalisation. [41] For example, part of the data 
is still stored in traditional format. Furthermore, even where datasets are digitalised, differ-
ences in the data standards hamper the sharing and pooling of big amount of data. [41] This 
is mainly because investments in digitalisation used to be lower in health care than in other 
sectors. [41] Nevertheless, recently, actions for improving the sharing and the interopera-
bility of electronic health data have been launched by the EC19. 

Besides the limitations mentioned above about low standardisation and digitalisation, 
the health system presents other features that have an impact on big data use. These pecu-
liarities concern aspects that make the health domain different to other sectors. Namely, 
such aspects relate to the heterogeneity of the activities and relationship carried out among 
individuals and organisations involved. Consequently, also the data processing and the rel-
ative purposes will be extremely different to each other. For this reason, many definitions 
of big data for the health domain have been proposed in order to better shape the phenom-
enon. In this regard, Mehta and Pandit have conducted a literature review about the topic 

 
18 For an overview of the areas that can benefit from big data and AI implementation, see [6]. 
19 See the proposal for a regulation of the European Health Data Space (EHDS), [110] which will 
have the aim of promoting the sharing of personal electronic health data for primary and secondary 
uses. The EHDS will also promote the adoption of interoperability standards. 
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of big data in medicine. [1] In this regard, it comes up that even though providing a unique 
definition of big data in the health system has been a common effort shared by many schol-
ars, there is no consistency among them. 

Some scholars still try to rely on the paradigm of the “Vs”, like Bian et al. or Bates et 
al, i.e., trying to focus on the characteristic of data. [2, 6] Dinov also develops his theory 
starting from the characteristic of data, however adding a two additional feature that should 
define big data in health care. Namely, the “energy” and the “lifespan” of data. Energy 
refers to the “holistic content included in data”, this “energy” is higher in aggregated da-
tasets than in individual ones, making the former more suitable to be exploited than the 
latter. As regards the lifespan, it should be intended as the ability of the data to keep value 
throughout the time after the first gathering. [42] 

Other authors believe that the deployment of exceptional effort in terms of analytical 
and management tools for data processing is the feature that characterises big data. He et 
al. considers as “big” the datasets that conventional methods of data processing cannot 
handling because of the volume and the complexity of the records. [43] Raghupathi and 
Raghupathi also rely on a similar assumption, specifying though that the impossibility of 
elaborating data could either stem from restrictions of traditional software or common data 
management tools. [44] Scruggs et al., differently, suggests that what differentiate big data 
from traditional data processing is the opportunity to re-use data over the time, and to ac-
cumulate value throughout its life cycle thanks to new layers of knowledge extracted from 
it. [45] Focusing on the use of data is also Ghani et al., here the authors believe that big 
data should be potentially used to address several research questions and not a specific one. 
[46] 

Other authors that concentrate on qualitative aspects of data are Auffray et al., which 
detect the heterogeneity in the types of data as the main peculiarity of big data in health. 
Indeed, biological, clinical, environmental, lifestyle data can either be collected about sin-
gle individuals, or cohorts, either once or repeatedly. [7] 

Worth of note is the position of Baro et al. which, on the other hand, explicitly seems to 
endorse a strictly quantitative definition of big data. According to the authors, it should be 
considered as big data the datasets with Log (n∗p) ≥7, where “n” is the number of individ-
uals and “p” is number of variables. [47] However, besides this last contribution, it seems 
that a quantitative definition of big data is not achievable nor desirable. This conclusion 
can be argued because the classification of a given volume of data as “high” or “big” is 
relative to many factors like the time or the advancement in technology. Therefore, such a 
definition is intended to become obsolete sooner or later. 

Interesting is the work of Shilo et al., where the authors do not try to provide a common 
definition of big data since they assume it a relative concept. Shilo et al. rather explain big 
data in health as a phenomenon that has a variable geometry. Indeed, in the health domain, 
big data processing is characterised by several aspects that Shilo et al. call “axes”. [48] The 
axes of big data in health care are a) the “number of participants”, b) the “depth of pheno-
typing”, c) the “longitudinal follow-up”, d) the “interaction between subjects included in 
the data”, e) the “heterogeneity and diversity of the cohort population”, the f) “standardi-
zation and harmonization of data”, and the g) “linkage between data sources”20. 

 
20 See Figure 1, from Shilo et al [48]. 
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Figure 1 – Shilo S., et al. (2020) 

According to how the big data phenomenon is shaped upon these axes, the features will 
change, forming a different geometry of big data. Indeed, a big data project that maximise 
all the features in all the axes is neither possible nor desirable. On the contrary, there are 
trade-offs between the axes. Consider, for example, the axes “number of participants” and 
“depth of phenotyping”. The former indicates the number of individuals whose data are 
included in dataset, i.e., the size of the cohort. In this regard, reaching enough elevated 
number of participants is crucial to have “statistical power”. On the other hand, the depth 
of phenotyping indicates how many aspects are observed about each individual. Data could 
be collected about socioeconomic aspects – e.g., the ethnicity – or anthropometrics features 
– e.g., weight and height – or about lifestyle habits, or psychological factors, or for example 
physiological measurements – e.g., blood pressure, heart rhythm. A dataset that measures 
everything for everybody is not realistic, even using enormous computational power. 
Therefore, a trade-off shall be reached between the number of subjects involved and the 
number of features observed for each of them. [48] 

For example, EHR will be characterised by high number of participants (even millions), 
but the aspects observed among them will rarely go beyond few observations; on the other 
hand, cohorts focused on the studying of a rare disease will deeply observe almost every 
aspect of a patient, though, in this case, the population observed will be very limited. 

Having ascertained that is difficult to find a unique definition of big data in health care, 
it is better to analyse the big data supply chain through the health care perspective. 

1.1.2.5 – Data Collection in Health 

As said before, the data collection phase can be divided into three sub-phases: a) data 
generation; b) data acquisition; and c) data storage. 

The “data generation” step in the health system is performed through different ways. 
The first general distinction can be made between: 1) data generated inside the health care 
system by the interaction of patients with health care professionals; 2) and data generated 
by the patients outside the health care system and then brought, only in a following mo-
ment, inside the health domain. Within the first category are included data generated by 
patients visiting hospitals or other health care facilities for several reasons, such as being 
subjected to surgical operations, routine visits, or monitoring activities. Part of the second 
category is data initially not generated by patients for the purpose of being deployed in the 



16 
 

health care, but that could however be used for health care provision or biomedical research 
in a second time. For example, data generated using social networks, mobile app, or wear-
able device. This second category of data generation is growing in terms of relevance also 
due to the advancement in IoT technologies21. [34, 35] 

Another taxonomy of the ways to generate health data is provided by Comandé and 
Schneider. According to the authors, there are two ways to generate health data: 1) “primary 
health data sources”; and 2) “secondary health data sources”. Primary data are those data 
that since the beginning of their life have strict connection with the health care, and, there-
fore, can be directly used for health purposes. On the other hand, secondary data are those 
that do not have, per se, a strict relation with the health care. Such data could however be 
used for health-related purposes after aggregation and after a preliminary step of pro-
cessing. [49] Another distinction is made by the OECD in its 2017 report on New Health 
Technologies. In this case, primary-use-data in health are considered data collected from a 
patient and directly used for improving his own health situation. Whereas secondary-use-
data is collected from a patient, but then is used for health purposes that do not have a direct 
impact on the same individual. [50] Creating meaningful categorisation of the ways da-
tasets are generated in the health system is relevant for discussing the model of governance 
for big data and AI in health, especially from a data protection law perspective. Indeed, one 
of the tenets enshrined in the GDPR relates to the limitation of purposes pursued by a data 
processing. 

“Data acquisition” is the activity that relates to transfer of data from the entity that gen-
erates it to the entity that will process such a data. Even though data is often generated by 
individuals, the organisation that will process it does not always collect data directly from 
them. The health system is indeed a sector with extremely heterogeneous data sources. In 
this sense, Mehta and Pandit classify data sources into four categories. [1] The first is clin-
ical sources, which comprehend sources within the health care system, like hospitals, la-
boratories, or other kinds of health care providers (such as radiology departments or diag-
nostic clinics). The second category are the clinical research sources, which are sources of 
data that still operate within the health care sector, but rather than focusing on common 
clinical practice, concentrate on research activities. Examples are pharmaceutical compa-
nies, research centres, or biobanks. The third category refers to claims’ sources, which are 
composed by organisations that deal with medical reimbursement, such as insurance com-
panies. The fourth category relates to the patient-generated data using social media, wear-
able devices and IoT sensors. [1] 

The “storage” of big amount of data in the health domain is a process that faces many 
obstacles. First of all, since data sources in health are extremely heterogeneous, as said 
above, often the standard of the data is also different. Moreover, data, especially in public 
health care providers datasets, are not fully digitalised. [41, 51, 52] The life span of a dataset 
will impact the big data dimension of a dataset. Ideally, the more data is stored the more 
there is opportunity to re-use it for further processing not envisaged at the beginning. For 
biomedical research is key to re-use data collected for other purposes, especially for 

 
21 IoT stands for “Internet of Things” and indicates such technologies that revolves around physi-
cal objects connected to each other through wireless or wired networks. The health domain is ex-
periencing an increase in the use of IoT technologies in the form of wearable devices, monitoring 
devices, or telemedicine. [227] 
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observational study. [53] However, data protection law sets limits to the storage of data for 
further data processing, even if the purpose is scientific research22. [49] 

1.1.2.6 – Data Elaboration in Health: Integration and Analysis 

“Integration of data” is a fundamental, though critical, process of the big data supply 
chain in health care. It is fundamental because this is the process that allow organisations 
to dispose of structured datasets that can be analysed through data analytics techniques. On 
the other hand, it is critical because it implies connecting and correlating data from different 
sources. This operation could be critical from two point of view: 1) regulatory constraint 
could limit the correlation and the aggregation of data from different sources (again, data 
protection law requirements shall be carefully evaluated in this phase); 2) the correlation 
of data from different sources could face problems related to different standards in the for-
mat of data. [54, 55] Popular solutions to overcome data protection restrictions in clinical 
research are statistical aggregation or anonymisation. [56] However, despite these pro-
cesses can lead to non-personal data, i.e., falling out of the material scope of the GDPR, 
they must be performed following specific data protection guidelines23. 

The “analysis of data” is, as said above, probably the most important phase of big data 
exploitation as this is the moment when data analytics algorithms are applied to organised 
datasets. Therefore, this is the process of extraction of structured knowledge from datasets. 
This knowledge extraction could be performed through traditional algorithms or using in-
novative algorithms, such as those considered part of the AI domain. Namely, prediction 
analysis, performed through AI algorithm, is one of the most promising activities. It can 
reach outcome models from unseen set of inputs, introducing the data-driven decision-
making process in health care24. Since this is the phase where AI systems are applied it will 
be further investigated in the next section. 

1.1.2.7 – Data Interpretation in Health 

In conclusion, the interpretation of health data is when health care professionals adopt 
decisions on the basis of the insights from the analysis of big data. Since also this final 
passage strictly relates to the application of AI technologies it will be investigated further-
more in the next section, which is specifically dedicated to AI in health care. However, it 
is worth noting here that the areas of application of data-driven decision making in health 
care are abundant. From the improvement of administrative processes, diagnostic, health 
monitoring of the population, clinical trials, precision medicine, until personalised care, or 
pharmaceutical domain. It is not the aim of this work to provide an exhaustive list of areas 
suitable for data analytics applications in the health domain. However, it is possible to find 
several reviews on this topic in literature. [26, 27] 

1.2 – A.I. in General and in Health 

1.2.1 – Definitions and Approaches to AI 

 
22 See the storage limitation principle pursuant to article 5(1)(e). 
23 Several data protection authorities, at national as well at EU level, have provided guidance about 
how to conduct data anonymisation in compliance with data protection law, see [71, 205–207, 228]. 
24 See [1] for a review of data analytics techniques applied in health care. 
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Likewise in the big data discussion, providing a comprehensive definition of AI could 
be a difficult task. However, AI might be considered as the science field that tries to build 
intelligent agents. AI is a multidisciplinary research area, involving among others: philos-
ophy; mathematics; neuroscience; computer science; linguistics; ethics; economics; and 
statistic. According to Russel and Norvig, AI can be discussed along two dimensions which 
generate four different approaches. The first dimension relates to the way humans under-
stand the concept of intelligence in AI. In this regard, someone consider intelligence as the 
process to reach human performance, for others intelligence refers to rationality, i.e., doing 
the correct thing. The second dimension deals with the object of intelligence. From this 
perspective, there is who considers the thought process, i.e., the reasoning, as the subject 
matter of intelligence; otherwise, there is who believes that the object of intelligence is in 
the behaviour of the agent. [25] On the basis of these dimensions, four different approaches 
to AI are envisioned: an AI that acts humanly; an AI that thinks humanly; an AI that thinks 
rationally; and an AI that acts rationally. [25] 

The approach that seeks to make the AI act humanly relates to the ability to pass the 
Turing test, i.e., to deceive an external observer and make him think he is interacting with 
a human intelligence instead than with an AI system. The thinking rationally approach to 
AI is the endeavour to make a computer work like a human brain, and therefore to make 
the input-output sequence correspond to human thinking. This approach is particularly con-
nected with the cognitive science field. The approach that tries to build an AI system that 
think rationally is the approach based on the laws of thought and on the logic thinking. The 
logistic strain of AI is based on logic problem solving, using probability theories to fill the 
void created by conditions that are unobservable in reality. By this way, AI systems create 
prediction about the future. The last approach is the one that seeks to build an artificial 
agent able not only to think rationally, but also to act rationally. Therefore, an AI system 
able to do the right thing, interacting with the environment and adapting itself to achieve 
its goal, or at least to obtain the best possible outcome. This approach adds a layer to the 
laws of thought-approach, and this is because the creation of inferences is just one step of 
acting rationally. However, afterwards, it is necessary that the agent adopt an effective be-
haviour in new circumstances. Moreover, there are also situations where the creation of 
inferences, which is the main objective of the think-rationally approach, does not neces-
sarily mean to act rationally. [25] 

However, according to Russel and Norvig, the acting rationally approach, despite being 
considered as the standard model of AI, is not sustainable for the future. The reason is that 
such model assumes that a fully specified objective is provided by the human programmer. 
On the contrary, in real world scenario it is almost impossible for the human to completely 
define an objective to the machine. Therefore, the objective pursuits by the machine might 
not be perfectly aligned with original goal of the human programmer. This problem is 
called “value alignment problem”. The negative consequences of this misalignment may 
be that the machine will try to find alternative ways to reach the goal. These new ways 
could be unforeseen by the programmer, even violating rules of our society. The risk is 
having a machine that pursue its own objectives. Russel and Norvig, therefore, suggest to 
re-shape the model in a way that when the machine finds obstacles on its path to the goal, 
it is incentivised to act cautiously and try to learn more about the programmer and humans’ 
preferences. [25] 
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1.2.2 – Applications of AI in Health 

As discussed in the previous Sections, AI systems are usually applied during the phases 
of data analytics and decision making of the big data value chain, i.e., data analysis and 
data interpretation. The task of AI systems is to extract knowledge from data and deploy it 
in a smart way in order to help professionals perform medicine-related tasks in a more 
efficient way. It should be borne in mind that, since a completely autonomous AI system 
has not been developed yet, AI can only assist health care professional but not substitute 
them. [9–11] Moreover, it is debatable how desirable would be to develop a completely 
autonomous machine, especially in the health care sector. 

In 2018, the UK Department of Health and social Care conducted a survey at national 
level on the deployment of AI in health [57], worth of noting is the subdivision of AI ap-
plications in health in this report. The report divides AI applications according to the level 
of complexity of the system and its integration with other AI systems or other functions. 
Therefore, a scale of complexity for AI in health domain is created. At the lowest level of 
complexity there are the single modules of an AI system, such as neural networks, deep 
learning modules, machine learning algorithms. When the modules are combined with 
problem-solving elements, for example ML combined with an image processing module, a 
next level of complexity of AI is reached. Finally, the last step is where several AI systems 
are combined into a unique more complex system. In this case, the system is meant to 
support the final decision making or the performance of a clinical task, e.g., surgical robots, 
diagnostic decision systems, or care companion robots. Unsurprisingly, results of the sur-
vey show that most of the AI applications in health care can be classified at the lowest level 
of complexity, while only few applications of complex AI systems are eventually deployed 
in health care. [57] 

A comprehensive review of the state of the art about AI applications in health care is 
not the purpose of this work25. However, AI promises to ameliorate the management of risk 
and resources in healthcare through a better activity of prevention. This goal should be 
achieved thanks to the application of predictive models, for example detecting patients with 
high risk factors or monitoring the population. [58] Moreover, predictive models could 
provide clinical decision support to the physician, improving precision medicine, i.e., shap-
ing the best clinical treatment for an individual, thanks to combined analysis of phenotypic 
and genotypic data. [44, 58] Pharmaceutical processes, from discovery of drugs to moni-
toring activities, could also benefit from the application of big data analytic and AI tech-
nologies. [58] Quality of care may benefit from data analytics and AI through the improve-
ment of organizational process, which could be monitored more efficiently or even in real 
time through big data analytics. [58] Public health is another area where AI systems should 
help to manage disaster events such as pandemics or outbreaks through the analysis of data 
from external sources such as internet query analysis or geo-localization data. [44, 58] In 
conclusion, of course, AI brings outstanding results in scientific research, for observational 
studies as well as for drugs research or clinical trials. Promising application of AI, for 

 
25 Nevertheless, there has been many initiatives in this sense. For example, the European Parliament 
has conducted a study in 2022 on the application of AI in healthcare. [229] From a general perspec-
tive, Stanford University releases a report on AI every year including also a review of the main AI 
applications for each sector. [59] 
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example, comes from the exploitation of big pool of data, such as biobanks, in order to 
conduct wide cohort studies. [44, 58] 

To wrap up, the macro-processes most touched by AI in health care should be listed and 
categorised as follow: first of all, there is the unlocking of additional value from data – 
which could include precision medicine, research activities, or population monitoring; then 
there are diagnostic activities – such as early detection of disease, imaging diagnostic or 
preventive medicine; furthermore, the improvement of organizational processes; and fi-
nally the improvement of skills and capabilities – e.g., clinical decision support, support in 
surgery by robotics. [57, 59] 

2 – Legal Framework 

2.1 – Data Protection Law 

The GDPR is the main piece of legislation that defines the data protection regulatory 
framework in Europe. The GDPR establishes the general rules and obligations for legal and 
physical persons that process personal data. Processing personal data is indeed an activity 
strictly regulated at European Union (EU) level. The GDPR, as it is well known, has been 
adopted in 2016 and has repealed the previous DPD. 

2.1.1 – Scope 

The material scope of the GDPR includes all the processing of personal data carried out 
by automated or partially automated means, or personal data not processed by automated 
means which though are part of a filing system or are intended to be part of it26. Crucial for 
the application of data protection law is the definition of personal data. The GDPR defines 
personal data as “any information relating to an identified or identifiable natural person”27. 
A natural person shall be deemed identifiable when it is possible to identify it, either di-
rectly or indirectly through the use of an identifier28. There are different types of infor-
mation which could play the role of identifiers. Some of them are considered “direct iden-
tifiers”, such as the name, the I.D. number, the driver license number. These types of iden-
tifiers alone can be used to directly identify a natural person. However, are also considered 
personal identifiers those data that only if combined with other information can contribute 
to the identification of a natural person. [60] 

Upon the possibility to identify a natural person using indirect identifiers works the 
concept of anonymous and anonymised data. Indeed, to classify data as personal, recital 26 
GDPR recommends considering all the means reasonably likely to be used by either the 
controller, or a third party, to link an information to a subject. “Means reasonably likely to 
be used” shall be considered, for instance, the costs and the time required to identify a 
natural person, in consideration of the technological state of the art. 

These evaluations define the (blurry) boundaries between personal and non-personal 
data. The difficulty lies in evaluating objectively whether third parties may have the possi-
bility to link some information to a natural person. For example, once some allegedly anon-
ymised personal data are shared to an indefinite number of third parties, it could become 

 
26 Article 2(1) GDPR. 
27 Article 4(1) GDPR. 
28 Recital 26, GDPR and article 4(1) GDPR. 
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difficult to carry out such evaluations. In this perspective, a data controller should evaluate 
whether it is possible for other data controllers to re-identify individuals using personal 
data that the controller itself has disclosed. However, there is often a lack of knowledge 
about what additional information third parties possess, which make the reidentification 
risk impossible to be evaluated in absolute and objective terms. [61, 62] 

Anonymisation is a relevant subject in health care and clinical research domains. Be-
cause it might allow a data controller to fall out of the material scope of the GDPR. There-
fore, anonymisation may allow data controllers to process data, especially for research and 
statistical purposes, without the burden of GDPR requirements. However, anonymisation 
finds its limits in the trade-off between demonstrating the impossibility to re-identify data 
subject from anonymised dataset and the necessity to maintain the value of the dataset. 
Indeed, if too much information is stripped away in the endeavour of anonymising the da-
taset in absolute way, the data could become useless in terms of scientific value. [63] 

Scholars have discussed the concept of anonymisation and the risk of re-identification 
[64–66]. In particular, some empirical studies have shown the weakness of some anony-
misation techniques in a big data context. [67–70] The Working Party Article 29 (WP29) 
[71] has issued an Opinion about anonymisation techniques which constitute the main ref-
erence today about how to perform anonymisation in compliance with data protection law 
requirements. The opinion at issue, however, if read in conjunction with the disposition of 
the GDPR, support the interpretation that the risk of re-identification from anonymised data 
does not have to be zero. Therefore, an absolute approach is not possible to be enforced. 
This interpretation is the mainstream opinion also among scholars, though zero-risk ap-
proaches interpretations have been taken into consideration in some works. [64] 

Pseudonymisation is another widespread technique in health and medical domain. In 
this case, data never falls out of the material scope of the GDPR. The aim is to separate 
data from identifiers but not in an irreversible way. The goal of pseudonymisation is not 
being a technique for bringing data processing out of the material scope of the GDPR, but 
rather to protect data as a security measure. Both pseudonymisation and anonymisation aim 
at protecting data subject’s rights and freedoms, though in different ways. On the one hand, 
anonymisation might be attractive for data controllers because it brings data outside the 
GDPR scope, on the other hand it conceals risks for data subjects as well as for the con-
troller itself. Indeed, third parties could re-identify data subjects with detrimental effects 
for individuals. For the same reason, data controllers could face fines for not anonymising 
data in a proper way. Moreover, as said before, stripping away an excessive amount of 
information from data could make anonymisation not efficient for data controllers. [72] 

Concerning the geographical scope of the GDPR, the EU legislator has tried to enlarge 
the application of the data protection law even outside the EU. All data controllers or pro-
cessors who process personal data in the “context of the activities of an establishment” in 
EU are subject to the GDPR, even if the data processing does not take place physically in 
the EU29. Moreover, the GDPR applies even when the processing is not in the context of 
activities of an establishment placed in the EU, but the controller provides services or goods 
to data subjects who are in the EU. The GDPR applies also if a data controller or processor 
monitors the behaviour of individuals who are located in one of the MS30. 

 
29 Article 3(2) GDPR. 
30 Article 4(2) GDPR. 
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2.1.2 – Principles: Focus on Accountability 

The principles of EU data protection law are listed in article 5 GDPR31. The general 
rationale is that data controllers shall process the minimum amount of personal data for 
reaching purposes that are defined in advance in a transparent manner and supported by a 
proper legal basis. Moreover, data is supposed to be collected and used in a secure and 
accurate way and stored as far as they are useful for reaching the purpose identified. After-
wards, personal data shall be deleted or anonymised. 

The last principle of article 5 GDPR is the accountability principle. Data controllers and 
data processors, pursuant to this tenet, are supposed to demonstrate, using appropriate tech-
nical and organisational measures, the compliance with all the other principles. This prin-
ciple defines the governance approach of the regulatory measure. The accountability prin-
ciple is crucial when discussing the governance and regulatory choice that shapes the 
GDPR’s functioning. Indeed, it could be argued that through this principle (and the risk-
based approach) the EU legislator has enshrined, to some extent, a co-regulatory approach 
into data protection law. [73] The GDPR defines general principles and objectives, but the 
ways to reach such objectives is a choice left to the addressee of the law, i.e., data control-
lers or data processors. Plus, in order to reach compliance, a set of tools are provided into 
the regulation, such as, codes of conduct, certification, risk analysis, DPIA. Some of these 
tools can be defined as co-regulatory tools because are elaborated by private stakeholders 
but shall be approved by a DPA. They are CoCs and CMs and are the object of the discus-
sion in this work. 

Apart from accountability, the other principles that guide data protection law approach 
are not a novelty. Indeed, the GDPR has not changed the basic principles already enshrined 
into the DPD. For example, the purpose limitation principle or the data minimization prin-
ciple, as well as the storage limitation principle, where already part of the DPD. Such prin-
ciples have been reasoned and developed when the big data phenomenon was still un-
known. The DPD was the result of discussions developed decades before the adoption of 
the DPD itself in the 1995. Back then, the paradigm of data processing was indeed a “small 
data” one. [18] The GDPR, on the other hand, is expected to cope with the issues brought 
by big data, which seems to be even more problematic in the specific field of digital health. 
[74] However, as said above, the GDPR has not abandoned most of the principles of the 
DPD. Criticisms have been raised in literature for an allegedly lack of long-term vision in 
the decision of maintaining many principles that do not fit well in big data context. [12, 75, 
76] In this sense, especially the principles of purpose and storage limitation and data min-
imization are deemed to limit the spread of big data solutions. 

Nevertheless, it is probably wrong to believe that the GDPR has brought no innovation 
in the field of data protection law. On the contrary, the GDPR tries to enable big data pro-
cessing, while preserving data subjects’ rights and freedoms. [77, 78] The goal is to make 
big data an opportunity for the EU internal market, as it is clear looking at the effort of the 
EC in building up a digital single market. [13] The GDPR seems to open the door to big 
data, somehow, in the wording of some principles, if compared to their previous version as 
stated into the DPD. [18] Moreover, the GDPR, introducing the accountability principle 

 
31 Article 5 GDPR includes the following principles: “lawfulness, fairness and transparency”; “pur-
pose limitation”; “data minimisation”; “accuracy”; “storage limitation”; “integrity and confidential-
ity”; “accountability”. 
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and the risk-based approach, is trying to move on from the consent and notice-based ap-
proach [79] typical of the DPD. [18] The choice is due to the fact that the complexity of 
data processing and their collective dimension do not allow individuals to adopt conscious 
decisions about their personal data [20]. 

The central role in the GDPR is played by the accountability principle which has the 
purpose to relieve data subjects from the burden of understanding and evaluating the risks 
for their rights and freedoms. On the other hand, there is a duty upon organisations to eval-
uate the risks for data subjects’ rights and freedom and act in compliance with such evalu-
ation. This approach is not only meant to avoid unconscious actions by the data subjects 
concerning the sharing of their data, but also to allow a wider and easier use of data by 
companies, as long as they are in compliance with the accountability principle. In this 
sense, the GDPR has taken a step towards to a regulatory framework that embrace big data 
use and re-use, especially in light of AI technologies applications. [18] Indeed, it is possible 
to argue that organisations have now more room to process data without notice and author-
ization duties toward DPAs and rigid and formalistic compliance activities. However, the 
accountability principle is not free from side effects. The cost that an organisation faces for 
compliance are inevitably raised up by such an approach. Moreover, legal uncertainty af-
fects many general provisions the application of which is not straightforward and that can 
be interpreted in different ways. 

In addition to what have been said, it seems that the GDPR lacks a real harmonization 
function among MSs, this is due to the room left to national legislators in defining aspects 
of the GDPR’s principles implementation. [80] The risk is to have a fragmented implemen-
tation of GDPR among MSs. It shall be noted that the aspects that are especially prone to 
be object of additional implementation rules from MSs are indeed those that deal with big 
data processing for statistical and research purposes. The health sector is rich of these data 
processing, because of the great opportunities brought by big data and AI in this domain, 
as it has been discussed in the previous Section 1.1 of this chapter. 

In conclusion, it is possible to argue that the GDPR has not perfectly balanced the pro-
tection of data subjects’ rights and freedom with some big data and AI needs. For sure it 
leaves many grey areas of difficult interpretation, as well as principles that are difficult to 
implement by organisations. Nevertheless, the GDPR has for sure modernised data protec-
tion law in EU, creating a regulatory model that today is looked at as a model by regulators 
around the world32. What it is missing for a proper implementation of data protection law, 
especially in critical areas, such as big data and AI in health domain, is a good activity in 
shaping meta-level rules. Such meta-level rules should support the interpretation costs for 
organisations stemming from the accountability and risk-based approach. These meta-rules 
shall either be provided by DPAs, during their interpretation activities, or by the develop-
ment of co-regulatory compliance tools. It shall be reminded that the EDPB and the EDPS 
are called to provide interpretation on aspects of difficult application issuing opinions and 
guidelines. These solutions operate, however, on a very high level of abstraction. On a more 
practical level, the GDPR provides the opportunity to develop tools of compliance such as 
CoCs and CMs. These tools shall be used in order to fill the gap between abstract rules and 
technical and organisational measures. 

 
32 See, for example, [230, 231]. 
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2.1.3 – A Risk-Based Approach 

Another important element of the data protection legal framework is the role played by 
the concept risk. The GDPR is said to be a risk-based regulation, i.e., the requirements are 
not always the same for every situation. They change according to inherent risks of the 
specific data processing operations at stake. For this reason, compliance can vary, in terms 
of heaviness of requirements, according to the risk level enshrined into the specific data 
processing at stake. [81–85] This approach is in the first place meant to adjust the burden 
of GDPR requirements to the specific situation and context. On the one hand, this is done 
in order to avoid excessive regulatory duty for situations that are not carrier of high risk. 
Moreover, the risk-based approach is complementary to the accountability principle. In this 
sense, data controllers are asked to demonstrate that their assessments of the risk and the 
respective mitigation measures adopted were appropriate. [77, 78] However, the notion of 
risk as enshrined into the GDPR, and its assessment, are not straightforward. The risk-based 
approach of the GDPR is indeed complemented by the more traditional right-based ap-
proach. Data protection is indeed a fundamental right recognised by article 8 of the EU 
Charter of Fundamental Rights (ECFR). 

It can be argued that the GDPR has included the risk evaluation as an element of data 
protection in response to the complexities brought by recent technological evolutions. More 
specifically, protection of individuals’ rights and freedoms seem to be ensured no more 
through “tick boxes” compliance operations, as it was often the case under the DPD. On 
the contrary, the GDPR has introduced the concept of scalability in compliance activities. 
Such scalability means that, given a minimum amount of protection ensured to each data 
processing, the requirements of data protection law increase at the increasing of the risk at 
stake. However, the WP29 states that the risk-based approach in data protection law cannot 
be an excuse for lowering the protection to personal data. On the other hand, the right to 
protection of personal data remains a fundamental right in EU legal framework. [86] To 
wrap up, the GDPR continues to embrace the right based approach, though adopting a risk-
based approach when compliance matters come up. 

The relationship between these two approaches in the GDPR can be explained as the 
endeavour of the EU legislator to adapt the data protection law principles to modern data 
processing. Indeed, as also argued in the present work, DPD was failing in ensuring pro-
tection to individuals in big data processing because some data protection principles clash 
with the features of big data phenomena. [12, 49] Nonetheless, the EU legislator has chosen 
to confirm most of the principles of the DPD into GDPR, though modifying the way data 
controllers have to comply with them. The real innovation in GDPR approach is indeed 
about compliance and its management through the risk analysis. Compliance is no longer 
a matter of “yes or no”, it is rather a matter of “how much”. [82] The “scalability” of data 
protection principle is confirmed by the WP29, which states that “all controllers must act 
in compliance with the law, though this can be done in a scalable manner”. [86] In other 
words, the GDPR has introduced a new mechanism for reaching data protection compli-
ance, but the principles of data protection law have not remarkably changed. Nevertheless, 
the GDPR is not clear as regards the practical functioning of the risk-based approach. 

The concept of risk and risk analysis have a long history with wide application in many 
domains. [87, 88] Risk is essentially “a technique for creating knowledge and certainty 
about future events that are uncertain by definition”. [88] On the other hand, risk analysis 
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is the methodology that is supposed to give concrete meaning to the concept of risk helping 
organisations to adopt their decisions. [83] At international level, definitions and concepts 
about risk and risk analysis can be found in the international standard ISO 31000:201833. 
[89] Risk analysis is usually divided into two different steps: 1) risk assessment; 2) risk 
management. The former is meant to evaluate, in terms of severity and likelihood, whether 
there is a risk at all; the latter, on the other hand, is supposed to determine if the risk at 
stake is too high to be undertaken. More specifically, risk assessment is composed by the 
risk criteria and by the risk identification. [82] Risk criteria indicate the types of feared 
damages and the methodology to evaluate the risk-level. Risk identification is the process 
that should identify, recognize and describe the risks. [82] 

Scholars have discussed how this concept of risk analysis operate in the risk-based ap-
proach of GDPR. In particular, the discussion can be carried out under two different per-
spectives: 1) how the risk-based approach is embedded into the GDPR; 2) how risk analysis 
shall be conducted in the framework of the GDPR. Under the first perspective, it is possible 
to envisage a parallel between the risk assessment step and the requirements in article 6(1) 
GDPR. This article requires data controller to detect a proper legal basis to legitimate data 
processing, and therefore understand whether there will be a data processing or not. In the 
same vein, the risk assessment step is meant to understand whether a risk exists or not. On 
the other hand, art. 5 GDPR, which enshrines data protection principles that protect data 
subject’s rights and freedom, constitute the risk management procedure. Indeed, as data 
management is meant to reduce the harms stemming from risk through mitigation 
measures, article 5 establishes the measures that should prevent data processing from harm-
ing data subjects. [82] However, it shall be noted that the “mitigation measures” provided 
by article 5 GDPR, i.e., the data protection principles, are always the same for each data 
processing. On the other hand, in risk analysis, the mitigation measures vary on a case-by-
case evaluation. This aspect could appear in contrast with the traditional approach of risk 
analysis, nevertheless it shall be borne in mind that risk in GDPR is a compliance risk. 
Therefore, what is subject to a risk-based approach is how to reach compliance with the 
principles, i.e., in GDPR risk is a matter of compliance. It means that whereas the data 
protection principles are always the same (because of the right-based nature of GDPR) the 
technical and organisational measures used by data controllers to fulfil the principles can 
vary in nature and intensity. [81] 

Moving to discussing how a risk analysis shall be conducted in a more practical way, 
articles 32 and 35 GDPR are key to understand the risk analysis procedures in GDPR. The 
GDPR envisages a unique double-level risk analysis, the first one is enshrined in articles 
32 and 24 GDPR. Such articles require data controller to evaluate the level of risk in each 
data processing and on the basis of such evaluation (risk assessment) to adopt adequate 
technical and organisational measures (risk management). The second level is, on the other 
hand, established in article 35 GDPR. Article 35 imposes to carry out a Data Protection 
Impact Assessment (DPIA) on data processing that present a high level of risk. [20] The 
difference between the two assessments, is that the first one is a general risk assessment 
that shall be performed on every data processing the data controller decides to carry out. 

 
33 In ISO 31000:2018 risk is defined as “effect of uncertainty on objectives”. Moreover, it is speci-
fied that an “effect is a deviation from the expected. It can be positive, negative or both, and can 
address, create or result in opportunities and threats”. Therefore, the traditional theory classifies a 
risk either as a positive or a negative event. 
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The second one is a more detailed and strict procedure concerning only some data pro-
cessing. The assessment in articles 24 and 32 is meant to identify the level of risk that a 
data processing could lead to three specific events: disclosure of personal data to unauthor-
ized third parties; unauthorized modification of personal data; or unauthorized cancellation 
of personal data. After such analysis, an overall level of risk is to be assigned to each data 
processing. In case the overall risk mentioned above happens to be high, a DPIA shall be 
also carried out. The DPIA is a broader analysis concerning other elements of data pro-
cessing, besides the three risks factors of article 32. It shall also be noted that art. 35.2 
identifies itself some situations where the risk of data processing is by default considered 
high. Therefore, in conclusion, there are two ways that can lead a data processing to neces-
sitate a DPIA: the first one is if after the risk analysis according to articles 32 and 24 the 
data controller realises that there is a high risk; the second one is when the data processing 
falls in one of the situations considered as high risk by default by article 3534. 

DPIA is an extended analysis of the risks enshrined into a data processing. DPIA pro-
cedure stems from previous experiences either in data protection law or in other legal do-
mains. Indeed, the WP29, even before GDPR adoption, had transposed impact assessments 
from other industry experiences into some specific data processing context, such as RFID 
and smart grid. [90, 91] Moreover, the use of impact assessments and risk-based approach 
found application already in other sectors, such environmental regulation. [85] The choice 
to transpose this approach into data protection law has not been done just by the GDPR, 
but it is a process started already under the DPD. However, it is under the GDPR that the 
risk-based approach has found its wider application and functionality. 

As already noted, the implementation of the risk-based approach is not always straight-
forward. Doubts are mainly due to the relationship between the concept of risk in GDPR 
and risk analysis as traditionally intended, as well as between the risk-based approach and 
the right based approach. Indeed, as noted by Van Dijk et al, the relationship between the 
concept of risk and legal rights changes according to the context and the political and social 
pressure behind the sector at stake. Therefore, sometimes the risk/right relationship is en-
visaged as a trade-off, where the higher the risk the more the rights can be restricted (risk 
vs rights perspective). This is the case, for example of risks for public or national security 
that authorise the restriction of individual rights to privacy and data protection. [85] In other 
occasions, the rights are seen as a risk for organisations, i.e., rights are sources of risk. [85] 
When an organisation adopts a decision at corporate level, it faces risk to violate rights of 
third parties. In the domain of personal data processing, data controllers might violate data 
protection requirements; such a violation could lead to sanctions by DPAs or to court cases. 
[92] Under this perspective, risks are seen in light of potential detrimental effects upon 
companies’ assets. This approach, which seems to be partially followed in some DPIA tools 
(e.g., CNIL, ENISA), [93–95] is more quantitative than qualitative. It focuses on the like-
lihood that risk consequences concretise, rather than on qualitative analysis of the nature 

 
34 Situations considered by default as high risk are listed by article 35(2) GDPR and include data 
processing that consist of  
“(a) a systematic and extensive evaluation of personal aspects relating to natural persons which is based on 
automated processing, including profiling, and on which decisions are based that produce legal effects concern-
ing the natural person or similarly significantly affect the natural person; (b) processing on a large scale of 
special categories of data referred to in Article 9(1), or of personal data relating to criminal convictions and 
offences referred to in Article 10; or (c) a systematic monitoring of a publicly accessible area on a large scale.”. 
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of the risk. In other words, the legal analysis is secondary to the endeavour of making the 
data protection risk as something that is mathematically quantifiable. [85] 

The risk-based approach in GDPR represents the endeavour to build a legal framework 
that anticipate the harm rather than to remediate to it. The traditional legal practice is on 
the exact opposite though. Indeed, the legal reasoning has always elaborated the legal so-
lutions on the basis of past experiences and alleged legal breaches. On the other hand, risks 
analysis are practices through which organisations try to forecast future consequences of 
their behaviours and the possible impacts. [89] Merging the concepts of risk and rights 
leads to a result that do not fit neither in the traditional legal thinking, nor in the classic risk 
analysis. Critics have been raised about merging risk analysis techniques with legal reason-
ing. For example, it is not sure to what extent is possible to analyse legal issues with the 
objectivistic approach of risk analysis. Such an approach entails also a further doubt, i.e., 
whether it is possible to use quantitative analysis to classify legal events and their conse-
quences. Indeed, risk assessment procedures suggested by the main DPIA schemes (e.g., 
WP29, CNIL, ICO, ENISA) address the risk for rights and freedoms of individuals adopt-
ing a “probability x severity” calculation. [93, 94] The evaluation of the impact that a feared 
event can have on data subject’s rights and freedoms requires a legal analysis. In this case, 
the consequences on data subjects’ legal sphere stemming from the infringement of data 
protection law requirements shall be evaluated. These risk/legal analyses are usually per-
formed by a team of experts without involving the individuals whose rights would be 
harmed. Even though the GDPR recommend involving data subject’s representative when 
performing DPIA35, this is not a strong requirement, it seems to be rather conditional to an 
appropriateness evaluation upon the data controller itself. 

As a concluding remark, it is possible to say that data protection law is a unicum in the 
landscape of regulation that follow a co-regulatory approach. The GDPR combines precise 
requirements with broad principles and objectives. As said above, such requirements and 
principles shall be complemented by technical and organisational measures chosen by the 
data controller or processor following a risk-based approach. In this perspective, data con-
troller and processor are supposed to demonstrate their compliance with GDPR require-
ments, according to the accountability principle. However, the controversial point is that 
the GDPR does not provide a solid framework of compliance mechanisms to data control-
lers or processor for reaching compliance in an easy way. On the contrary, other types of 
regulations, such as the regulations under the New Legislative Framework (NLF)36 re-
volves around a sound system that manufacturers and providers of products can use for 
reaching and demonstrating compliance. The NLF, indeed, relies on the harmonised stand-
ards, conformity assessment and notified body as instruments to ensure the safety and the 
conformity of risky products with the EU regulations. On the other hand, the two compli-
ance tools under the GDPR, i.e., CoCs and CMs, are not enough developed yet. For this 
reason, it is difficult to create a solid framework for compliance assessment. Additionally, 

 
35 Article 35(9) GDPR. 
36 The NLF is package of regulatory measures adopted at EU to set a legal framework for placing 
on the market some products ensuring their safety and strong internal market conditions. Namely 
the NLF set a regulatory framework for market surveillance of risky products, transparent accredi-
tation of conformity assessment body, quality of products’ conformity assessment, the use the CE 
marking. See https://single-market-economy.ec.europa.eu/single-market/goods/new-legislative-
framework_en (last access: January 2023). 
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the co-regulatory instruments, as written in the GDPR, probably present some flaws that 
could hinder the spread of such instruments. These aspects will be further discussed in 
Chapter 2. 

2.2 – Other Legal Frameworks Involved 

Other legal frameworks are involved when deploying technologies that works on big 
data analytics. Data protection law is not the only piece of legislation that regulate the de-
ployment of big data and AI in health care. The framework is wider and organisations will-
ing to deploy such systems shall take into account also other requirements. Some are in-
cluded in regulatory measures already in force, such as the Medical Device Regulation 
(MDR)37, others are part of forthcoming legislative acts like the Artificial Intelligence Act 
proposal (AIA proposal or AI Act proposal)38. These measures contribute to the creation 
of a complex regulatory framework which pursue different aims. In the rest of this section, 
it will be shortly analysed the AIA proposal. The AIA will be part of the NLF, which is 
legal framework including also rules for certifying compliance with a set of legal require-
ments39. Moreover, the instrument foresees a strong interplay also with the new measures 
meant to incentivise the sharing of data among EU, i.e., DGA and the EHDS. 

2.2.1 – AIA Proposal and its Interplay with Data Protection Law 

The EU Commission has issued a white paper on AI in 2020 [96] setting the ground for 
the adoption of measures to regulate the deployment of AI technologies to be placed on the 
EU market. Following the adoption of the white paper, a High-Level Expert Group on Ar-
tificial Intelligence (AI HLEG) has been nominated for establishing ethical and legal prin-
ciple AI systems should adhere with. Such principles are indeed supposed to help develop-
ers elaborate AI systems that respect fundamental rights and humankind in general. [97, 
98] After several years of discussion, the EC has eventually issued a proposal for the adop-
tion of a regulation for the harmonisation of rules that deal with AI, i.e., the so-called AIA 
proposal or AI Act proposal. [99, 100] 

The AI act will be a horizontal legislative measure, which classifies AI systems accord-
ing to risks brought by the AI system itself. The AI act distinguishes between prohibited 
AI systems, which are in general banned from the EU market, and high-risk AI systems. 
This latter category shall respect a set of requirements during their development enshrined 
in Title III, Chapter 2 of the AI act proposal. Moreover, the AI act establishes some trans-
parency requirements for certain types of AI systems that could be classified as “low-risk” 
AI systems, such as chatbots or deep fakes. Finally, the AI act also aims to incentivise the 
application of high-risk requirements to AI systems that do not fall into such a category, 
especially through the use of codes of conduct40. 

 
37 Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 April 2017 on 
medical devices, amending Directive 2001/83/EC, Regulation (EC) No 178/2002 and Regulation 
(EC) No 1223/2009 and repealing Council Directives 90/385/EEC and 93/42/EEC. 
38 Proposal for a Regulation of the European Parliament and of the Council laying down harmonised 
rules on artificial intelligence (artificial intelligence act) and amending certain union legislative acts. 
39 See above, Section 2.1.3. 
40 Article 69 AI Act proposal. 
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The high-risk category of AI system is the most interesting, as it will include the major-
ity of AI systems deployed in industry, including the medical field. [101] Namely, there 
are two ways an AI system falls into the category of high-risk. The first one is if the AI 
system is used for one of the purposes indicated in Annex III of the AI Act. For example, 
according to Annex III, are considered high risk AI systems used for “biometric identifica-
tion and categorisation of natural persons” or for recruiting purposes of possible candidates 
for a job position, as well as those for assigning promotion and for taking decision related 
to work relationships. The second way to be included into the high-risk category is that the 
AI system is a safety component of a product, or a product itself, that is regulated under the 
NLF, and that this product is subject to a third-party conformity assessment. This will be 
the case of many AI systems included in medical devices. [101] 

The official objectives of the AI act are ensuring safety of AI systems and respect ex-
isting law on fundamental rights and Union values, ensure legal certainty to facilitate in-
vestment and innovation in AI, and therefore to facilitate the development of the single 
market41. [102] It is clear that the AI act is a market-oriented provision, with the main aim 
to foster the competitivity of EU companies in the sector of AI development. This purpose 
is also clear when looking at legal basis of the regulation, which is article 114 TFEU, 
though paired with art 16 TFEU. 

The inclusion of AI based products and services into the NLF is a clear indicator of the 
intention of the EC. The intention is, first and foremost, the strengthening of the EU market 
for this products and services. [103] Nevertheless, the use of harmonised standards [104], 
which are at the core of the NLF functioning, as well as the notified bodies and the con-
formity assessment procedure, could have impact also on other aspects other than market 
conformity. [105] Indeed, the explanatory memorandum highlights how harmonised stand-
ards are instrumental in reaching high level of compliance with requirements of high-qual-
ity data, accuracy, human oversight, and all the other rules of Title III, Chapter 2 of the 
AIA proposal. Having a high level of compliance in this respect permits the protection of 
fundamental rights and safety of individuals that interact with the AI system42. 

However, the AI act, in pursuing its objectives, inevitably will deal with personal data. 
For this reason, a significant interplay with the GDPR is envisaged. This perspective is 
clear looking at the requirements that high-risk AI system will have to comply with, ac-
cording to Title III, Chapter 2 of the AI act proposal. Especially, article 10 of the AIA 
proposal will set the conditions for data-related requirements for deploying high-risk AI 
systems on the EU market. Such an article, named “data and data governance”, will indeed 
set conditions in terms of data collection and elaboration activities in AI systems. The aim 
is to reach high level of data quality within the training, validation and testing datasets. 
Particularly interesting is the possibility provided by article 10(5) to process personal data, 
even special categories under article 9(1), GDPR for de-biasing activities. The AI act pro-
posal constitutes a legal basis for processing such categories of personal data, the pro-
cessing of which is in general prohibited by the GDPR unless a proper legal basis is de-
tected. In this sense the AI Act would introduce an exemption to the GDPR. [102] 

 
41 See explanatory memorandum of the AI act proposal. 
42 Idem, page 7. 
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3 – Policies for Big Data Sharing 

At the European level, several strategies and governance initiatives have been under-
taken in recent years concerning big data and AI, some of them specifically focusing on 
healthcare and health data. The objective common to all these strategies is to enhance the 
sharing of personal and non-personal data within Europe to foster the use and deployment 
of innovative technologies. Indeed, Europe is behind other countries for the exploitation of 
big data and the development of AI technologies43. In the following Sections the main pol-
icies and governance initiatives adopted by the EU for big data sharing will be presented. 

3.1 – The EU Strategies on Big Data, AI and Health Data 

For several years, the EU has been delivering strategies to better manage and exploit 
big data and AI technologies. [106] The distinctive factors of the EU approach, compared 
to other countries’ strategies, has always been the protection of individuals’ rights while 
exploiting big data solutions, especially those of privacy and data protection. Therefore, at 
least in theory, the EU has never waived the protection of individuals’ rights to get eco-
nomic goals in the field of big data analytics and AI technologies. This pattern is in line 
with the approach of the Council of Europe (CoE), i.e., an approach that considers data 
protection as a fundamental right. Every initiative and strategy promoted at the EU level 
about big data and AI, therefore, states that data protection shall be at the centre of the EU’s 
vision and approach towards such subjects. 

It has been said that data protection law in EU has its main piece of legislation in the 
GDPR, which sets the general rules for the processing of personal data. Additionally, sec-
tor-specific directives and regulations rule particular areas of data protection law, for ex-
ample data processing carried out by EU institutions44, or data processing carried out for 
law enforcement purposes45. Moreover, some legislative acts discipline complementary 
fields, such as the E-privacy directive46, which set up rules for data protection in the domain 
of telecommunications. 

Other fields of EU law, though not setting data protection rules, are strictly related to 
data protection law. For example, the free flow data regulation47 or the Open data 

 
43 For example, according to the AI Index Report 2022, elaborated by Stanford University, [59] the 
US is the leading country in terms of investments in AI private companies, followed at large distance 
by China. 
44 Regulation (EU) 2018/1725 of the European Parliament and of the Council of 23 October 2018 
on the protection of natural persons with regard to the processing of personal data by the Union 
institutions, bodies, offices and agencies and on the free movement of such data, and repealing Reg-
ulation (EC) No 45/2001 and Decision No 1247/2002/EC. 
45 Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April 2016 on the 
protection of natural persons with regard to the processing of personal data by competent authorities 
for the purposes of the prevention, investigation, detection or prosecution of criminal offences or 
the execution of criminal penalties, and on the free movement of such data, and repealing Council 
Framework Decision 2008/977/JHA. 
46 Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning 
the processing of personal data and the protection of privacy in the electronic communications sector 
(Directive on privacy and electronic communications). 
47 Regulation (Eu) 2018/1807 of the European Parliament and of the Council of 14 November 2018 
on a framework for the free flow of non-personal data in the European Union. 
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directive48. All these provisions stem from a process started after the Treaty of Lisbon, 
which seeks to set out policies and strategies in order to improve the digital economy in 
Europe while, at the same time, protecting digital rights of EU citizens. The first policy 
enacted by the EU Commission (EC) from this point of view was the first digital agenda 
for the decade 2010-2020. This programmatic document identified for the first time a key 
role for ICT services in the economic position that the EU is to cover in the next years. The 
goal of the first digital agenda was to set up rules to enable EU citizens and business to get 
access to digital services easier and at lower prices. Moreover, the digital agenda was meant 
to develop a stronger set of rules to protect citizens rights threatened by the misuse of tech-
nologies. [13] From the first digital agenda, it stems the process to renew the data protection 
legal framework, back then regulated by the DPD. The result of this process has been the 
adoption in 2016 of the GDPR49. 

In 2020, a new the document called “shaping Europe digital future” and the communi-
cation “2030 Digital Compass: The European way for the Digital Decade” created the sec-
ond digital agenda, which sets a series of objectives for the period 2020-2030. The Com-
munication “shaping Europe’s digital future” pursues (at least) three key objectives. Such 
objectives are: a) to regulate some innovative technologies, in order to make them work for 
people; b) to develop a fairer and more competitive digital and data economy that benefits 
the whole society; and, finally, c) to use data technologies to build an open, democratic 
society. [107] In order to achieve the first objective, i.e., to make technologies work for 
people, the white paper on AI has been adopted. The white paper on AI was the first step 
for the adoption of the current EC AIA proposal50. The key actions adopted to pursue the 
second objective – i.e., a fairer and more competitive economy of data technology – are 
two follow-up strategies: the European data strategy; and the digital services act package. 

The European data strategy [14] has led to the adoption of two important proposals by 
the EC. Namely, the DGA and the Data Act (hereinafter DA)51. On the other hand, the 
revision of the digital services act package has led to the adoption of two new legislative 
measures: the Digital Services Act (hereinafter DSA)52 and the Digital Markets Act (here-
inafter DMA)53. [106] The analysis of the DA, DSA and DMA does not fall within the 
scope of this work although. 

The European data strategy is based on two pillars: 1) personal data protection and the 
free circulation of data; and 2) the exploitation of such data through data analytics tech-
niques. These two objectives are not a novelty in the EU strategies for datafication of the 
European single market. Indeed, the EU was already pursuing them through the GDPR, the 
FFD, the Cybersecurity act and the open data Directive, for example. The specific goal of 
the policy is however to set up a European Union data space, to grant the flow of data across 

 
48 Directive (Eu) 2019/1024 of the European Parliament and of the Council of 20 June 2019 on open 
data and the re-use of public sector information (recast). 
49 See above Section 2.1. 
50 See above Section 2.2.1. 
51 Proposal for a Regulation of the European Parliament and of the Council on harmonised rules on 
fair access to and use of data (Data Act), COM(2022) 68 final. 
52 Regulation (EU) 2022/2065 of the European Parliament and of the Council of 19 October 2022 
on a Single Market for Digital Services and amending Directive 2000/31/EC (Digital Services Act). 
53 Regulation (EU) 2022/1925 of the European Parliament and of the Council of 14 September 2022 
on contestable and fair markets in the digital sector and amending Directives (EU) 2019/1937 and 
(EU) 2020/1828 (Digital Markets Act). 
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sectors. However, this objective shall be pursued respecting EU values, such as data pro-
tection, consumer protection and fair competition for companies. In order to do that, the 
European strategy for data introduces a governance mechanism for a clear and fair access 
and use of data. By means of the data strategy the EU Commission tries to fill the gap 
between EU and other countries in terms of AI and big data analytics deployment. The goal 
is to set up an ecosystem where organizations, both the public and private, as well as indi-
viduals can get access to and share data. The creation of such conditions should boost the 
use of innovative technologies. 

Nevertheless, the EU Commission is aware that every sector has its own characteristics. 
For this reason, a set of “European data spaces” are envisaged in the data strategy to adapt 
the new general data governance framework into specific domains. This should get to the 
building of sectorial data pools. For each sector specific regulatory initiatives are to be 
adopted. The first European data space to be implemented will probably be the European 
Health data space, for which a regulation proposal has already been issued by the EU Com-
mission54. 

The EC strategy for data moves from the acknowledgement that there are some issues 
that is necessary to overcome in order to actually develop a European digital single market 
and compete at global level. The first of these issues is the legal fragmentation among MS 
that risks jeopardizing the functioning of the digital single market and of the European data 
spaces. From here, the necessity to develop a common set of rules at the EU level for data 
governance. Moreover, there are specific issues due to the lack of data availability (both in 
G2B, B2B, B2G and G2G relationships). This shortage leads to the impossibility to use 
and re-use data to exploit big data analytics but can also lead to imbalances in the market 
power. The new strategy for data will then try to tackle the lack of data interoperability or 
data quality, as well as difficulties for individuals to exercise their rights, lack of skills and 
data literacy, and cybersecurity issues. [14] 

Having in mind these issues, the data strategy, which is developed according to the bet-
ter regulation principles [108], aims at setting up a cross-sectoral governance framework 
for enhancing the access and use of data. Building upon this general data governance frame-
work, a system of common European data spaces should then set sectorial rules. To make 
the system work, then a set of investments in EU capabilities and infrastructures for host-
ing, processing and using data, as well as in individuals and SMEs’ skills, are planned. [14] 

The cross-sectorial rules are supposed to create an overarching legal framework for the 
sharing and re-use of data, establishing common rules among MSs and sectors. This legis-
lative framework will regulate the governance of data in the common data spaces, ruling in 
which situations data can be lawfully used. The cross-border data use should be facilitated 
through for example setting standards and interoperability requirements. Ensuring a high 
quality of data, especially when data is from the public sector, and making them available 
for re-use is another objective of the strategy. However, also the sharing of data across 
different sectors shall be pursued. [109] 

As said earlier, besides a cross-sectorial set of rules, a set of common European data 
spaces will be detected as strategic sectors where the re-use and share of data shall be given 
priority in order to incentive AI and big data technologies. Therefore, the creation of sec-
torial pools of data with ad hoc rules (though still based on the general data governance 

 
54 See below Section 3.1.2. 
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mechanism) shall boost the data agile economy in these domains. The domains of relevant 
public interest will be (among others): the manufacturing; the green deal data space; the 
mobility data space; the health data space; the financial data space; the energy data space; 
the agriculture data space; the public administration data space; the skills data space. [14] 
In the data strategy was already possible to find a sketch about the common European 
health data space. With regard to the building of these data spaces, it seems that the EU 
Commission wants to rely on both legislative and non-legislative actions. For example, it 
suggests relying also on CoC pursuant to article 40 GDPR for smoothing the application of 
data protection law. [14] The European health data space will improve the opportunities 
for citizens to access health data and data portability, it will then enhance the cross-border 
provision of health data services and products. The infrastructure and data computing ca-
pacities built through the common European data space would then support national EHR 
systems interoperability among MS favouring in general the cross-border health data shar-
ing. Moreover, big data projects would be supported thanks to repositories that will collect 
different types of health-related data, such as EHRs, genomic data, or digital images. [110] 

Concerning the AI, as discussed before, a proposal for a regulation for ensuring the 
safety of AI systems and harmonizing the deployment of AI systems on the EU market has 
already been issued. 

The interplay of the new data governance mechanism as well as the AI proposal with 
the GDPR are remarkable, since sharing and re-using personal data is key in order to de-
velop efficient AI systems. However, as noted above respect the AI Act, the interplay be-
tween the new data governance framework and the GDPR is not always straightforward, 
and some lack of consistency comes up when analysing the new measures. [16] If these 
instruments are not properly aligned with the GDPR requirements, companies might strug-
gle in reaching compliance with an already complex legal framework. These aspects will 
be object of Section 3.2. Otherwise, in the next section will be quickly presented the two 
instruments that are expected to generate the most interplay with data protection law, i.e., 
the DGA and the EHDS. 

3.1.1 – The Data Governance Act (DGA) 

The Data Governance Act55 has been recently adopted as a regulation of the Council 
and of the Parliament. The DGA is the first piece of legislation stemming from the data 
strategy. The DGA aims to increase the availability of data for stakeholders, especially in 
G2B data flows. A new data sharing mechanism and new data intermediaries are therefore 
introduced by the DGA. The overall objective pursued by the DGA is to create a secure 
environment where different types of data can be shared. Within these secure spaces, data 
can be re-used for different purposes, including scientific research. [111] 

Therefore, the rationale behind the DGA is making public data available for re-use. Data 
that fall into the DGA material scope is data subject to right of others, namely data protec-
tion rights, IP rights, trade secrets, and commercial sensitive information56. Organisations 
that operate as data intermediaries should, on the one hand, enhance trust in individuals 
about such data re-use, while on the other hand help individuals exercise their rights 

 
55 Regulation (EU) 2022/868 of the European Parliament and of the Council of 30 May 2022 on 
European data governance and amending Regulation (EU) 2018/1724 (Data Governance Act). 
56 Article 3 DGA. 
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according to GDPR. A data altruism mechanism, moreover, is introduced for enhancing 
the sharing of data for altruistic purposes, i.e., without remunerative goals. 

Worth of note is that the aim of the legislative measure is not introducing a new right to 
data re-use. Otherwise, the goal is just harmonising the conditions under which data may 
be re-used. GDPR principles therefore are still to be respected when the re-use of data take 
place, this generates significant interplay between the DGA and data protection law. Fi-
nally, it can be noted that the DGA has been envisaged taking inspiration from FAIR data 
principles57. [112] 

Although the DGA will be focusing on the re-use of protected public sector data, the 
Chapter III also aims at increasing the sharing of data in B2B and C2B relationship. This 
aspect should be pursued by lowering transaction costs and the creation of a notification 
regime. [109] 

The data altruism mechanism is regulated by Chapter IV of the DGA. The mechanism, 
despite not new in the research domain, has been for the first time enshrined into a hard 
law measure. [111] The objective is to allow natural and legal persons to share their per-
sonal and non-personal data for altruistic purposes, without receiving a compensation for 
that. In this case, the organisation that provides a data intermediation service will be called 
“data altruism organisations” and will be subject to ad-hoc rules under Chapter IV of the 
DGA. In this situation, the purposes for which data could be shared will be limited to those 
that could create certain amount of benefit for the society. The DGA has introduced also 
some new players, such as the data sharing intermediaries, which are supposed to support 
the sharing of data as well as the exercise of individual rights on personal data. 

The DGA will work in conjunction with sectorial rules for the use and re-use of data. 
These laws will further implement DGA’s framework and functions in sectors considered 
of particular interest. The planned Common European Data Spaces, this is the name for the 
future sectorial regulations, are: 1) automotive; 2) Payment service providers; 3) smart me-
tering information; 4) electricity network data; 5) intelligent transport systems; 6) environ-
mental information; 7) spatial information; 8) health sector. It shall be noted that the Euro-
pean Health Data Space is already a proposal for a regulation that has been submitted by 
the EC58. Therefore, it is presumable that this is going to be the first European Common 
Data Space. The endeavour to regulate the use and re-use of data held by PSBs, throughout 
a regulation, is due to the risk of fragmentation brought by leaving room to national legis-
lators in this domain. However, as already said, the DGA set horizontal rules that are then 
flexible in leaving space for sectorial rules. 

The DGA is divided into nine chapter. Chapter I defines the subject matter of the regu-
lation and provides the definitions. Namely, the article 1 defines the subject matter and the 
scope: the DGA lays down conditions for the re-use of certain categories of data held by 
PSBs, it set up a notification system and a supervision framework for data intermediaries, 
moreover the DGA set down the general rules for the data altruism mechanism, and finally 
it introduces the role of the European Data Innovation Board (EDIB). Article 1(3) of the 
DGA states that the new data governance framework is without prejudice to data protection 
law in EU. In case of contrast between DGA and data protection law, the latter shall prevail. 

 
57 FAIR is an acronym that stands for Findability, Accessibility, Interoperability, and Reuse. These 
are the principles research dataset should follow in order to enhance re-usability of datasets. 
58 See below Section 3.1.2. 
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Moreover, article 1(3) explicitly states that it does not create a new legal basis for the pro-
cessing of personal data, nor does it affect any of the rights and obligations set out in the 
data protection law legal framework. A set of definitions is then provided by article 2 DGA. 
Among these definitions it shall be noted that a definition of data is provided, plus also a 
definition of data holder, data user and data intermediation service. Some of these defini-
tions have been object of discussion at academic level, as well as among data protection 
authorities, for a possible lack of consistency with data protection law59. [16] 

Chapter II of the DGA establishes the re-use mechanism for data held by PSBs that are 
protected by rights of others. However, as said above, this chapter does not create a right 
to re-use such data. Nevertheless, the DGA introduces some horizontal rules that define the 
conditions under which data re-use can be allowed. It means that PSBs that decides to per-
mit the re-use of data shall be technically equipped to comply with the requirements of the 
chapter at stake. 

The categories of data held by PSBs that fall within the material scope of the regulation 
are data protected on the grounds of: (a)commercial confidentiality, including business, 
professional and company secrets; (b) statistical confidentiality; (c) intellectual property 
rights of third parties; or (d) protection of personal data, as long as such data fall outside 
the scope of Directive (EU) 2019/102460. 

Article 4 DGA sets a prohibition to set up exclusive arrangements or agreements per-
taining the re-use of data held by public sector bodies referred to in article 3(1). Therefore, 
it is prohibited to PSBs to conclude agreements that aims at reducing the availability of 
data to third parties. However, a set of exceptions are provided by paragraph 2 to 6. Article 
5, on the other hand, defines the conditions for data re-use. In this perspective, PSBs are 
competent to grant or refuse access for the re-use of the data categories of article 3(1). In 
this activity of granting and refusing access PSBs may be assisted by the some “competent 
bodies” identified in article 7 of the DGA. It is important that the PSBs do not set conditions 
for data re-use that are discriminatory. [109] 

According to article 5(3) DGA, the PSBs shall ensure the protection of rights concerning 
the data to be re-used, e.g., data protection rights. In doing so, PSBs may require the respect 
of some conditions for the re-use of data. In the first place, to grant access to data only after 
it has been ensured data has been anonymised or “modified, aggregated or treated by any 
other method of disclosure control”. PSBs, then, may require that data shall be accessed 
and re-used remotely only within a secure environment provided or controlled by the PSB 
itself. Finally, the PSBs may also set the condition that the access and the re-use of data 
take place within physical premises in which the secure environment is located if the re-
mote access might jeopardise rights and interests of third parties. In case the PSB chooses 
to allow data re-users to access data only through a remote connection to the secure envi-
ronment or within physical premises, it is a task of the PSBs to ensure the integrity of the 
technical system of the secure processing environment. On the data re-users’ side, confi-
dentiality obligations apply to datasets accessed. Therefore, it shall be prohibited to dis-
close any information that could jeopardise rights and freedoms of others. Moreover, data 
re-users shall not try to re-identify data subjects from anonymised datasets and shall adopt 
measures to prevent re-identification from third parties. [109] 

 
59 See below Section 3.2. 
60 Article 3(1) DGA. 
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However, if the conditions according to article 5(3) cannot be applied, because that 
would hinder the data re-use, article 5(6) left open another opportunity. Indeed, data could 
still be re-used under a legal basis of the GDPR if any of them is applicable. In case the 
consent of data subjects is the legal basis chosen, PSBs and the competent body shall pro-
vide assistance to data re-users in seeking consent of the data subjects, as long as this is not 
a disproportionate burden for the PSBs. Article 6 of DGA then allows PSBs to charge data 
re-users with fees for providing the access to data and other services related to it, such as 
anonymisation or the maintenance of the secure environments. 

Each MS is asked to designate one or more competent bodies, which will probably be 
competent for a particular sector (such as the Health Data Access Bodies under the EHDS) 
to assist the PSBs in their activity to grant or refuse access to data. Such competent bodies 
may even be empowered to directly grant access for the re-use of data, by Union or national 
law. The competent bodies designated shall support the PSBs, especially from a technical 
point of view. For example, they shall support PSBs in ensuring a secure data processing 
environment, in the pseudonymisation and anonymisation of personal data, as well as in 
implementing PETs. They shall then support PSBs in helping da re-users to collect consent 
from data subjects.  

Chapter III is dedicated to the trust mechanism for the sharing of data and to decreasing 
the costs linked to B2B and C2B data sharing. For this purpose, a notification regime for 
data sharing providers is introduced. Namely providers are asked to remain neutral about 
the data shared, i.e., data cannot be used for further purposes by data sharing providers. A 
competent authority designed by MS will be in charge of monitoring compliance of data 
sharing intermediaries with the requirements in this chapter. According to article 10 DGA, 
some data intermediation services shall be regulated. These services are basically the inter-
mediation between data holders or data subjects and potential data users. Data intermedi-
aries may be organisations that provide technical means for the sharing of such data, like 
the creation of platforms or databases, as well as means to data subjects for exercising their 
data protection rights. Data services intermediaries can also be in the form of data cooper-
atives. 

A notification system is provided by article 11 DGA for such data intermediation ser-
vices. Namely, data intermediaries service providers shall notify the competent authority 
and indicate what kind of data sharing services they plan to provide. On the other hand, 
article 12 sets down the conditions according to which data sharing intermediaries can pro-
vide their services. In terms of data protection, data intermediation services cannot use the 
data at their disposal for purposes other than to put them at the disposal of data users. The 
same tenet applies to metadata related to data intermediaries’ activities, such as the date, 
time and geolocation. These data shall be made at the disposal of the data holders upon 
request. Another condition is that data intermediaries shall, if necessary, transform the for-
mat of the data to make it more interoperable and facilitate the exchange of it. The format 
should be in compliance with European data standards. Data intermediaries could then pro-
vide additional services and tools if requested by data holders or data subjects. These ser-
vices include storage of data, curation, conversion, or even anonymisation or pseudony-
misation. [109] 

Each MSs is supposed to identify a competent authority that shall be in charge of the 
notification task for data intermediation services. The powers of these competent authori-
ties are without prejudice to the powers of data protection authorities. Such authorities have 
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the task to monitor the compliance of data intermediaries with this chapter. The competent 
authorities ruled in this chapter shall not be competent to monitor data altruism organisa-
tions or other not-for-profit entities, as long as these organisations do not establish com-
mercial relationships between data users and data holders or data subjects. 

Chapter IV sets out the data altruism mechanism, this is a mechanism that will allow 
individuals, as well as companies, to share data on an altruistic basis. The chapter provides 
the opportunity to organisations to be registered as “Data Altruism Organisations”. These 
organisations should therefore increase the trust in individuals or companies to share their 
data. Also, a new data altruism consent will be created. This type of consent allows data 
subjects to share their personal data as said before, but it will not replace the consent as a 
legal basis under GDPR61. Therefore, an overlapping between this consent and GDPR’s 
one is quite predictable. [16, 111] Data altruism organisations, in order to be recognised as 
such, shall operate on a not-for-profit basis. Moreover, they must be registered in the na-
tional registry of recognised data altruism organisations. The requirements and the proce-
dure to be registered are defined in articles 18 and 19 DGA. A competent authority will 
then evaluate if the application satisfies all the requirements and, on the basis of that, 
whether to accept or not the organisation as data altruism organisation. The chapter at issue 
then establishes some specific requirements to protect rights and freedoms of data subjects 
and data holders that decide to share their data with data altruism organisations. In this 
sense, information duties apply to data altruism organisations. They shall inform data sub-
jects and data holders about the objective of “general interest” and, if the case, about the 
explicit and legitimate purpose for which personal data is to be processed. 

The data altruism organisations are prohibited from processing data collected for altru-
istic activities for objectives other than those of general interest. Moreover, data altruism 
organisations are supposed to provide the tools for collecting data subjects’ consent for 
altruistic purposes as well as the permit to process data from data holders. Data altruism 
organisations are then responsible for the security of data processing. [109] Article 25, the 
last provision of the chapter, introduces the possibility for the EC to elaborate, through 
implementing act, a European data altruism consent form. Such a form shall be elaborated 
involving also the EDPB, the EDIB and relevant stakeholders. The form should facilitate 
the collection of consent for data altruism purposes. Indeed, it should follow a modular 
approach allowing also customisation for specific sectors. However, it shall be borne in 
mind that where the consent concerns also personal data, it shall still be in compliance with 
the consent requirements of the GDPR62. 

Chapter V sets out requirements for the functioning of competent authorities designated 
to monitor and implement the notification framework for data-sharing and entities engaging 
in data altruism. Chapter VI creates the European Data Innovation Board. This body is 
going to be a formal expert group in charge of the task to facilitate the emergence of best 
practices by MS authorities. Moreover, the EDIB will support and advise the EC on gov-
ernance of cross-sectorial standardisation and cross-sector standardisation requests. Article 
29 DGA establishes that the EDIB shall be constituted by representatives of the competent 
authorities for data intermediation services and the component of authorities for the regis-
tration of data altruism organisations of MS. The EDPB, the EDPS, ENISA and the EC 

 
61 See below Section 3.2. 
62 See below Section 3.2. 



38 
 

will also be part of the EDIB. The EDIB will then be organised in three different sub-groups 
indicated in article 29(2) DGA. 

Article 30 of the DGA defines the tasks of the EDIB. First of all, the EDIB has the task 
to advise and assist the EC from many points of view. For example, these advisory tasks 
consist in supporting the development of practices for data altruism across the EU in a 
consistent way. Otherwise, the advice of the EDIB could be required for the development 
of guidelines of cybersecurity aspects. Also, consistent practices for public sector bodies 
for handling requests for the re-use of data could be object of EDIB activities in assisting 
the EC. The EDIB will be key for developing guidelines for the forthcoming European data 
spaces. The EIDB shall support the creation of a framework and common standards for 
enhancing the sharing of data. The final aim should be to develop new products and ser-
vices, boost scientific research or civil society initiatives. The EDIB also assists the EC in 
developing data altruism consent. 

Chapter VII concerns the international access to and transfer of data. It shall be noted 
that the data holder, the data user, the data intermediation service provider, or the recog-
nised data altruism organisation shall adopt technical, legal and organisational measure to 
prevent the international transfer or the governmental access to non-personal data outside 
the EU. This provision applies as long as the access is in contrast with the EU or MS laws. 
Articles 31(2) and 31(3) then set some exceptions to this prohibition. Chapter VIII and 
Chapter IX contains, respectively the exercise of delegative power by the EC and the final 
and transitional provision of the legal act. 

3.1.2 – The Common European Health Data Space Regulation Proposal 

The proposal for a Regulation on European Health Data Space (EHDS)63 is a legislative 
measure setting out sectorial requirements for a data governance mechanism that should 
both support primary and secondary use of data in health domain. Primary use of data in 
health stands for the use of data to deliver health care services directly to the person the 
data belongs, such as surgical operations, care activities, monitoring or personalised medi-
cine. On the other hand, the secondary use of data in health domain relates to data pro-
cessing to support research activities, policy making or any other purpose without imme-
diate effects on the individual. [50] 

Therefore, the EHDS will enable individuals’ control on their EHRs, as well as facilitate 
the use and re-use of such data for organisations. This second objective is meant to allow 
researchers, innovators and policy makers to use such data in secure way also protecting 
individuals’ privacy [110]. As regards the individuals, they should become able to exercise 
their rights more effectively than now, such as access to data and the transmission of it, 
even in transborder situations. From a third point of view, the proposed EHDS should re-
move the barriers also to the placement on the market of products and services in health 
domain. Indeed, differences of standards and the lack of interoperability between health 
products pose barriers to producers operating in different MSs. [110] Therefore, the new 
data governance framework, that the EHDS should help to implement in EU, would impact 
electronic health data sharing in order to reach three objectives. In the first place, it should 
lead to better diagnosis and treatments for EU citizens. Moreover, it should allow 

 
63 Proposal for a Regulation of the European Parliament and of the Council on the European Health 
Data Space, COM(2022) 197 final. 
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policymakers to develop better policies. [113]. Finally, a single market goal should be re-
alised thanks to the harmonisation of rules for digital health products and services. The 
exchange of electronic health data will concern EHRs, genomic data, patient registry, and 
other kinds of data. In general, the EC’s objective is to improve healthcare delivery, re-
search and innovation, policymaking, personalised medicine, and in general the secondary 
use of health-related data. 

The EHDS, along with the DGA will also introduce a data altruism mechanism. This 
mechanism is supposed to be the voluntary authorisation from data holders or data subjects 
to share their data (even personal data) for some specific secondary uses. The data altruism 
mechanism will substantially be a kind of consent for the re-use of data. It shall be noted 
that such a data altruism mechanism will have to be co-ordinated with the rules on consent 
under the GDPR, where personal data are involved. The interplay between consent under 
the GDPR and data altruism consent has been criticised by many scholars for a lack of 
consistency between the two legal acts64. [114–116] The interplay will be even more prob-
lematic in the context of biomedical research for the well-known issues related to the use 
of consent as legal basis in this context. 

As regards the data protection context, the EHDS builds upon the possibilities provided 
by the GDPR, i.e., the legal basis, for processing health data for medical diagnosis, health 
care treatment, or the management of health care systems and services65. Moreover, the use 
of personal data in the EHDS context should also be supported by the legal basis of the 
GDPR that permits the use of health data for scientific or historical research, and statistical 
purposes66, as well as the public interest in the area of public health67. However, also from 
this angle, scholars, the EDPB, and the EDPS have underlined as there is no full consistency 
between GDPR and EHDS. [15, 16] 

The EHDS, moreover, builds upon the MDR and VDR and the AI Act. According to 
the EC, the EHDS should support the development of medical devices and in vitro medical 
devices, for example harmonising requirements for EHR systems, used to store electronic 
health data. This action should support interoperability and portability of such systems. For 
example, in case a manufacturer of medical devices and high-risk AI systems declare in-
teroperability with HER systems, they will be subject to essential requirements posed by 
the EHDS. 

The EHDS builds upon the DGA and the DA, as long as it set up rules for the secondary 
use of electronic health data. We can say that EHDS is to some extent a verticalization, in 
the health sector, of DGA’s rules for the re-use of data. The DGA, as said above, provides 
a horizontal framework for the re-use of data held by PSBs, without creating a right to re-
use such data though. The DA, on the other hand, aims at fostering the portability of user-
generated data, which can include also health data. Therefore, the EHDS integrates hori-
zontal rules of DGA and DA, completing the legal framework in the health sector. The 
provisions set forth by the EHDS will regulate the exchange of electronic health data. Such 
rules will impact the providers of health data sharing services, imposing formats that facil-
itate data portability. Moreover, data sharing services will be encouraged to take part of the 
data altruism mechanism in the health sector. [110] 

 
64 See below Section 3.2. 
65 See article 9(2)(h) GDPR. 
66 See article 9(2)(j) GDPR. 
67 See article 9(2)(i) GDPR. 



40 
 

The twofold purpose of enhancing fundamental rights and making the EU internal mar-
ket more competitive is also clear when looking at the legal basis of the EHDS proposal. 
The EHDS is indeed, supported by both article 114 TFEU and article 16 TFEU. EHDS 
should remove some obstacles from the internal market, such as those brought by legal 
fragmentation and lack of technical standards. Indeed, the majority of the provision in the 
EHDS are meant to improve the internal market functioning and the free movement of 
goods and services. Namely, article 114(3) TFEU sets the ground for EU actions that are 
supposed to ensure a high level of protection for human health while achieving harmonisa-
tion in the EU internal market. Therefore, this legal basis appropriate for regulatory initia-
tives in the domain of public health protection. [15] Article 16 TFEU, on the other hand, is 
used to support the adoption of regulations that are meant to complement the GDPR. In-
deed, as noted by the EC itself, some GDPR rights cannot be implemented in practice, 
because of lack of interoperability, limited harmonisation, and technical standard fragmen-
tation. In this sense, article 16 TFEU is meant to support EHDS provisions with the aim to 
integrate some data protection rights. For example, the right to portability is strongly lim-
ited in the health sector. Therefore, the EHDS set up some requirements that will be instru-
mental to foster the portability of electronic health data68. 

The interplay between EHDS and GDPR is also testified by the EC statements, in the 
explanatory memorandum, that the EHDS builds upon the possibility to process health data 
for some purposes under the GDPR. [15] Namely, the EHDS revolves around the possibil-
ity to process personal data for medical diagnosis, provision of healthcare or treatment or 
management of health care system and services. Moreover, the use and re-use of personal 
health data, under the GDPR is allowed for public interest in the area of public health, for 
facing cross-border threats to health, as well as for ensuring high standards of quality and 
safety of health and medical products. Finally, the EHDS works in the space that is left by 
the GDPR for scientific and historical and statistical research purposes. [15] 

The proposal does not aim at harmonising the way MSs provide health services and 
national healthcare in general. However, the EC noted that differences at national or re-
gional level, as well as the excessive use of specification at national level of GDPR provi-
sions, hamper the exercise of GDPR rights from individuals. [80] In the same vein, such 
differences and standard fragmentation create an obstacle to the placing on the market of 
digital health products and services. Today, the cross-border sharing of electronic health 
data is still very limited, with serious limitations for researchers and policy makers. The 
harmonisation of data flows in healthcare should help such actors in carrying out their ac-
tivities. It shall be noted that the EHDS builds upon and try to continue the work of the 
CBHC Directive69. Such a Directive, in article 14 established “the eHealth Network” with 
the aim to support the application of cross-border applications of patients’ rights. This was 
indeed the first reference to eHealth in EU. The nature of the eHealth provisions in CBHC 
Directive were facultative in nature though. For this reason, the results stemming from the 
application of CBCH Directive have been considered as not satisfying. Nevertheless, this 
directive for the first time introduced legal provisions in support of harmonisation, intro-
ducing a common EU approach to use electronic health data. [117, 118] 

 
68 See in this sense recitals (11), (12), (19), (35), as well as article 10(2)(m) of the proposed EHDS. 
69 Directive 2011/24/EU of the European Parliament and of the Council of 9 March 2011 on the 
application of patients’ rights in cross-border healthcare. 
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In the study “Assessment of EU MS’ rules on health data in the light of GDPR”, the 
stakeholder vision highlighted how different legal basis under the GDPR make it difficult 
sharing data cross-border. Moreover, especially for the secondary uses, stakeholders sug-
gested, already in the study on “Health data, digital health and AI in healthcare” [80], the 
necessity to build up a legal and governance framework for health data sharing. This frame-
work has been suggested to revolve around the role played by data access bodies. 

In terms of fundamental rights, the EHDS will have a strong interplay with GDPR each 
time personal data will be processed. Indeed, the sharing of and the access to personal data, 
that the EHDS aims to foster, will have to be in compliance with GDPR. In particular, when 
personal data will be used for secondary purpose, all the security measures to protect fun-
damental rights under the GDPR shall be applied. The GDPR provides the opportunity to 
re-use personal data for scientific, historical or statistical purposes. The legal basis under 
article 9(2)(h), (i), and (j) GDPR has been deemed suitable for data processing under the 
EHDS. Therefore, the EHDS itself constitutes an EU law provision that provides suitable 
and specific measures for protecting individuals’ rights. Indeed, the abovementioned arti-
cles of the GDPR authorise personal data processing carried out on the basis of an EU or 
MSs law70. 

Under article 9(2)(h), the purposes of the data processing shall be “preventive or occu-
pational medicine”, or “the assessment of the working capacity of the employee”, or “med-
ical diagnosis, the provision of social care or treatment or management of health or social 
care”. Under article 9(2)(i), the data processing shall be “necessary for reasons of public 
interest in the area of public health”71. This legal basis requires also that the EU or MS laws 
at stake shall provide “suitable and specific measures to safeguard rights and freedoms of 
data subject”. Finally, article 9(2)(j) provides a legal basis for data processing “necessary 
for archiving purposes in the public interest”, or “scientific or historical research”, as well 
as “statistical purposes”. The use of such a legal basis is subordinate to respecting the safe-
guards under article 89(1). Moreover, the law at EU or State level shall “be proportionate 
to the aim pursued, respect the essence of the right to data protection and provide for suit-
able and specific measures to safeguards the fundamental rights and the interests of the data 
subject”. The discussion about which legal basis shall support personal data processing 
within the EHDS new governance framework has been object of broad debate in litera-
ture72. 

Moving to a brief analysis of the specific content of the EHDS proposal, we can see that 
this is an ambitious regulation with more than seventy-two articles organised throughout 
IX Chapters. 

Chapter I defines the subject matter and the scope of the regulation, which is the provi-
sion of rules for building common standards and practices, as well as an infrastructure and 
a governance framework for primary and secondary uses of electronic health data. As said 
above, therefore, the EHDS aims at strengthening natural persons rights on their electronic 
health data, especially those of availability and control over personal data. The EHDS then 
lays down rules for placing on the market or putting into service EHR systems in the Union. 

 
70 Or, under article 9(2)(h) only, pursuant to a contract with a health professional. 
71 For instance, when data processing is necessary to protect individuals against cross-border threat 
to health. The quality and safety of health care of medical products or medical devices also fall under 
this legal basis. 
72 See below Section 3.2. 
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Rules and mechanism to foster the secondary use of electronic health data are object of the 
regulation as well. The building of a mandatory cross-border infrastructure for enabling the 
primary and secondary use electronic health data is finally provided by article 1(2)(e) the 
EHDS proposal. 

The scope of the regulation includes, first of all, the manufacturers and suppliers of EHR 
systems and wellness applications to be placed on the market or put into service and the 
users of these products. Moreover, the regulation applies to all data controllers and proces-
sors established in the Union who process electronic health data on Union citizens, as well 
as data of third-country citizens who are though residents of a MS. It also applies to data 
controllers or processors established in third countries who are connected to or are interop-
erable with the MyHealth@EU, pursuant to article 12(5). Finally, fall into the scope of the 
EHDS all data users to whom electronic health data are made available by data holders in 
the UE. 

Article 2 provides the definitions that apply to the regulation. In this regard, it shall be 
noted that EHDS transposes the definitions of the GDPR, as well as some definitions in-
cluded in other Union laws. Namely, from the Directive 2011/24/EU the EHDS transpose 
some definition concerning the healthcare domain, such as the those of “healthcare pro-
vider” or “health professionals” or “healthcare” itself. The EHDS relies then on the defini-
tion of the DGA in relation to functioning of the data governance framework, such as for 
the definitions of “data altruism”, or “public sector body”. Moreover, some definitions of 
Regulation (EU) 2019/1020, Regulation (EU) 2017/745 and Regulation (EU) 910/2014 
also apply to the EHDS. 

Chapter II of the proposal is dedicated to the primary use of personal data. The chapter 
introduces new rights and mechanisms that will complement the GDPR in relation to elec-
tronic health data. Obligations, on the other hand, will be imposed to health professionals 
still regarding electronic health data. On the MSs side, national legislators will have to set 
up a “digital health authority” responsible for monitoring the new rights and mechanisms. 
Moreover, MSs will also have to designate a national contact point in order to enforce this 
chapter. In conclusion, the MyHealth@EU is identified as the infrastructure for the cross-
border data sharing of electronic health data. 

Chapter III contains the obligations for several economic operators, including the es-
sential requirements (specified in the Annexes) that is necessary to comply with in order to 
obtain the CE marking. The conformity is self-assessed by the economic operator itself. 
The EU legislator has chosen not to impose a third-party assessment for EHR systems’ 
conformity assessment. The EC has the possibility to adopt common specifications to spec-
ify the essential requirements, if needed, and facilitate the compliance procedures. A mar-
ket surveillance authority shall be designated by MSs, which will be responsible for the 
implementation of the Chapter at stake. In conclusion Chapter III provide a system of vol-
untary labels for wellness applications that are interoperable with EHR systems. 

Chapter IV is dedicated to the secondary use of electronic health data. In the first place, 
this chapter set down a set of categories of data that data holders shall make available for 
secondary uses, as long as the condition in the present chapter are respected. These catego-
ries include but are not limited to: EHRs; genomic data; data generated by medical devices 
or data generated by wellness applications; health administrative data. These data catego-
ries are indeed held by entities and bodies, either public or private, that operate in the 
healthcare sector, or perform research activity in this domain, as well as Union institutions, 
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bodies, agencies and offices. The chapter at issue, moreover, clarifies the purposes for 
which the electronic health data abovementioned can be re-used. The purposes explicitly 
indicated in the proposal are: 1) public interest in the area of health; 2) support EU bodies 
and institutions to carry out their task in the area of health; 3) for statistical purposes at 
national or EU level; 4) education or teaching activities in the healthcare sector; 5) scien-
tific research in the health or care domains; 6) innovation and research of products and 
services in the health sector, or ensuring high levels of quality and safety of medicinal 
products and medical devices; 7) the training or testing of algorithms, including AI systems 
and medical devices; 8) the provision of personalised healthcare, based on health data of 
other persons. 

It shall be noted that there are also some purposes that are explicitly prohibited under 
the EHDS. Such prohibited purposes include, first of all, decision making based on health 
data that are detrimental to the data subject itself, in the sense that such decision produces 
legal or comparable effects on the individual. It is also prohibited the re-use of data meant 
to exclude individuals or groups from insurance services. Moreover, it should not be per-
mitted the re-use of electronic health data for targeting health professionals or health care 
providers for proposing marketing solutions (i.e., advertising activities). It shall be forbid-
den to share electronic health data with third parties not indicated in the data permit. Fi-
nally, data re-users shall not use such data for developing certain types of products that 
could potentially harm individuals or the society at large. Examples, in this sense are illicit 
drugs, alcoholic or tobacco products. 

It has been said, in the previous part of this Section, that the EHDS proposal aims at 
building a governance framework for the re-use of certain electronic health data building 
up the DGA. Chapter IV of the proposal set down the rules from this perspective. At the 
centre of the governance framework for data re-use there will be the “health data access 
bodies”. Each MS will have to designate one or more of these bodies, either relying on 
existing bodies or establishing a new one. Health data access bodies will have a number of 
tasks. They will first of all decide on data access applications, authorising the access to 
electronic health data for secondary uses, in accordance with the provisions of the Chapter 
at stake and with Chapter II of the DGA. They will collect, combine, prepare and disclose 
the data for secondary uses, on the basis of the data permit. They will have to prepare a 
secure processing environment where the data are put at the disposal of the data users. 
Health data access bodies shall then contribute to the data altruism mechanism. They shall 
also support the development of AI systems, and the development of harmonised standards 
under the AI regulation proposal. Moreover, such bodies are also supposed to collaborate 
with data holders in order to ensure data quality and utility label set out in the EHDS itself. 
Other tasks of cooperation with national and Union level institutions, as well as of facilita-
tion, are assigned to the health data access bodies. 

It shall be noted that, under the EHDS health data access bodies also have some obliga-
tions towards data subjects. Indeed, such bodies are supposed to provide information about 
the data processing concerning the re-use of data subjects’ data. The legal basis upon which 
the re-use is based shall be explicitly made available to the public. The same obligation 
concerns the technical and organisational measures to protect data subjects’ rights and free-
doms. Moreover, also rights that natural persons can exercise about data re-use shall be 
explicitly indicated, as well as the modalities for such an exercise. Finally, the outcome of 
the projects for which electronic data have been re-used shall be made publicly available. 
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The EHDS specifies the provisions about data altruism already set up by the DGA. 
Namely, when a data altruism organisation process personal electronic health data shall do 
it within a secure processing environment in compliance with the relevant provisions of the 
EHDS. 

About the duties of the data holders, i.e., public sector bodies that held data falling into 
the scope of EHDS and obliged to make them available for re-use, the following aspects 
shall be noted. Data holders shall cooperate with the health data access body communi-
cating a general description of the datasets, including also data quality aspects, and provid-
ing the required data within a certain amount of time. A system of fees is included in the 
EHDS as a compensation for the health data access body and data holders’ activities. Health 
data access bodies shall monitor the compliance with requirements of EHDS from data 
holders and data users. Health data access bodies can also impose penalties when they find 
data holders or data users not compliant. 

Another section of the chapter at issue provides some rules about the conditions under 
which the data shall be made available to data users. In the first place there is a data mini-
misation requirement. In other words, the health data access body shall ensure that the data 
users have access only to the information necessary to pursue the aims indicated in the data 
application and authorised in the data permit. Moreover, the data shall be provided in an 
anonymised format, as long as the purposes can be pursued with anonymised data. If the 
purpose cannot be reached out using anonymised data, then the data can be provided in a 
pseudonymised form. Anyway, the data access body shall retain the additional information 
necessary to re-identify data subjects and not share it with anyone else. On the data users 
there is a duty to not try to re-identify data subjects from pseudonymised datasets. 

It is interesting to note that if the data user wants to obtain pseudonymised data instead 
anonymised data it shall indicate in the application addressed to the health data access body 
the legal basis for data processing under article 6(1) GDPR. Otherwise, another option for 
data users is to present a “data request” instead a “data access” to the health data access 
body. A data request does not entail a real access to electronic health data, but it constitutes 
in a submission of a specific request for having anonymised statistical results from data. If 
a data user needs access to data held by just one data holder in a single MS, he can choose 
to directly address the request to the single data holder. In this case, the data holder and the 
data user shall be deemed joint data controllers. In all the other cases, i.e., when the data 
users get access to data through the health data access body, the data user and the health 
data access body should be deemed as joint data controllers, as explicitly provided by arti-
cle 51 of the proposed EHDS. 

In order to foster the secondary use of electronic health data in a cross-border context, 
each MS is asked to designate a national contact point. Such a contact point will therefore 
be responsible for making electronic health data available for secondary use. Reasonably 
the national contact point will be the health data access body, or the coordinator health data 
access body where there are more than one. The national contact point shall then be a par-
ticipant of the cross-border infrastructure for secondary use of electronic health data, i.e., 
HealthData@EU. Participating in HealthData@EU shall also be EU institutions, bodies, 
offices and agencies involved in research, health policy or analysis, as well as research 
infrastructures. Even third countries or international organisations may become part of the 
infrastructure, as long as they comply with the rules set down in this chapter and provide 
access to data users located in the Union, imposing the same conditions of health data 
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access body. The EC on the other hand shall develop, deploy and operate a platform for 
HealthData@EU by providing also information technology services. 

Finally, Chapter IV of the EHDS proposal provide some requirements of data quality 
and data utility, although using a voluntary label. Namely, data holders when making da-
tasets available to health data access bodies may also provide such a label. The label indi-
cates compliance with some data quality and utility aspects. For example, the label should 
indicate the technical quality, the completeness, the accuracy, the validity of data. The la-
bels are then supposed to demonstrate compliance also with other aspects, such as: the 
standards used; data quality management processes, including biases; the representativity 
of the population sampled; time between the collection and the addition of data to the da-
taset; information about eventual enrichments on the datasets. 

Chapter V of EHDS provides measures to promote capacity building by MS. Chapter 
VI creates the European Health Data Space Board, which will have the task to facilitate the 
cooperation between digital health authorities and health data access bodies. Moreover, the 
chapter includes also provisions related to the joint-controllership groups for EU infrastruc-
tures. Chapter VII contains the delegated acts by the EC on the EHDS. Chapter VIII and 
IX set up the penalties and cooperation as well as the final provisions. 

To wrap up, the EHDS will be revolving around three pillars: data governance frame-
work and rules for data exchange; data quality; and data infrastructure that grant interoper-
ability. [110] The data governance framework will build upon the cross-sectorial rules of 
the DGA. It will aim at enhancing the use and the re-use of personal and non-personal data 
for both primary and secondary uses in health domain through either legislative or non-
legislative measures. As highlighted by the EC study on health data in light of the GDPR, 
the uneven implementation and interpretation of the GDPR by MSs creates legal uncer-
tainty. Such an uncertainty raises a barrier to secondary use of electronic health data. [80] 
The data quality pillar, on the other hand, will be aimed at ensuring the quality of data and 
the quality of the sources of data (EHRs, registries, IT tools) and that such sources shall be 
interoperable. This basically means ensuring a semantic and technical interoperability. 
[118] Finally, the third pillar will consist in investments of the EU in infrastructures and 
technology needed to reach the objectives identified in the other two pillars. Such invest-
ments could also be built upon and scale up existing initiatives, such as the eHealth Service 
infrastructure, the European Reference Networks or the Genomics Projects. [110] 

3.2 – Concerns on the Interplay Between the GDPR, the DGA and the Proposed EHDS 

Scholars and data protection authorities raised concerns about the lack of consistency 
between the DGA, the EHDS proposal, and the GDPR. It has been noted throughout the 
chapter how the difficulty in implementing data protection law in big data context is having 
a limiting effect on the sharing and re-use of data. This lack of clarity is consequently ham-
pering the exploitation of these technologies [114, 119, 120] In principle, the DGA and 
EHDS aims at remedying to such limits and in general increasing the sharing of data across 
EU. Against this background, the re-use of data should be fostered thanks to new data gov-
ernance framework. However, in the attempt of doing so, the DGA and EHDS clash with 
some GDPR’s requirements and principles. [15, 16] A sort of compliance paradox seems 
to affect the personal data sharing in Europe. In this sense, the same rules which aim at 
overcoming the shortage of big data and AI deployment could generate obstacles to data 
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sharing. This threat will persist as long as some inconsistencies between the new data gov-
ernance framework and the GDPR are not solved. 

The European Data Protection Supervisor was the first authority to release an Opinion 
about the interplay between GDPR and the EHDS, already in 2020. Through this Opinion 
the EDPS tried to clarify some critical aspects pertaining personal data availability in the 
EHDS. [121] Furthermore, more recently, the EDPB and the EDPS have released two ad-
ditional Joint Opinions. The first concerning the interplay between the GDPR and the DGA 
[16] and the second on the EHDS. [15] The two Joint Opinions in general state that the 
DGA73 and the EHDS proposal lack of consistency with the GDPR. The EDPB and the 
EDPS, and also several scholars, raised many critical points; however, for the sake of dis-
cussion, just some of them will be analysed. The concerns presented here have been organ-
ised into four areas of discussion: 1) the definition and the terminology used throughout 
the DGA and the EHDS; 2) roles, and responsibilities of the new actors; 3) the legal basis 
for processing personal data and data re-use mechanisms. 

3.2.1 – Definitions and Terminology 

A first set of issues raised in relation to the DGA proposal concerned the lack of con-
sistency between some definitions and the terminology used in the DGA and the proposed 
EHDS and the GDPR. In this regard, the Joint Opinion on DGA has identified the following 
as problematic: “data holder”; “data user”; “metadata”. It shall be noted that some of these 
definitions have been changed in the final version of the DGA, therefore the legislator has 
solved part of the doubts. Nevertheless, not all the concerns have been removed and some 
difficult interpretation, or at least a poor readability of the text, is maintained to some ex-
tent. Addressing here the concerns raised by the EDPB and EDPS, although partially solved 
in the final version of the DGA, is useful to understand possible misinterpretation of the 
legal text. 

In the DGA proposal, the definition of data holder as “a legal person or data subject 
who, in accordance with applicable Union or national law, has the right to grant access to 
or to share certain personal or non-personal data under its control” was problematic since 
it seemed to introduce a right upon a legal person holding personal data to grant access and 
share such data. EDPB and EDPS believes that clarification could be introduced explicitly 
stating that both the access and the sharing of personal data constitute a data processing 
under article 4(2) GDPR. [16] However, the final version of DGA did not include the view 
of the authorities. Though, the definition of data holder has been changed specifying that a 
data holder is a legal person or natural person “who is not a data subject with respect to the 
specific data in question” that can grant access to data or even directly share such data74. 
Specifying in the wording of the definition at stake that natural persons in this case do not 
also include data subjects can solve many interpretation doubts. The previous version of 
the text of the DGA proposal, would leave room to an interpretation in the sense that data 
subjects are the natural person allowed to grant access or share their own data. Such an 
interpretation would create overlapping with the GDPR provisions. The GDPR, indeed, 
already foresee mechanisms and requirements for data subjects to share their personal data. 

 
73 At the time of the Joint Opinion the DGA was only a proposal, indeed some of the concerns raised 
by the EDPB and EDPS have been eventually solved in the final version of the DGA. 
74 Article 2(8) DGA. 
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Moreover, such an interpretation would even exclude natural person that share non-per-
sonal data from the scope of the DGA. [122] 

The definition of “data user” has a difficult interplay with the notion of recipient under 
article 4(9) GDPR. Indeed, a data user is defined as the natural or legal person that “has the 
right to”75 use data for commercial and non-commercial purpose. This definition could lead 
to doubts about the attribution of the roles of data controller, joint controller, or processor 
under the GDPR to entities falling in the definition of data users. For example, recital 35 
DGA76 explicitly states that data intermediation services are bound to the obligations of 
data controllers or processor under GDPR, when processing personal data. However, such 
explicit statement was not foreseen for data users or data altruism organisations in the DGA 
proposal, although it seems clear that also such entities will process personal data. The final 
version of the DGA however, has included a similar statement also for data altruism organ-
isations77. On the contrary, an explicit statement in this sense seems still missing for data 
users, for this the readability of the text could be affected in a negative way. Nonetheless, 
the definition of data users has also been modified from the proposal to the final version of 
the DGA. The final version of the DGA foresees two cumulative conditions for being con-
sidered as data users: 1) having lawful access to certain data; 2) having the right to use such 
a data. The new version has brought some clarification since it specifies that the right to 
use the data shall be considered also as having the right to process data under the GDPR. 
The previous version, on the other hand, as second step for being considered data users, 
mentioned being authorised for the data use. The authorisation necessary to process data 
was not better specified, neither in terms of its content, nor as regards who was supposed 
to provide it. [122] . However, under data protection law, there is no meaningful distinction 
between “having lawful access to” and “having the right to use” personal data. In the first 
place, accessing data is already considered a data processing, i.e., accessing data basically 
means using it. Moreover, under data protection law having lawful access shall mean hav-
ing a lawful legal basis, as well as respecting all the other principle under article 5 GDPR. 
[122, 123] Therefore, some doubts still exist in this sense also in the final version of the 
DGA. 

The definition of metadata (article 2(4) in the proposal), read in conjunction with article 
11.2 (proposal) could have been interpreted as creating a legal basis for processing 
metadata. Metadata could also be deemed as being personal data. This concern was stem-
ming from article 11 of the proposal which provides that data sharing services should be 
allowed to use such data for the development of the data sharing service. [16] However, 
the final version of the DGA has deleted such definition78. 

The definition of data sharing is also carrier of uncertainty. Namely, where it refers to 
data sharing as the “provision of data […] for the purpose of joint or individual use of such 
data […] directly or through an intermediary” 79. The Joint Opinion believes that such 

 
75 Article 2(6) of the DGA proposal used the words “is authorised” instead. [109] 
76 Recital 28 in the proposal. 
77 Recital (50) DGA. 
78 Metadata is now mentioned only one time in the text of the DGA, namely in recital (16), where 
PSB are encouraged to develop harmonised approach and procedures to make data available for 
scientific research purposes in the public interest. In this sense, such harmonised procedures should 
also concern metadata. 
79 Article 2(10) DGA. 
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definition could be at least confusing when it comes to personal data processing. Moreover, 
there seems to be confusion in the wording of some passages of the DGA which refer to 
rights and interest of legal persons regarding their data. Indeed, recital (14), article 11(6) 
and article 19 DGA proposal seemed to treat on the same level rights and interests of indi-
viduals on personal data and rights and rights and interest of legal persons non personal 
data. Such recital and articles, the wording of which has been basically maintained under 
the approved version of DGA, will be meant use of the same provisions to address situa-
tions different to each other. This lack of clarity about the different rights and interests of 
data subjects on the one hand and the legal persons on the other hand could lead to a pro-
vision not solid from a conceptual point of view and difficult to implement as well. [16] 

Another area of concern is the legal basis for personal data processing within the new 
data governance framework. In this sense, the text of the DGA proposal80, but also of the 
final version81, refers in different occasions to the “permission of data holders” for the use 
of data. The EDPB and the EDPS deem that it is not always clear whether the object of 
such a permission can only be non-personal data or also personal data. [16] Where personal 
data are processed it shall be noted that such a permission cannot replace the need to have 
a legal ground under GDPR. The Joint Opinion stresses the need to specify the necessity 
to have a legal ground under the GDPR for each data processing within the DGA. [16] 
Indeed, the final version of the DGA explicitly states in article 1(3) that all data processing 
involving personal data shall be in compliance with EU data protection law. Therefore, the 
interpretation that could be provided to “permission” in the DGA is as the business choice 
of a legal person to let another legal person process personal data as long as there is a legal 
basis for doing it according to the GDPR. This interpretation indeed seems to be supported 
by the fact that the approved version of the DGA explicitly states that “permission” means 
giving the right to re-use non-personal data only82. 

In case of re-use of data for altruistic purposes the re-use will be allowed for pursuing 
the general interest of the society, i.e., the common good. Besides semantic misalignment 
where the DGA mainly uses the words “general interest”83 while GDPR “public interest”, 
these notions are not completely clear. According to article 2(16) DGA purposes of general 
interest can include, but are not limited to, “healthcare, combating climate change, improv-
ing mobility, facilitating the development, production and dissemination of official statis-
tics, improving the provision of public services, public policy making or scientific research 
purposes in the general interest”. Further clarification on these definitions should be pro-
vided for the sake of the whole system of legal provisions. 

In conclusion, the EDPB and the EDPS generally auspicate for a clarification of the 
definitions in order to make them consistent with the GDPR and explicitly state that DGA 
does not amend or remove any definitions pertaining to data protection law domain. Some 
issues concerning definitions and terminology have been tackled by the final version of the 

 
80 See recitals (11), (39) and articles 2(10), 5(6), 7(2)(c), 11(11), 19(3) DGA proposal. 
81 See recitals (15), (26), (45), (46), (50), (52) and articles 2(6), (15), (16), 5(6), 5(9), 6(5)(f), 7(4)(d), 
12(n), 21(3), (6), 22(1)(a), (b), 25(1) DGA. 
82 Article 2(6) DGA. 
83 The DGA mainly uses the words “general interest”, see for example recitals (3), (12), (13), (45), 
(46) and articles 2(16), (18), (21), 4(2), 15, 16, 18(b), 19(4)(h), 20(2)(b), (c), 21(1)(a), (b), (2), 35 
DGA. However, the text of the DGA on some occasions also uses the words public interest, see 
recitals (6), (16), (11), (16), (24) DGA. 
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DGA. Nevertheless, the final version still maintains some uncertainty in light of personal 
data processing. 

3.2.2 – Roles and Responsibilities of the New Actors 

The roles and responsibilities under data protection law of the actors introduced by the 
DGA and EHDS is another aspects worth of consideration. Such roles are to be clarified 
when personal data will be processed within the new EHDS. The risk, in this case, the 
EDPS highlights, is that individuals will face difficulties to exercise their rights before data 
controllers. [121] In general, the Joint Opinion on DGA argued for a clarification in the 
text of the proposal about the roles, in light of data protection law, that actors could play in 
the DGA. This clarification is needed to avoid ambiguity and improve readability of the 
text which could lead to misinterpretation and difficulties from a compliance perspective. 
[16] For example, the EDPB and the EDPS deem doubtful the fact article 5 of the proposal 
introduced an obligation upon public sector bodies in supporting re-users to obtain consent 
from data subjects. In this respect, it shall be noted that the final version of the DGA has 
slightly modified the text of the DGA replacing the word “support” with the expression of 
making best efforts in providing assistance to data users in seeking consent of the data 
subject. Such an obligation was indeed not fully specified in the DGA proposal. However, 
this provision applies as far as it does not create disproportionate efforts to the PSB. More-
over, it shall be noted that the use of consent in this case could be problematic also in light 
of the imbalance of power between individuals and public authorities. The GDPR transpar-
ency principle seems to be put in danger when the DGA does not foresees any obligations 
upon the public sector bodies to inform data subjects in article 5 DGA, which sets the con-
ditions for data re-use. 

From a different perspective, the EDPS suggested the establishment of entities respon-
sible for the collection of data to be re-used within the EHDS. Namely, the EDPS envisaged 
single contact points at national level which would act as “coordinator between the requests 
to have access to specific data and the databases relevant for their research activities”. On 
the other hand, the potential re-users of data were recommended to declare and demonstrate 
to be pursuing specific research objectives with relevant public interest. [121] Actually, the 
regulatory proposal for an EHDS, in article 36, foresees this role for health data access 
bodies. [110] 

The EDPB and the EDPS also analysed the role of data intermediaries under the DGA 
in light of GDPR requirements. The DGA set out three different types of data intermediary 
activities: 1) intermediary activities between data holders (as legal persons) and data us-
ers84; 2) intermediary activities between data subjects and data users85; 3) data coopera-
tives86. As regards the first type of data intermediaries, they should operate as a platform 
that allows the sharing of data (also personal data) under a bilateral as well as multilateral 
perspective. The EDPB and EDPS are especially concerned by the situation where these 
platforms will intermediate between an indefinite number of data holders and an indefinite 
number of data users. In this scenario, it could be difficult to ensure the respect of some 
principles of the GDPR, such as data protection by design and by default, as well as the 

 
84 Article 10(a) DGA. 
85 Article 10(b) DGA. 
86 Article 10(c) DGA. 
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principle of transparency. The data subjects, in relation to this last aspect, will face diffi-
culties in understanding the purposes of the re-use and the potential impacts stemming from 
them. [16] In order to be compliant with the data protection principles of purpose limitation, 
privacy by design and by default, as well as transparency, the platform should “allow a pre-
selection of and prior information about the purposes and users of her or his personal data 
by and to data subject”. [16] As regards data intermediary services that operate between 
data subjects and potential data users, the Opinion highlight that the proposal does not 
specify how such service providers are supposed to assist individuals in exercising their 
rights under GDPR. The EDPB plans to provide guidelines about modalities through which 
exercising such rights. [16] Finally, as regards data cooperatives, the EDPB and EDPS 
believes that the notion of data cooperative is still unclear as well as its obligations (even 
though a definition of the services provided by data cooperatives has been introduced in 
the last version of the DGA)87. In this perspective, it shall be noted that recital 24 of the 
proposal referred to data that pertain to several data subjects, however such wording is not 
consistent with data protection law and its definition of personal data. Moreover, it was 
contradictory when the DGA proposal stated that cooperatives could be endowed with the 
powers to “negotiate terms and conditions for data processing”. Indeed, terms and condi-
tions for processing personal data are as a matter-of-fact rights and freedoms under the 
GDPR. Data subjects’ rights and freedoms cannot be negotiated through any agreements. 
[16] The final version of the DGA kept the critical definition of data cooperatives as ser-
vices that support its members in the negotiation of terms and conditions for processing 
(also) personal data88. 

Continuing the discussion on data intermediaries, the DGA foresees a notification re-
gime for organisation that want to operate as such. The organisation shall respect the re-
quirements explicitly set down in Chapter III DGA in order to play this role. The notifica-
tion regime is a mainly declarative mechanism, with just a formal control on the respect of 
the conditions by potential data intermediation services. The EDPB and EDPS have ob-
served how the EC has opted for a maybe too loose system. [16] On the contrary, the system 
should be more aligned with the principle of accountability. Therefore, data sharing ser-
vices should also be able to demonstrate their compliance with the essential conditions and 
not just to declare it within a notification framework. Data sharing services should set forth 
policies and measures to demonstrate their compliance with the DGA as well as with the 
GDPR. The EDPB and EDPS claims that in this case a CM or a CoC could help data sharing 
services demonstrate their compliance. [16] 

In conclusion, EDPB and EDPS stress that actors involved in the new data governance 
framework set out in the DGA and further specified in the forthcoming EHDS will have to 
find their role in light of the GDPR. The three main roles, besides data subjects, are the 
public sector bodies that hold data, data intermediaries (could they be data sharing services, 
data cooperatives or data altruism organisations) and data (re-)users. These organisations 
will be covering, once DGA and EHDS become both applicable, either the roles of data 
controller or joint controller or data processor under the GDPR, as long as personal data is 
involved. Data sharing providers, as well as data holders, will probably have to bear a heavy 

 
87 Article 2(15) DGA. 
88 Idem. 
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burden in terms of compliance stemming from unsolved misalignment between the DGA 
and GDPR. 

3.2.3 – Legal Basis and Data Re-use 

The legal basis for processing personal data in the context of the DGA is another set of 
problems that affect the personal data processing in the EHDS. In general, the choice of the 
correct legal basis under the GDPR could be in general problematic. Moreover, looking at 
the health domain and namely at the re-use of personal data for research purposes finding 
a proper legal basis could be even more problematic. [120, 124–126] Against this back-
ground, the DGA has introduced a new data altruism mechanism, which comes along with 
a data altruism consent form. The data altruism consent under the DGA is not supposed to 
introduce a new legal basis for data processing. However, the relationship between data 
altruism consent and the GDPR consent seems not to be straightforward. On the other hand, 
the EHDS will probably be deemed as an EU law that constitute a legal basis under article 
9(2)(h), (i), and (j) GDPR. Nevertheless, also the use of such legal basis in the context of 
the EHDS has raised concerns in the EDPB and EDPS view.[121] Finally, in this vein of 
discussion, it is worth to mention the issues related to the mechanism of further processing 
compatibility and its relationship the purpose limitation principle of GDPR. 

The lack of consistency concerns, in the first place, the role of consent as legal basis 
under the GDPR and the data altruism consent introduced by the DGA. Indeed, consent 
under the GDPR shall respect the requirement of specificity, which is stemming from the 
principle of purpose limitation of GDPR89. It shall be noted that relying on consent for 
sharing health data under the GDPR faces the obstacle of indicating, at the moment of data 
collection, the purpose of future research in a detailed way. On the contrary, it is often the 
case in health research that data controllers need to share and re-use data for purposes that 
were unknown at the time of data collection. The GDPR allows data controller to use a 
broader type of consent when it comes at research purposes. According to recital (33) a 
data subject should be able to provide his consent to certain areas of research when the 
specific research purpose is not identifiable (as long as ethical standards are respected). 
However, in this case the interpretation provided in the guidelines on consent under GDPR 
from the EDPB, [127] seems to be rather restrictive. 

The data altruism consent under the DGA, on the other hand, allows individuals, as well 
as companies, to make their data available for re-use for the public benefit, such as scien-
tific research90. This consent is defined as altruistic since no compensation is foreseen for 
who decides to share its data. It shall be noted that sharing data on an altruistic ground is 
not a novelty per se in scientific research domain. [111] The DGA codifies this concept 
into hard law provisions, generating problems vis a vis existing data protection legislation. 
According to Shabani, the data altruism consent, despite meant to be a transparency tool, 
does not enhance the individuals’ power and control on final result of the research. [114] 
Moreover, it shall be noted that fundamental rights cannot be waived by the data subject 
not even for altruistic purposes. It means that the GDPR rules on consent shall apply also 
to data altruism consent. The Joint Opinion then argue for aligning the provision about data 
altruism with GDPR conditions for obtaining consent. [16] The final text of the DGA 

 
89 Article 5(1)(b) GDPR. 
90 Article 2(16) and Chapter IV DGA; article 40 EHDS proposal. 
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indeed provides that the rules concerning consent under GDPR still applies also in case of 
data altruism consent. 

The data altruism consent, as included in the DGA, revolves around the concept of gen-
eral interest and common good. The altruistic re-use of data shall be indeed performed only 
for these purposes. Today, it is still not clear the exact meaning of these concepts and their 
interplay with GDPR requirements91. [111, 114, 115] Therefore, clarifying the relationship 
between the GDPR’s consent and the DGA data altruism consent can be instrumental to 
enhancing research. [111, 114, 115] The data altruism consent could also be seen as an 
opportunity to harmonise some aspects of the GDPR consent collection process. [111] In 
particular, data altruism consent could fill the interpretational gap left by EDPB for a broad 
consent for research purposes. [111] Today, MSs have room to ask for the use of consent 
for scientific research or allow other legal grounds92. Moreover, the data altruism mecha-
nism, as mentioned above, limits the use of data only to “purposes of general interest”. Into 
the category of acceptable “purposes of general interest” is included also scientific re-
search. The Joint Opinion warns that using consent as legal basis for data altruism context, 
even if it is in line with GDPR requirements, is not free from obstacles. Indeed, since the 
purpose of data processing will probably be of scientific research (at least in many cases) 
it will be difficult to identify in advance the specific purpose, i.e., comply with the purpose 
limitation principle under the GDPR. It means that a consent for processing data for a pur-
pose of “scientific research for general interest” as such is not allowed under GDPR rules. 
At least, certain areas of scientific research shall be indicated. In light of these considera-
tions, the EDPB and EDPS suggest that the DGA better specifies the meaning of general 
interest in the data altruism context. Namely, a list of defined purpose of general interest 
shall be included in the DGA itself.  

The definition of data altruism itself seems to require the use of the consent as legal 
basis: “data altruism means the voluntary sharing of data on the basis of the consent of data 
subjects […]”93. However, as mentioned previously, the consent, as ruled under the GDPR 
does not fit in many general interest purposes mentioned in article 2(16) DGA. It could be 
the case that data altruism consent will be used in combination with other legal basis of the 
GDPR, or as an additional safeguard for data subjects, but not for supporting the lawfulness 
of the data processing under articles and 6 and 9 GDPR. In this sense, the EDPS envisages 
the different role for data altruism consent as complementary element to the public interest 
legal basis.[121] 

The use of consent is not deemed to be the best legal basis for many purposes that are 
mentioned under the umbrella of “general interest” by article 2(16) DGA. However, the 
DGA, by introducing a data altruism form, might increase the understanding of data altru-
ism mechanisms for data subjects. Being said that, data altruism consent shall not amend 
principles of the consent enshrined into article 7 GDPR. It means that structural flaws in 
using GDPR consent for some purposes, e.g., for scientific research, would not be over-
came by data altruism consent probably. [114, 115] Therefore, even if the notion of general 
interest will be deemed the same of public interest, further inconsistency is raised by the 

 
91 See also above Section 3.1 
92 See also Chapter 3 Section 2.5. 
93 Article 2(16) DGA. 
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use of the correct legal basis for the specific purpose pursued, especially in case of special 
categories of data under article 9 GDPR. [122] 

Delving into the concepts of general interest and common good, both GDPR and DGA 
includes the scientific research into the notion of public interest scope. In light of the com-
mon good stemming from research, some facilitations for data re-use are introduced in 
GDPR for carrying out such data processing. Nevertheless, the GDPR itself lack to clarify 
the notions of “scientific research” and “public interest”, and “general interest”. This un-
certainty is transmitted to the DGA provisions, especially when research projects are fi-
nanced by private funds. In this regard, is not clear to what extent receiving private funds 
would affect the character of public interest of the research project. [114] However, receiv-
ing private funds is not the only parameter that determines the impact of the research in 
terms of common good. For example, other aspects to take into account, are the importance 
of the research questions for the cohort, or the possibility to access research databases. 
[114] 

From a different perspective, the Joint Opinion expresses concerns about the fact that 
the DGA proposal does not set up strong requirements from technical, organisational and 
legal point of view for becoming data altruism organisation. It can be noted that the EDPB 
and EDPS suggest in this case to rely on CMs and CoCs in order to enhance the accounta-
bility of data altruism organisations. [16] 

The more general topic of the legal basis to be used for health data processing in the 
context of the new EHDS is another big area that could be discussed in terms of difficult 
interplay with GDPR. The legal basis for processing data in the research domain are frag-
mented among MSs, as well as most of the requirements of the GDPR that deal with sci-
entific research and health data. [80] Indeed, MSs have adopted different approaches when 
allowing re-use of data for scientific purposes under the public interest as legal basis. [114] 
The fragmentation is due to different ways to organise the health care systems among MSs. 
Indeed, although the EU primary law (art. 168(2) TFEU) aims at organising the provision 
of health care services, MSs have the power to adopt the specific policy actions about health 
care services’ organisation. In other words, MSs are those who defines the specific func-
tioning of national health care systems. On the other hand, EU shall only coordinate, sup-
port and supplement the actions adopted at Ms level according to the subsidiarity principle. 
[128] Although this division of powers is rightfully justified by historical, political, and 
societal differences in the way MSs address the subject at issue, this has inevitably led to 
differences in Europe. These differences in terms of organisation of the health care systems 
forced the EU legislator to leave room to national legislators also in terms of data protection 
requirements. Indeed, as said before, many GDPR requirements and obligations are not 
perfectly harmonised when it comes to health data processing and to the sharing of health 
data in EU. In this sense, recital 10 GDPR explicitly states that “a margin of manoeuvre for 
Member States to specify its rules, including for the processing of “sensitive data” con-
cerning health, biometric and genetic data” is provided. MSs have therefore room to intro-
duce exceptions on legal basis for data processing, on additional safeguards to some data 
processing, and on exceptions to data subjects’ rights. This has been envisaged as a poten-
tial obstacle to the creation of the EHDS. [128] 

The task of the EHDS should be to provide clarity to the abovementioned uncertainties. 
The EHDS builds upon the data governance framework of the DGA, though focusing on 
electronic health data. It means that most of the data processing operations will concern 
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personal data related to health, which are a special category of data under article 9 GDPR. 
Therefore, in addition to the standard legal basis under article 6(1) GDPR, a further legal 
basis under article 9(2) GDPR must be envisaged in order to process such data. In this 
respect, the EDPS in its preliminary opinion on the EHDS stated that public interest (article 
9.2(i)) or scientific research (article 9(2)(j)) should be considered as the suitable legal basis 
for data processing in EHDS94. The current version of the EHDS indeed followed such 
indication, since the EHDS regulation will constitute an EU law suitable as legal basis 
according to articles 9(2)(h), (i) and (j)95. However, the EDPS is perfectly aware of the 
fragmentation among MS in data protection law for research purposes. In this sense the 
EDPS welcomes the desire of the EC to facilitate the development of an EU wide CoC for 
processing personal data in the health sector. 

The problem of the legal basis has been also stressed by the EDPB and the EDPS in 
their Joint Opinions on the EHDS and the DGA. Namely, in their Joint Opinion on DGA, 
the two authorities have shut the door to the interpretation that deems the DGA as a legal 
basis for data processing. It will be a task of actors involved in the data re-use to identify 
the most suitable legal basis, within those provided by the GDPR, in order to ensure com-
pliance with the GDPR. This is not going to be an easy task, but at least the proposed EHDS 
regulation seems to provide clarification for the health domain. Indeed, as already said, the 
EHDS proposal will constitute an EU law that provides enough suitable and specific meas-
ure for processing personal data according to article 9(2)(h), (i) and (j)96. However, it still 
means that data processing shall be supported by an appropriate legal basis under article 
6(1) GDPR. In this respect, it is possible to remind that EDPS do not deem the consent as 
the most appropriate legal ground when it comes at data processing for policy making or 
research purposes. [129] On the other hand, according to the EDPS, article 6.1(e) shall be 
used as legal ground in the EHDS context. The choice is due to the fact that the main pur-
pose pursued will be the public interest. [121] 

It could also be noted that the DGA proposal back then was not clear about its interplay 
with the re-use mechanism under article 6(4) GDPR. From this point of view, the EDPB 
and the EDPS deem that the DGA proposal cannot be invoked as Union law constituting 
necessary and proportionate measure in a democratic society to safeguard the objectives 
referred to in article 23(1) for a further data processing under article 6(4). Moreover, the 
EDPB and EDPS do not believe the DGA is suitable for being an EU law that can support 
a personal data processing under article 6(3) neither (art. 6(1) (c) and (e)). 

Moving to the last aspect addressed in this section, from the EDPS Opinion emerged 
the necessity to make data processing activity compliant with the purpose limitation prin-
ciples. In the EHDS context, this aspect relates to the necessity of clarification of the pur-
poses before the beginning of the data processing. Complying with the purpose limitation 
principle has always been however tricky in big data analytics context, especially when 
further processing is carried out for scientific research. [12] Article 6(4) GDPR, in combi-
nation with article 89 GDPR, provides the framework for further use of personal data for 
this domain. The EDPS therefore believes that the EHDS should clarify the conditions un-
der which personal data are to be re-used in compliance with GDPR framework. [121] 

 
94 See in this sense also [129]. 
95 See recital (37) EHDS proposal. 
96 Idem. 
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About the re-use of certain categories of data, also the Joint Opinion believes the DGA 
does not set a clear relationship with the GDPR. Indeed, the GDPR already provides rules 
for re-using data held by public sector bodies while protecting fundamental rights. From 
this perspective, the two authorities note how article 6(4) GDPR provides already a mech-
anism for the re-use of personal data. Data re-use within the DGA, as long as it concerns 
personal data, shall be in compliance with article 6(4) GDPR. Article 5 and recital 15 DGA 
set the conditions for data re-using under the DGA. This provision seems to be of difficult 
interpretation in light of the further processing mechanism under the GDPR. Namely, arti-
cle 5 DGA does not provide explicit indication on the purposes for which the data re-use 
shall be authorised in light of the compatible further processing mechanism under the 
GDPR. Moreover, the DGA does not indicate that such specific purposes shall be identified 
in national level legislation. In this sense, the DGA is not suitable as legal basis under 
article 6(1)(c) or 6(1)(e) or 6(4) in combination with article 23 GDPR. This aspect has 
however been clarified in the last version of the DGA through article 1(3), which explains 
that the DGA does not introduce a legal basis for processing personal data. On the other 
hand, it has been said that EHDS does introduce a legal basis for processing personal data, 
although only in the context of electronic health data. 

3.2.4 – Legal Hypertrophy, Lack of Consistency and Meta-level Rules. 

From the analysis of the present chapter what emerges is that organisations, either pri-
vate or public companies, will carry a heavy burden for compliance duties and regulatory 
complexities. This is particularly true for those who operate in the health sector, being them 
public sector bodies, data intermediaries or health care providers that deploy big data and 
AI systems. The endeavour of the EC to boost the re-use of data clashes with other 
measures introduced to protect rights and freedoms of individuals, such as the GDPR. Alt-
hough the GDPR and the AIA proposal contain mechanisms to ensure the smooth func-
tioning of the internal market and the free flow of data in EU, when the discussion comes 
to a more practical level of abstraction some consideration should be done. It has been 
noted how the new data governance framework impose severe duties on the actors in-
volved. These compliance tasks would be difficult to bear especially for PSBs, as well as 
data altruism organisations. [122] 

The health domain moreover is carrier of high risk, both in light of safety of the products 
that embed AI systems and in terms of data processed. The GDPR as well as the AI act 
revolves around a risk-based approach. The higher the risk the heavier the compliance du-
ties upon data controllers and AI deployers. The complexity and the heaviness of the legal 
framework under analysis has therefore lead data protection authorities, but also the EC 
itself, arguing that some compliance issues would be relieved by using data protection CoC 
or CM. [80, 121] 

Most of the burden in terms of compliance costs will be probably borne by data inter-
mediaries and data holders. This could hamper the final goal of increasing the sharing of 
data within Europe. Indeed, data sharing providers, according to article 12 DGA have sev-
eral duties, including also ensuring that different legislations are not infringed during data 
re-uses. Moreover, data intermediaries could be put in a situation where they have to eval-
uate in terms of trade-off which policy goals prevail on the others. Such an evaluation is 
due to the sometimes overlapping and not consistent interplay between the DGA and other 
legislative acts, such as the GDPR. [123] In order to avoid for the GDPR to become the 
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“elephant in the room” [123], compliance shall be facilitated and smoothed, but also the 
approach of stakeholders towards data protection shall be different. Namely, organisation 
should start to approach privacy as an investment and no more just as a cost. 

In order to face innovative technologies legal issues, it has been argued in this first 
chapter that a regulatory shift has been carried out by the EU legislator in the GDPR. A 
new co-regulatory approach revolving around risk analysis and the principle of accounta-
bility has been followed in designing the rules. However, such regulatory system will not 
solve compliance burdens if the general co-regulatory approach is not paired to a proper 
functioning of the practical co-regulatory tools of CoC and CMs. In this sense, the EDPS 
warns that the EHDS shall ensure that data controllers and processors have organisational 
and technical security measures to protect personal data, in line with article 32 GDPR. A 
DPIA would obviously be necessary in most of the cases, since the nature of data and the 
large scale of data processing will classify data processing as high-risk. The EDPS also 
recall the CMs under article 42 GDPR as instruments to be used to enhance trust among 
stakeholders. It would also be useful if GDPR CMs would be co-ordinated with CMs fore-
seen by the Chapter III of the EHDS proposal for EHR systems and the voluntary labelling 
for wellness application under article 31 of the EHDS proposal. [15, 16] Besides improving 
harmonisation through the use of an EU-wide CoC, the feasibility of which is not free from 
obstacles, the EDPS suggests using a CoC for bringing clarity and building trust among 
stakeholders and patients. [121] The next Chapter will delve into the discussion of the 
origin and the meaning of co-regulation concept as well as into CoCs and CMs’ specific 
role and function in GDPR. 
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Chapter 2 – Co-Regulatory Instruments for Data Processing 

1 – Co-regulation 

The allocation of power among the state’s bodies is a topic discussed in many filed, 
from law studies to political science. In the same way, it is discussed the choice to involve 
different actors, other than state bodies, in the regulatory process. The present work does 
not aim to provide an exhaustive overview in this sense. However, it shall be borne in mind 
that a paradigm shift is investing the way policies, governance strategies, and even the 
legislative measures are shaped and applied in the modern world. [130, 131] New phenom-
ena, such as the fast-developing technologies here discussed, as well as globalization, are 
creating new form of knowledge generation. The means of production of such knowledge 
are usually handled by the private sector. In many sectors most of the know-how is held by 
private actors, which led also to the necessity to envisage new form of involvement of the 
private sector into governmental decision-making. [132] A new concept of “governance” 
is replacing the old paradigm of “regulation”. The new governance concept embeds dy-
namic processes of attribution of roles during rulemaking. The boundaries between the 
roles of public actors and private stakeholders in defying the content of policy and govern-
ance strategies and even of the content of the regulatory measures is becoming less clear 
and less neat. [132–134] A clear example in this sense is the incorporation of international 
technical standards, elaborated by standardisation organisations, into EU legislative 
measures97. 

Traditionally, the state had always imposed rules to regulate the functioning of the so-
ciety. The decisional process about the definition of the content of the law was up to State’s 
legislative bodies, as it was the enforcement of the law. This approach is commonly known 
as top-down regulation, or direct government regulation, or state regulation approach. 
This approach has in general many positive sides, such as ensuring legal certainty or a 
sound protection of fundamental rights and freedoms. However, limits of state regulation 
have become evident in some domains. Among them there are the sectors that are strongly 
impacted by the technological developments. It is indeed difficult in these cases for gov-
ernmental bodies and the legislators to have enough knowledge to adopt effective deci-
sions. [135–138] 

Complexities brought by innovative technologies put in crisis traditional schemes and 
paradigms through which the state used to regulate society. [137] The domain of big data 
and AI is a clear example of technologies that are having huge impact on many aspects of 
the society98. The legal domain of privacy and data protection law has been hugely im-
pacted by the use of big data analytics and AI systems, which have generated a set of trans-
formations in the way many activities are carried out by companies, citizens and by public 
sector bodies. Today, companies base their business on the possibility to transfer personal 
data from one country to another in a ubiquitous way. Organisations are more and more 

 
97 See in this sense the NLF and the use of harmonised standards elaborated by the European Stand-
ardisation Bodies, upon a formal request of the EC: https://single-market-economy.ec.europa.eu/sin-
gle-market/european-standards/harmonised-standards_en (last access: January 2023). 
98 See above Chapter 1, Section 1 for an overview of the impacts that AI and big data may have on 
the healthcare domain, and consequently also on the application of data protection law in this con-
text. 
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eager to transfer data within dynamic networks, while the old paradigm of one-to-one data 
transfer has been overcome. [137] However, it is not just a matter of data flows between 
different actors, but also how data is used in the decision-making process99. 

The technologies abovementioned are literally changing how we live our lives and how 
company conduct business. The way companies shape their business models is changing, 
and the way citizens enjoy products and services, or even the way public services are de-
livered to citizens is changing as well. [139] As it has been discussed in Chapter 1, big data 
and AI are paving the way to new great results in the health care domain, for the provision 
of care, as well as for scientific research, or for the monitoring of public health. On the 
other hand, the use of such technologies could endanger rights and freedoms of individuals. 
These changes have made some legislations no more effective or have raised the need for 
new laws to face the new risks. [140] In this light, data protection law has been re-shaped 
by the introduction of the GDPR. [141, 142] The aim was ensuring a firm protection of 
individuals rights and freedoms against the misuse of personal data, which are at the basis 
of the functioning of big data analytics and AI systems. 

Whether the reform of data protection law in Europe has reached the purpose to ensure 
protection of individuals against risks posed by big data analytics and AI is object of dis-
cussion among scholars. [17, 18, 75, 76] However, even though the GDPR is not totally 
effective against modern risks to privacy and data protection, it constitutes for sure and 
important steps towards the goal. [18] In this perspective, it is possible at least to state that 
the GDPR has changed the regulatory approach in data protection law, representing a shift 
in data protection law in this sense. 

The GDPR might be deemed a piece of legislation that embraces and endorses a co-
regulatory approach. [73, 143] The GDPR can be defined as a regulatory measure that relies 
on co-regulation, since it foresees an involvement of private actors next to public authori-
ties throughout the process of application of the law. The GDPR relies on the accountability 
principle and the risk-based approach, as seen in the previous chapter100. These principles 
require a great involvement and effort from data controllers and processors in terms of 
interpretation and demonstration of compliance. In order to help to reach out such a com-
pliance, the GDPR has introduced co-regulatory instruments. Such as CoCs, CMs and im-
pact assessments. [144] These instruments shall be elaborated by middle-layer stakeholders 
and sometimes approved by an authority either at national or EU level. Therefore, despite 
being voluntary measures, CoCs and certifications can help data controllers and processor 
in reaching compliance with GDPR principles. As already said, the content of these instru-
ments is elaborated by private stakeholders within the framework defined by the GDPR 
itself. Afterwards, a more or less formal discussion with DPAs anticipate the final approval 
from these authorities. [145, 146] 

Co-regulation though is a broad concept covering different definitions. Therefore, be-
fore moving to the analysis of the specific co-regulatory instruments provided by the 
GDPR, it is necessary to better elaborate such a concept. The present chapter is organised 
as follow. The Section 1.1 deals with the definition and the concept of co-regulation, whilst 

 
99 See above Chapter 1, Section 1.1 about how the use of big data and AI technologies is changing 
the way decisional processes are adopted in health domain. Data-driven decision-making processes 
are replacing traditional way to adopt decisions. This shift is key especially domains such as research 
and policy making. 
100 See Chapter 1, Section 2.1. 
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Section 1.2 with the classification of co-regulatory instruments according to the main-
stream literature. Section 2 provides an overview of co-regulatory tools in data protection 
law context. At first, Section 2.1 briefly traces back the history of these instruments in data 
protection law from the DPD to GDPR. Section 2.1.1 in particular analyse the particular 
use of CoC under the DPD in Italy. While Section 2.1.2 discusses the new and amplified 
role of these instrument under GDPR, namely in light of the new accountability principle 
introduced by the GDPR. After that, Section 2.2 focuses on CoC analysing their function-
ing in light of articles 40 (Section 2.2.1) and 41 (Section 2.2.2) GDPR and providing an 
overview of some CoCs examples (Section 2.2.3). Section 2.3, on the other hand, performs 
the same exercise but focusing on CMs. Namely article 42 (Section 2.3.1) and 43 (Section 
2.3.2) GDPR are assessed and presented, and an overview of existing examples of these 
instruments is provided (Section 2.3.3). Section 3 eventually analyses the different roles 
that can be played, and the effect generated by these instruments on the data protection law 
context. Namely, the role in terms of compliance facilitators is analysed by Section 3.1. 
The effect in terms of legal certainty and reduction of legal fragmentation are touched in 
Section 3.2. Finally, the relationship of these instruments with market dynamics and eco-
nomic aspects are discussed in Section 3.3. In conclusion, Section 3.4 tries to shed some 
light on the reason of the sparse application of these instruments in light of the roles and 
functions highlighted in the previous Sections. 

1.1 – Defying Co-regulation 

In the first place, co-regulation shall be distinguished from de-regulation. De-regulation 
is the policy and governance choice that aims at removing any regulatory obstacles to free 
market exchanges. [147] On the other hand, co-regulation and (in part) self-regulation aim 
at changing the actors involved in the process of rule-creation, but not at removing the 
regulatory framework itself. [147] Moreover, co-regulation shall not be approached as an 
alternative or substitute of top-down regulation, but only as a complementary element.[144] 
In other words, co-regulation can be defined as the choice, at governance and policy level, 
to regulate phenomena not just through top-down approaches, but also involving middle-
layer actors. It is possible to envisage a co-regulatory approach every time that the State 
and its governmental bodies intentionally share with industry the task to draft and enforce 
rules. [137] 

Co-regulation is different from early self-regulatory, or to de-regulatory, approaches, 
because it implies that public authorities keep a role in the regulatory process. The state or 
the administrative bodies are usually involved in the co-regulatory solutions to ensure that 
public interests are not overcome by private interests. This choice is meant to ensure greater 
transparency in the co-regulatory process and respect for fundamental rights. [143] In order 
to be qualified as co-regulation, it is necessary having strong enough cooperation between 
the State and private actors. Indeed, according to the extension of the involvement of the 
state in the process, different types of co-regulatory approaches can be identified. A litera-
ture overview of the taxonomies on co-regulation can be found in the next section101. 

It is also important to note that in co-regulatory approaches the private parties that ac-
tively elaborate rules do not create rules applicable just to themselves, as it happens in some 
self-regulation instruments. Indeed, once the co-regulatory instrument is approved by an 

 
101 See below Section 1.2. 
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authority, everyone willing to adhere to it can do it. In this sense, the private regulators do 
not set up rules for themselves, but rather define rules applicable to a whole group. [144] 
Co-regulation is therefore meant to overcome the limits of State regulation, such as the lack 
of knowledge about the industry sector, and its technological development, to be regulated. 
[135–138] In the same way, also the limits of pure self-regulation approach are meant to 
be tackled by co-regulation. 

It shall be noted that self-regulation is often promoted, for different reasons, by private 
stakeholders as the best solution. For example, one of the arguments provided is the ability 
of self-made and self-enforced rules to cope with real needs of the industry sector and its 
technological advancement. Or, for example, the fact that stakeholders would be more 
prone to adhere to rules developed and tailored by their peers rather than to rules imposed 
from the top [148]. However, there is more than one reason why it is possible to argue that 
pure self-regulatory approaches are not the proper solution, especially in the data protection 
and privacy regulatory domain. Indeed, from a theoretical point of view, it is possible to 
argue that self-regulation approach is prone to favour companies’ interests over interests of 
the whole society [149]. Companies could be tempted to develop only apparently sound 
and solid privacy and data protection rules, while, in fact, trying to enforce these rules not 
very rigorously. [149] Moreover, from a practical perspective, self-regulation does not 
foresee a formal approval from public authorities, meaning that no regulatory compliance 
is ensured through self-regulation mechanisms. In other words, even though implementing 
self-regulatory instruments, companies still have to comply with state laws. [137, 150]. 
Self-regulation does not reduce the burden upon private stakeholders in terms of compli-
ance costs. For this reason, even industry actors might not find attractive to be involved in 
self-regulatory processes. [137] 

Co-regulation tries to overcome the issues of both state-regulation and self-regulation 
approaches. Co-regulation indeed relies on industry knowledge for better facing the needs 
of the specific sector at stake, introducing rules that should be better accepted by the stake-
holders involved. On the other hand, the State maintains the role of defining the general 
framework and principles within which the industry can set rules[151]. Moreover, a public 
authority is still in charge of the final approval of the co-regulatory instruments and, some-
times, even of their enforcement. [137] Nevertheless, co-regulatory approaches also present 
shortcomings. Indeed, the negotiation between industry and the government, in practical 
terms, is not as smooth as in theory. The risk is to either have deals that are too prone 
towards industry interests, [152] or a too rigid state involvement in the negotiation process. 
In this last case, the risk is that private stakeholders would lose interest in the negotiation 
activities because the government is too rigid or too slow in the negotiation process. Indeed, 
reaching an agreement between the state and private stakeholders on topics with high in-
terests at stake, such as privacy and data protection is not an easy task. This is usually a 
process that takes a lot of time and resources from both parties. These are all factors that 
shall be taken into account when developing a co-regulatory approach. [23, 153, 154] 

Moving to another aspect of the discussion, this work argues that two dimensions of the 
concept of co-regulation operating at different levels of the regulatory process can be de-
tected. The first dimension refers to co-regulation as the regulatory method or the govern-
ance strategy. The second one refers to the specific set of co-regulatory tools and mecha-
nisms within a specific legislative act. As regards the first dimension, there was an explicit 
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reference in the better law-making policy action of the EC102. [108] Co-regulation used to 
be officially recognised as an “alternative method of regulation” in the 2003 interinstitu-
tional agreement on better law-making. [130] This provision is no more part of the new 
interinstitutional agreement as it had been updated in 2016. [131] However, it is worth 
noting that the point 18 of the 2003 interinstitutional agreement states that “co-regulation 
means the mechanism whereby a Community legislative act entrusts the attainment of the 
objectives defined by the legislative authority to parties which are recognised in the field 
(such as economic operators, the social partners, non-governmental organisations, or asso-
ciations)”. Under this perspective, co-regulation could even be thought as an implementer 
of the principles of subsidiarity and proportionality103. [155] Co-regulation is therefore 
meant to limit the intervention of the legislative bodies, in this case at EU-level, only to the 
cases where it is strictly necessary and to the extent that is necessary to reach the objectives 
of the legal intervention. [156–158] Co-regulatory solutions should therefore be used in 
order to pursue objectives defined by a legal act and smooth the implementation of these 
general objective in complex sectors. This regulatory method is meant to move part of the 
regulatory burden from the legislator and, on the other hand, scale up the skills and the 
knowledge of private parties recognised in the sector. The second dimension refers to the 
practical tools that can be elaborated in order to actually shapes co-regulatory rules. These 
tools changes from one sector to another and from one legislative act to another. They 
include code of conduct, certification, standards, impact assessment tools, an many others. 
Sometimes the EC is in charge of supervising the content of such instruments, as it is the 
case for harmonised standards, sometimes this is a task of national authority or other EU 
monitoring bodies. This work will be focusing on two specific co-regulatory tools in data 
protection law: 1) certification mechanisms (CMs) and 2) codes of conduct (CoCs) as en-
visaged in the GDPR. 

In conclusion, co-regulation is an enabler of the principles of subsidiarity and propor-
tionality since it helps legislative bodies alleviate the regulatory burden in complex con-
texts. Although, the co-regulatory approach has also effects on the addressees of the legal 
requirements. Indeed, it should provide them with compliance tools, the content of which 
is shaped by relevant stakeholders under the supervision of the designed public authority. 

1.2 – Classifying Co-regulation 

In general, co-regulation is classified according to the extent of the involvement of the 
public authority in the regulatory process, either during the drafting of the content or in the 
monitoring activity. Therefore, it is possible to see that usually co-regulatory approaches 
vary from almost pure self-regulation to co-regulatory instruments that entail a very strong 
involvement of the public authority. Broadly speaking, self-regulation does entail any over-
sight or approval process from public authorities, while on the other hand co-regulation is 
characterized by different degrees of such an involvement, according to the specific instru-
ment at stake. [144] However, it has been noted that there are some differences in the clas-
sification of these instruments in the literature. This Section does not try to carry out a 

 
102 The better law-making policy has been replaced by the better regulation agenda, see: 
https://ec.europa.eu/info/law/law-making-process/planning-and-proposing-law/better-regulation-
why-and-how_en (last access: January 2023). 
103 See articles 5(3) and (4) TEU. 
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complete review of all the taxonomies and classifications of co-regulatory instruments. 
However, it is a useful exercise to highlight the mainstreams classifications that is possible 
to find in literature. 

One of the first taxonomies of self/co-regulation instruments carried out is the one de-
veloped by Black in the nineties. [159] According to Black, it is possible to classify self-
regulatory instruments looking at the relationship that such instruments have with the State. 
“Mandated” self-regulation is the situation where a group is put in charge by the govern-
ment to develop and also enforce the rules within a framework that is defined by the State. 
“Sanctioned” self-regulation, on the other hand, is the case where the group formulate rules 
which although shall pass through a governmental approval. “Coerced self-regulation”, for 
Black, is the scenario where industry if forced to self-regulate against the threat of the State 
to use top-down regulation. While finally, “Voluntary” self-regulation is the situation 
where a group or a sector decides to regulate itself without any incentives or push from the 
State. [159] According to Black, the discussion about self-regulation classification should 
revolve around three key points: 1) what is meant by “self”; 2) what is meant by “regula-
tion”; 3) what is the “involvement of the State” in self-regulatory process. [159] 

According to how these three points are shaped then the co-regulatory instrument 
changes. Indeed, if we think to “self” as a single individual or a single company that “reg-
ulates” itself without any “involvement of the State”, then the instrument at issue will be 
not much more than an internal policy of a company. On the other hand, we could think to 
“self” as a group of company or an industry sector and “regulation” as a set of rules that 
apply to all the members of the group. Moreover, we can even envisage an active “involve-
ment of the State”, which can for example be in charge of the approval of the rules. In this 
case, the concept of self-regulation would completely be different. 

Ayres and Braithwaite, on the other hand, argue that regulatory strategies vary from 
pure self-regulation to command-and-control measures. In the middle is possible to find 
co-regulatory solutions. Such solutions can be divided between those that see a group deal-
ing with State mandate to regulate a sector and those solutions that aim at regulating the 
relationship between one single company and the State. The latter is defined by Ayres and 
Braithwaite as “enforced self-regulation”. [160] 

According to Latzer et al., [161] there are forces that are both driving towards more 
involvement of the public authorities and situations where on the contrary regulatory in-
struments are more self-oriented. These forces essentially depend on the specific domain 
and situation. However, Latzer et al. elaborate a taxonomy that starts with co-regulation 
and finish with “Self-help/restriction by users including rankings to impose restrictions on 
access to content”. In the middle, it is possible to find situations like: “state-supported self-
regulation”; “collective industry self-regulation”; “single company self-organization”. 
Marsden further elaborated a detailed taxonomy of self and co-regulatory instruments start-
ing from the work of Latzer et al. [143] In his taxonomy, Marsden identifies twelve level 
of distribution of authority between public and private parties. At lower level, with no en-
forcement, there is “pure un-enforced self-regulation” which could represent a model like 
the one of the videogame SecondLife. In this case, regulatory model is totally informal, 
and a single player impose its one rules on costumers. Further on the taxonomy, the “Rec-
ognised self” is a situation where, although no formal enforcement is foreseen, there is the 
recognition of a body that is assigned with an informal role of control over policies. In the 
Marsden taxonomy, CoCs and CMs of GDPR could be included between the categories of 
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“Approved self” and “Approved compulsory co-regulation”. Into these two categories are 
included those regulatory instruments that entail an ex-ante consultation with the govern-
ment and an approval procedure. [143] 

According to Hirsch, regulatory choices shall be shaped around two main ques-
tions.[137] First of all, who is going to regulate? Second of all, at what level of the society 
are the rules to be applied? According to how these questions are answered, different com-
bination of regulatory choices can be envisaged. Indeed, it is possible to answer to the first 
question in three different ways: 1) the state is the regulator; 2) the industry will regulate 
the sector by itself; 3) the government and industry will share the regulatory task. The sec-
ond question (i.e., at what level to regulate?) has three possible answers as well. Indeed, it 
is possible to regulate: 1) at the level of a single company; 2) at the level of an industry 
sector; 3) at the level of the whole economy. [137] Therefore, Hirsch further classifies co-
regulation in three sub-classes. The first one is co-regulation at company level, where a 
single company negotiates with the State the rules. The second one is “sector-based co-
regulation” where the rules become applicable to the entire sector because they are negoti-
ated by a representative of the sector. The last one is “economy-wide co-regulation”. [137] 
In light of this last taxonomy, the GDPR approach can indeed be placed in the sector-based 
co-regulation approach. Especially for CoC, indeed, it is necessary the code owners demon-
strates a certain level of representativeness in the sector at stake. Namely, the code owner 
shall demonstrate that it is able to understand the problems typical of the domain. [162] 

2 – Overview of Co-regulatory Instruments in Data Protection Law 

It has been mentioned in the previous sections of this work that the EU legislator has 
adopted a co-regulatory approach when re-shaping the data protection law legal frame-
work. The GDPR, indeed, relies on a risk-based approach and on the accountability prin-
ciple. This regulatory choice can be considered itself as a co-regulatory choice. The EU 
legislator only defines principles and general objectives in many parts of the GDPR, while 
leaving the choice about how to implement them to the addressee of the law. In order to do 
that, the GDPR itself provide some tools for compliance that can be used by data controllers 
and processors to facilitate compliance, but also to shape and harmonise the content of 
concrete actions for reaching the goals set in GDPR’s principles. The instruments at stake 
here are CoCs and CMs, the rest of this section will then provide an overview of these 
instruments under the GDPR and a quick historical excursus under the previous DPD. 

It shall be noted that other parts of the GDPR could be deemed as providing tool of 
compliance, such as article 35 concerning the DPIA or article 47 on binding corporate rules. 
However, these instruments are not taken into account in this work given the limited scope 
of the discussion. The focus will be on CoCs and CMs because they are the instruments 
that respond to the definition of co-regulation as a solution that is elaborated by a group 
representing a sector (and not by a single company or a stand-alone group of companies) 
which includes the participation of a public authority with the task to approve the instru-
ment. 

2.1 – Co-regulation in Data Protection Law: from DPD to GDPR 
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The DPD, which was the former piece of legislation regulating data protection law in 
EU, already foresaw CoCs as co-regulatory measures. While CMs where not included in 
the text of the DPD. Article 27 of the DPD states that MSs and the EC shall encourage the 
draft of CoCs by “trade associations and other bodies representing other categories of con-
trollers”. The CoCs under article 27 were meant to “contribute to the proper implementa-
tion” of national data protection law, taking into account specific features of various sec-
tors. In the same way of the current GDPR provisions, CoCs under the DPD could have 
been applicable to a single MS or at Community level. 

As for national CoCs, the draft code should have been submitted to the competent DPA 
for approval. However, the DPD did not provide any specific rule about the modalities for 
the approval procedure by the DPA. On the contrary, article 27(2) DPD assigned to MS 
legislator the task to identify such procedural laws. Concerning Community CoCs, the ap-
proval procedure was a task of the Working Party Article 29 (hereinafter WP29)104. In both 
cases mentioned above, the DPAs or the WP29 shall evaluate whether the draft CoCs were 
in accordance with national provisions adopted pursuant to the DPD. However, article 27 
DPD leaves room for other kind of evaluation during the decision of approving the CoC by 
DPAs or the WP29. Article 27(2) and 27(3) DPD indeed provide that respectively a DPA 
and WP29 shall evaluate, “among other things”, that the CoCs were respectful of national 
data protection law. 

It seems that the structure and the tasks played by CoCs were pretty much the same of 
those played by CoCs under GDPR, though much less specified and defined by the provi-
sions of the DPD. This makes sense if we look at the type of legal instrument under the EU 
law perspective, i.e., a directive rather than a regulation. Indeed, directives are supposed to 
leave room for discretionary implementation of the law to MSs. On the other hand, a reg-
ulation, like the GDPR shall determine almost all the aspects of the regulated subject mat-
ter. However, in 1998 the WP29 has published a guidance which has defined more precisely 
the procedure for the approval of Community CoCs under article 27(3) DPD. [163] The 
procedure for the submission of a Community CoC was essentially organised in two steps. 
The first step was an evaluation of whether the draft CoC can be submitted as Community 
CoC. This phase included, among other things, the ascertainment that the organisation sub-
mitting the CoC was enough representative in at least a “significant number of Member 
States”. In this phase, it was also desirable to demonstrate that consultations with data sub-
jects have been carried out. Moreover, the sector where the CoC was to be applied should 
have been defined appropriately. 

If the draft CoC was deemed to be acceptable in light of the abovementioned evalua-
tions, then the draft CoC was submitted to the members of the WP29. The WP29, at this 
point, shall in the first place evaluate whether the CoC respect the DPD provisions, and, if 
applicable, whether it respected the national provision adopted pursuant to the DPD. After 
that, the WP29 was called to examine the quality and the consistency of the CoC. [21] The 
draft CoC was indeed supposed to provide sufficient added value to the DPD implementa-
tion. The WP29 in this regard specifies that a CoC shall be sufficiently focused on specific 
data protection issues in a given sector, in order to actually provide clear solutions for data 
controllers. [163] 

 
104 The Working Party Article 29 was the body composed by the representatives of the DPAs in EU, 
it has been replaced by the EDPB when GDPR has been enacted. 
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Community CoC have been seldom approved under the DPD. In 2003, the Federation 
of European Direct and Interactive Marketing (FEDMA) CoC has been approved by the 
WP29. [164] Moreover, some other drafts of Community CoC have submitted for approval 
to the WP article 29, i.e., the World Anti-Doping Agency (WADA) International Anti-
doping standard, the C-SIG Code of Conduct on Cloud Computing, and the Code of Con-
duct for Cloud Infrastructure Service Providers. [21, 165, 166] However, these draft CoCs 
have not been approved by the WP29, as not meeting the compliance with DPD provisions 
or because they were not providing enough sufficient added value. [21] At MSs level, it 
was a task of national legislator to encourage the drafting of CoCs as well as defining spe-
cific rules for their approval by DPAs. The room left by the DPD to national legislators and 
national DPAs has led to some fragmentation among MSs about how CoCs have been 
shaped. For example, in Italy there was a particularly harsh interpretation of the role played 
by DPA in the drafting and enforcement of CoCs105. 

When the DPD was in force, some CoCs have been developed even for the medical 
field, such as the “Code of practice on secondary use of medical data in European scientific 
research projects”. [167, 168]. Such code of practice was stemming from the necessity to 
ensure legal compliance in research projects at EU level that involve transborder data pro-
cessing. The code of practice was submitted to the French DPA “Commission nationale de 
l'informatique et des libertés” (CNIL)106 and to the Belgian data protection authority “Au-
torité de protection des données” (APD) 107. The final goal was to finally submit the CoC 
to the WP29 and become a Community CoC. However, the code has never been finally 
approved by any of these authorities. This code moved from the assumption that many 
concepts of data protection law under the DPD and the proposed (at the time of drafting 
the code) GDPR were not clear enough, especially if transposed to the domain of re-use of 
personal data for scientific research. Therefore, the code’s main aim was to help researchers 
easily understand basic compliance practices in light of data protection law implementa-
tion. But the code also aimed at filling some interpretative gaps left by the law and by the 
DPAs in their role of providing consistent understanding of the law. The code focuses on 
aspects related to anonymisation and pseudonymisation of health data for research pur-
poses, as well as on the collection of consent and the concept of biometric and genetic 
data108. [167] 

It is interesting to note that recital (26) of the DPD explicitly mentions data anonymisa-
tions as a possible subject matter of a CoC. This explicit reference is mentioned no more 
in the GDPR. Anonymisation is indeed a crucial topic in data protection law in general, 
and even more in the biomedical research field. Anonymisation is therefore one of the po-
tential contents of a CoC for the health domain, as it will be further discussed later in this 
work109. 

2.1.1 – The Italian Experience of Codes of Conduct 

 
105 See below Section 2.1.1. 
106 https://www.cnil.fr/en/home (last access: January 2023). 
107 https://www.dataprotectionauthority.be/citizen (last access: January 2023). 
108 The paper, which was presenting the code, concludes with some recommendation for the regula-
tors, see [167]. 
109 See Chapter 3, Section 2.1. 
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It is worth to note that under the DPD the transposition of requirements about CoCs, 
from the directive to national law, has not always been perfectly aligned with the rationale 
of the DPD. Indeed, at national level, legislators have sometimes partially used the oppor-
tunity to elaborate CoCs for developing de facto mandatory rules. Interesting is the Italian 
case, where the Italian legislator has put the Italian DPA in charge of developing, only in 
partial collaboration with private stakeholders, CoCs for personal data processing in some 
sector. The sectors, explicitly identified by the legislator, included, among others, personal 
data processing for statistical and scientific purposes, [169, 170] personal data for journal-
istic purposes [171] or historical research purposes. [172] 

The Italian data protection law implementing the DPD110 assigned to the Italian DPA 
the task of “promoting” CoCs pursuant article 27 DPD. However, it was possible to read 
in the article at stake that the involvement of private stakeholders was limited to a rather 
consultative task111. Moreover, the approved CoCs were supposed to be published in the 
Italian Official Journal and attached as annexes to the law itself, i.e., the D.lgs 196/2003112. 
The compliance with such CoCs were deemed essential in order to ensure the lawfulness 
of the data processing113. A total of seven codes adopted pursuant to article 27 DPD used 
to be attached as mandatory annexes to the D.lgs. 196/2003. 

These instruments were partially discussed with stakeholders of the sector, but the final 
decisions on the content was basically held by the DPA. Moreover, the respect of these 
instruments has been made mandatory against a fine from the DPA and the impossibility 
to proceed with the processing of the personal data. However, after the introduction of the 
GDPR, the interpretation on the use of such instruments has been partially aligned with the 
rationale of CoCs under the GDPR. Therefore, according to article 20, D.lgs 101/2018114, 
which is the law that has modified the D.lgs 196/2003 in order to adapt it to the GDPR, the 
role of these instruments has changed. 

According to the D.lgs. 101/2018, two of the DPD codes out of seven have been trans-
formed into CoCs under article 40 of the GDPR, as provided by article 20, D.lgs. 101/2018. 
Namely, the representative stakeholders of the sectors have been called to discuss again the 
content and submit a revised draft code to the Italian DPA for approval. The first of these 
two CoCs were concerning the personal data processing which take place within infor-
mation systems handled by private companies for evaluating the reliability of costumers in 
payment activities. [173] The second one, on the other hand, were concerning the personal 
data processing concerning commercial information linkable to physical persons. [174] The 
transformation of these two codes in CoCs under article 40 GDPR has been explicitly 

 
110 Article 12 D.lgs 196/2003 version before the modification brought by the D.lgs 101/2018. 
111 Article 12.1 D.lgs 196/2003. 
112 D.lgs. 30 giugno 2003, n. 196 Codice in materia di protezione dei dati personali (recante dispo-
sizioni per l'adeguamento dell'ordinamento nazionale al regolamento (UE) n. 2016/679 del Parla-
mento europeo e del Consiglio, del 27 aprile 2016, relativo alla protezione delle persone fisiche 
con riguardo al trattamento dei dati personali, nonché alla libera circolazione di tali dati e che 
abroga la direttiva 95/46/CE). 
113 Article 12(3) D.lgs 196/2003. 
114 Decreto Legislativo 10 agosto 2018, n. 101 Disposizioni per l'adeguamento della normativa na-
zionale alle disposizioni del regolamento (UE) 2016/679 del Parlamento europeo e del Consiglio, 
del 27 aprile 2016, relativo alla protezione delle persone fisiche con riguardo al trattamento dei dati 
personali, nonche' alla libera circolazione di tali dati e che abroga la direttiva 95/46/CE (regolamento 
generale sulla protezione dei dati). (18G00129) (GU Serie Generale n.205 del 04-09-2018). 
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required by the national legislator, which is a peculiar feature at least, if not again against 
the rationale of the GDPR rules on CoCs. The remaining five codes [169–172, 175] have 
been kept as something more similar to mandatory regulation rather than co-regulation. 
Indeed, according to article 20(3) and (4), D.lgs. 101/2018, the Italian legislator has asked 
to the DPA itself to review the content of these codes and verify its compatibility with the 
GDPR. Article 2-quaters of the D.lgs 196/2003, as adapted to the GDPR, foresees a spe-
cific role for these codes. The instruments are now called “deontological rules”, and the 
role of mandatory requirements to be respected when certain data processing is carried out 
is assigned to them. These codes are indeed again directly included as annex in the D.lgs. 
196/2003 and missing to respect them make the data processing unlawful. 

It is not clear why the Italian legislator has decided to move two of the seven codes 
under the umbrella of article 40 GDPR, while keeping the others as de facto mandatory 
rules, without involving private stakeholders in their review and maintaining only the DPA 
in charge of this task. 

2.1.2 – Co-regulation and its Role Vis-à-Vis the Accountability Principle 

Under the GDPR, the greater role assigned to co-regulation tools for compliance is tes-
tified by the introduction of CMs, which were missing under the previous DPD. The en-
hanced reliance on this kind of solutions is due to the increasingly important role played 
by the accountability principles and by the risk-based approach in the GDPR. Indeed, this 
work argued that if on the one hand such approach allows for more flexibility and technol-
ogy neutrality, on the other hand, it generates compliance burdens on data controllers and 
processors115. In order to support the compliance activity, especially in complex sectors, 
the EU legislator have decided to incentive co-regulatory solutions. CoCs and CMs are 
both instruments meant to fill the gap between abstract rules in the GDPR and demonstra-
tion of compliance. These instruments, although different between each other are both 
meant to better implement GDPR principles, guiding the data controller and processor in 
the choice of the technical and organisational measures for the protection of personal data. 

CoC are explicitly regulated by articles 40 and 41 of the GDPR while CMs are regulated 
by articles 42 and 43 GDPR. Nevertheless, such instruments are mentioned in many other 
parts of the GDPR. CoCs and certifications are indeed both considered by article 24 GDPR 
as instruments that can be used as element to demonstrate compliance with GDPR’s provi-
sions in general. In this sense, the accountability function of CoC and certifications is ex-
plicitly stated in the GDPR itself. Moreover, both CoCs and certifications are provided as 
element to demonstrate compliance with some specific requirements of the GDPR. For 
example, CoC and certifications can be used as element by data processors for demonstrat-
ing sufficient guarantees, pursuant to article 28(1) and 4 GDPR. Article 32, as well, fore-
sees the possibility to use CoCs and certifications as element for demonstrating the com-
pliance of technical and organisational measures adopted for data security. Interestingly, 
only certifications, but not CoCs are explicitly mentioned as element to demonstrate com-
pliance with the principle of privacy by design and by default under article 25 GDPR. Nev-
ertheless, article 40 GDPR suggests the use of CoCs also to demonstrate compliance with 
article 25 GDPR. Therefore, this can be safely considered just a formal lack of coordination 
between the parts of the GDPR. In general, it is safe to assume that every provision of the 

 
115 See Chapter 1, Section 2.1. 
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GDPR can be subject matter of a CoC or a CM pursuant to articles from 40 to 42 GDPR. 
The fact that some specific provisions of the GDPR explicitly mention that these instru-
ments can be used as accountability tool probably means that CoCs and CMs dedicated to 
just few aspects of the GDPR are as acceptable as more comprehensive tools that concerns 
compliance with the whole GDPR. [22] 

Besides being accountability tool for the demonstration of compliance before DPAs, 
CoCs and certifications also see their raison d’etre in the necessity to make of compliance 
activities not just a cost, but an investment for companies. The GDPR preparatory works 
[77, 78] highlight how the choice to move from a rigid top-down mechanism of data pro-
tection implementation to a more flexible structure was also meant to change the way data 
controllers approaches data protection and privacy. Due to the technological shift, the 
GDPR is now based on the concept of risk and the principle of accountability, as said many 
times already. However, the GDPR was also meant to create a privacy culture and literacy, 
where the respect of data protection rights and freedoms is considered an important asset 
to take into account by both commercial partners and customers. In this sense, the goal is 
to make of data protection co-regulatory tools an enabler of a cultural shift (towards respect 
of privacy) within business-to-business relationship as well as in business-to-individuals 
perspective. 

As regards the business-to-business relationship, data protection compliance is sup-
posed to become a competitive advantage and a market differentiator. This role is especially 
assigned to CMs116. [22, 176] As regards the relationship with the data subjects or potential 
customers, certifications should make individuals able to quickly evaluate the level of com-
pliance of a data controller. In this sense, a costumer could be more prone to choose one 
product rather than another because one provides a certified guarantee that personal data 
processing concerning it are in compliance with the GDPR. [146] CoCs on the other hand 
are instruments with less communicative powers towards business partners or data subjects, 
however they can contribute to enhancing the trust among different actors, especially in a 
context like the health. [162] Indeed, a CoC, if adopted by all the participants of a research 
project for example, can stimulate patients in providing their data. The CoC adoption indi-
cates that data are going to be processed within a trusted framework that follow additional 
compliance rules – indicated in the CoC – which have been endorsed by the DPA or even 
by the EDPB. [168] 

2.2 – Codes of Conduct 

CoC are the first of the two co-regulatory instruments touched here, they are not a nov-
elty per se, since the DPD already had foreseen their use. However, as said before, under 
the GDPR their role and functioning has been further empowered and detailed. CoC are 
now regulated by two articles of the GDPR, namely articles 40 and 41. Article 40 defines 
their role as co-regulatory instruments for the enhancement of compliance, while article 41 
sets the rules for the monitoring of approved CoC. 

A CoCs share with a CMs the role of instruments for compliance and accountability. 
However, the former is different to the latter since they are supposed to be developed for 
clarifying broad principles and requirements into sectors where such implementation is 
particular difficult. [162] In other words, while CMs are meant to guide the data controller 

 
116 See below Section 3.3. 
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towards the compliance and release a certification of it, CoC are also supposed to adapt the 
application of the GDPR to the specific sectorial difficulties. However, it shall be noted 
that for CoCs is not mandatory to be sectorial, even though most of the time this would be 
the case. The EDPB has indeed specified that even cross-sector CoCs could be acceptable. 
In this case, more than one monitoring bodies would probably be involved in the verifica-
tion of compliance. [145] 

It is possible to argue that certification mechanisms have a stronger market orientation, 
since they are usually paired with mark and seals in order to also communicate to customers 
and partners the data controller’s commitment towards compliance in data protection law. 
[22] CoCs, on the other hand, are less oriented towards the market dynamics, but are more 
likely to smooth the interpretation of GDPR into a specific sector. [21] 

CoCs, in their activity of facilitating the application of the GDPR, can have a twofold 
impact. In the first place they facilitate data controllers or processors’ compliance, increas-
ing also legal certainty. [145] Namely, they can help data controllers and processors solving 
compliance issues as well as reducing the risk to get fined from DPAs. On the other hand, 
CoCs can help the monitoring activities of the DPAs. This role is due to the fact that the 
compliance of data controllers with CoCs’ requirements is monitored by some bodies. 
These monitoring bodies are supposed to report to the DPA if they became aware of GDPR 
violations. Therefore, these monitoring bodies operate also, to some extent, as rapporteurs 
for DPAs. [21, 177] 

It shall be noted that there is even a third impact stemming from the adoption of CoCs, 
which is the enhancement of trust that stakeholders and data subjects can benefit from the 
spread of CoCs. Trust is supposed to be strengthened by a more consistent application of 
GDPR’s provisions and by a more solid respect of data subjects’ rights. [145] According 
to the EDPB, even a harmonisation function could be played by CoCs. Indeed, such instru-
ments could help to bridge the gap between different MSs implementation of the GDPR. 
[145] Although very promising, this function might be object of wide debate about its ac-
tual effects, as it will be discussed more deeply later in this work117. 

The GDPR dedicates two articles to CoCs. Article 40 deals with the general require-
ments about CoCs, concerning their role, their elaboration and approval. Article 41, on the 
other hand, deals with the monitoring of compliance with the CoC’s rules and the accredi-
tation of monitoring bodies. 

2.2.1 – Article 40 GDPR 

Under the GDPR, there has been an extension of the scope of CoCs. [21] Indeed, under 
article 40 GDPR both data controllers and processors can adhere to a CoC. On the contrary, 
under the DPD only data controllers could have done it. Article 40 GDPR firstly clarifies 
who are the subjects that are supposed to elaborate the CoC, i.e., “associations and other 
bodies representing categories of controllers or processors”. On the other hand, “the Mem-
ber States, the supervisory authorities, the Board and the Commission” shall only encour-
age the drafting of the CoC, but not proceed to the elaboration of the CoC itself. This spec-
ification seems to be meant to overcome possible interpretation of the provision not in line 
with the concept of co-regulation enshrined into the GDPR. This was the case under the 

 
117 See below, Section 3.2. 
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DPD when some MSs have made of CoCs pursuant article 27 DPD an almost hard law 
instrument118. 

It shall be noted that there is a representativity requirement to be satisfied. In theory, 
only actors that have enough representativity among a group shall be allowed to submit a 
draft CoC to the DPA. Nevertheless, such a requirement is not of easy application, as long 
as it is not better specified in the GDPR when such “associations and other bodies” can be 
considered representative enough. [21] The decision about whether an association or a body 
represents enough the sector might become a discretionary choice of the supervisory au-
thority. However, the EDPB guidelines on CoC [145] provides some more detailed infor-
mation on this point. Namely, in order for a DPA to evaluate the level of representativeness 
of a stakeholders, the following elements shall be taken into account: 1) “Number or per-
centage of potential code members from the relevant controllers or processors in that sec-
tor”; 2) “Experience of the representative body with regard to the sector and processing 
activities concerning the code”. [162] The representativeness requirement is in line with 
the concept of co-regulation that the GDPR seems to have endorsed, i.e., rules that are 
developed by private parties and that are meant to discipline the behaviour of an entire 
group (or at least those of the group who decide to adhere to the CoC). [159] 

As said above, the feature that distinguish CoCs to CMs is the fact that CoCs are meant 
to specify the application of the GDPR. Article 40 clearly states that point, also listing some 
possible aspects of the GDPR that could become object of a CoC and therefore benefits 
from a specification and adaptation into a specific sector. These aspects are listed in article 
40(2), however this is not to be considered a closed list of content a CoC shall focus on. 
Indeed, whichever aspects, requirements, or principle of the GDPR can become content of 
a CoC. Nevertheless, it could be useful to remind that the GDPR explicitly suggests as 
content of a CoC, for example, transparency of data processing, pseudonymisation, or the 
exercise of data subjects’ rights. The GDPR then mentions CoC as an element to demon-
strate compliance with other specific provisions, such as articles 24, 28, 32 or 35. CoCs 
indeed as mentioned before, can be used to demonstrate the appropriateness of technical 
and organisational measures (as in article 24 or 32) as well as that processors or controllers 
provide acceptable guarantees (as in article 28 or 46.2(e)). CoCs shall also be taken into 
account and can be brought as an element that mitigate the impacts stemming from the data 
processing when conducting a DPIA. 

Another function of CoCs, that is actually to be considered separately from the others, 
is the use of CoCs as “appropriate safeguards” under article 46(2)(e) for data transfer to 
third countries. CoCs can be used for transferring personal data to third countries, however, 
only if the data controller or processor that receive data in the third country commit itself 
with binding and enforceable contractual measure (or other legal measures) to comply with 
the CoC, especially as regards the exercise of data subjects’ rights. Moreover, CoC can be 
used as appropriate safeguards only if they receive the double approval of the national DPA 
and of the EDPB and if general validity is provided to it by an implementing decision of 
the EC. [145] 

These observations lead us to the fact that there are essentially two kinds of CoCs that 
is possible to develop under the GDPR: 1) national CoCs; 2) general validity/transnational 

 
118 See above, Section 2.1.1 on the case of the Italian CoC pursuant article 27 DPD, which were 
mostly elaborated directly by the DPA itself. 
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CoCs119. The first category refers to CoCs that are supposed to be applied only to data 
processing within a single MS. In this case, the draft CoC shall be submitted to the compe-
tent supervisory authority according to article 55 GDPR. The supervisory authority is then 
supposed to evaluate if the CoC provide enough safeguards, end, if this is the case, even-
tually approve it. The second category is reserved to CoCs that are meant to be applicable 
to data processing in more than one MS. In this case, the competent authority shall, before 
approving the CoC, submit the draft to the EDPB. The EDPB shall provide its own opinion 
on the draft CoC and, if it confirms that the CoC complies with the GDPR and provides 
enough safeguards, submit it to the EC. At this point, the EC, as mentioned before for the 
transfer of personal data to third countries, can decide to assign general validity to the CoC. 
[162] 

In either case, the organisation submitting the CoC to a DPA or EDPB shall demonstrate 
the following elements. In the first place, that the CoC “meets a particular need of that 
sector or processing activity”. Then, that the CoC “facilitates the application of the GDPR”, 
as well as that the CoC “specifies the application of the GPDR”. The CoC shall then provide 
“sufficient safeguards”, and “effective mechanisms for monitoring compliance”120. [145] 

As regards the first requirement, the EDPB specifies that a CoC, in order to be consid-
ered acceptable, shall explicitly indicate which problems about data protection law imple-
mentation it aims to address. Moreover, the CoC shall also be able to indicate which solu-
tions it provides for them. The solutions should not be only beneficial for data controllers, 
but also for data subjects. As regard the second point, the CoC shall also indicate how it is 
supposed to facilitate the GDPR application into the specific sector indicated in light of the 
issues addressed. Then, as third requirements, the CoC shall specify the GDPR. It basically 
means that the CoC cannot just re-state the GDPR. For example, sector-specific standards 
shall be indicated in the CoC. Moreover, the CoC, especially if applicable to high-risk sec-
tors shall demonstrate to have appropriate safeguards for rights and freedoms of data sub-
jects. And, finally, the CoC should include systems and a structure for ensuring the moni-
toring of data controllers and processors’ compliance with its provisions. [145] In conclu-
sion, both the EC and the EDPB are required to provide adequate publicity to approved 
CoC. Namely, the EDPB should keep a register of all the CoCs approved both at national 
and EU level121. 

2.2.2 – Article 41 GDPR 

As mentioned before122, under article 27 DPD, the process of complying with CoC was 
not detailed, nor were the characteristics of the bodies in charge of monitoring the adher-
ence of data controllers to such CoCs. These aspects were left to the choice of MSs or 
DPAs. Article 41 GDPR, on the other hand, establishes the rules for ensuring a proper 
monitoring activity over data controllers’ compliance with approved CoC. It shall however 
be noted that article 41 applies only to data processing carried out by private sector bodies 
(article 41.6 GDPR). It essentially means that if a public sector body decides to adhere to 
an approved CoC pursuant to article 40, the monitoring of its compliance with such a CoC 

 
119 See also Chapter 4, Section 1.4 on the approval procedure for national and transnational CoCs. 
120 See also Chapter 4, Section 2.1. 
121 See https://edpb.europa.eu/our-work-tools/accountability-tools/register-codes-conduct-amend-
ments-and-extensions-art-4011_bg (last access: January 2023). 
122 See above Section 2.1.1. 
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is not covered by article 41 rules. In other words, as specified by the EDPB [145], the 
monitoring of a CoC which concerns data processing carried out by public authorities or 
bodies is not mandatory to be carried out by an accredited monitoring body. However, the 
EDPB clarified that this provision shall not be interpreted as removing the monitoring duty 
upon a CoC. On the other hand, alternative methods of monitoring should be incorporated 
into the CoC, possibly relying on already existing auditing activities carried out on public 
authorities. [162] 

The monitoring of compliance with the CoCs’ requirements by the data controllers and 
processors that decide to undertake a CoC is assigned to a competent body which has ob-
tained accreditation from the DPA for exercising this task. Article 41 leaves the identity of 
such bodies intentionally vague. [177] Article 41(2) indeed provides only some require-
ments that, if met, qualify a body as with appropriate expertise for monitoring the compli-
ance with the CoC. Therefore, in theory, whichever body met such requirements can be 
accredited by the DPA as monitoring body for a given CoC. 

According to article 41, this body shall be competent with the subject matter of the CoC 
and shall receive an accreditation from the DPA. Some characters of impartiality, profes-
sionality, and lack of conflict of interest shall be demonstrated by the applicant body123. 
Namely, the body shall demonstrate independence and expertise. It shall also demonstrate 
of having procedures in place that enable an assessment of the eligibility of data controller 
or processor for applying to the CoC. The CoC shall also contain procedure that allows the 
accredited monitoring body to monitor the compliance of data controllers and processor 
with the CoC. A body, in order to be accredited, shall then have procedures to handle com-
plaints about infringements of the CoC by the controllers and processors that have adopted 
it. 

The accredited monitoring body shall also be able to take actions in case of infringement 
of a CoC. For this reason, without prejudice to tasks and powers of the DPA, the monitoring 
body can suspend or exclude from the possibility to adopt a CoC those data controllers and 
processors that infringe a CoC. However, the sanctions can be further specified in the CoC 
itself and could even include monetary penalties. It shall also be noted that the monitoring 
bodies are also supposed to inform the DPA when sanctions are issued and the reasons why 
those sanctions have been applied to a data controller. In this sense, the monitoring bodies 
operate as intermediary bodies in referring to DPAs possible GDPR violations. [177] On 
the other hand, the supervisory authority can withdraw the accreditation of monitoring bod-
ies in case the conditions for accreditation are no longer respected by the monitoring bodies, 
or if the actions taken by these bodies infringe the GDPR. 

As regards the procedures that data controllers and processors shall follow in order to 
adhere to the CoC, article 41 indirectly indicates that the adherence to a CoC shall be mon-
itored periodically by the monitoring bodies. Such monitoring activities are decided by the 
monitoring body itself or defined into the CoC already. [177] 

In concrete terms, the monitoring bodies will probably be most of the times the same 
organisations that draft the CoC124. Another option could be that this role is played by 

 
123 Kamara notes how the lack of conflict of interest could be difficult to demonstrate ex ante, before 
staring the activity of monitoring the specific CoC. This should rather be also an ex-post evaluation 
by the DPA after accreditation. [177] 
124 This is the case of the Farmaindustria CoC, see page 13 [232], or the case of EU Cloud CoC, see 
[233]. 
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conformity assessment bodies125, which, are bodies that are specialised in performing con-
formity assessment activities on products, processes, services, systems, installations, or 
projects, for example, i.e., verify that such objects conform to a set of given requirements. 
[177, 178] This twofold possibility is endorsed by the EDPB itself, which foresees either 
an “internal” or an “external” monitoring of CoC. [145] 

As for the accreditation procedures, the DPA shall elaborate accreditation requirements 
on the basis of the element indicated in article 41(2), such requirements shall then be sub-
mitted to the EDPB according to the consistency mechanism referred to in article 63 
GDPR126. Once the applying monitoring body fulfil the accreditation requirements drafted 
by the DPA, it shall be accredited by the latter. 

As noted by Kamara [177] the accreditation of monitoring bodies for CoC is more 
straightforward than the accreditation procedures for certification bodies under article 43 
GDPR. Indeed, for the monitoring of compliance with CoCs there is not the explicit possi-
bility to involve a NAB as accreditation body and therefore there is no need to apply inter-
national technical standards, such as ISO/IEC 17065 or the EU law on accreditation, such 
as the Regulation 765/2008127. Another difference respect to accreditation under article 43 
for CMs’ compliance, is that there is no expiry date for accreditation of bodies monitoring 
compliance with CoC under article 41. On the contrary the accreditation of certification 
bodies expires after five years, according to article 43 GDPR. 

2.2.3 – State of the Art of Existing CoC 

At the moment of writing, the are some CoCs approved at national and EU level, how-
ever there is no EU-wide CoC approved so far for health data processing. Especially in the 
domain of healthcare and biomedical research, the number for CoCs adopted is particularly 
limited. The few CoCs adopted for the health domain are national CoCs, dealing with either 
primary or secondary uses of data. Nevertheless, as noted on many occasions in this work, 
[80] the use and the re-use of data in the health domain is very heterogeneous. This feature 
essentially brings to the necessity of having many CoCs dealing with different aspects of 
the domain and the related different data protection issues. 

As mentioned before, the EDPB is in charge of making all the CoCs public through a 
registry. The registry is accessible from the EDPB website128, and at the moment of writing 
it shows a total of 6 CoCs adopted. None of these CoCs concern the use of health data129. 
However, browsing some of the DPAs websites it is possible to find out that some other 
CoCs have been approved at national level by DPAs, although they are not reported on the 
EDPB registry130. 

 
125 This is the case for example of the CISPE cloud CoC, see [234]. 
126 See article 41(3) GDPR. 
127 Regulation (EC) No 765/2008 of the European Parliament and of the Council of 9 July 2008 
setting out the requirements for accreditation and market surveillance relating to the marketing of 
products and repealing Regulation (EEC) No 339/93. 
128 https://edpb.europa.eu/our-work-tools/accountability-tools/register-codes-conduct-amendments-
and-extensions-art-4011_bg (last access: January 2023). 
129 CoCs included in the registry, at the time of writing, concern the following sectors: education; 
credit/financial; sufficient guarantees from data processors under article 28; commercial infor-
mation/advertising; smart grid; assurance. 
130 The reason why not all the CoCs and CMs are reported in the registries of the EDPB is not known 
to the author. 
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Among these “unreported” CoCs it is possible to notice some CoCs dedicated to the 
health domain131. For example, in Italy, the Garante per la Protezione dei Dati Personali 
(GPDP) has approved a CoC concerning the re-use of health data for scientific publications 
and educational purposes132. The CoC at stake has been elaborated and submitted to the 
GDPD by the “Regione Veneto” along with the healthcare provider “Azienda Sanitaria 
ULSS 9 Scaligera”. The CoC has been approved by the GPDP in 2021 with an application 
scope limited to Italy. [179] Namely, whichever healthcare provider part of the Italian pub-
lic healthcare system can adhere to it133. 

The CoC focuses on the modalities for re-using personal data of patients, also through 
anonymisation and pseudonymisation techniques, for educational and scientific dissemina-
tion purposes. Therefore, the CoC is meant to provide further clarification, on the re-use of 
such data by physicians and healthcare professional during seminars presentations, confer-
ences, scientific publications or case studies presentation for educational purposes134. The 
CoC regulates only personal data processing carried out by health care professionals, work-
ing within the organisation of the data controller in an autonomous way. 

The CoC applies only to personal data already at the disposal of the data controller. 
Such data could have been collected during diagnostic, care and prevention activities, for 
example. Moreover, the CoC applies both to anagraphic data (such as name, surname, ad-
dress, or sex) and health-related data and genetic data135. According to article 5 of the CoC, 
the main aim of the compliance instrument is to regulate the anonymisation and pseudon-
ymisation processes for the aforementioned purposes of scientific dissemination. However, 
the CoC also provides some standards documentation to be used by the healthcare profes-
sional in the contest of data processing at stake. Therefore, for example, a specific form for 
collecting data subject consent, to be used in case it is not possible to anonymise the data, 
is attached to the CoC. Moreover, another technical annex of the CoC specifies the anony-
misation and pseudonymisation techniques to be followed within the CoC application. The 
Code essentially provides that it is mandatory to apply anonymisation, or at least pseudon-
ymisation techniques, in order to use the data. The CoC then provide also for a specific 
conservation time of data processed for such purposes (which is 3 years, according to article 
8 of the CoC). 

Another CoC adopted at national level, but not reported in the EDPB registry is a code 
approved by the Agencia Española Protección Datos (AEPD) concerning the processing of 
personal data in the field of clinical trials and other clinical research and pharmacovigi-
lance136. As it is possible to read on the AEPD website, the CoC has been promoted by 
“Farmaindustria”137 and is meant to be applied by promoters of clinical studies concerning 

 
131 An unreported CoC approved by Belgian DPAs is the EU Cloud CoC, see https://www.datapro-
tectionauthority.be/citizen/the-be-dpa-approves-its-first-european-code-of-conduct (last access: 
January 2023). 
132 https://www.garanteprivacy.it/home/docweb/-/docweb-display/docweb/9535354 (last access: 
January 2023). 
133 Article 11 of the CoC. 
134 Article 3 of the CoC. 
135 Article 4 of the CoC. 
136 See https://www.aepd.es/es/prensa-y-comunicacion/notas-de-prensa/aepd-aprueba-primer-
codigo-conducta-sectorial-desde-entrada-vigor-rgpd (last access: January 2023). 
137 Farmaindustria is the associations that brings together the majority of pharmaceutical companies 
based in Spain, see https://www.farmaindustria.es/web_en/ (last access: January 2023). 
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drugs and Contract Research Organisations (CRO). The CoC is therefore meant to ensure 
legal compliance of the data processing carried out for research purposes, namely clinical 
trials, and for purpose of pharmacovigilance, i.e., monitoring activities on possible sides 
effects of drugs already placed on the market. 

Therefore, the CoC is meant to address two different categories of data processing and 
the related issues. The first one, as already said, is data processing carried out during clin-
ical trials. Under this perspective, the CoC help data controllers comply with GDPR prin-
ciples, but also carrying out impact assessment activities, identifying the different respon-
sibilities of the participants in the trial activities, identifying the legal basis under articles 6 
and 9 GDPR, as well as carrying out the international transfer of personal data. The second 
category of data processing concerned is the pharmacovigilance. In this sense, the CoC 
aims at establishing common protocols for the collection of information of adverse reac-
tions to the drugs through different channels, including even social networks138. 

Besides the approved CoCs mentioned above, it is worth mentioning at least two inter-
esting projects that did not reach (yet) the approval of a DPA or the EDPB. The first one 
has already been mentioned in this work, and it is the “Code of Practice on Secondary use 
of Medical Data in Scientific Research Projects” which has been developed by a team of 
experts both from the industry sector and the academia139. The CoC has been submitted to 
the CNIL as well as to the Belgian data protection authority, without receiving the final 
approval though. The scope of the draft CoC was concerning the processing of personal 
health data to be used or re-used in collaborative research project (article 1). The subject 
matter of the draft CoC focused on anonymisation of personal data, as well as the use of 
pseudonymisation techniques. The CoC was also meant to introduce rules in order to reach 
compliance within genetic data processing, providing rules from the collection of the sam-
ples until the re-use of such data. However, the CoC was developed under the DPD and not 
the GDPR, and, as said above, it has never been approved by a DPA or the EDPB. [167] 

Finally, it is worth to be mentioned another very ambitious project: the BBMRI-
ERIC’140 initiative for a CoC on health research141. BBMRI-ERIC, which is one of the main 
research infrastructure active in Europe, has launched an initiative for a CoC already in 
2015. A CoC for health research to be submitted to the EDPB was the ambitious goal of 
the project. This CoC would have been the first EU-wide CoC for health research and even 
the first CoC in general to be submitted to the EDPB. In 2017 the consultations with dif-
ferent stakeholders began and in 2018 the actual drafting of the CoC started. However, as 
it is possible to read on the BBMRI-ERIC website, the project slowed down between 2019 
and 2020 because of Covid-19. Nevertheless in 2021 new consultation started again142. 
Even a first draft of the CoC index has been provided, it includes aspects such as anony-
mization, pseudonymization, the re-use of data and the exercise of rights of participants to 
the research projects143. If ever approved, this CoC could be a landmark case for CoCs 

 
138 See Introduction of the Farmaindustria CoC. [232] 
139 https://www.imi.europa.eu/sites/default/files/uploads/documents/reference-docu-
ments/CodeofPractice_SecondaryUseDRAFT.pdf (last access: January 2023). 
140 https://www.bbmri-eric.eu/ (last access: January 2023). 
141 http://code-of-conduct-for-health-research.eu/ (last access: January 2023). 
142 Ibidem. 
143 See http://code-of-conduct-for-health-research.eu/wp-content/uploads/2021/11/Presentation-on-
Code-of-Conduct-V02.11.2021.pdf. (last access: January 2023). 
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under article 40 and 41 GDPR, because of the importance of the promoter of the CoC and 
because of its EU-level applicability. 

2.3 – Certification Mechanisms 

CMs are the second co-regulatory instruments explicitly foreseen by the GDPR. They 
are a real novelty in data protection law, since they were not included in the DPD. These 
instruments are the first real endeavour of the EU legislator to create a market around data 
protection compliance. CMs, even more than CoCs, are market-oriented mechanisms. They 
are supposed to certify that a given data processing is in compliance with GDPR require-
ments and to communicate such compliance not only towards DPAs, but also towards the 
market. [153] 

Even though certification mechanisms were not explicitly regulated under the DPD, 
back then there were already examples of data protection certifications. For example, the 
certification mechanism “EuroPrise”144 or “Inveo ISDP”145 were already existent even be-
fore the adoption of the GDPR. The EC had indeed commissioned a study with the aim, 
among other things, to map existing certification mechanisms applicable to GDPR require-
ments. From this study came up that many certification schemes and standards concerning 
privacy and data protection were already existing and applicable. However, not all of them 
fall into the scope of GDPR certifications under articles 42 and 43. Many of these certifi-
cations indeed covers only some aspects of privacy and data protection, e.g., the security 
of information. [176, 180] Anyway, already in 2008, the WP29 stated that, because of the 
technological aspects directly enshrined into data protection law, it was necessary to iden-
tify concrete criteria to be used for auditing data processing and awarding labels of quality. 
[181] 

Certifications mechanisms in general, not only in the data protection domain, are tradi-
tionally meant to increase trust among different actors and stakeholders. [153] Certifica-
tions and standards are therefore aimed at ensuring the smooth functioning of commercial 
relationships, from both a B2B and a B2C point of view. Certification mechanisms are 
regulated in the GDPR by articles 42 and 43. In line with the structure dedicated to CoC, 
article 42 regulates the content, the role, and the functioning of certification mechanisms. 
Article 43, on the other hand, is dedicated to monitoring the activities of certification bodies 
and their accreditation process. 

2.3.1 – Article 42 GDPR 

According to recital (100), data protection certifications allow data subjects to quickly 
assess the level of data protection of an organisation. This would lead to greater transpar-
ency and trust in the system, as well as facilitate consumers’ choice and also promote legal 
compliance. More in general, CMs, as well as CoCs, are instruments that should promote 
a data protection culture. [22] This kind of measures should also have impacts on the bur-
den of regulators, reducing the need for prescriptive rules. Of course, this is meaningful 
only as long as the use of co-regulatory measures does not reduce the level of compliance. 
[22] It shall be noted however that certification measures contribute to the demonstration 
of compliance, but do not ensure compliance with the GDPR. In other words, it means that 

 
144 See https://www.euprivacyseal.com/EPS-en/Home (last access: January 2023). 
145 See https://www.in-veo.com/ (last access: January 2023). 
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compliance is an activity that shall always happen ex-ante the certification process. [22, 
176, 180] This interpretation is confirmed by the EDPB itself in its Guidelines on certifi-
cation mechanisms, where it is clearly stated that certifications do not constitute by them-
selves compliance. [146] 

The compliance assessment within a certification mechanism is carried out against the 
criteria of the certification scheme. The criteria of the scheme are therefore supposed to 
transform the general provisions of the GDPR into auditable measures. For this reason, it 
is important that the criteria are enough clear. This requirement is meant to reduce the ob-
jectivity of the auditor in assessing the compliance with the criteria. Ideally, two different 
auditors, assessing the compliance of a data processing against the criteria, should always 
produce to the same result. In other words, there should be no room for personal interpre-
tation. While, on the other hand, legal provisions are always object of some interpretation. 
[22] Once a data controller or processor is awarded with a certification under articles 42 
and 43 GDPR, he is contractually bound in respecting the criteria. In case of violation of 
the criteria, the certification body can even withdraw the certification. However, a violation 
of the criteria does not automatically mean that also the GDPR has been violated. Indeed, 
the certification criteria might even introduce stricter requirements than the GDPR itself. 
[22] 

Certification mechanisms under article 42 GDPR are supposed to be encouraged by the 
Member States, the supervisory authorities, the Board and the Commission. This provision 
is in line with article 40 GDPR about CoCs. However, as it has been said, the draft of CoCs 
is a task explicitly assigned by article 40 GDPR to organisations or bodies that can demon-
strate some degree of representativeness. On the other hand, article 42 GDPR say nothing 
about who is supposed to draft the criteria for a certification mechanism under the GDPR. 
In this sense, the EDPB just says that the criteria shall reflect the requirements of the GDPR 
and contribute to its consistent application. [146] However, it seems safe to argue that since 
MSs, DPAs and the EC are asked to encourage the adoption of such mechanisms probably 
they should not also draft the criteria. However, the interpretation is not straightforward, 
indeed a certification mechanism directly drafted by a DPA has been developed and ap-
proved in Luxembourg146. [182] It is interesting to note though that the EDPB in the docu-
ment stating the procedure for the approval of EU-wide certification schemes, the so-called 
“European Data Protection Seals” explicitly state that EU-wide certification can be even 
drafted by DPAs. The document affirms that in that case the DPA shall be considered as a 
scheme owner. [183] 

It is important to note that article 42 explicitly states that CMs are voluntary measures 
for demonstrating compliance with the GDPR and that the needs of “micro, small and me-
dium-sized enterprises” shall especially be taken into account. However, the adherence to 
a certification mechanism approved under article 42 GDPR does not reduce the responsi-
bility of the data controller or processor to be incompliance with the GDPR. In other words, 
to adhere to a certification mechanism under article 42 does not guarantee a presumption 
of conformity. The adherence is, on the other hand, just an element that can be used to 
demonstrate compliance. [22] Nevertheless, the GDPR specifies that DPAs shall take into 
account the fact that an organisation has been awarded with a certification mechanism (as 

 
146 See the certification scheme developed in Luxembourg called CARPA: https://cnpd.pub-
lic.lu/en/actualites/national/2022/06/adpoption-gdpr-carpa.html (last access: January 2023). 
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well as that it has adopted a CoC) when evaluating the imposition of a fine (article 83(2)(j) 
GDPR). 

On the terminology side, has been noted that article 42 GDPR is not always consistent 
with other articles of the GDPR or with certification systems in other domains. For exam-
ple, the GDPR seems to refer to “certification”, “mark”, and “seal” as the same concept 
and with the same meaning. Nevertheless, there are some conceptual differences between 
these terms. The GDPR does not define the concept of “certification”. The EDB refers to 
the definition of certifications provided by ISO/IEC 17000:2004, which has been with-
drawn by ISO/IEC 17000:2020147. On the other hand, marks and seals can be considered 
as the visual representation of data protection certification, i.e., they are visual indicators 
that a data controller or processor has been awarded with a data protection certification for 
its data processing operations. [22, 146] 

Recital (100), again, defines the object (i.e., what is going to be certified) of the data 
protection certifications. The recital at stake indeed mentions that the object of certification 
shall be products, services or processes. This provision makes the data protection certifica-
tion fall into a specific certifications area, which is indeed the certification of product, ser-
vice and process, regulated by ISO/IEC 17065 family. For this reason, cannot be object of 
GDPR certifications neither persons (e.g., the DPO), nor management systems. Moreover, 
the only organisation that can apply for a certification are data controllers and processors, 
not third parties, such as software developers. [146] 

A different discussion shall be carried out about the subject matter of the certification 
(i.e., what is going to be the content of the certification). In this respect, article 42 states 
that certifications shall be used in order to demonstrate compliance with “this regulation”. 
The statement shall mean that all relevant provisions of the GDPR can be included in the 
criteria of the certification. Therefore, there seems to be room for both “single-issue” cer-
tifications and more comprehensive certification schemes which cover all the provisions of 
the GDPR. Indeed, the GDPR itself refers to specific requirements where compliance can 
be enhanced by a certification. For example, like in articles 24, 25, 32, 28 or 42(2) GDPR. 
In the same vein, the EDPB suggests single cases for GDPR certifications, such as the 
principles of article 5, the legal basis under article 6, the data subject rights under articles 
12-23, article 33 on data breach notification procedures, or privacy by design and by default 
under article 25, or article 35(7) for the DPIA. [146] 

It shall be noted that some certification scheme can also be sector-oriented, therefore 
certification schemes can target some specific data controllers and processors operating in 
specific domains, e.g., certification for personal data processing concerning health data for 
research purposes. [22] Moreover, it has been said that the certification criteria are sup-
posed to contribute to the consistent application of the GDPR and reflect GDPR principles 
and requirements. For this reason, some other existing standards can be included into the 
certification criteria. This could be the case of ISO 27000 family148. In this case such stand-
ards can be used to cover specific areas that contribute to GDPR compliance, such as the 
management of information security. Moreover, it shall be noted that certification scheme 

 
147 Here the definition of certification is “demonstration that specified requirements are fulfilled”. 
148 ISO 27000 family is a set of standards that covers IT security, cybersecurity, privacy and infor-
mation security management. For example, the certification scheme Europrivacy foresees the op-
portunity to scale up on standards already applied within an organisation in order to satisfy some 
specific requirements of the scheme. 
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shall not only contain material criteria (i.e., criteria on data protection law) but also proce-
dural criteria. This second set of criteria is meant to indicate, for example, how auditor shall 
implement assessment procedures, who takes decisions on the certification release, or what 
documentation shall be produced. [22] 

The certification process is not defined by the GDPR in an exhaustive manner; however, 
the GDPR states that it shall be transparent for both the data applicant (a data controller or 
processor) and the data subjects. This information must allow the data controller and pro-
cessor to understand what they are entering into and what being certified will entail. On the 
other hand, data subjects must be aware of what exactly means for an organisation receiving 
a certification in terms of enhanced protection of their rights and freedoms. 

Even though the certification process is not described in the GDPR it should follow 
common practices for certification, as indicated in ISO/IEC 17065. Moreover, according 
to the EDPB guidelines, [146] the assessment shall always be amply documented, and it 
should report in detail how the criteria have been met. In general, there is a double step: 
first of all, the auditors provide a first assessment and, afterwards, the assessment is re-
viewed by a different person working at the certification body. This second subject is going 
to take the final decision about whether awarding a certification or not. 

CMs, as well as CoCs can be used as appropriate safeguards for transferring personal 
data to third countries under article 46(2)(f) GDPR. However, also in this case it is neces-
sary that the recipient in the third country will commit itself, with a binding contract or 
other legal instrument, in complying with the certification scheme. 

Certifications mechanism can have general application in more than one MS if they 
receive the endorsement of the EDPB. In this case, the draft certification criteria shall be 
submitted to the DPA where the scheme owner has its headquarters, which will be consid-
ered the competent supervisory authority (CompSa). The CompSa is supposed to carry out 
a first assessment about the admissibility of the draft certification criteria and if this phase 
is successful, it shall start a first phase of informal consultation at the EDPB level with all 
the other DPAs. After the informal consultation phase, the scheme owner is informed about 
possible shortcomings and issues on the criteria. At this point, if the scheme owner decides 
to proceed, the phase of the formal submission starts, which leads to the formal approval 
or rejection of the scheme149. [183] 

Article 42 specifies that a certification can be issued by either the DPA or by an accred-
ited certification body, and this decision is upon the MS. However, DPAs also have the 
role to approve the certification criteria. For this reason, the EDPB guidelines [145, 184] 
recommend transparency to the DPA if the MS assigns to them the role of issuing certifi-
cations. In this light, the EDPB also requires for a clear separation of powers within the 
DPA about these two different tasks. [146, 184] The life span of a certification last three 
years, with the possibility to renew it, if the conditions under which the certification has 
been released are still met. However, a certification can be withdrawn by the certification 
body or the supervisory authority. The EDPB, as it is the case for CoC, has a duty to make 
available on a registry all the approved CMs in EU150. 

 
149 See also Chapter 4, Section 1.4. 
150 Ref registry https://edpb.europa.eu/our-work-tools/accountability-tools/certification-mecha-
nisms-seals-and-marks_en (last access: January 2023). 
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2.3.2 – Article 43 GDPR 

Article 43 deals with the role of certification bodies and, especially with the accredita-
tion process of certification bodies. Certification bodies are the competent bodies that are 
supposed to issue or withdraw certifications. However, it is crucial that also certification 
bodies are overlooked by other bodies, the latter are usually called accreditation bodies. 
The process of “certifying the certifiers” is a key point in building trust in the certification 
schemes. A lack of oversight on the bodies that issue certifications can deceive consumers 
and hampering the trustworthiness of the system. [185] 

In EU, in general, the accreditation process is regulated by Regulation (EC) 765/2008151 
and by the standard ISO/IEC 17065:2012152. Indeed, a definition of “accreditation” is pro-
vided by Regulation 765/2008 in article 2(10) as “an attestation by a national accreditation 
body that a conformity assessment body meets the requirements set by harmonised stand-
ards and, where applicable, any additional requirements including those set out in relevant 
sectoral schemes, to carry out a specific conformity assessment activity”. The EDPB rec-
ognises that the GDPR does not define the concept of accreditation therefore it refers to the 
abovementioned definition of accreditation from Regulation 765/2008. [184] In general, 
the GDPR accreditation process for certification bodies issuing certifications under articles 
42 and 43 GDPR takes inspiration, and it is partially built upon such set of rules153. 

In order to be recognised as a certification body, and therefore delivering GDPR certi-
fications, it is necessary to be accredited by the DPA or the National Accreditation Body 
(NAB). In particular, it is possible to distinguish between three different situations: 1) when 
the accreditation role is played by the DPA; 2) when the accreditation role is played by the 
NAB; 3) when the accreditation is issued by both the DPA and the NAB154. It has been 
noted that there is a risk of a potential conflict of interest in the situation where the super-
visory authority covers the role of accreditation body, if the same authority is also involved 
in the certification process. [185] However, regardless of whether the DPA, rather than a 
NAB, is to deliver the accreditation, the DPA is in charge of a general task. The task at 
stake is to identify the specific requirements against which evaluate whether a certification 
body shall receive the accreditation for issuing certification under articles 42 and 43. These 
specific requirements change if the DPA will also be the accreditation body or if this role 
is played by a NAB. The DPA shall also make the specific requirements public. 

The first situation mentioned above verifies when the DPA is also delivering the accred-
itation to certification bodies, then the requirements shall only be based on the general 
points outlined in article 43(2) GDPR. If, on the other hand, the accreditation process is 
delivered by a NAB the data protection authority shall also draft additional requirements 
to be applied to certification bodies accredited by NAB. Moreover, the NAB shall also 
deliver accreditation in compliance with the requirements from Regulation 765/2008 and 
ISO/IEC 17065:20212. 

 
151 Regulation (EC) No 765/2008 of the European Parliament and of the Council of 9 July 2008 
setting out the requirements for accreditation and market surveillance relating to the marketing of 
products and repealing Regulation (EEC) No 339/93. 
152 ISO/IEC 17065:2012 Conformity assessment — Requirements for bodies certifying products, 
processes and services, see https://www.iso.org/standard/46568.html. (last access: January 2023) 
153 See recital (100) GDPR. 
154 See article 43(1) GDPR. 



81 
 

Article 43(2) therefore just sets a first set of requirements for being accredited as certi-
fication body. These requirements are not data protection requirements, but rather general 
requirements that essentially deal with independence and expertise of the certification 
body, the commitment of the certification body in respecting the criteria of the certification 
scheme, and putting in place procedures for issuing, reviewing or withdrawing the certifi-
cation. The certification body shall then be able to deal with infringements of the certifica-
tion scheme, for this, procedures shall be put in place for handling complaints concerning 
certifications. [146, 184] The additional requirements elaborated by the DPA in case of 
accreditation delivered by NAB shall essentially focus on data protection aspects, because, 
on the other hand organisational requirements are defined by Regulation 765/2008 and 
ISO/IEC 17065:2012. These additional set of requirements is similar to those explicitly 
indicated by article 43(2) GDPR, but they are more detailed. [185] 

The release or the withdrawal of the certification is a decision solely upon the certifica-
tion body, according to the evaluation carried out during the certification process. Moreo-
ver, a certification body’s accreditation can last for a maximum of five years. The require-
ments for being accredited as certification body shall be made public by the supervisory 
authority and the EDPB. The accreditation body can withdraw the accreditation from a 
certification body if the conditions are no longer met. [184] It shall also be noted that the 
EC through implementing acts can specifies technical standards for data protection certifi-
cation mechanisms, as well as to promote such certification mechanisms. 

As a conclusive remark, the GDPR is silent as regards the mutual recognition among 
MSs of accredited certification bodies. Indeed, according to Regulation 765/2008, once a 
certification body is accredited in one MS then it shall be recognised as such also in all the 
other MSs. However, if the accreditation body is the DPA, there is no duty upon such a 
DPA to recognise certification bodies accredited in other MSs by a NAB, because the 
GDPR is silent on this point and GDPR is considered lex specialis respect Regulation 
765/2008. On the other hand, it seems that if a certification body is accredited by a DPA it 
shall be recognised as such also in all the other MSs. This presumption seems to be stem-
ming from the consistency mechanism according to articles 63 and 64(1)(c). [185] 

2.3.3 – State of the Art of Existing Certification Mechanism 

At the moment of writing, the EDPB registry on certification mechanisms that has been 
created according to article 42(8) GDPR contains no record155. However, very recently the 
EDPB has released three opinions on certification mechanisms according to articles 63 and 
64(1)(c) GDPR. Two opinions concerned respectively the scheme Europrivacy and the 
scheme CARPA, both from Luxembourg. The third one concerns the scheme EuroPrise 
from Germany. The rest of the section will delve into the content of these opinions. 

The first opinion concerns the national certification mechanism approved by the Com-
mission nationale pour la protection des données (CNPD), i.e., the Luxembourgish DPA, 
called “CARPA”. [182] This certification mechanism is the first scheme receiving the en-
dorsement of the EDPB under the consistency mechanism pursuant to article 63 GDPR. 
However, CARPA is not an EU-level CM, since it is applicable only to data controllers and 
processors established in Luxembourg. Moreover, this certification scheme is not meant to 

 
155 See https://edpb.europa.eu/our-work-tools/accountability-tools/certification-mechanisms-seals-
and-marks_en (last access: January 2023). 
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be applicable for data transfer to third countries or international organisations under article 
46(2)(f). CARPA is a CM directly written by the CNPD. This is a case where the DPA 
drafted the criteria but at the same time will issue the certification as well, i.e., the DPA is 
operating as certification body. 

CARPA is a general scheme, applicable to whichever sector and domain, however the 
main subject matter of the scheme are the responsibilities of data controllers and processors 
(i.e., the accountability principle). Nevertheless, the EDPB has noted that there are some 
exclusions from the scope of CARPA. Namely, are not covered by CARPA criteria the 
following situations: “personal data processing specifically targeting minors under 16 years 
old; processing activities in the context of a joint controllership; processing activities in the 
context of article 10 GDPR; entities that have not officially designated a DPO (article 37 
GDPR)”. [182] CARPA is a certification scheme which is supposed to build upon other 
certification methods and standards156. Indeed, the evaluation methods for CARPA’s crite-
ria are derived from the International Standard on Assurance Engagements (ISAE 3000 
standards)157, as well as ISCQ1 (quality control of auditing organizations)158 and ISO 17065 
(licensing of certification entities). 

The first version of CARPA scheme has been submitted to the EDPB for receiving an 
Opinion under articles 63 and 64(1)(c), in February 2021. In that occasion, the EDPB has 
noticed how the first version of the scheme could have posed problems for the consistent 
application of the GDPR. Therefore, many changes to the certification criteria have been 
deemed necessary. For example, concerning the terminology used in the scheme, the scope 
of application of the scheme and the modalities to determine the Target of Evaluation 
(ToE), the lawfulness of the data processing, or even the respect of principles pursuant to 
article 5 GDPR. [182] The CNPD has therefore implemented the changes required by the 
EDPB and, in May 2022, with a decision of the CNPD, the CARPA certification mecha-
nism has been finally approved, becoming the first approved CM in the EU. [186] 

The second opinion concerned the “Europrivacy” scheme, which, on the other hand, has 
become the first European Data Protection Seal approved pursuant article 42(5) by the 
EDPB, according to its task under article 70 GDPR, in October 2022. [187] The Europri-
vacy criteria are elaborated by the European Center for Certification and Privacy (based in 
Luxembourg), which is the scheme owner of the certification mechanism159. Therefore, the 
CNPD, operating as competent supervisory authority, after performing a preliminary as-
sessment of the admissibility of the Europrivacy scheme has submitted the draft scheme to 
the EDPB for a formal approval, as it is indicated in the EDPB document on the procedure 
for the approval of EU-wide certifications. [183] 

Europrivacy, as well as CARPA, is not supposed to be a certification scheme for the 
transfer of data to third countries under article 46(2)(f) GDPR. Europrivacy is a general 
scheme applicable to a wide range of data processing, thus not focusing on a specific sector 
or domain. However, genetic data processing is not covered by the criteria of the scheme 

 
156 See https://cnpd.public.lu/en/actualites/national/2022/06/adpoption-gdpr-carpa.html (last access: 
January 2023). 
157 See https://www.iaasb.org/publications/international-standard-assurance-engagements-isae-
3000-revised-assurance-engagements-other-audits-or-0 (last access: January 2023). 
158 See https://www.iaasb.org/publications/international-standard-quality-management-isqm-1-
quality-management-firms-perform-audits-or-reviews (last access: January 2023). 
159 See https://www.europrivacy.org/ (last access: January 2023). 
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for example. The “core criteria” of Europrivacy certification and the “Technical and Or-
ganisational Measures (TOMs) check and controls” constitute the main part of Europivacy 
certification. However, a set of “Complementary Contextual Checks and Controls” make 
the scheme adaptable to particular technological applications, making the scheme also 
more scalable and suitable to specific data processing situations160. In order to make the set 
of criteria applicable in different MSs and making of Europrivacy the first European Data 
Protection Seal, a set of national oriented check and controls is added at the main criteria. 
The set of additional criteria is called National Obligations Compliance Assessment Report 
(NOCAR). 

The EDPB, in its Opinion addressed to the CNPD, has essentially endorsed all the part 
of the Europrivacy criteria, with just few smaller remarks, approving the scheme under 
article 42(5) GDPR. 

The last opinion of the EDPB concerns the “European Privacy Seal (EuroPriSe) certifi-
cation criteria for the certification of processing operations by processors”. [188] EuroPrise 
is a certification scheme developed by EuroPriSe Cert GmbH161, a legal entity established 
in Germany, which has submitted the scheme to the Landesbeauftragte für Datenschutz und 
Informationsfreiheit Nordrhein-Westfalen, the competent German supervisory authority in 
North Rhine-Westphalia (NRW). The NRW has then asked the opinion of the EDPB under 
articles 63 and 64(1)(c) GDPR. The EDPB has issued the opinion at stake in September 
2022. 

The scope of the EuroPrise certification system is not clear enough according to the 
EDPB, but for sure also this scheme is not meant to provide appropriate safeguards under 
article 46(2)(f) GDPR. However, the certification scheme should provide sufficient guar-
antees for a data processor to be in compliance with article 28 GDPR. In this last regard, 
the EDPB has noted that the CM provides also criteria concerning the relationship between 
the data processor and a further processor. Therefore, the EDPB suggested to specify that 
the certification will only be released to the applicant (i.e., the data processor) and not to 
other data sub-processors. [188] 

According to the EDPB opinion, there also seem to be issues regarding the transferring 
of data towards third countries. Indeed, although the scheme is not suitable for ensuring 
appropriate safeguards in that sense, it provides criteria that apply also to processors that 
do not have an establishment in EU or in the EEA. Therefore, the EDPB recommends spec-
ifying that every time a data transfer concerning a certified data processor not established 
in the EU or EEA takes place, it shall be specified that complying with Chapter V GDPR 
is still mandatory. Moreover, it shall be stressed again that the scheme does not provide 
appropriate safeguards under article 46(2). [188] 

The EDPB is then critical about some requirements concerning the relationship between 
the data controller and the data processor, as well as about privacy by design and by default 
criteria in EuroPrise scheme. In general, the opinion of the EDPB concludes that EuroPrise 
certification, to date, still lack of having full consistency with GDPR requirements, there-
fore the indicated modification shall be apported to the criteria in order to having them 
approved. [188] 

 
160 See also https://www.europrivacy.org/ (last access: January 2023). 
161 See https://www.euprivacyseal.com/ (last access: January 2023). 
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3 – Role Played by Co-regulatory Instruments in Data Protection Law 

As it has been said many times throughout this chapter, CoCs and CMs under articles 
40-43 GDPR can be in general defined as tools for compliance. This role is specifically 
assigned to both the instruments by article 24 GDPR, which states that “adherence to ap-
proved codes of conduct as referred to in Article 40 or approved certification mechanisms 
as referred to in Article 42 may be used as an element by which to demonstrate compliance 
with the obligations of the controller”. It is possible to say then that these instruments cover 
an accountability function. This function is for sure the main role that both the instruments 
play, nevertheless there are other functions that can be covered by CoCs and certifications, 
some of which are explicitly indicated by the GDPR, some others instead are stemming 
from literature discussion. 

3.1 – Co-regulation as Instruments for Compliance 

The first function that has been mentioned is the accountability function of CoCs and 
CMs. This is a role that both the instruments play, as stated in the first place by article 24 
GDPR. The accountability function might be divided into two phases: the reaching of com-
pliance, and then the demonstration of it. Neither CoCs nor certifications can ensure com-
pliance or can constitute compliance per se. Although, they are elements that can be used 
in order to facilitate the compliance activity and its demonstration. 

CoCs are supposed to be instruments that further clarify the application of GDPR into 
specific sector. Therefore, the adoption of a CoC, for sure, should at least help data con-
trollers and processor in their internal activities for reaching compliance with GDPR re-
quirements. CoCs indeed should be used as “rulebook” by data controllers and processors 
when planning and designing data processing. [145] CoCs should aim at establishing best 
practices that data controllers and processors can implement in specific situations of par-
ticular complexities. In this sense, CoCs are also meant to ensure that compliance is per-
formed in a more cost-effective way. [145] Moreover, CoCs shall be taken into account by 
the DPA when infringements of GDPR happen. Therefore, those cases when data control-
lers are called to demonstrate their compliance with specific requirements, such as security 
measures implementations, the adoption of CoCs shall be taken into account by the DPA. 
The adoption of a CoC should reasonably also affect the decision of whether to issue a fine 
or not, and the amount of the fine itself162. 

Certification mechanism, as regard the accountability function, have pretty much the 
same effects of CoCs. Indeed, almost all the articles of the GDPR which mention the use 
of CoCs as element to demonstrate compliance with a specific requirement mention certi-
fications as well163. However, certifications are statements of conformity, so they certify 
that the data processing meets some specific requirements, which are in this case the criteria 
of the scheme, that are then supposed to be consistent with GDPR requirements. [146] 
However, certifications have a major role in showing accountability to third parties, such 
as to data subjects, costumers or other business on the market, rather than being a guideline 
for data controllers and processors about how to internally implement the GDPR. 

3.2 – Legal Certainty and Reduction of Legal Fragmentation 

 
162 Article 83(2)(j) GDPR. 
163 See articles 28, 32, and 46 GDPR. 
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From another perspective, GDPR co-regulatory instruments can play a role in relation 
to the consistency and the clarity of data protection law in EU. CoCs indeed are supposed 
to specify and clarify GDPR requirements in critical sectors. On the other hand, this char-
acteristic does not really belong to CMs. Certifications are indeed not supposed to adapt 
the interpretation of the GDPR in light of a specific sector. GDPR certifications do not help 
data controllers in the interpretation of the law, they are rather a tool that demonstrates that 
compliance has been reached out, they say whether there is compliance or not. Although, 
they say little about how compliance has been reached. However, it does not mean that it 
is not possible to develop sectorial CMs. Indeed, certification mechanisms can contain cri-
teria that help data controllers and processors demonstrate compliance especially well into 
some sectors rather than in others164. 

Moving back to CoCs, they are deemed to play an implementing function, specifying 
general requirements of the GDPR into specific sectors. By this way, private stakeholders 
can create their own facultative rules for facilitating the implementation of GDPR in a more 
effective way. Indeed, there are some data protection issues that are of particular concern 
in specific sectors and that need further clarification and specification. For example, the 
concepts of anonymisation and pseudonymisation are considered worthy of being further 
specified in the domain of biomedical and health related research. [167] CoCs would clarify 
which is the meaning of these concepts into the specific domain at stake and provide spe-
cific best practices to be followed in order to implement them in compliance with GDPR. 
[167, 168] Moreover, it has been argued that CoCs can also have a positive impact on the 
problem of legal fragmentation among MSs in some critical domains. [80, 121] For exam-
ple, the GDPR leaves room for national legislators to introduce further requirements for 
processing health related data or for data processing in the health domain in general. This 
has led to a certain degree of fragmentation among the EU about the implementation of 
data protection law requirements. 

In a study commissioned by the DG Health [80] the fragmentation aspect has been par-
ticularly stressed, and the development of a CoC has been suggested as a measure to tackle 
such differences. Nevertheless, it is not clear how in practical terms a CoC could help data 
controllers and processor overcome different national requirements in terms of data protec-
tion. Indeed, as it has been acknowledged in the mentioned study itself, a CoC cannot 
change or amend any national law provision. However, a CoC could help data controllers 
dealing with cross-border data sharing in two ways. In the first place, data controllers and 
processors could be guided by the CoC trough the differences of MS’s legislations. More-
over, a CoC could help creating a common understanding of the legal requirements. In this 
sense, a CoC could contribute to the creation of a common ground in terms of legal inter-
pretation of GDPR rules. It is possible to argue that a sort of “harmonisation function” 
could be played by a CoC. However, that seems to be far from really harmonising data 
protection law. 

Still concerning legal certainty aspects, the use of CoCs and certification mechanisms 
can create impacts also on DPAs’ activity of legal enforcement. Indeed, the use of such 
instruments would contribute to the creation of common good practices that are shared 

 
164 See https://www.i-hd.eu/idhis-information-governance-certification-programme/ (last access: 
January 2023) for an example of certification mechanisms that focuses on demonstrating compliance 
with health data processing. 
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among the members of a group. Moreover, they constitute a gold standard parameter DPAs 
can refer to when assessing compliance of data controllers. Finally, monitoring bodies (ar-
ticle 41 GDPR) and certification bodies (article 43 GDPR) are called to monitor the adher-
ence of controllers and processors to the CoC or the certification. In doing this, such bodies 
help DPAs monitor the compliance with the GDPR. Indeed, such bodies are asked to refer 
to the DPA if during their activity they found any irregularities and violation of the 
GDPR.[22, 177] 

3.3 – Economic Impacts and Marked Related Aspects 

Both CoC and CMs are clearly instruments linked somehow to market dynamics. At 
least in the sense that they are instruments that aim at making of compliance an investment 
rather than just a cost for organisations. Therefore, like for every other kind of investment, 
also compliance investments need to generate a return for the investor. Otherwise, compa-
nies will juts decline the decision to spend money, time, and human resources on that. Both 
CoCs and certification mechanisms are costly mechanisms, however they can both gener-
ate, at least from a hypothetical perspective, some return on the initial investment for data 
controllers and processors. 

Certification mechanisms are explicitly market oriented instruments. They are meant to 
communicate to third parties the level of compliance reached by the data controller or pro-
cessor. This communication is directed to data subjects, which can, by this way, trust the 
data controller or data processor that has been certified. But the communication is also 
directed to other stakeholders on the market, such as customers, providers, or competitors. 
In general certifications are supposed to enhance market transparency. [22] Especially 
CMs, which are usually paired with marks and seals, aim at remediating to a big problem 
that characterise the provision of digital and internet-based services: the asymmetric infor-
mation between users and service providers. Indeed, the users usually do not have the pos-
sibility to evaluate some inner characteristics of a service or a product. The level of privacy 
and data protection of a product or a service is a feature that is difficult to evaluate for an 
external agent. [105, 189] 

Certification mechanisms can help data controllers and processors communicate in busi-
ness to business relationships, their data protection commitment. In this sense, data protec-
tion compliance can even become a market differentiator. [146, 176] However, especially 
in B2C relationship, it shall not be taken for granted that if costumers are aware of high 
level of data protection compliance, they will pay a higher price for it. Indeed, even if 
costumers become aware of a higher level of data protection into a product, they still may 
choose to buy another product which have less privacy guarantees but provided at cheaper 
price or with more attractive features. The choice depends on many factors, including the 
culture of privacy among individuals. 

Looking at the CoCs, these instruments are maybe less obviously linked to market dy-
namics, but anyway their spread is still influenced by the interest that they can generate 
among stakeholders in terms of economic returns on the initial investment. Indeed, CoC as 
well as certification mechanisms’ success partially relies on how widespread such instru-
ments are among the community. [105] If data controllers and processors do not see any 
advantage from an economic and market perspective, it seems unlikely that they will rely 
on these instruments. Anyway, the WP29 has endorsed the idea that data protection levels 
of compliance can also operate as “market differentiator”. [190] In this sense, certification 
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mechanisms, and to a lesser extent also CoCs, can have a “signalling function”, providing 
competitive advantages to data controllers that decide to adopt such mechanisms. [22, 191] 

3.4 – Reasoning on the Sparse Application of Co-regulatory Instruments 

In general, the use of these instruments in data protection law has been so far rather 
limited, although some new CoCs and certifications are starting to emerge on the EU mar-
ket. For example, two certifications scheme have been approved (CARPA and Europri-
vacy), and one of them has even been approved by the EDPB as European Data Protection 
Seal165. Moreover, even a sectorial certification for health data processing has been devel-
oped (although it has not been approved yet)166. CoCs are finding room on the EU scenario 
with even two examples of CoCs developed for health data processing issues in the context 
of scientific research167. However, it is not possible to affirm that these instruments are 
playing a key role in the GDPR implementation, yet. The problems related to the use of co-
regulatory instrument for compliance with the GDPR can, in general, be related to the fol-
lowing aspects which are discussed throughout the thesis: 1) lack of incentives, especially 
in terms of returns on the initial investment, for data controllers and processors168; 2) com-
plexities related to the procedures of approval and the instruments169; 3) unclear legal ef-
fects stemming from the application of these instruments170. These aspects can be brought 
as arguments for the limited application of these instruments throughout whichever sector. 
Nonetheless, some specific limiting factors shall be discussed in light of the specific do-
main at stake. Therefore, in the next Chapter will be addressed the limiting and the enabling 
elements of the use of CoCs and CMs in health. 
  

 
165 The Europrivacy scheme mentioned above. 
166 The IDHIS scheme mentioned above. 
167 See above Section 2.2.3. 
168 See especially Chapter 3, Section 1.3.6. 
169 Ibidem. 
170 See especially Chapter 3, Section 1.3.5. 
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Chapter 3 – Proposal for a Co-regulatory Model of Governance in 
Health 

1 – Discussion on Co-regulating Health Data Processing 

The idea of applying a co-regulatory approach in data protection law has been discussed 
for years, at least since the adoption of the DPD171, as it has been argued in the previous 
Chapter. During the elaboration of the GDPR proposal, there was the impression that co-
regulatory instruments were to play an even greater role in data protection law context. 
Today, however, it seems that such co-regulatory tools are not as popular as hoped by the 
EC during the preparatory work of the GDPR. [77, 78] In the literature, discussion specif-
ically concerning the health domain and the use of co-regulatory solution for solving com-
pliance issues already took place under the DPD. [167] 

There are both arguments that could be brought in support of the use of co-regulatory 
measures, and arguments that could be used for arguing the contrary. Indeed, if co-regula-
tory solutions are ideally aimed at smoothing the implementation of data protection law, 
there are nevertheless some objective obstacles at their widespread utilization. 

Looking at the obstacles, a first general concern relates to co-regulatory measures’ in-
trinsic features, such as the high initial costs for developing the instruments, or the diffi-
culties in obtaining the approval by the authorities. [153] A second obstacle is due to fea-
tures of the health domain in the EU, especially from a legal point of view. An example in 
this sense are the structural differences in how MSs’ organise their healthcare systems at 
national level172. 

On the other hand, two arguments motivate the use of co-regulatory solutions for en-
hancing the use and the re-use of health data among EU. These elements could be classified 
as “motivators” of co-regulation. The first one is related to the nature of the data protection 
law compliance activities in the health sector (intended as provision of care, as well as 
health related scientific research). The second one is the necessity to overcome the legal 
fragmentation among MSs as regards the processing of personal health-related data in med-
icine and research. 

Focusing on the first motivator: a new legal and compliance panorama has been intro-
duced by the interplay between the GDPR and the new data governance strategies. This 
new governance framework has been envisaged in the communication of the EC “A Euro-
pean strategy for data” in 2020, [14] and implemented, as far it concerns the discussion 
here, especially by the Data Governance Act (DGA) and the proposed Regulation on the 
European Health Data Space (EHDS). [110] However, none of the new data governance 
measures is supposed to amend or modify the GDPR Therefore, coordination between the 
new legal framework and data protection law shall be investigated, especially when it 
comes at the secondary use of personal data for research purposes. [115] 

 
171 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the 
protection of individuals with regard to the processing of personal data and on the free movement 
of such data. 
172 In article 168 TFEU, it is possible to grasp a mix of competences between EU and MSs. However, 
it is also clear that MSs keep the main competence in terms of organisation on the public health 
system. On the other hand, the EU can intervene only on limited subjects, see [219]. 
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It has been discussed how the EU policies aiming at enhancing the sharing of data for 
boosting big data and AI find an obstacle in data protection law173. These strategies, more 
specifically, clash, to some extent, with the implementation of some principles of the 
GDPR. Therefore, the interplay between GDPR, DGA and the proposed regulation for 
EHDS is not always straightforward. [16] It should be borne in mind that it would be better 
to avoid too complex compliance activities concerning the new data governance frame-
work. Otherwise, the actors involved could be disincentivised in engaging with the data 
sharing activities. 

The use of co-regulatory instruments could be crucial in smoothing compliance duties 
and enhancing the actual functioning, on a practical basis, of the regulatory system. Indeed, 
co-regulation tools of the GDPR have been envisaged for filling the gap between abstract 
rules and day by day operations at company level. For example, CoCs have, among their 
several tasks, also the goal of operationalising GDPR’s requirements through the definition 
of common best practices and guidelines for compliance. [153] In this respect, it could be 
argued that the new strategy for data will be posing an additional layer of compliance duties 
upon data controllers and processors. This situation will create a difficult interplay with 
GDPR compliance, which is already per se complicated in the context big data and AI in 
health. 

The second motivator is constituted by another obstacle on the path to sharing health 
related data among EU considering the new data strategies, which is the legal fragmentation 
among MSs. This element has been claimed to be both a motivation for increasing the use 
of Co-regulatory instruments, as well as an obstacle to the use the same co-regulation ap-
proach (at least on an EU-wide level). There is a paradox because it is possible to argue 
that the use of EU-wide co-regulatory instruments is not, in practical terms, feasible for 
reasons that will be further investigate in the rest of the Chapter174. [80] However, on the 
other hand, co-regulatory solutions have been deemed by some EU bodies as able of having 
a sort of “harmonisation function” throughout different MSs legislations. [80, 121, 145, 
192] At the same time, the EU institutions themselves have recognised that legal fragmen-
tation cannot be totally overcome by co-regulatory instruments. [80] Indeed, the harmoni-
sation function of these instruments – which is mainly assigned to CoCs, rather than to 
certification mechanisms – can be related just only to compliance procedures or interpre-
tational activities of the GDPR in light of specific contexts and sectors. On the contrary, is 
clear that co-regulatory solutions, cannot create a real legal harmonisation at EU level. 
Therefore, it is not clear how, in practical terms, an EU-wide CoC, can help reduce legal 
fragmentation among MSs, despite the fact in some cases EU institutions seem to claim so. 
[16, 121] 

The rest of the discussion carried out in this Chapter starts from the general assumption 
that co-regulation can have a positive effect, at least to some extent, on the implementation 
of data protection law in health domain. This assumption is deemed valid, at least from a 
theoretical perspective, on the basis of the literature analysis carried out on this argument. 
The assumption is then corroborated by the effort of EU institutions to promote this kind 
of regulatory approach both in general in the EU [108, 130, 131, 155, 193–195], as well as 
in the specific domain of data protection law. [16, 80, 121] 

 
173 See Chapter 1, Section 3.2. 
174 See below Section 1.1. 
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Starting from the assumption that integrating co-regulatory solutions is a desirable goal, 
the rest of this Section will analyse the elements that could have an impact on the actual 
use and diffusion of the instruments. The aspects further discussed here are either elements 
that constitute an obstacle to the use of co-regulatory instruments, or just elements that shall 
be carefully evaluated for shaping at best the co-regulatory tools. The next sub-section will 
at first delve into the geographical and material scope of a CoC or a CM in the GDPR 
context (Section 1.1). Afterwards, the potential impacts that the use of these instruments 
could have on the behaviour of organisations adhering to them, but also on the ecosystem 
in general, will be object of discussion (Section 1.2). These are considered the two main 
elements that would influence the most the effectiveness of co-regulatory instruments as 
they are now envisaged in the GDPR. The last sub-section, eventually, analyses the con-
crete expectations and the limits of CoCs or CMs as they are now envisaged into the GDPR. 
Therefore, here the focus will be more on structural aspects of the legal framework sur-
rounding CoCs and CMs (Section 1.3). In particular, the following aspects are touched: 
fine reduction (Section 1.3.1); compliance facilitation (Section 1.3.2); legal fragmentation 
(Section 1.3.4); presumption of conformity (Section 1.3.5); Cost for developing and adopt-
ing the instruments (Section 1.3.6); differences and similarities between CoCs and CMs 
(Section 1.3.7). 

The second Section of the Chapter will, on the other hand, just focus on the co-regula-
tory instrument deemed more appropriate for addressing data protection law issues in 
health, i.e., CoCs (Section 2). In light of the new data governance framework and the im-
plementation of innovative technologies, the main clutches with data protection law that 
could be addressed by a CoC are reported here. The aspects touched concern the following 
topics: anonymisation and pseudonymisation (Section 2.1); data re-use for scientific re-
search (Section 2.2); data subjects’ consent and data altruism (Section 2.3); data protection 
roles and new rights in DGA and EHDS (Section 2.4); legal basis for primary and second-
ary uses of data in the health domain (Section 2.5); data minimisation, purpose and storage 
limitation in the big data context (Section 2.6). Finally, some preliminary conclusions per-
taining to the discussion carried out in the first three chapters are drawn in Section 3. 

1.1 – Geographical and Material Scope 

The scope of CoCs and CMs under GDPR is an element to consider from a geographical 
perspective, as well as in terms of the subject matter of instrument. The geographical scope 
of the instruments affects the spread of the instruments itself, and therefore its capacity to 
influence organisations’ behaviour. The wider the geographical scope the higher is the 
number of organisations that will probably adhere to it. Having a high number of organi-
sations adhering to a co-regulatory instrument allows it to develop new best common prac-
tices that can contribute to the proper application of data protection law. 

On the other hand, the material scope constitutes the subject matter covered by the in-
struments, i.e., the GDPR requirements that could be specified (CoC) or that could be cer-
tified (CMs). Therefore, also the material scope influences the practical effects that CoCs 
and certification mechanisms produce in the data protection domain. Indeed, each context 
has its own data protection issues and risks. The data processing carried out in the financial 
domain will be characterized by compliance issues that are different to those carried out in 
the health domain. Even within each of these contexts there would be many different “sub-
sectors” presenting different data protection issues. 
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In the health domain is plenty of data protection compliance issues that could be ad-
dressed by a specific CoC or certification mechanism. One of the most critical areas in 
health domain is personal data processing for research purposes. [120, 125] However, it 
shall be noted that research in medical field is very fragmented in terms of types of research 
activities that can be carried out, in terms of data processed, and even in terms of individuals 
involved. [125, 196, 197] Consequently, also the data protection issues will be different. It 
has been argued in the literature that the data processing could take different shapes in the 
medical field so that is even difficult to design boundaries and categories on a conceptual 
level for such data-related phenomena. [48] Essentially, almost each situation has its own 
unique features in such a way that is difficult to create fixed definitions and categories for 
big data phenomena in the health domain175. Moreover, Lachaud argues that the scope of 
CoCs is wider than the scope of CMs. The material scope of CoC is not, according to 
Lachaud, limited to data processing. Otherwise, a CoC could concern whichever aspect that 
can contribute to a better implementation of the GDPR. [153] 

As regards the geographical scope, the GDPR allows stakeholders to develop these in-
struments either at national or EU level. It could seem straightforward that the best solution 
is to develop these instruments at EU-level in order to spread gold-standard as much as 
possible. However, also from this perspective some further arguments could be brought to 
the discussion. The need to have an EU-wide co-regulation mechanism is essentially moti-
vated by the fact that data processing is changing, and part of the changes are led by the 
spread of big data technologies. Data processing in big data context often take place in 
complex networks composed by different actors who share data in a continuous flow. Often 
the nodes of the network are situated in in different countries. [137] This feature argues for 
having an EU-wide co-regulatory system that is applicable to all nodes of the network. 
Especially in the context of health research, sharing data among different research centres 
situated in different MSs is crucial. For example, in clinical trials or observational studies 
there are often many research centres participating in a study. Therefore, it is key ensuring 
the smooth flow of data among them. For example, translational research [197] has the 
objective to gather insights from clinical trials data and translate the knowledge for improv-
ing preclinical and fundamental research in drug discovery. [167] This kind of research 
looks for new ways to translate laboratory evidence in order to carry out diagnostic and 
care activities. Therefore, it is necessary to share data outside the study protocol among 
several research actors; this research activity often also implies that such data processing 
are not covered by the initial consent, which is, on the other hand, collected at the beginning 
of the study. [167] Therefore, in terms of GDPR legal basis to be used for these data pro-
cessing, different solutions shall be found other than consent of the patient. [80] Research 
centres shall then to deal with different legal specifications at national level for sharing 
personal data in compliance with the law. 

However, developing EU-wide instruments implies receiving an approval from the 
EDPB and making the provisions of the instrument suitable for every MSs’ legal system. 
Moreover, in the case of CoCs, it is necessary to demonstrate that the instrument has been 
developed by organisations that are representative enough in the sector where the CoC is 
supposed to be applied176. [145, 146] Nevertheless, both EU institutions [121, 145, 192] 

 
175 See above Chapter 1, Section 1.1.1. 
176 Article 40(2) GDPR. 
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and part of the literature [137], seem to suggest that the adoption of an EU-wide co-regu-
latory instrument could be the path towards having a smoother sharing of health data among 
Europe. The development of an EU-wide CoC, or certification mechanism, is however 
problematic because of the differences between MSs in terms of data processing require-
ments in the health domain. It would be therefore necessary to develop an instrument that 
take into account the legal fragmentation among MSs. The study commissioned by the EC 
for assessing the implementation of GDPR in MSs’ health system indeed recognises the 
necessity to consider such differences, if an EU-wide CoC is developed. [80] 

Looking at the material scope, it has already been observed how the GDPR in articles 
40-43 does not preclude any principles or requirements from being the subject matter of a 
co-regulatory instrument. Moreover, as said in the previous chapter177, some requirements 
of the GDPR are explicitly indicated as possible subject matter of a CoC or a certification 
mechanism178. However, in the medical field, there are some well-known compliance is-
sues. Looking at the few CoCs developed so far for the medical field, it is possible to detect 
some potential crucial content of a co-regulatory instruments. The relevance of such poten-
tial contents will be discussed in the following Sections179. 

In the choice of the material scope of a co-regulatory measure for the health domain is 
important to understand that the health system is characterized by many different data pro-
cessing. Especially the secondary use of data is carrier of data protection compliance issues. 
[125, 198] The issues are due to the big data and AI technologies necessity of a huge 
amount of heterogenous data to be processed in order for these technologies to perform 
properly. Such data are indeed collected for different purposes and the data processing are 
often not included in traditional study protocols. [167, 197] Moreover, as it was discussed 
before, big data in health domain can take different “shapes”180. In terms of the number of 
data subjects involved, but also in terms of the depth of the observations carried out on a 
person. There could be therefore data processing concerning a large number of data sub-
jects where, although, the features are not observed in depth. For instance, EHR systems 
concerns data from a large number of individuals, but the categories of data collected could 
be just a few, such as the name and demographic data. On the other hand, clinical trials on 
rare disease could involve much less individuals, but the number of factors observed will 
be higher181. [48] These different features shall be reflected in the co-regulatory instru-
ments. 

1.2 – Impacts on Stakeholders’ Behaviours 

The use of co-regulatory solutions in data protection law is relatively new. Nevertheless, 
the DPD, as said in the previous chapter182, already foresaw the use of CoCs. However, 
their adoption has always been sparse and sometimes detached from the rationale of the 

 
177 See Chapter 2, Section 2. 
178 See articles 40(2), 25, 28, 32, 35 and 46 GDPR, see also EDPB guidelines on CoCs and certifi-
cation mechanisms [145, 146]. 
179 See further Section 2. 
180 See Chapter 1, Section 1.1. 
181 See above Chapter 1, Section 1.1.1. 
182 See above Chapter 2, Section 2.1. 
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DPD183. The GDPR has amplified the role of co-regulatory instruments as compliance tool 
in data protection law. However, their use and spread so far is not as popular as hoped184. 

Because of the reasons mentioned, forecasting the actual impacts of these instruments 
on the behaviour of organisations, and on the society in general, is not an easy task. In part 
because of the novelty of the use of these instruments in the domain at stake, in part because 
of the need of empirical analysis that create evidence against which to verify the hypothe-
ses. However, it is possible to borrow some reasoning developed from other sectors. For 
example, in the sector of sustainability the use of co-regulatory instruments has been af-
firmed for many years. Certification systems in this domain have been applicable for years 
and some analogies can even be outlined between environmental and sustainability policies 
and data protection and technology implementation. [105] 

A lesson learnt is that this kind of instruments are successful only as long as they can 
influence a behavioural change among organisations at sufficient scale. [199] For example, 
if a standard or a certification mechanism is too costly, or it is too difficult to reach com-
pliance with it, it would be difficult to make its adoption financially viable. Therefore, ad-
hering to such a standard will just be too difficult for organisations, and its spread will 
probably be limited. Consequently, also the costs for being certified against the standard 
will be high. On the other hand, setting the bar too low will not induce any incentive in 
organisations to keep improving once the certification is delivered. [105] That is what is 
called “adoption paradox”. [105] CoCs and CMs under the GDPR are potentially expensive 
instruments, because their adoption entails a set of costs, such as auditing activities, the 
adoption of new technical and organisational measures, or just changes in the day-by-day 
inner operations of organisations. So far, the spread of these instruments has been rather 
limited, therefore it has not been yet possible to build a system that relies on economies of 
scale, in order to reduce the costs linked to the adoption of these instruments. Another 
aspect that has been observed in the sustainability domain, is that if there is the possibility 
of having many different co-regulatory instruments in competition among themselves. In 
this case, it has been argued that there could be a “race to the bottom” among providers of 
co-regulatory instruments. [105] Essentially, it means that developers of co-regulatory in-
struments could be tempted to develop instruments that are easy to comply with in order 
get more shares of the market respect to their competitors. Indeed, the more a standard does 
not entail big adjustments in organisation’s operations, the more the organisation will be 
willing to adhere to such standard. [105] 

However, this specific risk is mitigated under the GDPR co-regulatory system because 
of the existence of the approval mechanism by the DPAs. Indeed, according to EDPB 
guidelines [162], it is not possible to lower down the level of protection for individuals into 
the content of CoCs and certifications. Therefore, the bar must not go below to the mini-
mum level of protection granted by the GDPR. Moreover, one of the requirements for a 
CoC or a CM to be approved is to demonstrate that the co-regulatory instrument contributes 

 
183 See above Chapter 2, Section 2.1.1 on the Italian case concerning the transposition of DPD pro-
visions on CoCs. 
184 See the registries where all the approved CoC and certification mechanisms are supposed to be 
published https://edpb.europa.eu/our-work-tools/accountability-tools/register-codes-conduct-
amendments-and-extensions-art-4011_en and https://edpb.europa.eu/our-work-tools/accountabil-
ity-tools/certification-mechanisms-seals-and-marks_en (last access: January 2023). It shall be noted 
that not all the CoC and certification seem to be promptly published in such registries. 
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to a proper and consistent application of the GDPR. [146, 162] Throughout this mechanism 
it should be granted that the use of co-regulatory instruments in data protection law will 
lead to a grater implementation of GDPR’s provisions. By this way, speculative behaviours 
by organisations, meant to use CMs and CoCs just for gain benefit in terms of compliance 
demonstration, though without engaging in the actual improvement of their inner processes 
should be reduced. Anyway, a CoC or a CM that does not bring the bar of compliance 
enough high, probably will not generate the desired changes in terms of stakeholders’ be-
haviour towards data protection law commitment. 

Another aspect that can potentially catalyse positive behaviour in terms of data protec-
tion compliance are the “positive spill-overs”. Positive spill-overs is a phenomenon that 
consist in the adoption of positive behaviours and practices also by organisations that de-
cide not to formally adhere to the standards in CoCs or CMs. [199] Indeed, once approved 
by the DPAs, the content of CoCs and certifications is supposed to be made publicly avail-
able185. 

There are some examples of CoCs and certifications the content of which has been made 
available by the scheme owners itself, in an altruistic perspective, even before the receiving 
the approval from a DPA or the EDPB186. In this scenario, even organisations not adhering 
to the CoC, or CM can improve their compliance. Nevertheless, the other side of this phe-
nomenon is that there are some actors, so-called “free riders”, that would benefit from the 
system, without participating to its costs. Indeed, such organisations would benefit from 
the elaboration of CoCs and certifications. Because they can use these instruments for ame-
liorating their compliance activities and procedures, gaining benefits from different per-
spectives. But they would not bear the costs related to the elaboration of these instruments 
or those related to be formally subject to them, such as auditing costs. [24] Therefore, it 
shall be borne in mind that are not only the “co-regulated” entities, i.e., data controllers and 
processors who formally adhere to CoCs or CMs, that determines the impacts on the sys-
tem. On the contrary, the “non-co-regulated” entities as well contribute to the final impacts. 
Therefore, the mosaic composed by different CoCs and certifications mechanisms, and the 
interplay between the two kinds of instrument in data protection law, will determine the 
impacts on stakeholders’ behaviours. [105] Crucial is also the role of these instruments in 
light of the hard law legislation that regulate the domain, i.e., the GDPR. In general, the 
hard law instrument is supposed to grant the essential level of protection to rights and free-
doms, while on the other hand, the co-regulatory instruments are supposed to facilitate 
reaching compliance. The co-regulatory instruments are then supposed to reward virtuous 
behaviours, stimulating positive approach towards compliance. The hard law measure, on 
the other hand, does not reward, but entail mechanisms for punishing those who do not 
even reach the minimum level of compliance with hard law. [105] 

In conclusion, developing hypothesis about the impacts that the use of co-regulatory 
solutions can have on the actual behaviour of stakeholders is key, but extremely difficult. 
Even in domains, such as the environmental law and sustainability, where the use of certi-
fication and co-regulation is way more consolidated, it is still difficult to reach such con-
clusions. [200, 201] The reasons are related to struggles in collecting empirical data about 

 
185 See articles 40(11), 42(8) and 43(6). See also [145, 146]. 
186 See, for example, the Italian certification scheme Inveo ISDP 10003 available at https://www.in-
veo.com/certificazione-isdp-10003-2020-data-protection (last access: January 2023). See also CoCs 
on cloud computing elaborate from CISPE.cloud, or EU cloud CoC. [233, 234] 
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the behaviours of companies and organisations, as well as to difficulties to have counter-
factuals187 against which to evaluate the impacts. Some indirect outcomes that these co-
regulatory instruments should generate can though be detected in the literature. [105, 200, 
201] In this regard, co-regulatory instruments are supposed to 1) contribute to the develop-
ment of new agreement among stakeholders, while at the same time reducing the conflicts; 
2) provide room for experimentation and innovation; 3) introducing best practices that 
could be then scaled up for shaping policies or regulatory measures. [105] 

1.3 – Realistic Expectations from Co-regulation 

Great expectations about the role played by these co-regulatory instruments seem to be 
envisaged in the work of some EU institutions and bodies. [16, 78, 80, 121] However, the 
use of regulatory strategies other than top-down regulation is often object of critiques from 
scholarship. [24, 154] This is also due to some failures in regulating markets’ behaviour 
using such instruments in other domains, such as the sustainability domain or the financial 
sector. [199] Moreover, data protection law co-regulatory instruments present themselves 
some structural problems in the way they are envisaged in the GDPR188. Finally, has it has 
been discussed throughout the previous sections, the health domain presents some legal 
and structural constraints that limits the use and the impacts that these instruments can have 
on the whole ecosystem of stakeholders. It is important then to understand which are the 
limits and the boundaries within which such instruments can produce benefits. 

1.3.1 – Reduction of Fines-related Risks 

For sure, CoCs and CMs can potentially reduce the risk for organisations to be fined, or 
at least they can reduce the amount of the fine, according to art. 83.2(j) GDPR. [24] Fine 
reduction is an important advantage that organisations that process personal data can ben-
efit from. However, probably, this benefit should be balanced with the costs of adopting 
the instruments borne by the organisation. As it has been said above, the cost of getting a 
certification, for example, has been noted to be linked to its adoption rate within a sector. 
[200, 201] Under this perspective, the more the standards are spread and popular the less 
they are expensive for organisations. However, it has also been noted that currently there 
are only few examples of CMs and CoCs approved, or even just under development189. 
Looking at the health domain, there are even less examples in this sense. Only few CoCs 
concerning the processing of health data have been adopted at national level, while only a 
project of certification for health data processing is on the table190. Probably, organisations 

 
187 Counterfactuals are Information of how the impacts could have been in absence of the co-regu-
latory measures. [201] 
188 See also Chapter 2, Section 3.4. 
189 See Chapter 2, Sections 2.2.3 and 2.3.3. 
190 At national level, to my knowledge only two CoCs concerning the health domain have been 
approved: the Italian CoC for the re-use of health related data for scientific publication and educa-
tional purposes available at https://www.garanteprivacy.it/home/docweb/-/docweb-dis-
play/docweb/9535354 (last access: January 2023) and the Spanish CoC on Processing of Personal 
Data in Clinical Trials and Other Clinical Research and Pharmacovigilance Activities, available at 
https://www.aepd.es/en/informes-y-resoluciones/code-of-conduct (last access: January 2023). As 
regards certification mechanisms, the only GDPR certification scheme (not approved yet) that fo-
cuses exclusively on health data processing is IDHIS – Information Governance Certification 
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will try to carry out a trade-off evaluation between the costs of adopting a co-regulatory 
measure and the risk to be fined. 

The reduction of the risk to be fined, as well as the reduction of the amount of the fine 
itself, as real incentive to adopt the instrument, shall also be evaluated against organisa-
tions’ perception of the likelihood to be fined. In this sense, an element to consider is the 
number of fines issued by DPAs, as well as the level of risk enshrined into the data pro-
cessing carried out by the organisation. Indeed, the higher the risk for data subjects, the 
higher is the fines and the probability to be fined, in case of non-compliance. The health 
domain is typically considered as a high-risk domain because of the sensitivity of the data 
processed. 

The propensity of the competent DPA to issue fines and the fear of being subject to 
them is a complex discussion. Indeed, it should include statistics about the different patterns 
of sanctions issued by DPAs in EU, as well as analysis on the severity of the sanctions in 
monetary terms191. There are some DPAs that are issuing more sanctions than others on 
average, but this is due to many factors, such as the dimension of the country, or the type 
of economic activities typically carried out in the MS at stake. For example, there are MSs 
where the DPA is extremely active in terms of number of sanctions issued, such as Spain 
or Italy192. However, in these countries the monetary sum of the fines is lower than other 
in countries. In these other MSs, in front of a higher monetary sum of the fines, there are 
just few sanctions issued. Of course, it means that there are countries where though the 
DPA issues many fines, the economic value of them is limited. On the other hand, there are 
countries that issue a lower number of fines but with greater economic impacts. 

The situation depicted above is essentially due to the very different economic ecosys-
tems of the MSs in EU. Countries like Luxembourg or Ireland, despite smaller than other 
countries in geographical terms, have a higher concentration of companies that carry out 
critical data processing or that process data on large scale. Indeed, looking at the statistics, 
it is possible note that the highest fines have been issued against big tech companies, such 
as Google, Amazon, or Meta. For example, in Luxembourg the Commission Nationale pour 
la Protection des Données (CNPD) has issued 23 fines193 for a total of € 746,273,600. How-
ever, a single fine alone of € 746,000,000 against Amazon, constitutes most of the total of 
such an amount. On the other hand, as seen above, the Italian or the Spanish DPAs even 
though issuing many sanctions do not have a high total sum of fines. These patterns are 
clearly related to the type of economic ecosystems of each MSs, as said before. 

It is also interesting to investigate how the fines are distributed among different sectors. 
The sector where more fines have been issued is “industry and commerce”. However, the 
sector where the highest sum of monetary sanctions has been issued is “media, telecom and 
broadcasting”. The healthcare sector is at the sixth position in terms of number of sanctions 
issued after: 1) industry and commerce; 2) media, telecom and broadcasting; 3) public sec-
tor and education; 4) individuals and private associations; 5) finance, insurance and con-
sulting). As regards the total sum of fines issued, the healthcare is even lower in the ranking 
of sectors (at the eighth position). Therefore, healthcare seems to be a sector where there is 

 
Programme available at https://www.i-hd.eu/idhis-information-governance-certification-pro-
gramme/ (last access: January 2023). 
191 Data is from: https://www.enforcementtracker.com/ (last access: January 2023). 
192 Ibidem. 
193 Ibidem. 
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a medium number of sanctions issued, moreover the sanctions are not extremely high from 
a monetary point of view194. 

The analysis should also take into account that the health sector in EU is mainly consti-
tuted by public sector bodies, or public undertaking. The core activity of such organisation 
is not getting an economic advantage from some ethically blamed uses of personal data 
(e.g., marketing or user profiling), like it happens in other domains, such as media and 
telecommunication. Nevertheless, also in the health domain many private actors operate, 
such as pharmaceutical companies or private health care providers. Moreover, the health 
sector is characterised by very sensitive data and high-risk data processing. In conclusion, 
it could be argued that nonetheless the health domain is a sector with high-risk data pro-
cessing, according to the data195, it does not seem to be a domain where DPAs concentrate 
their power to enact sanctions the most (especially in terms of monetary sums). Even 
though a quite high number of sanctions is issued in the health domain, their monetary sum 
is not extremely high. All these factors can influence the decision of a data controller or 
processor to adopt a co-regulatory instrument for reducing the risk to be fined or at least 
reducing the sum of the fine in case of sanction. It is not easy to determine whether data 
controllers and processor operating in the health domain would be prone or not to adopt 
such instruments in light of the threat to be fined by DPAs. However, the health sector is a 
domain where the reputation of organisations is quite relevant, especially for maintaining 
a trust relationship with patients and the public in general. Scandals involving misuse of 
health-related personal data are always perceived as something serious, as it happened in 
the NHS and Google-DeepMind case. [202, 203] 

1.3.2 – Facilitation of Compliance Activities (focus on SMEs) 

Another realistic benefit stemming from the use of such instruments is the facilitation 
of compliance activities into an organisation. Throughout the provision of user-friendly 
procedures for reaching compliance, certification mechanisms and, especially, CoCs can 
make compliance procedures easier for organisations. As it was discussed before, CoCs are 
also supposed to provide specification to general requirements of the GDPR. In this sense, 
CoCs could become very attractive to organisations for defining some principles with dif-
ficult interpretation, as well as procedures for complying with them. In this perspective, the 
GDPR has also tried to move the attention towards SMEs, stating that CoCs (but also CMs) 
should in particular take into consideration the need of SMEs196. 

The difficulties for SMEs to adopt CoCs has been considered one the weak points of 
these instruments under the DPD. [24] However, under the GDPR this aspect could change, 
and it seems more realistic that SMEs could get advantages from the use of CoCs rather 
than from certification mechanisms. Public health care providers can, from this point of 
view, be compared to SMEs. Indeed, usually in the health domain, public organisations 
face shortage of resources to be dedicated to data protection law compliance. Therefore, 
while big tech or pharmaceutical companies have all the resources to reach out compliance, 
on the other hand, public hospitals could struggle in the fulfilment of their accountability 
duties. 

 
194 Ibidem. 
195 Ibidem. 
196 See recital (98), articles 40 and 42 GDPR. 
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These are essentially the reasons why in literature has been argued that CoCs could be 
instruments more suitable for SMEs, or organisations with limited resources to dedicate to 
compliance, than CMs. [153] Indeed, for CoCs under GDPR the monitoring procedures 
seem to be less burdensome than the ones foreseen for certification mechanisms. The latter 
is indeed carried out by third-party certification bodies through an auditing system inspired 
by ISO/IEC 17065:2012 international standard197. On the other hand, the former is essen-
tially a monitoring activity carried out by accredited monitoring bodies usually identified 
by the CoC itself. The less strict auditing system, if compared to certifications’ one, could 
make of CoCs a more attractive instruments for some types of sectors and businesses. [153] 
However, the GDPR foresees in detail the tasks and the features of monitoring bodies. 
Namely, the accreditation by the DPA, the requirements in terms of independency, exper-
tise and professionality to be satisfied, are identified by GDPR and EDPB guidelines. When 
the monitoring body is internal to the organisation of the CoC owner, these requirements 
are more severe. [145] 

In particular, according to Lachaud [153], a substantial difference between CoCs and 
certification lies on the burden of proof during the compliance assessment. Indeed, in CoCs, 
Lachaud argues, is a task of the monitoring body to verify ex-post that the adhering organ-
isation comply with the CoC. As regards certifications, on the other hand, the wording of 
articles 42 and 43 seems to put the burden of proof upon the adhering controller or proces-
sor, in an ex-ante evaluation. If the ex-ante assessment is not successfully fulfilled by the 
controller or processor, then the certification seal or mark is not awarded. 

In light of the abovementioned observations, there could be debatable follow ups ef-
fects. Indeed, there could be a situation where organisations adhering to a CoC and those 
adhering to certification could get very similar benefits from these instruments in terms of 
compliance demonstration and facilitation. However, while organisations adhering to cer-
tifications shall have passed through a rigorous ex-ante auditing activity, organisations ad-
hering to CoCs could not have been subject to any assessment from the monitoring body. 
[153] Nevertheless, the GDPR states that CoCs shall include mechanisms that allow the 
monitoring body to verify the conformity of the controllers to CoCs’ requirements. There-
fore, also CoCs shall anyway be potentially auditable. On the other hand, choosing to adopt 
a CoC, rather than a CMs, could also have some shortcomings in terms of communicating 
on the market the compliance commitment, since CoCs do not automatically come along 
with a label or seal198. However, in terms of communication and demonstration of compli-
ance before the DPA, CoCs and certifications produce the same effects, as elements that 
can be used to demonstrate compliance with GDPR. [153] 

In conclusion, it shall be noted that the reference to SMEs in GDPR and EDPB guide-
lines on CoCs is not straightforward. Indeed, as it has been noted in the literature, [153] the 
wording of recital (98) GDPR could be interpreted as meaning that a CoC could either be 
developed for a specific sector or for SMEs in a horizontal way. Indeed, the possibility to 
draft even cross-sector CoCs is provided by the EDPB guidelines on CoC. [162] Therefore, 
in theory there seems to be room even for a cross-sector CoC which focuses exclusively on 
SMEs’ needs. This option is nevertheless problematic, and its actual admissibility should 

 
197 ISO/IEC:2012 – Conformity assessment —Requirements for bodies certifying products, pro-
cesses and services, https://www.iso.org/standard/46568.html (last access: January 2023). 
198 This is on the other hand the case in certification mechanism. 



99 
 

be further clarified by the EDPB itself. More realistic seems to be the development of a 
sectorial CoC which focuses, in part or exclusively, on SMEs of a specific sector. 

Moreover, it is still not clear according to which logic a CoC, in practical terms, should 
help SMEs. For example, the EDPB guidelines suggest that CoCs shall be “appropriately 
scaled to meet the requirement of micro-organisations in addition to small and medium 
enterprise”. However, as it has noted by Lachaud [153] the EDPB does not provide further 
explanation of the meaning of this concept of “scaling the requirements”. It could mean 
that the objective is “scaling” the level of the requirements, i.e., less burdensome require-
ments apply to SMEs. Otherwise, “scaling” the requirements could be understood in terms 
of the nature of the requirements, i.e., the CoC would adopt a different approach with totally 
different types of requirements for SMEs. Reducing the severity of requirements for SMEs 
could however be problematic, since sometimes even small businesses process sensitive 
data, especially in the health domain, maybe even using potentially risky technologies. 

1.3.4 – Legal Fragmentation 

Doubts remain on the possibility of co-regulatory instruments under GDPR to bridge 
the gap of legal fragmentation between MSs’ different implementation of data protection 
law. This feature, usually assigned to CoCs, is often claimed by EU institutions and bodies 
as a real scenario. [80, 121, 162] However, even in the documents of the EU institutions is 
not always straightforward to understand how this should be happening in practical terms. 
The legal fragmentation between MSs concerning data protection requirements in the 
health domain is a problem stemming from the room that MSs have in terms of additional 
requirements that can be add in some data processing context, as discussed above in Chap-
ter 2, Section 3.2. However, such differences are directly enshrined in the national law 
implementing GDPR provisions. Creating differences in terms of legal basis required for 
secondary re-use of data, or special procedure to follow vis-à-vis the DPAs. These aspects 
cannot clearly be addressed by a CoC or a CM. 

1.3.5 – Presumption of Conformity and Burden of Proof 

Another crucial point concerns the legal consequences of adopting CoCs and certifica-
tion mechanisms under articles 40 to 43 GDPR. As it has been said in the previous sections, 
article 24 GDPR assigns to CoCs and CMs the role of “element by which to demonstrate 
compliance with the obligations” of the GDPR. From the reading of article 24 GDPR it 
seems that a presumption of conformity is stemming from the adherence to one of these 
instruments. However, article 24 leaves some doubts about the correct legal interpretation. 
Indeed, the article at stake considers these instruments only as an “element” of compliance 
demonstration. This “element” shall then apparently be combined with other elements of 
compliance in order to satisfy the accountability principle. Moreover, as stated in article 
42(4), the adoption of certification mechanisms, does not reduce the responsibility of the 
controller or of the processor, and especially does not have any effect on the tasks and 
powers of the DPA. Therefore, it seems that CMs and CoCs, as envisaged in the GDPR, do 
not provide a full presumption of conformity comparable to the presumption of conformity 
that, for example, harmonised standards provide under the NLF context. [22, 180] How-
ever, in literature the interpretation seems not to be homogeneous. For example, Lachaud 
[154] seems to consider certification mechanisms and harmonised standards as producing 
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the same legal effects. However, other authors, such as Kamara and Leenes, seem to be on 
another page. [22, 144, 176] 

A further element that differentiates CoCs and certification mechanisms from harmo-
nised standards, is the impact on the process of fine imposition of the DPA. According to 
article 83(1)(j), as it has been discussed above199, the DPA shall evaluate the adherence to 
such instruments when evaluating whether to issue a fine, and to which amount the mone-
tary sum should correspond. In this sense, the EDPB argues that the adherence to a CoC or 
a CMs could either be an element that reduces the fine, or an element that raises the fine 
amount. [146] Therefore, adhering to a co-regulatory instrument could even become an 
element that affect in pejus the compliance demonstration activities. For example, if a data 
controller claims to follow a CoC or a certification mechanism, but then after the investi-
gation of the DPA there is evidence that this was not the case, then this could be an aggra-
vating circumstance. [145, 146] 

Uncertainty on the legal effects in terms of presumption of compliance could negatively 
affect the use of such instruments. The legal value of the presumption of conformity is per 
se unclear in the EU legal system. For example, when it comes to the use of harmonised 
standards for obtaining the CE mark. In this case, obtaining the CE mark allows manufac-
turers to place a product on the market. Nevertheless, the manufacturer remains liable, even 
if the CE mark has been obtained after a third-party assessment. [154] 

The EDPB clarifies that obtaining a certification does not constitute compliance with 
the GDPR by itself. Indeed, demonstration of compliance means also being able to produce 
supporting documentation, in form of written documents and reports. The documentation 
should describe how the certification criteria are met. More specifically, such documenta-
tion shall contain “reasons, arguments, and proofs resulting from the application of crite-
ria”. [146] As regards CoCs, their impact on the burden of proof for compliance demon-
stration is even more cryptic. Indeed, article 40 GDPR, classify CoCs as instruments for 
the proper application of GDPR requirements taking into account specific features of dif-
ferent sectors. Article 40 does not identify the demonstration of compliance as the first role 
of CoCs. Nevertheless, the accountability function of CoC can be inferred from article 
24(3) and recital 77 GDPR. Here, the purpose of demonstration of compliance is pursued 
by certifications as well as by CoCs. The EDPB itself in its guidelines on CoCs [162] states 
that CoCs have the potential of being element for demonstrating compliance with the 
GDPR. Therefore, also the adherence to a CoC shall be taken into account by the DPA in 
evaluating the opportunity to issue an administrative fine, as indicated in article 83(2)(j). 
This is confirmed also by the WP29 Guidelines for the application of administrative fines 
as endorsed by the EDPB. [204] In the guidelines, it is said that the adoption of a CoC is 
an element that the DPA shall consider when deciding whether to issue an administrative 
fine. Under this perspective, in case of a breach of GDPR requirements, the DPA could 
even decide that the sanctions applicable by the monitoring or certification bodies (e.g., 
exclusion or suspension from the CoCs or certification mechanisms) are effective, propor-
tionate or dissuasive enough. Therefore, the application of administrative sanction could 
not be deemed necessary. 

The guidelines on CoCs confirm what stated in EDPB guidelines on certification, i.e., 
the adherence to a CoC or certification could even be an aggravating factor. [146] Indeed, 

 
199 See above Section 1.3.1. 
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the violation of the requirements of these instruments can reasonably indicate the inten-
tional character of the data controller or processor’s violation of the GDPR. [204] Anyway, 
the sanctioning powers of certification and monitoring bodies are without prejudice to the 
tasks and powers of the DPA. It essentially means that the DPA is not obliged to take into 
account the sanction already adopted by the monitoring or certification bodies while eval-
uating to issue a fine to data controllers and processors. Therefore, it is confirmed that the 
actual legal effect produced by the adoption of a CoC or a certification mechanism in terms 
of burden of proof and sanction reduction are not straightforward and there is no certainty 
that adherence to these co-regulatory solutions will lead to benefits during a procedure be-
fore the DPA. However, Lachaud [153] noted that the system for monitoring the adherence 
to CoCs seems to be less strict than the one envisaged for certification mechanisms. Essen-
tially, both instruments, as discussed above200, seem to produce the same (blurry) legal 
effects in terms of demonstration of compliance. 

1.3.6 – Costs Linked to Co-regulation Development and Adoption 

It is necessary to highlight again that the GDPR had made mandatory for these instru-
ments to be approved by either the DPA or the EDPB in order for these instruments to 
produce their effects. The requirement established by the GDPR to have these instruments 
approved is crucial. This aspect allows CoCs and certification mechanisms to be allocated 
in the definition of co-regulation, instead than just self-regulation. It is of the utmost im-
portance to have a check on the content from the authorities for ensuring that fundamental 
rights and freedoms are respected and in general that the protection ensured through the 
GDPR is not reduced. [145, 146] 

The approval procedure from the DPA or EDPB is also meant to ensure that CoCs and 
certifications actually bring an added value to GDPR implementation. The mere reproduc-
tion of the GDPR requirements into a CoC or certification is not allowed. Despite CoCs 
and certifications can play different roles, EDPB Guidelines set some specific requirements 
to be satisfied for submitting these instruments to a DPA or the EDPB. Namely, CoCs shall 
meet particular data protection needs, facilitate the GDPR application or specify its appli-
cation. [145] While, in case of CMs, they shall provide a sound system of auditable criteria 
which specifies the objectives and the implementing guidance for reaching compliance 
with the GDPR. [146] The GDPR has made the approval mandatory because, among other 
things, under the DPD some free-rider behaviours have been noted in the literature. [21, 
24, 177] 

The path to get a CoC or a certification mechanism approved by the DPA or the EDPB 
could be a long and complicated journey. There are examples of CoCs and CMs that have 
begun their procedure for obtaining the approval, without though reaching the goal, already 
under the DPD. For example, the BBMRI-ERIC project for developing and EU-wide CoC 
for health data processing for research purposes started in 2015 without that the CoC has 
never been approved so far201. Another example of a never approved CoCs, despite its 
value, is the “Code of practice on secondary use of medical data in scientific research pro-
jects”202. [167] 

 
200 See Chapter 2, Section 3.2. 
201 See http://code-of-conduct-for-health-research.eu/ (last access: January 2023). 
202 Available at: https://www.imi.europa.eu/sites/default/files/uploads/documents/reference-docu-
ments/CodeofPractice_SecondaryUseDRAFT.pdf (last access: January 2023). 
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Looking at certification projects, it is possible to notice the length of the procedure to 
obtain the final approval from the DPA or the EDPB. The first certification mechanisms 
approved has been the CARPA certification scheme203. [182] The works for drafting this 
scheme started in 2018 and the final approval arrived only in 2022. The Europrivacy 
scheme has been the second certification scheme approved and the first with EU-wide ap-
plicability204. The first draft of Europrivacy criteria have been released just after the GDPR 
came into force in 2018, but its approval only arrived in 2022. The EuroPrise scheme205 
has recently received the Opinion of the EDPB[188], despite the first version of this scheme 
were circulating already for a while in Europe. [180] 

The path to receive the approval for a CoC or a CM is a process that can reasonably last 
years. This long period is due to the necessity of carefully evaluating the content of an 
instruments that could be, if not conceived in the proper way, detrimental for individuals’ 
fundamental rights. However, on the other hand, the long and difficult process could dis-
courage organisations from developing such instruments. 

A different aspect, but still related to the one just discussed, are the costs that organisa-
tions that decide to adhere to an approved CoC or a certification mechanism shall bear. 
Indeed, adhering to CoCs and CMs, despite being a potentially cost-saving strategy, be-
cause of several reasons (for example, like already said in this work, because of the reduc-
tion of the risk to be fined, or the facilitated compliance procedures206), it could also be a 
source of high initial costs. There is a paradox, even though only apparent, between the 
initial costs of adopting a CoC or a CM, and the fact that these instruments are ultimately 
supposed to make organisations save costs. The paradox is claimed here to be only apparent 
because these initial costs shall be seen as an investment, with the goal of obtaining an even 
higher revenue from different points of view207. However, such return on the initial invest-
ment is not easy to evaluate and it shall be supported by sound empirical evidence. It seems 
safe to assume though that organisations will not engage themselves in developing, or even 
just adhering to such instruments, if they do not perceive a concrete final gain in compen-
sation of the high initial costs. Elements, such as the unclear and long procedure to get a 
CoC or a CM approved, or the unclear legal effect in terms of burden of proof for compli-
ance demonstration, are all aspects that could hamper the use of these instruments. Com-
paring GDPR co-regulatory instruments with harmonised standards in the NLF can be use-
ful in this situation for understanding the abovementioned problems. 

Harmonised standards are part of the NLF and operate as technical specification that 
implements essential requirements stated in the body of a legislative measure208. Harmo-
nised standards are developed by private organisations commonly called Standards Devel-
opment Organisations (SDO). Therefore, in order to specify general requirements en-
shrined into a piece of legislation, harmonised standards are developed and put at the 

 
203 See https://cnpd.public.lu/fr/professionnels/Certification/gdpr-carpa.html (last access: January 
2023). 
204 See https://www.europrivacy.org/ (last access: January 2023). 
205 See https://www.euprivacyseal.com/EPS-en/Home (last access: January 2023). 
206 See above Section 1.3.1. 
207 See above Section 1.3.2. 
208 See https://single-market-economy.ec.europa.eu/single-market/goods/new-legislative-frame-
work_en (last access: January 2023). 
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disposal of the addresses of the law for reaching and demonstrating compliance209. It shall 
be noted that compliance can also be reached without relying on harmonised standards. 
However, in this case, a greater production of documentation is required to the addresses 
of the law, which are usually manufacturers of a product that is to be placed on the market. 
Under the NLF the law does not define the details of its requirements, but only the essential 
parts of them, i.e., the essential goals of the law (like of many requirements of the GDPR 
do). The details of the requirements shall either be decided by the manufacturer by itself, 
or by following harmonised standards. Like the CoCs and certification under GDPR, har-
monised standards shall be approved by an authority, in this case by EC itself210. However, 
adopting harmonised standards, differently than CoCs or CMs, provides a real presumption 
of conformity to the manufacturers. Therefore, following harmonised standards can gener-
ate concrete benefits in terms of documentation that shall be produced, as well as in terms 
of controls from third party conformity assessment. In this sense, it is possible to argue that 
harmonised standards are costly procedures for a manufacturer, but with clear and well-
defined benefits. 

It seems that the EU legislator has chosen to rely on CoCs and CMs taking inspiration 
from the NLF, and by the role played by harmonised standards into it. However, the mech-
anism for compliance demonstration through co-regulatory measures in GDPR seems to be 
less strong than its counterparts in the NLF. Of course, data protection law domain is dif-
ferent to products safety regulation, (where harmonised standards are usually applied). 
Therefore, a complete comparison is not meaningful. However, it shall be noted that the 
lack of clear effects in terms of compliance demonstration of these elements could push 
organisations not to engage with GDPR’s co-regulatory instruments. The high initial costs 
related to auditing and to the change of inner procedures, as well as to long discussions 
with DPAs for having CoCs or certification mechanisms approved, might discourage the 
adoption of these instruments. 

1.3.7 – Differences and Similarities Between CoC and Certifications 

In conclusion of the Section, it can be said that the two instruments, CoCs and CMs, 
will probably have different impacts and effects on data protection law domain. The future 
of the two co-regulatory instruments is going to depend on how different these instruments 
have been envisaged in the GDPR, but also on the different perspectives from which the 
instruments can be evaluated. 

In the first place, it shall be noted (again) that CoCs are not supposed to be paired with 
seals and marks, whilst this is the case for CMs. Therefore, CoCs are equal in terms of 
compliance demonstration before the DPA, in light of a less strict monitoring system, and 
for this reason they may be more attractive than certifications mechanisms. On the other 
hand, CMs have a more powerful role in communicating compliance on the market. The 
EDPB guidelines concerning certification mechanisms stress that these instruments are 
supposed to enhance the transparency in data controller and data subjects’ relationship, as 
well as in B2B situations. Certification mechanisms seems to have then a clearer and more 

 
209 See https://single-market-economy.ec.europa.eu/single-market/european-standards/harmonised-
standards_en#:~:text=A%20harmonised%20stand-
ard%20is%20a,to%20one%20of%20these%20organisations (last access: January 2023). 
210 See https://single-market-economy.ec.europa.eu/single-market/european-standards/harmonised-
standards_en (last access. January 2023). 
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explicit role from a market perspective. While, on the other hand, CoCs seems to be more 
similar to the classic definition of co-regulation measures, i.e., introduction of an additional 
layer of facultative provisions that further shape the data protection law panorama. [155] 

The expectations about the potential effects of these instruments and their potential 
grade of adoption in EU pass also through these considerations. It shall however be noted 
that, especially concerning CoCs, their role is not straightforward, therefore it is not easy 
to forecast their future application in the EU. For example, even though CoCs are deemed 
to rather be a clarification and specification tool for principles and requirements of the 
GDPR, the EDPB stress also their role in terms of compliance communication for enhanc-
ing trust among data subjects and the public in general. [162] 

Looking at the health sector, and at the processing of health data for research purposes, 
CoCs are not only supposed to clarify some compliance activities for data controllers, but 
also the information to be provided to data subjects, the safeguards to be applied to this 
processing or specific security measures. But, on the other hand, the adoption of such com-
pliance activities is made more transparent thanks to the CoC. In this sense, patients and 
the general public could be confident that their personal data are processed in a proper 
manner thanks to the adoption of a CoC by institutions participating in the research project. 

It seems that the role played by CoCs and CMs can overlap in some occasions. This 
feature of co-regulatory instruments of the GDPR can become attractive in some situations, 
but on the other hand could be carrier of confusion and ultimately jeopardize the spread of 
the instruments. For example, there is no prohibition for data controllers or processors to 
communicate, for example through their websites that they have adopted a CoC, and lev-
erage on this for gaining competitive advantage on the market. In this sense, there could be 
confusion between the role played by seals and marks in certification mechanisms and this 
other kind of communications stemming from the adoption of a CoC. Unfortunately, in the 
EDPB guidelines on CoCs there is no indication about this possible overlapping with cer-
tification mechanisms. The lack of clear rules on this point could have detrimental effects 
on the market with negative consequences also on data subjects’ trust towards these instru-
ments. 

2 – Possible Contents of Co-regulatory Instruments (focus on CoCs) 

The processing of health-related personal data is a sector where the use of co-regulatory 
instruments could be particularly useful. This is due to essentially two reasons. The first 
one is the difficulty to reach and demonstrate compliance with GDPR in light of the com-
plexities of the sector. The second one is the lack of resources to be dedicated to compliance 
activities in many of the organisations that usually operate in the health domain. Therefore, 
the health domain is a context where there could be ground for developing co-regulatory 
instruments. The present work argued that it is necessary to facilitate compliance with data 
protection law in the health domain, especially when some critical purposes are pursued, 
such as scientific research. This is even more necessary in light of the new strategy for data 
launched by the EC. These necessities have been perceived by the EU institutions and the 
adoption of co-regulatory instruments has been suggested in different occasions. [80, 121] 
Usually, the co-regulatory tool suggested is a CoC, which is supposed to deal with health 
data processing. However, in the work of the EU institutions, the precise content of a CoC 
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is not specified, but, in theory, different topics of interest could be touched to facilitate 
health data processing in compliance with the GDPR. 

The use of a CoC as co-regulatory instruments is motivated by the fact that several 
notions and tenets of data protection law are of difficult interpretation and application in 
the health domain, especially when it comes to research activities. Given the heterogeneity 
of the data processing in the health domain, and the different necessity that could come up 
in light of the specific purposes pursued, different aspects could be the subject matter a 
CoC. Indeed, the projects for developing a CoC for health data processing have been ex-
tremely different to each other211. The purpose of this part of the work is not to list all the 
possible contents for CoCs in the health domain, but some potential contents that a CoC 
could address are indicated and briefly analysed in the rest of the Section. The list is not 
exhaustive and is elaborated looking at the literature works on this matter. The potential 
topics are elaborated taking into account the main data protection issues in light of the 
processing of big data and the application of AI systems in health. 

The content of a CoC, according to article 40 GDPR, may concern any requirement or 
principle of the GDPR. Therefore, several aspects of data protection law could potentially 
be part of a CoC pursuant articles 40 and 41 GDPR. Nevertheless, some requirements seem 
to be more prone to carry uncertainty in the specific sector of health. 

These are the critical points in terms of data protection compliance identified: 
 Anonymisation and pseudonymisation of personal data 
 Data re-use for research purposes, especially in light of the new data governance 

framework (Data Governance Act and European Health Data Space proposal) 
 Consent collection from data subjects, also in light of the new data altruism consent 
 Definition of the role of the actors involved in light of data protection law (e.g., 

data subjects, data controllers, processors, joint controllership) and the new data 
governance framework (data holders, data sharing providers, data altruism organ-
isations, etc.) 

 Legal basis for personal data processing 
 Respect of some data protection principles (e.g., data minimization, purpose limi-

tation, accuracy, storage limitation) in big data and AI context 
It shall be stressed again that even though here it is suggested to start form these as-

pects as possible content of a CoC, this is not an exhaustive list. 

2.1 – Anonymisation and Pseudonymisation of Health Data 

Anonymisation and pseudonymisation are techniques meant to reduce the possibility to 
link a piece of information to an identified or identifiable natural person. These techniques 
are largely used in the health domain, especially for research purposes, in order to protect 
patients’ privacy. [63] 

Anonymisation is meant to obtain a high degree of certainty that the data is no longer 
linkable to a data subject, trying to reach as much as possible the impossibility to re-identify 
the individual in absolute terms. In other words, the objective of anonymisation is to break 
in a definitive way the logical and technical link between a piece of information and the 
individual. [71, 205–207] On the other hand, pseudonymisation is not meant to be definitive 

 
211 See Chapter 2, Section 2.2.3. 
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and absolute. The goal of pseudonymisation is rather to make the data just temporarily not 
linkable to an individual. Namely, the re-identification is supposed to be still possible, but 
only for those who hold the “re-identification keys”. Such keys are the additional infor-
mation that, if matched to the pseudonymised data, make the individual identifiable again. 
The re-identification keys shall be kept by those who carry out the pseudonymisation pro-
cess (either the data controller or data processor) in a secure manner. The keys shall be 
protected with adequate technical and organisation measures, with the aim to make for third 
parties impossible re-identify the individuals. [71, 205, 208] 

The two techniques, despite similar from an engineering point of view, produce differ-
ent results from a legal viewpoint. Indeed, in data protection law domain, the two tech-
niques play different roles and produce different legal effect upon who is carrying them 
out. As regards anonymisation, if properly performed – i.e., in case the risk of re-identifi-
cation of the data subject from anonymised datasets is deemed acceptably low – it will 
bring the data processing out of the material scope of the GDPR. On the contrary, pseu-
donymisation usually do not bring the data processing out of the material scope of the 
GDPR. Pseudonymisation is indeed considered a mere technical measure for the protection 
of personal data pursuant to article 32 GDPR. However, a recent decision of the EU General 
Court212 has reversed the common approach followed by the EDPS and EDPB so far. 
Which used to state that, by-default, pseudonymised data cannot be considered anonymous 
information. The decision at stake rules, on the contrary, that even though if the re-identi-
fication keys are not deleted, when data are transferred from a controller to another organ-
ization, the recipient organization does not receive personal data if it has no legal means to 
access the re-identification keys and therefore re-identify the data subjects213. 

Both anonymisation and pseudonymisation find large application in the health domain, 
especially for scientific research purposes. The two techniques could be part of a CoC be-
cause different interpretative aspects could be clarified, leading to more legal certainty for 
different stakeholders214. 

Moreover, in light of the proposed EHDS, anonymisation and pseudonymisation will 
play a central role in the new governance framework for data sharing in EU, especially for 
secondary uses of electronic health data. Indeed, like said in Chapter 1215, the EHDS when 
promoting the re-use certain categories of electronic health data held by PsBs, relies on 
anonymisation and pseudonymisation as technical measure for building the secure envi-
ronment within which the re-use of personal data is allowed. Under the governance frame-
work envisaged by the DGA and EHDS, indeed, the re-use of personal electronic health 
data should take place using anonymised data as first choice216. Only if the purposes of the 
re-users cannot be carried out through anonymised data, in case some conditions are 

 
212 Judgment of the General Court (Eighth Chamber, Extended Composition) of 26 April 2023. Sin-
gle Resolution Board v European Data Protection Supervisor. Case T-557/20 ECLI:EU:T:2023:219. 
213 The new interpretation could be of particular interest for the research domain, when datasets are 
shared for secondary uses in a pseudonymised form. In this case if the research re-user commit itself, 
through a contract for example, not to re-identify individuals, GDPR provisions could not apply to 
the data processing. 
214 Article 40(2)(d) GDPR explicitly mentions pseudonymisation as a potential content of a CoC. 
As regards anonymisation, the Opinion 5/2014 of WP29 on anonymisation techniques suggests that 
anonymisation techniques could be specified by a CoC. 
215 See Chapter 1, Section 3.1.2.  
216 Articles 44, 47 EHDS proposal. 
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respected, and after a due motivation from the re-users, the re-use through pseudonymised 
data is allowed217. 

However, it has been noted that these concepts could be subject to different interpreta-
tion, depending on several factors. For example, interpretation might change according to 
the MSs where the processing is carried out or the type of research purpose. [209] Anyway, 
anonymisation could be a tricky goal to reach because of two reasons. In the first place, it 
is not straightforward to understand which is the level of anonymisation considered ac-
ceptable by DPAs, as it will be discussed later in the following two sub-sections. Moreover, 
applying strong anonymisation techniques on personal data processed for health research 
purposes could excessively reduce the value of data, making it not usable for research pur-
poses. [210] 

The EHDS make of anonymised data the first choice for having access to electronic 
health data for secondary uses. Only if the purposes cannot be pursued using anonymised 
data, then the data user can ask for having access to pseudonymised data. In this sense, the 
EHDS is in line with the GDPR as regards secondary uses of personal data for research 
purposes under article 89(1). Indeed, this article provides for the use of non-personal data 
as long as the purpose can be achieved with such data. However, anonymisation is not a 
panacea. First of all, simply because it could happen that the research purposes cannot be 
achieved using anonymised data. The EHDS itself provide for using pseudonymised data 
if some conditions are respected instead of anonymised data. Besides that, anonymisation 
interpretative issues relating to the meaning of the concept of anonymisation, as well as to 
practical procedures through which performing anonymisation could hamper the imple-
mentation of the technique in compliance with the GDPR. Both these aspects have already 
been addressed in CoC projects in the health domain. [167] 

The conditions under which a piece of information can be considered anonymous – i.e., 
not linkable anymore directly or indirectly to an identified or identifiable individual – have 
been debated for long time in literature. [60, 62, 65] The reason of the great debate is es-
sentially linked to the lack of clarity, both in the data protection legislation and in the in-
terpretative activities of the DPAs, on this theme. Especially in light of the spread of big 
data in modern society, it seems difficult to evaluate when a piece of information can be 
traced back to an individual in an objective way. If a strict interpretation of the legal pro-
visions is adopted, potentially almost every piece of information can be deemed personal. 
[62] Recital 26 GDPR provides indeed that in order to understand whether a data is personal 
or not, it is necessary to carry out an analysis of the probability that the data can be linked 
to a physical person. In doing so, all the means that can be reasonably used to identify a 
person shall be taken into account. The means reasonably likely to be taken into account 
should include costs and time to be dedicated for re-identifying a natural person, the tech-
nological state of the art and future possible technological developments. Two documents 
enacted by the WP29 contribute to the interpretation of this concept in data protection law. 
[71, 211] However, without solving all the doubts. 

In a nutshell, the concept of anonymisation and the status of anonymous data seems to 
be strongly related to a case-by-case evaluation that change over time and according to the 
type of data at stake, as well as to the context into which the data processing takes place. 
[71] It seems that a risk-based approach shall be adopted when evaluating the appropriate 

 
217 See article 44(3) EHDS proposal. 
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data anonymisation techniques. The aim is to reach a result in term of anonymisation where 
the risk of re-identification is low enough to be considered in compliance with the GDPR 
and the orientations of DPAs. Moreover, as it has been argued many times in literature, in 
health research context, even data processed through anonymised data can be subject to 
ethical concerns and can pose threats to natural persons. [167] This risk is essentially due 
to the high sensitivity of health data for the life of patients. 

However, anonymisation poses problems not only in terms of the expected result, but 
also in terms of the procedures to follow from a technical and organisational perspective. 
Indeed, because of the principle of accountability, a data controller or processor is asked to 
demonstrate, by showing the due documentation, how the anonymised result has been 
achieved. Because of the risk-based approach, promoted especially by the WP29 [71], it 
will be necessary to provide proofs that the anonymisation technique adopted is suitable 
for the data processing at stake, in consideration of the data processed and the purposes 
pursued. All these evaluations shall then be included into a risk assessment concerning the 
probability to re-identify the data subjects. 

The choice of the correct anonymisation technique is not an easy task however, espe-
cially for health data processing. Different techniques have been proposed for anonymising 
personal data for health research purposes in the literature [72, 167]. Moreover, the WP29 
proposes a list of state-of-the-art anonymisation and pseudonymisation techniques. Despite 
the fact the Opinion has not been update since 2014, it still provides the main reference in 
terms of DPAs’ interpretation. 

As regards the concept of pseudonymisation, the EHDS indeed strongly relies on this 
measure, especially if the secondary uses of data cannot be pursued through anonymised 
data. According to article 44 of the EHDS proposal, a data user can also ask for having 
access to pseudonymised data. However, the health data access body keeps the key for re-
identify the pseudonymised data and the data users shall commit itself not to try to re-
identify data subjects from the pseudonymised data he got access through the health data 
access body. However, the data user shall provide an explanation on the impossibility to 
pursue the objectives through anonymous data, as well as which could be the ethical con-
sequences of processing only pseudonymised data218. 

The concept of pseudonymisation is less critic that the anonymisation one, but still not 
free of doubts. It has been debated in literature if pseudonymised data shared with an or-
ganisation that do not have access to the re-identification keys and that commit itself not to 
try the re-identification of the data, can be considered anonymised data. [212] In this sense, 
the concept of relative anonymity has even been brought on the table of a CoC. [167] This 
aspect have acquired even more relevance in light of the recent judgement of the EU Gen-
eral Court mentioned above219, which seems to support the concept of anonymity in con-
text. 

In conclusion, also pseudonymisation aspects can be object of a CoC for health data, 
especially in terms of guiding the choice about the most appropriate technique to use. In-
deed, for pseudonymisation techniques, as well as for anonymisation ones, the only official 
reference at EU-level is the WP29 Opinion, that has not been updated since 2014. 

 
218 Recital (50) Article 45 EHDS proposal. 
219 Judgment of the General Court (Eighth Chamber, Extended Composition) of 26 April 2023. Sin-
gle Resolution Board v European Data Protection Supervisor. Case T-557/20 ECLI:EU:T:2023:219. 
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2.1.1 – State of the Art of Anonymisation and Pseudonymisation Techniques 

A list of the main anonymisation and pseudonymisation techniques is indicated in the 
Opinion 05/2014 of the WP29 [71], which, as said before, is the main official reference 
since 2014. 

The Opinion at issue indicates the following anonymisation techniques: 
 Randomisation techniques (noise techniques, permutation, differential privacy) 
 Generalisation techniques (aggregation and k-anonymity, L-diversity/T-closeness) 

As regards the pseudonymisation techniques, these are indicated as state of the art in the 
Opinion: 

 Encryption with secret key 
 Hash function 
 Keyed-hash function with stored key 
 Deterministic encryption or keyed-hash function with deletion of the key 
 Tokenization 

It would be necessary to update the state of the art of these anonymisation and pseu-
donymisation techniques in order to provide a more useful guidance for data controllers 
and data processors. Moreover, it would be useful to contextualise the use of such tech-
niques in the health care context. This contextualisation should be meant to detect tech-
niques that fit the health context better than others. There is already a vast literature on 
the use of anonymization and pseudonymization in the health domain, see, for example: 
[56, 63, 72, 213, 214]. 

2.1.2 – Anonymisation and Risk Management 

The anonymisation process is deemed to be properly performed as long as the result is 
data that is no longer linkable to the original data subject. In this case, data does not fall 
into the material scope of the GDPR. Scholars have discussed two different possible inter-
pretations of the concept of anonymisation under the GDPR. [64, 66, 215] The first one 
adopts an “absolutistic approach”, it means that the anonymised data shall not be linked to 
the initial data subject at all, with absolute certainty. The second orientation, on the other 
hand, adopts the “reasonable risk approach”. According to such a second approach, it is not 
necessary that the data is no longer linkable to the data subject in an absolute manner, but 
even a reasonable low chance of re-identification is accepted. 

The first interpretation is also called “zero-risk approach” and it is stemming from an 
interpretation of some wordings of the Opinion 05/2014 of the WP29. The Opinion seems 
to implicitly require for the anonymisation process to be irreversible in an absolute manner 
for both the data controller and any other third party. However, it shall be noted that such 
a requirement comes up only in some points of the Opinion220. Such an interpretation 
clashes with practical problems. For example, the impossibility for a data controller to be 
aware of all the information necessary to establish with certainty that no third party is tech-
nically able to re-identify the data subjects, for example using additional information 

 
220 See [71] for example at page 3 “anonymisation results from processing personal data in order to 
irreversibly prevent identification” or at page 6 “The underlying rationale is that the outcome of 
anonymisation as a technique applied to personal data should be, in the current state of technology, 
as permanent as erasure, i.e. making it impossible to process personal data”. See further on the con-
tradictory passages the Opinion at stake [64]. 
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retrieved from other data sources. Moreover, such an interpretation clashes with the con-
cept of risk itself. Indeed, the concept of risk and risk analysis never require of bringing to 
zero the probability that the “feared event” would happen in the future. Finally, a zero-risk 
approach could lead to an excessive application of the material scope of the GDPR. If any 
information falls into the scope of the GDPR that would lead to the impossibility to enforce 
the law. [62] 

The second interpretation, which is actually the only one relevant and that is also em-
braced by most of the mainstream doctrine, foresees that the re-identification risk shall be 
reduced to an acceptable level, and it shall be calculated on the basis of some parameters. 
These parameters are the “means” (for example, time, costs, state of the art, future technical 
innovation) that a motivated third party, or the data controller itself, can reasonably deploy 
for re-identifying the data subjects221. Therefore, the re-identification risk evaluation should 
be inspired by a subjective approach. Following a subjective approach essentially means 
that not all the possibilities objectively existing to re-identify a subject can be considered. 
[61, 216] 

Even though this approach is the only interpretation applicable to real word scenario, it 
does not seem to be endorsed to the same extent by all the DPAs across EU222. The Italian 
DPA, for instance, does not always have a consistent approach, at least from a terminology 
point of view, concerning the re-identification risk223. 

From a different perspective, embracing the “acceptable risk approach”, uncertainty 
stems from the practical procedures for carrying out the analysis and the management of 
the re-identification risk. Is not easy indeed, for a data controller, understanding how to 
build a risk analysis meant to calculate and manage the probability that an individual would 
be re-identified. In theory, it could be created a risk analysis system based of some “feared 
events”, “threats” and “impacts” in order to calculate the likelihood that the event “re-iden-
tification”224 verifies and to evaluate the severity of its impacts on data subjects’ rights and 
freedoms225. [71] 

2.1.3 – Anonymisation and Pseudonymisation in Light of GDPR’s Principles 

Data anonymisation is considered a further data processing under the GDPR. [71] It 
means that principles of article 5 GDPR shall be applied also to the anonymisation process, 
at least in theory. Moreover, the compatibility test under article 6(4) GDPR shall be suc-
cessfully carried out also for further data processing concerning data anonymisation. [217] 
In light of this observation, it seems that anonymisation, differently to pseudonymisation, 

 
221 Recital 26 GDPR. 
222 Different approaches can be noticed between the French DPA (more absolute approach) and the 
UK DPA (more relativistic approach). See [205, 228] for the Information Commissioners Officer 
(hereinafter ICO) and https://www.cnil.fr/fr/lanonymisation-de-donnees-personnelles (last access: 
January 2023) for the CNIL. 
223 See for example, GPDP, doc web 2020 – 9356568, p. 12; GPDP, doc web 2018 – 8998319, p. 3; 
GPDP doc web 2018 – 8997404, p. 4; where the GPDP requires that anonymisation will be “irre-
versible”, or that personal data would be made “anonymous in a definitive way”. 
224 ISO 31000:2018 identified the following elements as expression of the concept of risk: 1) risk 
sources (threats), 2) potential events (feared events), 3) consequences (impacts), 4) likelihood (prob-
ability). [89] 
225 Opinion 05/2014 indicated three “feared events” that could potentially lead to the re-identifica-
tion of the data subjects: linkability, singling out and inference, see p. 11-12. 
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is not just a security measures, and this is due to the fact that anonymisation leads the data 
out of the GDPR material scope. Pseudonymisation, on the other hand, is explicitly listed 
among the security technical measures that data controllers can apply to reduce the risk 
enshrined into a data processing226. It is not clear, in other words, whether the data control-
ler or data processor can freely apply anonymisation techniques to fulfil some principle of 
the GDPR, such as the security of the processing, minimization, storage limitation. Other-
wise, if anonymisation can only be considered as a personal data processing based on an 
appropriate legal basis under articles 6 and 9 GDPR. If this approach is followed, anony-
mization shall also be carried out only in light of a specific purpose detected in advance 
and communicated to the data subjects. 

2.1.4 – CoC on Pseudonymisation and Anonymisation 

A CoC concerning data anonymisation and pseudonymisation could have impacts on: 
1) detecting and clarifying which are the anonymisation and pseudonymisation techniques 
more appropriate for the specific context, starting from the state of the art of such tech-
niques; 2) providing indications as regards the cases where is more indicated to use anon-
ymisation rather than pseudonymisation, also in light of their different roles under the 
GDPR and the new data governance legislation; 3) providing guidelines about how to build 
the risk analysis procedures; 4) ethical issues stemming from the use of anonymised or 
pseudonymised data, also in light of the EHDS requirements for data users; 5) quality and 
value of data after anonymisation for research purposes. 

2.2 – Data re-use for Scientific Research 

The data re-use for scientific purposes in the medical field is subjects to tensions be-
tween the necessity to re-use big amounts of data (especially collected for care purposes) 
and some principles of the GDPR which aim at limiting the re-use of personal data to some 
conditions. This trade-off is exacerbated by the spread of new technologies that revolve 
around the collection and the re-use of big data for purposes that is not always possible to 
detect in advance. This new paradigm of data use is the so-called data driven decision mak-
ing process227. [31, 139] 

The re-use of personal data for scientific purposes, even if formally supported by the 
GDPR228, is often, in practice, difficult. In this case, a significative compliance burden re-
lies on some stakeholders in the medical filed. Other problems are also brought by addi-
tional requirements adopted by national legislators, thanks to the room left by the GDPR 
in the context of health data processing. For example, the Italian legislator has introduced 
in articles 110 and 110-bis D.lgs. 196/2003 a mechanism essentially based on consent as 
the main legal basis for research purpose in the medical, biomedical and epidemiological 
filed. 

To boost the sharing and the re-use of data for medical research, the EC has recently 
adopted a new strategy for data. [14] The purpose of the strategy, as said many times in 
this work, is to increase the exploitation of big data analytics and AI technologies. Among 

 
226 Article 32 GDPR. 
227 See above Chapter 1, Section 1.1.2. 
228 Article 5(1)(b) establishes that the re-use of data for scientific research should be considered as 
compatible with the original purposes, as long as the conditions under article 89 are respected. To 
demonstrate the respect of article 89 conditions is not always easy for data controllers. 
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the instruments stemming from the initiative, the DGA has already been adopted as a reg-
ulation with the aim to boost the sharing of personal and non-personal data held by public 
sector bodies, especially for general interest purposes, such as scientific research. Moreo-
ver, stemming from the initiative of the EC is the “Common European Health Data Space” 
(EHDS). The EHDS will have the task to specify some requirements of the DGA into the 
domain of electronic health data. [110] 

The new strategy of the EC is meant to introduce mechanisms to incentivize the sharing 
and re-using of data. Examples in this sense are the “data sharing services” intermediaries 
that will have the task to facilitate the sharing of data, enhancing also trust among parties 
involved. Additionally, a new form of consent, i.e., “data altruism consent” has been intro-
duced. This new consent form will be used for altruistic re-use of data from natural and 
legal persons229. Anyway, the new measures of the DGA and EHDS are not supposed to 
amend any GDPR’s requirements or principles. Therefore, organisations involved in the 
new data governance framework shall still be compliant with GDPR requirements. From 
this last perspective, it has been noted by the EDPB and EDPS how there is a lack of con-
sistency between the GDPR, the DGA, and the EHDS. Such a lack of alignment could bring 
to legal uncertainty and difficulties in reaching compliance. [16] Namely, looking at the 
recently adopted Joint Opinion of the EDPB and EDPS on the EHDS it seems that further 
clarification shall be provided in the context of data re-use. The EDPB and EDPS had in-
deed noted that according to article 34(1) of the proposed EHDS there is a broad array of 
purposes, for which electronic health data can be re-used230. The lack of definition of these 
purposes could create a difficult interplay with GDPR mechanism for data re-use for sci-
entific research purposes, and consequently also a difficult interplay and compatibility with 
article 9(2) GDPR. [15] However, for sure, the EHDS provides interesting opportunities 
for biomedical research, including the possibility to process electronic health data for test-
ing, training and the evaluation of algorithms in medical devices, AI systems and digital 
health applications231. 

An open question left by the current version of the EHDS proposal concerns the inclu-
sion of for-profit research projects. [115] The inclusion of this type of research projects in 
the room provided by the EHDS for secondary uses of data is still not clear, as also noted 
by the EDPB and the EDPS in their Joint Opinion. [15] Indeed, only recital (41) of the 
EHDS states that secondary uses of data for general interest include also research carried 
out by “public, private and non-profit entities”. On the other hand, the operative part of the 
EHDS (i.e., the articles) is silent on this point, leaving doubts on a subject which is object 
of discussion since the DGA and the GDPR approval. [114, 115] 

Another critical point concerns the terminology about the re-use of data. Namely, about 
the meaning of the concepts of “general interest” and “public interest”. The DGA, setting 
the grounds for the new data governance framework, states that the re-use of personal data 
shall pursue purposes of general interest, especially in the context of data altruism. Then, 
the EHDS expand the concept to the secondary uses of electronic health data. For example, 
recital (41) reads: “access to data for secondary use should contribute to the general interest 
of the society”. However, the wording “general interest” is not used in data protection law. 

 
229 See Chapter 1, Section 3.1. 
230 Especially under article 34(1)(f) and (g) EHDS proposal. 
231 Article 34(g) EHDS proposal. 
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The GDPR, uses the terminology “public interest” when it comes to the legal basis for 
processing personal data232. Therefore, doubts are raised whether the two concepts are in-
terchangeable or if there are any differences among them. [15, 16, 111, 114, 115] At least, 
the differences from a terminology perspective could create confusion. Moreover, neither 
the DGA nor the EHDS provide a definition of scientific research in the general interest. 
The previous version of the DGA also included examples of research falling under the 
notion of “general interest”233. Unfortunately, the approved version of the DGA includes 
no more such explicative references. 

In order to understand the concept of scientific research and shed some light on its pos-
sible relevance in terms of general interest, it is necessary to look at the GDPR. According 
to recital 159 GDPR the purpose of scientific research should be interpreted in a “broad 
manner”, including, but not limited to, technological development and demonstration, fun-
damental research, applied research and privately funded research, studies conducted in the 
public interest and in the area of public health. Despite the recital at stake mentions pri-
vately funded research, there has been debate in literature whether the for-profit feature of 
research could affect the public interest character of research. [114, 115] 

As regards the legal basis for secondary uses, it shall be noted that the EHDS will con-
stitute an EU law providing suitable and specific measures to safeguard rights and freedoms 
of data subjects under article 9(2)(h) and (j) for processing personal data for public interest 
in the area of public health (article 9.2(h)) and for scientific research purposes (article 
9.2(j)). In this last case, it shall be noted that such legal basis can only be used in conjunc-
tion with article 89(1) GDPR. According to article 89(1), appropriate safeguards shall be 
implemented for using such a legal basis. The safeguards shall include both technical and 
organisational measures, including minimization and pseudonymization, or even anony-
misation if the purpose can be achieved in this way. The EHDS seems to be in line with 
this approach requiring indeed anonymisation or at least pseudonymisation234 and that data 
users can access data only within secure environments235. [114, 115] Nevertheless, which 
are the specific safeguards to be implemented is a decision left to the data access body. 

It can be noted that at national level, MSs can introduce further conditions according to 
article 9(4) GDPR for the processing of genetic data, biometric data and data concerning 
health. Such further conditions shall be coordinated with the data processing that will be 
carried out in the EHDS for the purposes indicated in article 34 EHDS proposal, which on 
the other hand will be based on article 9(2) exemptions stemming from EU law. [15] 

2.2.1 – CoC for Data Re-use for Biomedical Research 

Data controllers and data processors could need additional guidelines about the re-use 
of health data in light of the new data governance mechanisms. The points to be clarified 
about the secondary use of electronic health data in DGA and especially the EHDS are 
numerous. In the section before some examples have been provided. Any of them could be 
part of a CoC; for example, the inclusion of a specific research project in the set of research 
that can be considered of general interest seems to be a topic that will carry uncertainty 
among stakeholders. 

 
232 Article 6(1)(e) GDPR. 
233 See Recital (35) DGA proposal. 
234 Articles 44 and 47 EHDS proposal. 
235 Article 45 EHDS proposal. 
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The specific safeguards to implement, pursuant to article 89 GDPR could be specified 
in a CoC. The choice of the appropriate legal basis under article 6(1) and 9(2) GDPR for 
processing data in the EHDS is another important topic. Such guidelines could be clarified 
into a CoC, as also suggested by the EDPS. [121] Moreover, also the coordination between 
data processing carried out for the purposes under article 34 EHDS proposal and the further 
condition introduced at national level under article 9(4), could be clarified in a CoC. 

2.3 – Data Subjects’ Consent and Data Altruism 

DGA and EHDS has formally recognised the concept of data altruism into a piece of 
legislation, therefore another scenario for data re-use has been introduced. Data altruism is 
defined by article 2(16) of the DGA as: 

“the voluntary sharing of data on the basis of the consent of data subjects to process personal data 
pertaining to them, or permissions of data holders to allow the use of their non-personal data without 
seeking or receiving a reward that goes beyond compensation related to the costs that they incur 
where they make their data available for objectives of general interest as provided for in national 
law, where applicable, such as healthcare, combating climate change, improving mobility, facilitat-
ing the development, production and dissemination of official statistics, improving the provision of 
public services, public policy making or scientific research purposes in the general interest”. 

It could be noted the concept enshrined into the data altruism framework, i.e., sharing 
data without a compensation, is not a novelty per se. The idea of sharing personal health 
information for scientific research on altruistic basis is a well-known scenario among re-
searchers. [111] Collecting data from patients willing to share it because they have a par-
ticular commitment in promoting research is key opportunity. This scenario can indeed 
help researchers overcome different obstacles, such as the limits of anonymisation of health 
data. However, relying on altruistic commitments can also have shortcomings. For exam-
ple, a higher risk of bias relies on dataset composed of data collected from a certain set of 
population that share some motivations in sharing their data. [218] Moreover, the GDPR 
itself gives the opportunity to data subjects to provide consent for processing personal data 
for scientific purposes, without receiving a compensation whatsoever. [16] 

However, the DGA has introduced a new type of data intermediation service just for the 
data altruism sector. Data altruism organisations are legal entities that seek to promote ob-
jectives of general interest, making available personal and non-personal data236. A key point 
is that data altruism organisations shall not establish commercial relationship with data 
subjects or data holders that provide data to them. By this way, data subjects and data hold-
ers can provide respectively their personal or non-personal data to data altruism organisa-
tions. The provision of data is meant for the creation of data pools to be used for purposes 
of general interest or common good, such as the purpose of scientific research237. 

Data subjects can provide their consent through a data altruism form. Such a consent 
will be collected by data altruism organisations that operate as data intermediaries for data 
shared through this modality. The role of data altruism organisations is not totally clear, 
even though it seems they shall act with the general objective to grant trustworthiness in 
the system and transparency. In order to enhance trust and transparency, data altruism 

 
236 See Recital (1) DGA. 
237 Recital (21) DGA. 
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organisations are required to respect some requirements, such as processing personal data 
within secure environments and in respect of ethical standards238. 

The data altruism consent shall be used for the collection of personal data from natural 
persons for purposes of “general interest”, among which there is also scientific research, as 
said above. Nevertheless, the DGA specifies in recital (50) that personal data collected 
within the data altruism context shall be considered based on consent under article 6(1)(a) 
or 9(2)(a) GDPR, according to the procedural rules for consent under articles 7 and 8 
GDPR. Therefore, the DGA does not introduce a new type of consent, or a new legal basis 
for processing personal data, but it relies on existing rules for consent under GDPR239. The 
EDPS has then provided for the opportunity to use a different legal basis under article 6(1) 
for the secondary use of electronic health data, namely the public interest purpose (6.1(e) 
GDPR)[121]. In this case, it could be possible to process data in the context of data altru-
ism, relying on a legal basis other than consent, nevertheless it seems that the data altruism 
consent shall be collected anyway. 

The EHDS proposal brought only few more clarifications about the use of data altruism 
consent when electronic health data is processed. The EHDS proposal identifies the general 
role of health data access bodies in supporting the data altruism mechanism240. Moreover, 
the EHDS specifies that when electronic health data are collected, a secure processing en-
vironment shall be ensured by data altruism organisation241. 

The first doubt raised in literature concerns the actual impact and benefits of the data 
altruism consent. There is discussion whether this new consent is just another layer added 
to the already existing requirements for processing health data for secondary uses. Other-
wise, if it could create an actual harmonisation in the modalities to collect consent from 
data subjects for secondary uses of data for general interest.[111] Moreover, the data altru-
ism consent has to deal with a difficult interplay with the rules in GDPR about consent and 
with the GDPR notion of public interest and scientific research. In that sense, as said above, 
if the legal basis supporting the collection of data from individuals is consent, even in case 
of data altruism, it shall comply with GDPR’s rules on consent. Therefore, the risk is to 
just replicate the already existing problems of data protection law about consent in the con-
text of DGA and EHDS. [122] Indeed, using consent for secondary uses of personal data 
for scientific research purposes could be problematic in terms of defining the exact research 
purposes, in light of the restrictive interpretation of the EDPB of the notion of “broad con-
sent”. [127] The role, covered by data altruism consent, of bringing additional safeguard 
for enhancing transparency and trust among data subjects could be even jeopardized in this 
context. In case the legal basis used for processing data collected in the data altruism con-
text is not the consent, there would still be problems related to the exercise of data subjects’ 
rights. For example, it is not clear what are the legal consequences if a data subjects decides 
to withdraw the data altruism consent when the legal basis used for processing data is a 
different one under article 6(1) GDPR. [114] 

The DGA promote the re-use of data in an altruistic way for purposes of general interest 
and common good. However, these concepts are not properly defined neither in the DGA 
nor in the EHDS nor in the GDPR. The EDPB and EDPS have strongly suggested to clarify 

 
238 Recital (46), article 21 DGA. 
239 See article 25(3) DGA. 
240 Articles 37 and 39 EHDS proposal 
241 Article 40 EHDS proposal. 
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these notions. [16] In particular, the EDPB and the EDPS are concerned by the broad legal 
uncertainty that could stem from the re-use of personal data for such a broad purpose. In-
deed, personal data re-use shall, irrespective of the legal basis, be in compliance with the 
purpose limitation principle under article 5(b) GDPR. [16] Recital (159) GDPR sheds some 
lights on the concept of scientific research, as it has been said above in this chapter, how-
ever it is still critical to understand when a scientific research project can be considered of 
general interest under the DGA. Namely there are doubts on how the type of funding of the 
research (profit or non-profit), rather than the impact of the outcome of the research on the 
public, can affect such evaluation. [111, 114, 115] In conclusion, the critique raised against 
the new data altruism consent is that it introduces no novelty respect to the GDPR rules on 
consent. On the other hand, the risk is to create an overlap with the mechanisms of the 
GDPR, without though coordinating perfectly the two legislative measures. 

2.3.1 – CoC for Consent and Data Altruism 

The envisaged goal of data altruism seems to be the enhancement of trust, transparency, 
legal certainty and individual control over data. However, the exact role and function 
played by data altruism organisations is not well-defined in the DGA, neither are the func-
tions of the data altruism consent. [122] Therefore, given the lack of definition of the legal 
framework surrounding data altruism in DGA, an interpretative effort in light of data pro-
tection law is necessary. [116] The alignment of the data altruism consent with the GDPR 
consent shall be better understood and defined. In this case, a CoC might help data control-
lers and processors reach compliance, for example guiding them in understanding whether 
a research project could be considered of general interest under the DGA and EHDS. 

Another critical point is the withdrawal of data altruism consent from data subjects, 
especially when consent under GDPR is not the legal basis for processing personal data. In 
this case, a CoC could commit data controllers in deleting data when such consent has been 
withdrawn, even though the legal basis is not consent under GDPR. Article 21 DGA estab-
lishes that data altruism organisations shall provide tool for obtaining consent or data per-
mit in an altruistic optic, as well as for withdrawing consent or permission. A CoC could 
provide guidelines for developing such tools in the most appropriate way, especially for 
data subjects’ rights. Finally, the EHDS provides that for processing personal data, data 
altruism organisations shall comply with requirements in article 50 EHDS, which aim at 
creating a secure environment for data processing. The definition of the specific measures 
in order to build a secure environment could be defined with the help of a CoC. 

2.4 – Data Controllership 

The DGA has introduced a set of new actors that play different roles in light of the new 
data governance framework. The identification of the responsibilities that such actors have, 
under data protection law, is not always straightforward. Such problems are also generated 
by the lack of perfect alignment and compatibility with GDPR’s definitions and roles. The 
DGA has introduced a new definition of “data holder”, which is a  

“a legal person, including public sector bodies and international organisations, or a natural person 
who is not a data subject with respect to the specific data in question, which, in accordance with 
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applicable Union or national law, has the right to grant access to or to share certain personal data or 
non-personal data”242. 

This definition of data holder could for example create confusion. Namely, where it 
states that a data holder is a legal person has the right to grant access or to share personal 
data. As noted by the EDPB and EDPS, the GDPR follows a different paradigm. According 
to such a paradigm, data subjects have a right of protection upon their data. Namely, data 
protection rights are constituted by the set of requirements that data controllers have to 
respect when processing personal data. [16] On the other hand, no explicit right to grant 
access to data is assigned to data controllers in the GDPR. Scholarship has discussed indeed 
what kind of right a data holder can actually exercise on personal data. It shall be noted that 
personal data is not usually considered a property; property, on the other hand, is an essen-
tial part of access/sharing rights. It has been noted that the DGA follows, from a literal 
point of view, a right-based approach. This approach seems to be adopted where the DGA 
states that data holders have a right of granting access and sharing data. These rights do not 
seem to be ultimately created by the DGA, though. [122] Anyway, such confusion in the 
terminology can hamper the readability of the piece of legislation, as well as its actual 
implementation. [16] 

Another new role is the “data user”, which is defined under the DGA as 

“a natural or legal person who has lawful access to certain personal or non-personal data and has the 
right, including under Regulation (EU) 2016/679 in the case of personal data, to use that data for 
commercial or non- commercial purposes;”. 

The interplay between this definition and the definition of data recipient under GDPR 
is again not straightforward243. Moreover, an interpretative effort could also be necessary 
for identifying whether a data user would act as data controller, joint controller or proces-
sor. [16] In the same vein, the role played by data altruism organisations is not clear in 
terms of their actual responsibility in light of the GDPR, as already said above in this work. 
[122] Consequently, it could be difficult to foresee which would be the role of data altruism 
organisations under data protection law. The same issue applies to data intermediation ser-
vices under article 10 DGA. 

For example, as noted by the EDPB and EDPS, looking at the EHDS, it is not always 
clear who is in charge of some of the tasks assigned to data holders and data users. Espe-
cially for the exercise of natural persons’ rights. This is due to a difficult interpretation 
between the definition of data holder in the DGA and its counterpart in the EHDS. [15] 
That situation could make difficult understand which are the organisations that shall make 
data listed in article 33(1) available for re-use. 

Moreover, some tasks of data holders could be just difficult to implement, especially in 
light of similar rights under GDPR. For example, article 3(9) EHDS provides that “natural 
persons shall have the right to restrict access of health professionals to all or part of their 
electronic health data.”. On the other hand, the GDPR already provides a right to restrict 
data processing to data subjects, namely under article 18 GDPR. Under article 18 GDPR, 
the right to ask for a restriction of personal data processing can be exercised by data subjects 

 
242 Article 2(8) GDPR. 
243 Article 4(9) GDPR reads: “‘recipient’ means a natural or legal person, public authority, agency 
or another body, to which the personal data are disclosed, whether a third party or not.”. 
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only in case some specific conditions apply244. Therefore, since article 3(9) EHDS does not 
make any specific reference to article 18 GDPR, it is not clear how the two provisions could 
be applied on practical terms. 

2.4.1 – CoC for Data Controllership 

The definitions of the roles introduced by the DGA and to some extent in the EHDS 
seem not to be completely compatible and aligned with the roles and the definitions under 
the GDPR. Moreover, even between the DGA and the EHDS there are some inconsistent 
definitions. This lack of coordination could hamper the smoot interpretation and imple-
mentation of the legal framework. A CoC could guide data controllers and processors in 
reducing the legal uncertainty providing common interpretation of complex interplay be-
tween DGA, EHDS and GDPR. For example, in the detection of the organisations falling 
into the definition of data holder under the EHDS. Otherwise, even providing some guide-
lines about how to implements rights of data subjects, such as the right to obtain a re-
striction of data processing by health professionals in light of the GDPR. Finally, the iden-
tification of the roles under data protection law perspective, i.e., data controller, processor, 
or joint controller, is essentially a case-by-case analysis. The implementation of such anal-
ysis, and especially its demonstration of appropriateness under the principle of accounta-
bility is not an easy task. A CoC could provide a “rulebook” with indications about how to 
carry out the analysis. 

2.5 – Legal Basis for Primary and Secondary Use of Data in Health 

In the health context, the choice of the proper legal basis for processing personal data 
for primary care, as well as for secondary uses (e.g., research), is not a trivial task. In gen-
eral, as “primary use” of data is meant data processing for the provision of care and services 
to the patient. As “secondary use” of data, on the other hand, is meant the use of data for 
research and innovation or for enhancing the functioning of the health care system, or pol-
icy making245. The EHDS itself distinguish between primary and secondary uses of data246. 

The GDPR has left room to national legislators for the introduction of specific require-
ments for data processing in health domain. This space left to national legislators include 
also the appropriate legal basis for such data processing. The choice is motivated by the 
necessity to create different regimes in light of the differences that historically characterise 
national health care systems. And in light of the lack of full competence of the EU legislator 
as regards the organisation of the national healthcare systems according to article 168 
TFEU. [219] All these differences have created a fragmented legal landscape among EU 
MSs, especially as regards the legal basis needed for personal data processing. A study 
conducted by the EC has highlighted how at national level there is fragmentation about the 

 
244 Namely, if: “(a) the accuracy of the personal data is contested by the data subject, for a period 
enabling the controller to verify the accuracy of the personal data; (b) the processing is unlawful and 
the data subject opposes the erasure of the personal data and requests the restriction of their use 
instead; (c) the controller no longer needs the personal data for the purposes of the processing, but 
they are required by the data subject for the establishment, exercise or defence of legal claims; (d) 
the data subject has objected to processing pursuant to Article 21(1) pending the verification whether 
the legitimate grounds of the controller override those of the data subject.”. 
245 See Chapter 1, Section 1. 
246 Article 2(2) (d) and (e) EHDS proposal. 
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legal basis for processing personal data in health care both for primary and secondary uses. 
[80] Especially in transborder sharing of data the fragmentation of legal basis constitutes a 
big obstacle for boosting big data uses. Nevertheless, the new EHDS will constitute an EU-
level legal basis for personal data processing. 

2.5.1 – CoC on Legal Basis for Primary and Secondary Use 

A CoC, especially if coordinated to other CoCs in the creation of a European framework 
of GDPR CoCs, could introduce more legal certainty for the data controller. However, it 
shall be clarified that legal fragmentation in data protection law cannot be solved just by 
CoC. A CoC indeed cannot amend or modify national law, but only create a harmonisation 
of the interpretation of hard law requirements. Nevertheless, the EC has conduct studies 
that shows how stakeholders support a wider use of CoCs in order to contrast the negative 
effects of legal fragmentation in health care domain. [80] A CoC could help data controllers 
in choosing the proper legal basis for processing personal data in health domain, both for 
primary and secondary uses. 

2.6 – Data Minimisation, Purpose and Storage Limitation in Big Data Context 

Technologies that work on the elaboration of big amount of data, often generally known 
as AI, are frequently at odds with some principles of the GDPR. [12] Namely, the principles 
of data minimization, purpose limitation and storage limitation are difficult to apply in big 
data context. Indeed, the added value of such systems is the possibility to analyse big vol-
ume of data without having in mind a clear vision of which specific function of the deci-
sion-making system will be supported by the analysis. In other words, it is hard, if not 
impossible, to define in advance the exact final purposes of the data processing. On the 
contrary, the purpose limitation and storage limitation principles requires the data control-
ler to specify the purposes before starting the processing and to delete data, or at least 
anonymise it, once the objective is reached247. 

As regards the data minimisation principle, it entails that only the minimum amount of 
data is collected and processed in light of the declared purposes. From this point of view, 
it is possible to note that in big data contexts it is necessary to collect and process as much 
data as possible in order to increase the decisional and predictive capacity of the system. 
However, it shall also be borne in mind that the amount of data to be collected shall always 
be considered in light of the quality of the data. Just collecting and processing huge amounts 
of data is not efficient. [139] 

It shall also be noted that data minimisation could also negatively affect AI performance 
in terms of bias reduction. Indeed, it is possible to note a trade-off between trustworthy and 
equity in AI systems and data minimisation principle. Moreover, using data anonymisation 
techniques as data minimisation measures could lead to an excessive reduction of the data 
value. If the minimisation technique impacts too heavy the quality and the value of the data, 
then the AI system performance will not be efficient. [72, 220] In this perspective, the 
coordination with the new AI act proposal is crucial. The AI act provides several measures 
meant to ensure the quality of the data and the absence of bias, respecting at the same time 
the GDPR’s provisions248. 

 
247 See article 5 GDPR. 
248 See Title III, Chapter 2 AIA proposal. 
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2.6.1 – CoC on Data Minimisation, Purpose and Storage Limitation 

A code of conduct could define standards and guidelines in order to better perform the 
trade-off between such data protection principles and the efficiency and the trustworthiness 
of AI systems. Moreover, the several links between the AI act and the data quality princi-
ples of the GDPR will create an overlap between the two instruments, a CoC could help 
stakeholders give interpretation of the AI act in compliance with the GDPR. 

3 – Preliminary Conclusion 

The first three Chapters of the thesis have carried out a theoretical analysis on opportu-
nities as well as shortcomings related to CoCs and CMs in data protection law. It has been 
observed that a shift in the regulatory approach by the EU legislator has characterised the 
come into force of the GDPR. Accountability activities have essentially changed, moving 
from formalistic procedures to more heavy risk-based assessments. Moreover, some prin-
ciples of the GDPR are still at the odds with big data and AI functioning. Being in compli-
ance with data protection law provisions is a struggle for many organisations of the health 
domain. This assumption seems to be true also in light of the new layer of regulation intro-
duced by the DGA and the forthcoming EHDS. 

Using middle-layer co-regulatory solutions seems to be more than desirable for easing 
the interplay of the GDPR with the new data governance, as well as for enabling a greater 
use of big data and AI solutions in health-related domains. Some specific potential contents 
of a CoC for the use and re-use of personal data in health has been highlighted in this 
Chapter. Many concepts could be clarified, such as those of anonymisation in GDPR, or 
scientific research for general interest under the DGA. However, also more operational 
procedures could be specified into a CoC. For example, how to perform a proper pseudon-
ymisation procedure or how to choose the proper legal basis according to national legisla-
tions. 

The obstacles to the development and to the spread of these instruments have been iden-
tified as well. In general, the GDPR seems to lack a strong enough approach in relying on 
co-regulation. The GDPR indeed adopt these instruments but without assigning to them a 
real central role in data protection law. The comparison with harmonised standards is ex-
plicative in this sense. GDPR’s co-regulatory solutions seems to lack of proper legal effects 
in terms of compliance demonstration before DPAs. This aspect essentially makes difficult 
to convince stakeholders investing time and resources in developing and adopting such 
instruments. Which are therefore seen as costly facultative instruments by stakeholders 
without concrete effect on the legal perspective. Moreover, some obstacles are posed by 
the conditions that characterise the health domain itself. A complex legal fragmentation 
across EU health systems and the fact that most of the actors of the system are public sector 
bodies or public undertaking make even more difficult the spread of EU-wide co-regulatory 
solutions. 

The conclusion of this first theoretical part of the thesis is though that co-regulatory 
solutions are potentially useful instruments that can produce a number of benefits for the 
whole ecosystem. This instruments indeed have a role of trust enablers, as well as compli-
ance facilitators, having positive consequences for both individuals and organisation and 
even for DPAs. Therefore potentially, as discussed in this Chapter these instruments are 
carrier of a shift in stakeholders’ behaviour towards privacy-wise organisational decisions. 
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Unfortunately, the only real force pushing for the use of these instruments is a market re-
lated one: data controllers and processors shall decide to invest in these compliance instru-
ments in light of an economic return. Since the legal effects in terms of burden of proof are 
blurry, the only reason that could really motivate an investment in CoCs or CMs by stake-
holders is a competitive advantage on the market. The competitive advantage on the market 
could be generated in different ways. In the first place, through CMs, seals and marks or-
ganisations can show their commitment in privacy aspects and gain shares of the market. 
Moreover, trough CoCs organisations can better perform compliance activities, avoiding 
cost related to fines and litigations related to data protection. In conclusion, the whole eco-
system and society can benefit from a smoother and more responsible application of the 
law in this domain. Indeed, the sharing of health data for primary and secondary uses is 
carrier of benefits for everyone. The next Chapter will deal with the specific steps for de-
veloping a hypothetical CoC for the use and re-use of personal data in health domain. Both 
procedural aspects and a potential structure of the content of the CoC will be analysed. 
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Chapter 4 – Proposal for a Code of Conduct for Health Data Pro-
cessing 

1 – Road Map of a Code of Conduct for Health Data Processing 

The last chapter of the thesis will delve into the practical procedures that shall be pur-
sued in order to develop a CoC for the processing of personal health data, under article 40 
and 41 GDPR. The steps detected by this chapter are either grasped from other projects of 
CoCs for data processing in EU, or explicitly required by the GDPR requirements on CoCs 
and the EDPB Guidelines.[145] 

The GDPR and the EDPB guidelines establish, in the first place, some formal parts that 
shall be included in the content of the CoC. If the body of the CoC misses to contain such 
parts, then the CoC cannot even be submitted to the DPA for the assessment. These re-
quirements represent therefore the essential part a CoC must contain. However, these parts 
for a CoC are a necessary condition, although not sufficient, for the CoC to be approved. 
Besides the mandatory and formal parts, the CoC shall then satisfy other requirements in 
terms of objectives that the content of the instrument shall reach. If such objectives are not 
fulfilled, the DPA, after the forma assessment, shall not approve the CoC. These objectives 
are indicated in the EDPB guidelines and constitute the criteria against which the DPA 
carries out its assessment of the CoC. Essentially, the DPA adopts its decision of approving 
or rejecting the CoC upon the evaluation it. 

The rest of the Section 1 will detect the preliminary steps for the drafting of a CoC. 
These steps are the writing of the scientific basis for the CoC, namely in the form of a 
White paper (Section 1.1), and the definition of the expected results in terms of improve-
ment of GDPR implementation (Section 1.2). Namely, the results expected are: 1) meeting 
a particular need (Section 1.2.1); 2) facilitating the effective application of the GDPR (Sec-
tion 1.2.2); 3) specifying GDPR’s requirements (Section 1.2.3); providing sufficient safe-
guards (Section 1.2.4); having an effective monitoring system (Section 1.2.5), To prepare 
the submission to the DPA, then the phase of consultation with stakeholders is presented 
(Section 1.3). Finally, the procedure for the submission of the draft CoC to the DPA (Sec-
tion 1.4) is discussed as a whole, although then distinguishing between national (Section 
1.4.1) and EU-wide CoC (Section 1.4.2). Section 2 will delve into the analysis of the struc-
ture that a CoC for health data processing might adopt. In the first place, the code owner(s) 
shall include the mandatory and formal parts of a CoC (Section 2.1), which have been 
mentioned above, consisting in the explanatory statement (Section 2.1.1), the representa-
tiveness of the CoC (Section 2.1.2), the material scope (Section 2.1.3), the submission to 
the DPA (Section 2.1.5), the oversight mechanism (Section 2.1.6), consultation activities 
(Section 2.1.7), compliance with national legislation (Section 2.1.8). Furthermore, a possi-
ble structure of the rest of the CoC is proposed taking inspiration from other projects of 
CoCs (Sections 2.2 and 2.3). The structure of the CoC proposed is divided between two 
main parts: 1) guidelines (Section 2.2.1); and checklist (Section 2.2.2). 

1.1 – White Paper 

The first step for developing a CoC is to identify a real need of clarification in terms of 
data protection issues. Therefore, the first passage could be to develop a white paper where 
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the data protection issues of the specific sector are analysed249. For the health domain, it 
shall be demonstrated how the application of data protection law generate doubts and dif-
ficulties in terms of GDPR implementation and compliance with legal requirements. The 
studies conducted in the present work, and the literature cited throughout the thesis, could 
be used as starting point for demonstrating that the processing of health data is carrier of 
data protection complexities. Detecting a real need for developing a CoC is a requirement 
explicitly indicated in the EDPB guidelines in order to pass the assessment of the DPA. 
[145] 

Health data processing represent a domain where, as it has been argued in the present 
work, compliance issues often arise. The need to clarify data protection issues is even more 
remarkable when some technologies are implemented in the health domain. The implemen-
tation of AI technologies, which revolve around the use of big data analytics, has exacer-
bated the friction between the voracious need of personal and the constraints posed by data 
protection law to personal data elaborations. [18, 26, 125, 142] 

Moreover, the EC is launching an ambitious programme for incentivising the sharing 
and the re-use of data across EU in order to boost the deployment of AI and big data ana-
lytics technologies. [14] The new legal provisions, part of which have already been adopted 
(e.g., the DGA250), introduce a new layer of rules that create a new data governance frame-
work. This new set of provisions will naturally have a strong interplay with data protection 
law. [122] The way data protection law is implemented is about to change, especially in 
the health domain. The use of electronic health data has been identified as the first strategic 
sector where the new data governance framework, introduced at general and horizontal 
level by the DGA, will be further specified by the proposed EHDS. [110, 209] 

The new data governance framework provided by the DGA and the new sectorial rules 
that are to be introduced by the EHDS, will strongly impact the way data protection law is 
applied in health domain, both for primary and secondary uses of data. In Chapter 1, Sec-
tion 1 the difficulties in terms of data protection law compliance brought by the use of AI 
and big data in the health domain have been highlighted. On the other hand, the complexi-
ties about the difficult interplay between data protection law and the new DGA and EHDS 
has been discussed in Chapter 1, Section 3.2. Moreover, some more specific data protection 
issues have been further investigated in Chapter 3, Section 2. The discussion about the 
problems indicated in Chapter 3 has been done on a general level because the specific as-
pects of data protection law that can be included into a CoC would change according to the 
composition of the stakeholders who participate in the drafting of the CoC. On the contrary, 
it is not possible to define ex-ante in a detailed way the content of a CoC. This decision 
heavily relies on the specific objectives decided among the stakeholders and the interests 
carried out by the same. However, some general critical points have been indicated as main 
issues of data protection law in the domain at stake. This existence of these problems should 
however be enough to argue that a CoC in this domain is needed in light of some objectively 
difficult implementation of data protection law. 

 
249 Many of the projects on CoC and certifications even when carried out by industry actors rely on 
academic research investigations, see for example [167]. 
250 Regulation (Eu) 2022/868 of the European Parliament and of the Council of 30 May 2022 on 
European data governance and amending Regulation (EU) 2018/1724 (Data Governance Act). 
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1.2 – Definition of the Content 

The definition of the specific data processing issues addressed into a CoC shall be de-
cided on a case-by-case analysis when the stakeholders participating to the project gather 
together and start discussing. However, as said before, some main critical issues of the 
domain can be highlighted and sketched in Chapter 3, Section 2. Moreover, according to 
the EDPB guidelines, [145] a CoC shall include some essential formal parts, the lack of 
which make the CoC not admissible for the DPA’s evaluation. This mandatory elements of 
the CoC will be further analysed later in this chapter in Section 2.1. The CoC’s content, 
anyway, shall pursue some specific goal and produce some essential effects directly indi-
cated in the EDPB guidelines. These objectives to reach out are the already mentioned 
criteria that will be evaluated by the DPA in its substantial evaluation on the CoC content. 
The rest of this section will briefly deal with such of these objectives. 

1.2.1 – Meet a Particular Need 

The first criterion to be satisfied has been already mentioned251. Namely, the CoC shall 
meet a particular need in terms of data protection issues into a specific sector. In this sense, 
it has been shown how the use of a white paper that refers to literature can be useful from 
this perspective. It could be noted that the EDPB and the EDPS suggest scientific health 
research as a possible sector where a CoC could find room to be applied.[121, 145] There-
fore, it should not too difficult to argue that a CoC could be used to meet a particular of this 
particular domain. Nevertheless, the use of a scientific preliminary research could be an 
added value to bring before the DPA. 

1.2.2 – Facilitate the Effective Application of the GDPR 

The second criterion that will be evaluated by the DPA in assessing a draft CoC is 
whether the CoC facilitate the effective application of GDPR requirements252. This require-
ment essentially is meant to ensure that the content of the CoC is sufficiently oriented to-
wards a specific sector. The specific needs of the sector at stake shall be taken into account 
and the application of the GDPR in the sector shall be improved in practical terms. The 
specific terminology of the sector shall be included in the CoC. The CoC should be readable 
by the practitioners of the sector. Moreover, as suggested by the EDPB, the general require-
ments could even be further specified in light of the sectorial features. On the other hand, 
also the specific risk of the sector must be addressed by the CoC. As a result, the rationale 
of the requirements should be better implemented than in case of the simple GDPR imple-
mentation. [145] 

1.2.3 – Specify the Application of the GDPR 

This criterion is meant to evaluate whether the CoC can actually improve the application 
of GDPR in the specific sector at issue. In order to improve the application of GDPR, the 
CoC shall clearly indicate which are the aspects of data protection law it aims to focus on. 
Moreover, the CoC shall also indicate clear and realistic solutions for solving the problems 
detected. In this regard, the CoC shall be enough specific and precise. On the other hand, 
the CoC shall not just re-state GDPR provisions. [145] 

 
251 See above Section 1.1. 
252 See recital (98) GDPR. 



125 
 

The CoC must therefore set up specific standards for the sector, through which the im-
plementation of GDPR shall be implemented in a practical manner. The content of the CoC 
shall be concrete and enforceable. In this regard, it is important that the CoC deals with 
concrete scenarios of the sector at stake, even providing examples and best practices. The 
EDPB guidelines, in this sense, stress again that the content of the CoC shall try to include 
terminology from the sector and avoiding, on the other hand, legalistic wordings. [145] 

The EDPB guidelines consider crucial the ability of the CoC to create operational rules 
for implementing the data protection principles of article 5 GDPR. The CoC, in doing so, 
shall take into account all the sectorial guidelines and opinions adopted either at national 
or EU-level on the implementation of data protection law applicable. Also, the jurispruden-
tial orientation shall be taken into account when developing a CoC. [145] 

1.2.4 – Sufficient Safeguards 

Article 40(5) and the EDPB guidelines require that the submitted CoC provides enough 
“appropriate safeguards”253. The CoC shall demonstrate that thanks to its adoption, rights 
and freedoms, especially in light of the risk of the sector, are preserved. The code owner(s) 
is required by the EDPB guidelines to provide enough evidence on this point. Therefore, it 
would be desirable that the CoC provides even higher safeguards standards than just the 
GDPR requirements. In this regard, as suggested by recital (99) GDPR, it would be useful 
to include also consultation with data subjects’ representatives, in order to understand the 
proper way to mitigate high-risk situations. [145] 

1.2.5 – Mechanisms for an Effective Oversight of the CoC 

Another essential element is that the CoC contains mechanisms for a proper monitoring 
activity over its requirements. This aspect is a mandatory requirement for the submission 
of the CoC to the DPA. A CoC shall therefore include mechanism for the monitoring and 
the enforcement of its own rules. In order to ensure a monitoring activity over the CoC’s 
content, the CoC itself shall identify a monitoring body. Such monitoring body shall there-
fore be responsible of ensuring compliance with the CoC and adopting measures in case of 
infringement of the CoC’s rules. [145] 

It shall be noted that, according to article 41(6) GDPR, the monitoring activities of a 
CoC shall not be pursued by a monitoring body when the data processing are performed by 
a public body. However, the EDPB has specified that this exemption does not mean the 
CoC should not include mechanisms for effective oversight. Therefore, it only means that 
the monitoring shall not be performed by a monitoring body, but still some mechanisms 
for monitoring the compliance shall be present in the body of the CoC. [177] At this point, 
it could be natural posing the following question: what is the purpose of having a mecha-
nism for the effective oversight compliance if there is nobody performing the monitoring 
activity? The monitoring systems, besides detecting the monitoring body, might identify 
auditing activities and a system for handling complaints and even a system of sanctions and 
remedies, as explicitly suggested by the EDPB. The sanctions can even include monetary 
fines, if the code owners can demonstrate the rationale of such sanctions and that they are 
operationally feasible. [145] 

 
253 See also recital (98) GDPR. 
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1.3 – Involvement of the Stakeholders 

The involvement of and the interaction with stakeholders of the sector is another key 
step of the CoC’s development. The Code owner(s) shall demonstrate to have a certain 
grade of representativeness in the sector at stake. However, neither in the GDPR nor in the 
EDPB guidelines there is a clear guidance about how to evaluate such representativeness. 
The EDPB guidelines provide that the CoC must be submitted by an association or a con-
sortium of associations or by other bodies representing the categories of controllers or pro-
cessors. This provision is essentially what is already stated in article 40(2) GDPR. How-
ever, the EDPB guidelines at least provide a non-exhaustive list of possible code owners, 
such as “trade and representative associations, sectoral organisations, academic organisa-
tions and interest groups.” There is a rather big room for the discretionary decisions on this 
point for the DPAs. The only two concrete criteria explicitly indicated are: 1) “the number 
or percentage of potential code members from the relevant controllers or processors in that 
sector; 2) experience of the representative body with regard to the sector and processing 
activities concerning the code”. [145] This lack of specification has been observed also in 
literature, raising critiques because it leaves too big room for discretional decisions to the 
DPA. [153] 

It shall be noted that the EDPB guidelines ask to the code owner to demonstrate such a 
representativeness. Namely, it shall be demonstrated that the code owners are capable of 
understanding the needs of the stakeholders that operate in the sector where the CoC is to 
be applied. Demonstrating wide participation of stakeholders already during the prepara-
tory work of the CoC can be used as evidence of representativeness. Therefore, just few 
criteria are suggested by the EDPB for carrying out the evaluation of the representativeness 
feature. While, on the other hand, the code owners seem to have a rather big task of demon-
strating that they are enough representative in the sector. 

From a different perspective, the EDPB guidelines explicitly ask to demonstrate that the 
code owner had had enough consultations with stakeholders, also including data subjects’ 
representatives. As it is also stated by recital (99) GDPR, the code owner shall carry out 
consultation activities at an “appropriate” level and, if it feasible, such consultations shall 
also include discussions with data subjects. Again, it is not completely clear how such con-
sultations should be carried out and to what extent the content of the CoC should reflect 
the opinions and the positions of data subjects. In this regard, the EDPB guidelines state 
that the code owner shall provide demonstration of having carried out the consultations at 
stake, specifying at what level the consultations have been carried out, as well as the nature 
of the consultation. The EDPB further specifies that the consultation activity is recom-
mended between the parties that act as code owner. However, also clients and commercial 
partners of the code owner(s) should be heard. Therefore, it seems that all the stakeholders 
who could be impacted by data processing regulated by the CoC should be consulted. If 
these consultations do not take place, because it is not feasible doing it, then the code owner 
shall provide explanation about such lack of feasibility. [145] 

1.4 – Submission to the DPA 

The procedure for submitting a CoC changes according to the geographical scope of the 
CoC. Therefore, whether the CoC is meant to have national of transnational scope. Either 
way, the CoC shall be submitted to a the national DPA which will be qualified as 
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Competent Supervisory Authority (CompSA). The CompSA will carry out a revision of 
the mandatory conditions for the admissibility of the CoC. After this point the procedure 
changes according to the territorial scope of the CoC. 

1.4.1 – National Codes of Conduct 

In case of national CoCs, the CompSA is the DPA to which the code owner shall submit 
the CoC, it is also the competent DPA for the controllers that adhere to the CoC. In this 
sense, the jurisdictional scope of the CoC must be clearly indicated by the code owner. As 
already said, at this point, the CompSA (if the CoC is deemed admissible254) shall start the 
evaluation of the CoC’s content, in accordance with the procedures provided by national 
law. The CompSA shall draft an Opinion concerning the draft CoC in consideration of the 
criteria indicated in the EDPB guidelines. [145] In doing so, the CompSA can even provide 
feedback to the code owner that can be used for an eventual second submission. This step 
is important especially if the decision of the CompSA is to refuse the approval of the CoC. 
In case of refusal, the process is over, and the code owner can in case choose to submit 
again the CoC but integrating the feedback from the CompSA decision. On the other hand, 
if the CompSA decides to approve the CoC, the CoC shall be registered and published. The 
CompSA is responsible for such publication and registration tasks, for example through its 
website. Moreover, according to article 40(11) the EDPB is asked to make all the approved 
CoCs publicly available through a register255. 

1.4.2 – Transnational Codes of Conduct 

In case of transnational CoCs, the code owner(s) shall submit the draft CoC to a DPA 
that will act as CompSA, and this will be the main authority for the approval of the CoC. 
The task of this CompSA is (as for national CoCs) to evaluate the admissibility of the CoC. 
In case the CoC is evaluated as admissible, before proceeding with the assessment, the 
CompSA shall notify all the other DPAs about the submission of the transnational CoC. 
The other DPAs shall at this point decide if they consider themselves as “concerned DPAs” 
in the context of the CoC according to article 4(22)(a) and (b) GDPR256. 

Once the admissibility of the CoC is ascertained by the CompSA, and once the CompSA 
has notified about its decision all the other concerned authorities, an informal cooperation 
procedure for the assessment of the CoC starts. The cooperation procedure begins with the 
CompSA notifying the other SAs of its position on the admissibility of the CoC. Following 
the notification, the other SAs shall appoint a maximum (depending on the complexity and 
the scope of the CoC) of two co-reviewers. The co-reviewers will therefore assist the 
CompSA in the assessment of the CoC’s content. Namely, they are supposed to provide 
comments on the content of the CoC (within 30 days from their confirmation as co-

 
254 Therefore, if the draft CoC contains all the mandatory elements indicated above in Section 2.1 of 
this chapter. 
255 See https://edpb.europa.eu/our-work-tools/accountability-tools/register-codes-conduct-amend-
ments-and-extensions-art-4011_en and https://edpb.europa.eu/our-work-tools/accountability-
tools/certification-mechanisms-seals-and-marks_en.  
256 According to article 4(22) GDPR a “concerned supervisory authority” is a DPA that is concerned 
by a data processing because either “a) the controller or processor is established on the territory of 
the Member State of that supervisory authority” or “b) data subjects residing in the Member State 
of that supervisory authority are substantially affected or likely to be substantially affected by the 
processing”. 
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reviewers). These comments shall be taken into account by the CompSA in carrying out its 
assessment. Nevertheless, the EDPB guidelines specifies that the final decision, according 
to article 40(7) GDPR, whether the draft decision can be submitted to the EDPB, is a task 
solely of the CompSA. In case the CompSA decides that the CoC shall be approved and 
submitted to the EDPB, the procedures shall follow the mechanisms under articles 63 and 
64 GDPR257. 

The decision as to whether approve or refuse the CoC shall be adopted by the CompSA 
within a reasonable time, keeping the code owner regularly updated. Moreover, the basis 
upon which the decision is adopted shall be clearly indicated. If the CompSA decides to 
refuse the CoC, as in the case of national CoC, the procedure will be over, and it will be up 
to the code owner whether to re-submit another draft CoC later. The only additional stage, 
in case of transnational CoC, will be the duty upon the CompSA to communicate to the 
others SAs about its decision and the reasons motivating it. On the other hand, if the deci-
sion is to submit the draft decision to the EDPB, the CompSA shall, in the first place, 
circulate its draft approval decision among all the concerned SAs. At this point, the SAs 
will have 30 days to respond and bring concerns and issues to be discussed before the 
EDPB, in line with the consistency mechanism pursuant to article 64 GDPR. 

According to article 64(4) GDPR, the view of the other SAs concerned shall be included 
in the draft decision submitted to the EDPB in the framework of the consistency mecha-
nism. After this step, the EDPB is required to issue an Opinion concerning the CoC sub-
mitted, as provided by article 70(1)(x) GDPR. The Opinion of the EDPB shall be issued 
following the procedural rules of the Board and the consistency mechanism under article 
64 GDPR, as it has been said already. According to article 64(5) GDPR, the EDPB shall 
communicate its Opinion to the CompSA and to the other SAs concerned. The CompSA, 
at this point, shall, according to article 40(5), decide whether to maintain or amend its own 
decision on the CoC. In case the CompSA does not agree with the Opinion of the EDPB, 
the procedure in article 65(1) applies258. If the Opinion of the EDPB is positive, the Board 
shall submit its Opinion to the EC according to article 40(8) GDPR. The EC shall decide, 
through implementing acts, whether the CoC have general validity within the EU. In con-
clusion, in the same vein of national CoC, the EDPB is supposed to collate all the CoC in 
a registry in order to make all the CoCs publicly available under article 40(11) GDPR. 

2 – Structure of the Code of Conduct 

Looking at the structure of the CoC, i.e., how the content of the CoC is organised among 
its parts, it is possible to divide between the mandatory parts of the CoC and the rest of it. 
The mandatory parts of the CoC, as it has been said already, determine the admissibility of 
the CoC to the substantial evaluation from the CompSA. The essential parts of a CoC are 
enlisted in the EDPB guidelines 1/2019 and consist of ten requirements which will be ana-
lysed hereafter in the next Section 2.1. Besides these formal parts, the CoC shall then 

 
257 Article 63 GDPR defines the “consistency mechanism”, according to which “In order to contrib-
ute to the consistent application of this Regulation throughout the Union, the supervisory authorities 
shall cooperate with each other and, where relevant, with the Commission, through the consistency 
mechanism as set out in this Section”. Article 64(1)(b) and (c) GDPR, on the other hand, define the 
role of the EDPB in issuing Opinions concerning draft CoCs and CMs. 
258 See article 65 GDPR “dispute resolution by the Board”. 
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regulate the subject-matter or material scope. In other words, the subject matter of the CoC 
is the part of the CoC that directly deals with the data protection issues in a substantive 
way. The subject-matter of the CoC is the part of the CoC that shall satisfy the requirements 
provided by the EDPB in terms of objectives, as discussed above. Despite the EDPB pro-
vides some objectives to reach, no indication about how to organise in practical terms this 
part of the CoC is provided. Therefore, in light of the room that the code owner(s) has in 
managing this part of the CoC, a solution is proposed in Section 2.2 of this chapter. 

2.1 – Essential Parts 

The first elements that a CoC shall indicate are, as said above, the mandatory elements 
of the CoC, which are listed by the EDPB guidelines and that are hereafter discussed. 

2.1.1 – Explanatory Statement and Supporting Documentation 

The CoC’s content shall be introduced by an explanatory paragraph where some infor-
mation is summed up. Namely, the purpose of the CoC and the scope of the CoC shall be 
specified, as well as the expected results in terms of facilitation of GDPR application. [145] 
Essentially, this part of the CoC is meant to clarify the rationale of the CoC, as well as its 
basis, the benefits it can bring and to whom the beneficial effects will apply. Moreover, this 
part of the CoC could include a summary of the research at the basis of the CoC, plus 
further information on the actor(s) participating to the drafting of the CoC. [145] 

2.1.2 – Representativeness 

As said above, the CoC, in order to be deemed admissible to the DPA’s assessment of 
the content, shall indicate its representativeness259. Therefore, the content of the CoC shall 
provide enough information to demonstrate that the code owner(s) is able to represent the 
sector at stake and understand its actual needs in terms of data protection law compliance. 
The means through which such demonstration of representativeness shall take place how-
ever are not extremely clear, as it has been mentioned already. 

From the analysis carried out here, it could be argued that this is not an extremely strict 
requirement. [145] Situations very different among each other have been considered as 
satisfying in terms of representativeness. For example, an Italian CoC concerning the re-
use of health data[179] has been deemed admissible in light of the role played by its code 
owner in the Italian health system. Such CoC has been elaborated by the “Regione Ve-
neto”260, which is the regional government of Veneto. In Italy, indeed, the organisation of 
the health systems is largely delegated to regional authorities261. The regional governments 
are therefore asked to organise and control the provision of care at regional level. In light 
of that, it could be argued for sure that a regional government is representative enough 
within its own Region itself, but not at national level. Nonetheless the Italian DPA has 
deemed the CoC admissible and approvable. On the other hand, looking at another CoC, 

 
259 See above, Section 1.3. 
260 In collaboration with a specific public hospital operating in the same region. 
261 The organisation of the National Health Care System is divided between the State, Regions, and 
other local entities, see Legge 23 dicembre 1978, n. 833 Istituzione del servizio sanitario nazionale. 
(G.U. Serie Pregressa , n. 360 del 28 dicembre 1978). 
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i.e., the Farmaindustria CoC approved in Spain262, the situation is totally different. In this 
case, the national CoC has been elaborated by Farmaindustria263, which is an association 
representing at national level in Spain the pharmaceutical industry. In this case, it seems 
more straightforward to understand why the Spanish DPA has deemed the code owner as 
representative in its sector. 

2.1.3 – Data Processing and Material Scope 

The CoC shall be clear enough concerning its material scope. Therefore, the CoC shall 
explicitly state which are the data processing and the characteristic of such data processing 
object of the CoC. Essentially, the CoC shall clearly indicate, already at the beginning of 
it, for example into a dedicated section, which are the data processing issues addressed into 
it. The categories of data controllers and processors the CoC is meant to govern shall be 
clearly indicated as well. [145] 

2.1.4 – Territorial Scope 

Co-regulation mechanisms under GDPR can either have national or transnational ap-
plicability. This is a choice that strongly affect the content of the CoC as well as the effects 
on organisations that decide to follow the CoC. Therefore, the geographical scope shall be 
clearly indicated at the beginning of the CoC. Moreover, the procedure for obtaining the 
approval from the DPA is different according to whether the CoC is national or transna-
tional. 

If the CoC is transnational, i.e., it is meant to be applied in two or more MSs, then the 
MSs where it is supposed to be applied shall be clearly indicated. In this case, also the 
concerned SAs shall be stated in this part of the CoC. It shall then be noted that, for being 
qualified as transnational CoC, it is not necessary for the CoC to cover data processing 
activities that constitute a “cross-border data processing”264. In order to be qualified as 
transnational, a CoC only need to regulate data processing activities carried out by control-
lers or processors in different MSs. Therefore, as clarified by the EDPB Guidelines, when 
a CoC is adopted by an organisation at national level, but the CoC is meant to regulate data 
processing that the organisation carries out in other MSs, then the CoC shall be considered 
as transnational. On the other hand, the EDPB provides, as an example, the case of a CoC 
approved only at national level but adopted by an organisation that also carries out cross-
border data processing. In this case, the organisation cannot claim to benefit from using a 
CoC for trans-border data sharing. It can only claim the adherence to the CoC for data 
processing that fully take place in the MSs where the national CoC has been approved. 

In general, communicate transparently the territorial scope of the CoC is crucial. First 
of all, because, as said above, the procedure for its approval changes according to that. 

 
262 See https://www.aepd.es/es/prensa-y-comunicacion/notas-de-prensa/aepd-aprueba-primer-
codigo-conducta-sectorial-desde-entrada-vigor-rgpd (last access: January 2023). 
263 See https://www.farmaindustria.es/web_en/ (last access: January 2023). 
264 According to article 4(23) “cross border processing means either: (a) processing of personal data 
which takes place in the context of the activities of establishments in more than one Member State 
of a controller or processor in the Union where the controller or processor is established in more 
than one Member State; or (b) processing of personal data which takes place in the context of the 
activities of a single establishment of a controller or processor in the Union but which substantially 
affects or is likely to substantially affect data subjects in more than one Member State.” 
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Moreover, transparent communication of the territorial scope is also meant to avoid mis-
leading interpretation about the potential impacts of the CoC by data subjects or other 
stakeholders. 

2.1.5 – Submission to the DPA 

The code owner(s) shall choose the appropriate DPA to which submitting the CoC, en-
suring that that is the competent authority (CompSA) in accordance with article 55 and 
recital (122) GDPR. The choice of the CompSA is not that problematic for national CoC. 
Otherwise, in case of transnational CoC, the code owner(s) might have a margin of choice. 
The articles of the GDPR dealing with CoC do not provide clarification about how the code 
owner(s) shall identify the CompSA in case of transnational CoC. However, Appendix 2 
of the EDPB Guidelines provide some parameters for guiding the choice of code owners 
in this sense. Despite not being exhaustive, some factors to take into account by code 
owner(s) for the choice of the CompSA are: a) the MS where take place most of the data 
processing ruled by the CoC; b) the MS where are located most of the data subjects affected 
by the CoC; c) the MS where are located the code owner(s)’ headquarters; d) the location 
of the monitoring body’s headquarters; e) the MSs where a DPA has launched specific 
policy and initiatives concerning the sector to be regulated by the CoC at stake. It shall be 
noted that these are not strict criteria, as stated by the EDPB itself, and that the code owner 
shall anyway be able to motivate its choice properly. [145] The choice of the CompSA is 
anyway a really important step to be carefully evaluated. Indeed, the CompSA, beside con-
ducting the main evaluation of the CoC, will also act as single point of contact with the 
code owner(s). Moreover, the CompSA will provide accreditation to the monitoring body 
and will monitor its activities as lead DPA. [145] 

2.1.6 – Oversight Mechanisms and Monitoring Body 

A CoC, in order to be approved, shall contain a mechanism for monitoring the compli-
ance of organisations that undertake the CoC. Moreover, the CoC, if aiming at regulating 
data processing carried out by private organisations, shall also identify a monitoring body. 
On the other hand, a monitoring body is not required when a CoC content concerns data 
processing carried out by public authorities or public bodies265. In case a monitoring body 
is required, the CoC shall indicate mechanisms that enable the monitoring body to conduct 
its function of monitoring of compliance, as indicated in article 41 GDPR. However, it shall 
be noted that even though CoCs involving public sector bodies does not need a monitoring 
body, it still needs to identify a system for monitoring the compliance with the CoC. [145] 
The monitoring body (or bodies, in case they are more than one266) shall receive the ac-
creditation from the CompSA. The accreditation is the certification from the DPA that the 
monitoring body satisfies the requirements for exercising its tasks267. 

2.1.7 – Consultation 

Consultations with relevant stakeholders shall be carried out during the drafting of the 
CoC. Such consultations shall be documented and included in the CoC itself. Providing 
information about the consultation that took place during the drafting of the CoC shall be 

 
265 See article 41(6) GDPR. 
266 As this possibility is indicated in EDPB Guidelines 1/2019. 
267 See Chapter 2, Section 2.2.2. 
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included among the mandatory elements of the CoC. In this part of the CoC, the code 
owner(s) should indicate how discussion with relevant stakeholders of the sector have been 
conducted. Also, if possible, data subject’s representatives should be included in these dis-
cussions. For example, the code owner(s) should be able to indicate if and how they have 
included in the CoC’s content the opinion and the position emerged from other stakeholders 
during the consultation activities. In this regard, the EDPB guidelines recommends to code 
owner(s) to carry out both internal and external consultations. Therefore, demonstrating 
that consultations took place both among the member part of the associations acting as code 
owner(s), and with external stakeholders. These external stakeholders could be the clients 
of these organisations for example. In case such consultation did not take place, the code 
owner(s) should be able to demonstrate the lack of feasibility of it. [145] 

2.1.8 – National Legislation Compliance and Language 

The code owner(s) shall provide proof that the draft CoC is in compliance with national 
legislation applicable in the sector at stake. This requirement shall be intended as that the 
CoC must be in compliance with national data protection law or any other law applicable 
in the sector. As for the processing of health data, it is a domain already strongly regulated 
both by data protection law and other laws. In particular, the CoC shall take into account 
the provisions for processing health data at national level introduced in the space left by 
the GDPR for such purposes to national legislators. This point is critical especially for 
transnational CoC in the health domain, as it has been discussed in Chapter 3, Section 1.1. 
Indeed, being the health domain really fragmented from a legal perspective, an EU-wide 
transnational CoC shall take into account all these differences. This could essentially ham-
per the smooth functioning of the CoC. Or at least, it could be a heavy burden upon the 
code owner(s). In this regard, it shall be noted that an EU-wide CoC should probably iden-
tify more than one monitoring body. The reason is that it could be difficult to find a single 
body with the competences for monitoring compliance with so many national legislative 
frameworks. Therefore, besides the complexity during the drafting phase of an EU-wide 
transnational CoC, also the cost related to its monitoring could be elevated. 

It shall also be noted that national CoC should be submitted in the national language of 
the CompSA, unless differently provided by the CompSA itself. Otherwise, transnational 
CoCs should be submitted in the language of the CompSA, or in English. 

2.2 – Subject Matter of the Code of Conduct 

Besides the formal mandatory parts of the CoC, which have been highlighted in the 
previous section, the CoC then shall discipline its subject matter. Therefore, the CoC shall 
indicate how the GDPR provision in the specific sector are further specified in order to 
reach compliance with data protection law. This part of the CoC shall satisfy the criteria 
indicated in the EDPB guidelines, which are 1) meeting a particular need of the sector; 2) 
facilitate the compliance; 3) specify the application of GDPR; 4) provide sufficient safe-
guards; 5) provide mechanisms for monitoring compliance with the CoC itself. However, 
these are just the objectives the CoC shall pursue. 

As regard the subject matter of the CoC, it has been said that a CoC could cover different 
aspects of data processing, including essentially whichever aspects that could improve the 
implementation of the GDPR. [153] Moreover, it is not specified how this part of the CoC 
shall be organised. 
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The possible aspects that a CoC in the health sector could cover have been indicated in 
Chapter 3, Section 2. The rest of the section will indicate a possible organisation of the 
content, in order to specify the application of the GDPR in the sector, but also facilitate 
compliance activities. Namely, the proposed CoC could take the form of a set of guidelines, 
which should be meant to specify the meaning of GDPR provisions. Moreover, a checklist 
with a set of checks and controls could be used for facilitating the compliance activities of 
data controllers and processors268. Nevertheless, it shall be noted that the specific way to 
organise the content of a CoC should be discussed among the stakeholders participating in 
the drafting activity. Each CoC will have, therefore, its own structure. It should be clear 
that the structure here proposed is not claimed as the best or the only way to organise a 
CoC, but just a possible solution. 

2.2.1 – Guidelines 

The first part of a CoC should contain practical guidance. This part of the CoC is there-
fore meant to specify the application of the GDPR into the sector, but also to facilitate 
compliance with the law. In order to specify the application of GDPR into a specific sector, 
in the first place, some terminology could be clarified by the CoC. Therefore, a first part of 
the CoC could be a section dealing with the terminology applicable in the sector. The in-
clusion of a glossary might be the first step for specifying and, at the same time, clarifying 
the application of the GDPR in health domain. Most of the CoCs developed either in health 
domain or in other sectors include a glossary section269. The glossary should explain in 
plain language the meaning of data protection related terminology, in order to allow also 
non legal experts to understand the rationale behind the terms. 

A second key part of the CoC is constituted by guidelines that explain in further detail 
the rationale of GDPR provisions and how to implement them in a better way. This part of 
the CoC shall contain practical explanation of the principles, trying as much as possible to 
translate them into the specific context and into practical operation of organisations adher-
ing to the CoC270. 

Finally, as also suggested by the EDPB guidelines, a CoC might contain concrete ex-
amples of procedures and situations where the requirements are applied in a proper way. 
By this way, it is possible to provide further clarification to non-expert from legal perspec-
tive about how to implement the law. [145] 

2.2.2 – Checklist 

In conclusion, it has been noted that several CoCs come along with checklists. In such 
checklists there are checks and controls that help the data controllers and processor to reach 
compliance. Usually, these checklists are linked to certification mechanisms and standards 

 
268 Several CoC, although not in the health domain, have been organised in that way, see for example 
in the domain of cloud computing the CISPE CoC at https://cispe.cloud/code-of-conduct/ (last ac-
cess: January 2023) or the EU Cloud CoC at https://eucoc.cloud/en/home (last access: January 
2023). 
269 See for example the Farmaindustria CoC at https://www.aepd.es/en/informes-y-resolu-
ciones/code-of-conduct (last access: January 2023) or the Code of Practice for data re-use of research 
https://www.imi.europa.eu/sites/default/files/uploads/documents/reference-docu-
ments/CodeofPractice_SecondaryUseDRAFT.pdf (last access: January 2023). 
270 See for example the Farmaindustria CoC, pages 26 and 27, where all the GDPR are explained in 
the context of clinical trials and clinical research. [232] 
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that can contribute to data protection law implementation271. Although, checklists are usu-
ally part of certification systems, it could be useful to use these systems for the quick iden-
tification of measures to apply even the context of CoC. Therefore, a data controller or 
processor could be guided, thanks to the checklist, with detailed information about practical 
measures to implement throughout the guidelines of the CoC. 

To sum up, the first step (guidelines) is meant to create a proper understanding of the 
principles and tenets of the law within organisations. Then, in the second step (checklists), 
each principle could be linked to a set of checks and controls. The check and controls should 
then guide the data controller or processor in the application of specific technical and or-
ganisational measures. Often the checklists are used for the application of technical and 
organizational measures under article 32 GDPR, indeed, these checklists could also be re-
placed by already existing standards, such as ISO 27000 series for the security of infor-
mation management272. 
  

 
271 See, for example the CISPE CoC https://cispe.cloud/code-of-conduct/ (last access: January 
2023). 
272 Ibidem. 
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Conclusion 

The use of technologies based on big data analytics, such as AI systems in the health 
domain, can bring several advantages to clinical practice and research results. [6, 44, 51, 
221] The possible AI applications in health care are numerous and promising in different 
areas, from diagnostic to public health or even assistance to the surgeon during operations. 
[57, 222, 223] Moreover, AI systems are also deployed in the context of observational 
studies or clinical trials. [7, 224] 

The deployment of such technologies in medicine takes place however within a complex 
legal framework, which aims at safeguarding the safety of patients as well as protecting 
rights and freedoms related to privacy and personal life. Furthermore, an additional layer 
of legislation has been introduced by the EU legislator. The new data governance frame-
work stemming from EC’s strategy has the specific objective of incentivizing the sharing 
of data, especially in some contexts, such as the health domain. The strategy aims at boost-
ing the use of big data technologies. The DGA has been the first piece of legislation stem-
ming from the EC’s strategy for data to be adopted. The DGA indeed set out a new frame-
work for incentivising the sharing and the re-use of certain categories of data held by public 
sector bodies. Moreover, the sharing of electronic health data will be object of further rules 
and conditions as provided by the EHDS regulation. Compliance issues are therefore stem-
ming from two sources: 1) the new layer of legal provisions for data sharing and its difficult 
interplay with GDPR; 2) the dichotomy between the main features of big data processing 
and the opaqueness of AI systems and some GDPR principles. 

Against the above-mentioned scenario, the present work has analysed the potential ap-
plication of regulatory models other than top-down regulations in the medical filed for en-
hancing data protection law provisions implementation. Namely, the two co-regulatory in-
struments provided by the GDPR, CoCs and CMs, have been analysed. From the analysis, 
it came up that the application of such co-regulatory measures essentially has some short-
comings, as well as promising results. The analysis has tried to take into account the char-
acteristic of the sector at stake, i.e., the processing of personal data in the health domain. 
The sector analysed is carrier of issues and difficulties in terms of data protection law, 
which could be partially solved by the use of co-regulatory measures, as it is indeed envis-
aged by EU institutions and bodies. [80, 121] Nevertheless, some obstacles to the disposal 
of these instruments rely in the way the legislator has shaped these instruments into the 
GDPR but also among the features of the sector analysed itself. 

At the EU level, the use of alternative regulatory solutions, has been promoted as gen-
eral regulatory and policy strategy since the adoption of the better regulation approach. 
[108, 131] To some extent, the use of alternative regulatory solutions that include the in-
volvement of private stakeholders, although under the supervision of public authorities, is 
an implementation of the principles of subsidiarity and proportionality. [155, 158, 225] The 
EC has been promoting such solutions as general approach in shaping the way legal act at 
EU level are written and implemented. The GDPR is an example of legislation carrier of a 
co-regulatory approach. 

The GDPR follows a co-regulatory approach since it just sets out general principles and 
broad requirements that only identify objectives but do not specify how to reach them out. 
The choice of the way for reaching compliance with them, i.e., the specific technical and 
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organisational measures to implement, are left to the addressee of the law. The data con-
troller (or processor) is therefore called to detect the proper measures to be implemented, 
on the basis, most of the time, of a risk-based analysis. Only through a proper documenta-
tion activity of such analysis concerning an evaluation of the risks involved in the data 
processing, the data controller can demonstrate compliance with data protection law and 
therefore fulfil the accountability principle. [18, 81–83] 

Adopting such a regulatory approach, the EU legislator has decided not to deal with the 
details concerning the technical and organisational measures that an organisation shall per-
form in order to be considered in compliance. This effort has been moved upon the ad-
dressee of the law. This choice is meaningful in light of the complexities brought by the 
use of innovative technologies which are constantly re-shaping the way individuals and 
organisations behave in many sectors. Public authorities have indeed difficulties in regu-
lating fast-evolving technologies, because of a lack of knowledge and resources. On the 
other hand, private stakeholders often have more know-how about innovative technologies. 
Moreover, there are arguments in the literature that claim how stakeholders might be more 
committed to stick to the rules that are elaborated by themselves, rather than by the State. 
[137] However, adopting such an approach is raising the burden upon data controllers and 
processors in terms of compliance costs. Indeed, the effort required to private parties in 
meeting regulatory objectives could be too onerous and therefore make the co-regulatory 
approach counterproductive. 

For this reason, another layer of the concept of co-regulation can be envisaged, which 
is constituted by the compliance tools that fill the gap between the general and abstract rule 
or principle and the day-by-day implementation of the law into organisational procedures. 
The above-mentioned concept of co-regulation is an essential part of the more general co-
regulatory approach that has been discussed before. Indeed, only if the second layer of co-
regulation works properly the entire ecosystem of rules can produce beneficial effects. Oth-
erwise, the addressee of the law could be left alone facing an enormous duty of compliance 
that he does not have the resources to fulfil. [20] 

At this point, the key question is whether the co-regulatory tools enshrined into the 
GDPR fit the purpose of facilitating compliance activities left wide open by the more gen-
eral co-regulatory approach in data protection law. Indeed, the present work has tried to 
assess the issue looking at the roles that such co-regulatory solutions can have in data pro-
tection law domain. Which are, as it has been said, smoothing compliance activities, but 
also creating legal certainty and creating competitive advantages on the market. Having in 
mind the role of such instruments it is also possible to note how the current application and 
diffusion of CoCs and CMs is still objectively rather limited273. 

Moving the discussion towards the sector of health data: this is one of the most critical 
domains in terms of risks and complexities related personal data processing. To investigate 
the reasons of the shortage of co-regulatory tools in this particular domain is key. Indeed, 
if, in general, it is possible to identify some problems common to every sector because they 
are directly related to the features of such co-regulatory instruments as envisaged in the 
GDPR. And these problems can essentially be related to the lack of incentives in terms of 

 
273 See the registry of the EDPB https://edpb.europa.eu/our-work-tools/accountability-tools/certifi-
cation-mechanisms-seals-and-marks_en and at https://edpb.europa.eu/our-work-tools/accountabil-
ity-tools/register-codes-conduct-amendments-and-extensions-art-4011_en (last access: January 
2023). 
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return on the initial investment stemming from the adoption of a CoC or a CM, or to the 
long procedure for obtaining the endorsement from the DPA, or even to the unclear legal 
effects produced by the instruments274. However, the necessity to look at a specific sector 
is due to the peculiarities of each sector that make the application of data protection law so 
different from a domain to another. 

The present work argues that the success or the failure of the use of such instruments in 
the health domain pass through a twofold analysis: 1) the choice of the scope of the co-
regulatory instrument, both from a territorial and material point of view; 2) hypothesis on 
the possible impacts on stakeholders’ behaviours. 

The analysis of the geographical scope of the instrument is crucial because of the dif-
ferences between MSs in terms of organisation of the health system. Such structural diver-
sities also lead to differences in data protection law domain when it comes to the processing 
of health related, biometric and genetic data. These differences essentially create an obsta-
cle to the development of co-regulatory instruments at EU level in the health domain. Dif-
ferent legal provisions at national level hamper the realisation of transnational instruments 
that have the goal of further specifying GDPR rules. For example, an EU-wide CoC, espe-
cially for facilitating the sharing of data among MSs for research purposes shall have to 
take into account several differences, in terms of legal basis for processing personal data, 
exercise of data subjects right and additional safeguards to be implemented. [80] 

The elaboration of such a CoC should be therefore carefully evaluated, taking into ac-
count possible differences at national level. For instance, creating a “multiple layer CoC”. 
Where at the first layer of compliance specification there is the implementation of the 
GDPR rules not subject to MSs additional provisions and another layer that take into ac-
count MSs’ specifications. However, such a wide co-regulatory measure might be hard to 
develop because it would be difficult to gather enough stakeholders willing to take part to 
the project, with enough expertise for each MSs. Moreover, the costs and the investments 
related to this instrument would be for sure elevated. 

As regards the material scope of the co-regulatory measure, the thesis has focused on 
just one instrument, i.e., CoCs rather than CMs. This is essentially due to the fact that the 
development of a CoC for the health domain and for the sharing of health data for research 
purposes is incentivised at the EU level by different EU institutions and bodies. [121] But, 
the choice is also due to some endeavours to develop such a CoC which have been 
launched, already. Although, none of them have never reached, so far, the final approval 
from the data protection authorities275. Therefore, several possible content of a CoC for 
health data processing have been detected. The data protection law issues that could be-
come part of a CoC in the domain of health are numerous. Some of them have been sug-
gested by studies commissioned by the EC [80], others are gathered from an analysis of the 
literature or from previous projects of CoCs in this domain. 

The content of such a CoC therefore can include, for instance, aspects of anonymisation, 
pseudonymisation of personal data. In this sense, the meaning of these concepts could be 
clarified by a CoC in light of the specific domain at issue. Moreover, the procedures and 
techniques that could be used to properly implement anonymisation and pseudonymisation 
in compliance with the GDPR can be object of a CoC. Other aspects that can be touched 

 
274 See Chapter 3, Section 1.3.5. 
275 See above Chapter 2, Section 2.2.3. 
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by a CoC are the re-use of personal data for scientific research, or the new concept of data 
altruism and its relationship with consent under GDPR. 

In general, a CoCs for health data processing should look at the evolving situation in 
terms of big data and AI application in the domain, as well as at the increased need for data 
sharing between MSs. However, the specific content of a CoC cannot be speculated in 
advance because too many factors could influence its content. The content of a CoC will 
be for sure influenced by the owners of the CoC and the interests pursued by them. Never-
theless, some general possible topic can be detected in advance, as it has been done in the 
present work. 

Moreover, it shall be borne in mind that the content of a CoC shall be aligned with the 
EDPB guidelines as it has been widely discussed in this Chapter. Therefore, in defying the 
content of a CoC the stakeholders participating at its draft shall be able to demonstrate that 
the CoC is meant to meet a particular need in the first place. This first requirement, as 
discussed before, it is easy to demonstrate since the health system present several data pro-
tection compliance issue. Moreover, the content of the CoC shall facilitate the effective 
application of the GDPR as well as specify its requirements. The content of a CoC should 
indeed create high standards of compliance in the sector without losing of sight the objec-
tive of creating doable procedures and practices that can be performed by actors in the 
domain, without too high costs. 

As regards the impacts on stakeholders’ behaviours, this is one of the most critical points 
to discuss, because the use of co-regulatory solutions is a quite new phenomenon in data 
protection law. Therefore, there are few, if none, empirical data on the use of CoC or CMs 
in data protection law domain, especially concerning the effects that these instruments pro-
duce on stakeholders and on the ecosystem in general. However, some insights can be bor-
rowed by other domains where the use of co-regulatory solutions, especially certifications 
have been spread for many years already. for example, some authors have suggested to take 
inspiration from the environmental domain. [105, 136] 

The thesis has tried to look at some realistic expectations of impacts that could be pro-
duced by the use of these instruments. Moreover, having said that, all the speculations shall 
be confirmed or refuted by empirical analysis. The first point that would affect the diffusion 
of such instrument in the future is their ability to reduce the risk of fines. The discussion 
on this point is linked to the legal effect that these instruments have in the context of data 
protection law in terms of burden of proof and on the presumption of conformity. Unfortu-
nately, the GDPR seems not to assign a strong presumption of conformity to co-regulatory 
solutions. Therefore, from this perspective, CoCs and certification mechanisms seem to be 
quite flawed. On the other hand, DPAs must take into account that a CoC or certification 
mechanism have been adopted, when deciding whether to issue a fine or the amount of it, 
according to article 83(2)(j) GDPR. However, it is not clear what this requirement exactly 
means in practical terms. 

Another important point of the analysis is whether the legal fragmentation typical of the 
health domain will be an obstacle for the development of such instruments, especially 
CoCs. Otherwise, if these instruments will enable a reduction of the differences at national 
level. 

In conclusion, a paradox seems to affect the use of co-regulatory solutions. Indeed, the 
development and the adoption of these instruments is costly in terms of monetary and hu-
man resources. However, the adoption of this instrument is ultimately promoted as a cost 
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saving solution or at least as enhancer of competitive advantages on the market. Essentially, 
the adoption of a CoC or a CM is an investment that can bring benefits to many stakehold-
ers; although, as all the investments, it shall lead to a financial return for the organisations. 
To date, given the limited spread of these instruments it could be assumed that data con-
trollers and processors are still sceptical about using these instruments in data protection 
law. However, also this aspect shall be analysed in light of future empirical data. For sure, 
the process for obtaining the approval from a data protection authority is a long and com-
plicated process, and also some structural aspects of these instruments, as envisaged in the 
GDPR, are maybe discouraging their use. 

It can be argued that the analysis carried out here has reached the following conclusions, 
which although cannot probably be considered definitive. Indeed, these conclusions should 
be rather used to address the future reflection on the topic. Namely, what came up is that 
the shift from a regulatory approach perspective, has made the use of meta-level rules such 
as co-regulatory solutions of the utmost importance. This is in order to fill the gap between 
general principles of the GDPR and technical and organisational measures. The use of these 
measures is supported and motivated by the more general co-regulatory approach in the 
better regulation strategy. However, the use of these instruments seems, so far at least, not 
as spread as it was hoped. Therefore, their impact in terms of compliance facilitation is 
limited. This situation is exacerbating the struggles that some actors are facing in terms of 
compliance duties. Especially in data intensive domains, such as the health domain, where 
the use of innovative technologies that rely on big data is becoming crucial. In this sense 
the lack of co-regulatory solutions seems to be hampering the proper functioning of the 
whole ecosystem. On the other hand, despite a theoretical assumption of necessity of these 
instruments, no empirical data is available for demonstrating the actual potential impacts 
in data protection law of these instruments. This is due to the relatively novelty of the use 
of such instruments in data protection law. Therefore, the caveat of this analysis is that the 
theoretical assumptions shall then be confirmed on an empirical level. Nevertheless, some 
hypotheses can been draft looking at other domains that have a similar regulatory approach 
and that apply co-regulatory measures as well. 

The essential findings of this work are that for sure in light of the regulatory approach 
adopted by the EU legislators in data protection law, the use of such instruments is key for 
ensuring the smooth implementation of the law. Nevertheless, the instruments seem to have 
some structural flaws in terms of certainty of their legal effects. The instruments are indeed 
only facultative measures that can be adopted by data controllers and processors. Indeed, 
there is no obligation to be certified or to adopt a CoC for placing a product, or a service 
on the market, for example. The incentive for data controllers and processors in using the 
instruments is essentially linked either to competitive advantages on the market (especially 
using seals or marks), or to the reduction of risks to be fined, or finally to improvements in 
compliance activities procedures from an inner perspective. 

Despite the potential impacts and roles envisaged for these instruments, the actual use 
of these instruments shall be evaluated against their capacity of becoming attractive for 
stakeholders on a practical level. This is a discourse also related to the culture of privacy 
and data protection that the GDPR will be able to create among organisations and individ-
uals. If individuals do not perceive privacy and the protection of their personal data as an 
important asset, organisations processing personal data will not be engaging in the adoption 
of co-regulatory measure. Such instruments, indeed, although potentially beneficial for the 
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ecosystem and even economically advantageous for the organisation itself in the medium 
long term, generate an initial investment in compliance. The future of these instruments is 
strongly tied to the future approach of organisations towards data protection compliance. 
Namely, whether organizations will keep looking at data protection law as a mere cost or 
rather also as an investment. 
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