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Abstract

This Thesis presents the results of my work on how galaxy clusters form by the
accretion of sub-clumps and diffuse materials, and how the accreted energy is dis-
tributed in the X-ray emitting plasma. Indeed, on scales larger than tens of millions
of light years, the Universe is self-organised by gravity into a spiderweb, the Cosmic
Web. Galaxy clusters are the knots of this Cosmic Web, but a strong definition of
filaments (which link different knots) and their physical proprieties, is still uncertain.
Even if this pattern was determined by studying the spatial distribution of galax-
ies in the optical band, recently, also in the X-rays probes of filamentary structures
around galaxy clusters were obtained. Therefore, given these observational facilities,
the galaxy clusters’ outskirts are the best candidate regions to detect filaments and
study their physical characteristics. However, from X-rays observations, we have
only a few detections of cosmic filaments to date.

On the other hand, it is crucial to understand how the accreted energy is dissi-
pated in the baryon content of galaxy clusters and groups. Indeed, it is well known
that in the central region of galaxy clusters and groups the baryon fraction increases
with the halo mass. On the outer region, the lack of X-rays constraints influences
our understanding of the evolution of baryons in the halos volume. The standard
assumption of “closed-box” system, for which the baryon fraction should approach
the cosmological ratio Ωbar/Ωm, for galaxy clusters and groups seems to be too
strong, especially for less massive objects. Moreover, a complete redshift evolution
of baryons in galaxy clusters and groups is still missing.

In my works, I mainly focused on massive halos, whose virial masses Mvir at
redshift z = 0 range from 1013h−1M⊙ up to 1015h−1M⊙, and on radii greater than
R500,c, which for these massive objects spans from 250h−1kpc to 1.5h−1Mpc.

Turbulence and hydrostatic bias: how energy is dissipated in halos volume

Using simulated galaxy clusters extracted from the ITASCA sample, a large cat-
alogue of clusters simulations produced with the Adaptive Mesh Refinement Code
ENZO, I focused on the turbulence in the intra-cluster medium (ICM) and hydro-
static mass bias that affect the mass estimates of galaxy clusters and groups. I
improved the algorithm developed by Vazza et al. (2012), which extracts the tur-
bulent component of the velocity field from simulated ICM. This algorithm does
not assume any a priori coherence scales for the definition of turbulent motions. I
modified the algorithm to take into account the Kolmogorov theory and its result
is a 3D turbulent velocity field. Starting from this, I studied the radial behaviour
of the non-thermal pressure, generated by the turbulent motions. I derived a new
fitting formula for the radial profile of non-thermal pressure, and I linked the coef-
ficients of the fitting formula with the physical properties of the turbulence. I also



studied the relations between turbulent motions and hydrostatic-mass bias, the lack
of reconstructed mass from X-rays observations compared to Sunyaev-Zeldovich or
Weak Lensing ones. I found that turbulence, developed during mergers, is not able
to completely explain the hydrostatic bias, and other non-thermal phenomena are
required, for example, residual radial accelerations from infalling clumps. Finally, I
compared my results with previous numerical and observational works, finding that
the new filtering technique well reproduces the X-rays observations. Moreover, the
new fitting formula has an easier form compared to the ones present in the literature,
and it is also statistically better when applied to our data.

Clumps and filaments: sources of accretion in galaxy clusters

Using a sample of simulated galaxy clusters extracted from the ITASCA simula-
tions, different from the one adopted for the turbulence and hydrostatic mass bias
analysis, I studied matter clumps and filaments located in the peripheries of simu-
lated galaxy clusters. I considered both clumps and filaments because, as already
highlighted, it is very challenging in X-rays observations to identify filaments, but
it is easier to identify matter’s clump. Indeed, clumps are denser than the external
medium and, being the X-rays emission proportional to the gas density square, their
emissivity is much higher than the surrounding medium’s one. Therefore, my work
is as realistic a prediction as possible of the best candidates for studying cosmic
filaments, with the new generation of X-ray missions. In numerical simulations is
quite simple to disentangle between matter clumps, filaments and diffuse matter. I
developed two algorithms to identify matter clumps and filaments in ITASCA sim-
ulations. The first is based on the clumps’ baryon mass and clumps’ dimension and
I demonstrated that, in the adopted simulations, it is possible to find structures
massive than 108M⊙ and smaller than 500 kpc. The filament finder is based on gas
radial velocity and entropy. Indeed, it is expected that cosmic filaments have high
values of radial velocity, due to the gravity field of the central galaxy clusters, but
their entropy is lower than the surrounding medium, otherwise, it would not be so
challenging to detect them in the X-ray band.

Thanks to our algorithms, I studied separately the two populations, but I also
compared the density and the temperature of clumps and filaments. I found a quite
high level of correlations for both the quantities analysed and I concluded that, even
if the used simulations do not include feedback mechanisms, the idea of using clumps
as tracers for filaments seems to be quite promising. Moreover, only for the clump’s
populations, I studied the possible variation of density and temperature field with
the distance from the central galaxy clusters. I found that up to clumps are located
far from ∼ 3R500,c they are well represented by scaling relations not so different from
the ones obtained for galaxy groups and clusters. Closer to the central galaxy cluster
environment, the scaling relations are completely different from matter clumps and



groups or clusters. This suggests that, once the clumps interact with the ICM of the
central clusters, their density and temperature are affected by the interactions with
the external medium and that information about the formation’s initial conditions
is lost.

The Athena view of clusters peripheries: matter clumps in the next generation of
X-rays observatories

To obtain a realistic observational prediction of what it would learn about clumps
and filaments in the future, I simulated what the X-rays telescope ATHENA would
observe on the clusters’ peripheries. To perform these simulations, I used the SIXTE
simulator in combination with a sample of simulated galaxy clusters, and I produced
some interesting preliminary results. In detail, I developed a procedure that involves
both the instruments onboard the ATHENA satellite, WFI and X-IFU. Thanks to
its larger FoV, I used WFI to detect clumps in the outskirts of simulated galaxy
clusters. For each of these clumps, I ran a simulated XIFU exposure to obtain
spatially resolved high-resolution X-ray spectra of the plasma and to infer from them
some fundamental physical quantities like gas density, temperature, metallicity, and
components of the velocity both turbulent and along the line of sight.

Opening the “closed-box” of galaxy clusters and groups

I also worked on the baryon and gas budget in galaxy clusters and groups. The
main assumption used in this type of analysis is the “closed-box” scenario. It is
expected that, when a sufficiently large halo volume is considered, the ratio between
the baryon mass over the total mass of the system is equal to the cosmological
expectation. Moreover, many observational studies have shown that the baryon
fraction increases with the mass of the galaxy clusters and groups, meaning that the
“closed-box” assumption could be not verified in the galaxy groups regime. Using
a large sample of 140 halos, with virial masses 1013 ≤ Mvir/M⊙ ≤ 1015, extracted
from the simulated box Box2b of Magneticum simulations, a suite of Smoothed
Particle Hydrodynamical cosmological simulations, I performed detail analysis of
their baryon content. As a novelty of my work, I extended the radial analysis up
to 10R500,c, beyond the accretion shock position, usually assumed as a boundary of
the halo volume, to include all the baryons associated with the simulated galaxy
clusters and groups. I found that only for massive systems and at very larger radii
(r ≥ 6R500,c) the baryon fraction is equal to the cosmological expectation. In the
group regime, not even when the limit of radial analysis is reached, the cosmological
baryon budget is recovered.

In the Magneticum simulations are also available information about the gas
metallicity. Combing the radial behaviour of gas metallicity and the stellar frac-
tion, I concluded that the early enrichment scenario, for which the gas is enriched



of metal at redshift greater than two, is preferred to describe my findings. Indeed,
no relation with the halo mass is found and the radial trend for radii greater than
2÷ 3R500,c shows a flatting, which suggests the lack of star-forming effects in recent
epochs.

The cosmological evolution of baryons in massive (M ≥ 1013M⊙) halos

As an extension of the previous work, I am working to assess the time evolution
of baryon fraction in simulated galaxy clusters. Using the same suite of simulations
adopted above, we select eight different simulated snapshots of the simulations, from
redshift 3 to 0.2 and for each snapshot, I extract the 150 most massive halos and
follow the baryon evolution across cosmic time. Interestingly, I find a clear evolution
of the baryon fraction, without strong dependencies on halo mass. Differently from
the local Universe analysis, we find that the gas fraction in high-redshift systems
is not completely represented by a hot gas phase, neither in clusters nor in groups
regime, but a not negligible cold component is always present. On the other hand,
my findings on gas metallicity and stellar fraction still confirm that the early enrich-
ment scenario is the preferred to describe the data. Finally, I compare the baryon
and gas fraction evolution with the AGN feedback energy. Indeed, previous works
have highlighted the importance of AGN feedback in the whole evolution of galaxy
clusters’ environment. I find a high level of correlation between AGN feedback en-
ergy and the amount of baryon, gas and all the other parameters analysed, showing
how these correlations could be used as proxies to improve the AGN feedback model
adopted in different numerical simulations.
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1Chapter

The large scale structure of the Universe

This Thesis is the result of my work on mass accretion phenomena in clusters of
galaxies and their effects on the evolution of the intracluster medium. The chapters,
which contain not only the results I published in the last three years, are organised
in a way to guide the reader from the innermost regions of galaxy clusters, out to the
extreme peripheries. In this Chapt. 1 I give an overview of the topics that will be
discussed in the following chapters; in Chapt. 2 I introduce the numerical simulations
as an efficient tool to study the large-scale structure of the Universe, highlighting
the main difference of the different codes we analysed in this Thesis; in Chapt. 3
I present the results of Angelinelli et al. (2020), my work on non-thermal pressure
support, turbulent gas motions and hydrostatic mass bias, all important phenomena
that take place in the virialised regions of galaxy clusters; in Chapt. 4 I discuss my
work Angelinelli et al. (2021), where I focus in the outskirts of galaxy clusters
and I describe sources of mass accretion, such as matter clumps and cosmological
filaments. Chapt. 5 covers two works, Angelinelli et al. (2022) and Angelinelli et al.
(2023), in which I investigate the role of baryons in the growth of galaxy clusters and
groups, following their cosmic evolution and testing the "closed box" assumption out
to very large cluster radii.

Finally, in Chapt. 6 and Chapt. 7, I summarise my main results and discuss
possible extensions of my works. I leave some numerical and fitting details of my
analysis in the Appendices in Chapt. 8, including in the main Chapters some parts
originally published as appendices as sections of this Thesis. In Chapt. 4 the reader
may find some sections which are not published in the original paper Angelinelli
et al. (2021) but are included in this Thesis for the sake of completeness.
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1.1 Cosmological scenario and structure formation

In the modern cosmological paradigm, the Universe is considered isotropic and ho-
mogeneous. Under these assumptions, the Friedmann–Lemaître–Robertson–Walker
(FLRW) metric is used as a standard metric in the form:

ds2 = c2dt2 − a2(t)

(
dr2

1− kr2
+ r2(dΘ2 + sin2Θdϕ2)

)
(1.1)

where a(t) is the scale factor, which takes into account the evolution of the Universe,
and k describes the curvature of the Universe and could assume positive, negative or
zero values. In the General Relativity theory proposed by Einstein (1915) is possible
to describe the evolution of space-time geometry of the Universe under the action
of matter, using Einstein’s equations:

− 8πG

c4
T µν = Gµν + Λµν (1.2)

Assuming a perfect fluid, completely described by its density ρ and pressure p and
using the Minkowski metric (Minkowski, 1915), it is possible to rewrite Einstein’s
equation, using the two Friedmann’s equations:

H2 =

(
ȧ

a

)2

=
8πG

3
ρ− kc2

a
+

Λc2

3
(1.3)

Ḣ +H2 =
ä

a
= −4πG

3

(
ρ+ 3

p

c2

)
+

Λc2

3
(1.4)

where H is the Hubble parameter and it measures the expansion rate of the Uni-
verse. Combining the two Friedmann’s equations is possible to derive the energy
conservation equation in the cosmological context.

ρ̇+ 3
ȧ

a

(
ρ+

p

c2

)
= 0 (1.5)

Historically, the solutions of the Friedmann equation are derived using the Eq. 1.3
and the following equation of state:

p = ωρc2 (1.6)

where ω is a constant, which is 1 for a matter-dominated Universe and 1/3 for a
radiation-dominated Universe. Now, combing Eq. 1.5 and Eq. 1.6, we can derive
the evolution of the density as a function of a:

ρ = ρ0a
−3(1+ω) (1.7)
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Introducing the "critical density" of the Universe ρc:

ρc =
3H2(z)

8πG
(1.8)

and defining the dark energy and curvature densities as:

ρΛ =
Λc2

8πG
(1.9)

ρk =
3kc2

8πG
(1.10)

we can rewrite the Eq. 1.3 as:

E2(a) =

(
H

H0

)2

= Ωma
−3 + Ωra

−4 + Ωka
−2 + ΩΛ (1.11)

where Ωi is the ratio between matter, radiation, dark energy or curvature densities
and ρc. Considering the equation z = (1 + a)−1, which relates redshift z and scale
factor a, the Eq. 1.12 becomes:

E2(z) =

(
H

H0

)2

= Ωm(1 + z)3 + Ωr(1 + z)4 + Ωk(1 + z)2 + ΩΛ (1.12)

which describes the evolution of the Universe across cosmic time.
From the observation of the Cosmic Microwave Background (CMB) presented

by Planck Collaboration et al. (2020), the values of fundamental parameters for the
ΛCDM paradigm are:

• H0 = 67.4± 0.6 km
s Mpc

• Ωm = 0.315± 0.007

• ΩΛ = 0.685± 0.0072

In modern cosmology, the formation of the structures is driven by the standard
hierarchical structure formation scenario (see Kravtsov, Borgani, 2012, for a detailed
review on galaxy cluster formation). In this scenario, the objects are formed via the
gravitational collapse of peaks in the initial primordial density field characterised by
the density contrast field δ(x), defined as:

δ(x) =
ρ(x)− ρ̄m

ρ̄m
(1.13)

where ρ̄m is the mean mass density of the Universe. The main proprieties of δ(x) are
completely determined by the processes that occur on the inflationary (Starobinsky,
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1982) and recombination (Peebles, 1982) stages of evolution of the Universe. Under
the assumption of an isotropic and homogeneous Universe, the δ(x) field is also an
isotropic, homogeneous, and Gaussian. Thanks to these characteristics, the δ(x)
could be fully characterised by its power spectrum P (k), which depends only on the
modulus k of the wave-vector. It is possible to define the variance of the density
contrast field smoothed on the scale R as:

δR(x) ≡
∫
δ(x− r)W (r, R)d3r (1.14)

from which follows:

⟨δ2R⟩ ≡ σ2(R) =
1

(2π)2

∫
P (k)|W̃ (k, R)|2d3k (1.15)

where W̃ (k, R) is the Fourier transform of the filter function W (r, R). When the
range of the modulus k is sufficiently limited, the power spectrum P (k) and σ2(R)

are approximated to a power-law (P (k) ∝ kn and σ2(R) ∝ R−(n+3)). At high redshift
and considering a spherical top–hat window function mass and radius are related
by the equation M = (4π/3)ρm(z)R

3. The smoothed Gaussian density field has a
probability distribution function (PDF) given by:

p(δM) =
1√

(2π)σM
exp

[
− δ2M

2σ2
M

]
(1.16)

The evolution of δ(x) at high redshift is described by the linear growth factor D+(a)

(with a scale factor):

D+(a) =
5ΩM

2
E(a)

∫ a

0

da′

[a′E(a′)]3
(1.17)

Also, the root mean square (rms) amplitude of fluctuations σ(M,a) follows a linear
evolution:

σ(M,a) =
σ(M,ai)D+(a)

D+(ai)
(1.18)

Once σ(M,a) ∼ 1 the evolution is no longer linear and to follow the time evolution
non-linear models or numerical simulations are needed.

The simplest non-linear model is the spherical collapse model. This model con-
siders a spherically-symmetric density fluctuation of the initial physical radius of
the perturbation Ri, amplitude δi > 0, and mass M = (4π/3)(1+ δi)ρ̄R

3
i , where ρ̄ is

the mean density of the Universe at the initial time. Thanks to the symmetry, the
collapse of the perturbations is a one-dimensional problem and it is possible to de-
termine the evolution of the top-hat radius R(t) (Gunn, Gott, 1972). Briefly, R(t)
increases until the turnaround epoch tta, then it decreases until the perturbation
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collapses, virializes, and approaches the final radius Rf at tcoll. Rf is determined
by the virial theorem and it is half of the Rta if ΩΛ = 0. The spherical collapse
model helps approximate the time it takes for a halo to collapse and has been use-
ful in creating statistical models for halo formation and evolution. However, it is
a simplified model and does not include many important details and complexities
of actual density peak collapse, which are typically studied using three-dimensional
numerical cosmological simulations.

One of the main sources of complexities is given by the different processes that
affect baryonic and dark matter masses. Indeed, once the collapse is ended, the
matter approaches an equilibrium state. For the collisional baryonic component the
equilibrium is approximately described by the hydrostatic equilibrium, while for the
dark matter component, which is a collisionless system of particles, the equilibrium
is described by the Jeans equation (Binney, Tremaine, 2008). These differences are
translated in different equilibrium halo final masses: hydrostatic mass MHE, Jeans
mass MJ .

MHE(< r) = −rkbT (r)
Gµmp

[
dlnρg(r)

dlnr
+
dlnT (r)

dlnr

]
(1.19)

where hydrostatic mass MHE inside the radius r depends on the density ρg(r) and
temperature T (r) of the gas. This relation is derived from the assumption that
at radius r the pressure gradient is balanced by the gradient of the gravitational
potential. On the other hand, the Jeans mass is given by:

MJ(< r) = −rσ
2
r

G

[
dlnν(r)

dlnr
+
dlnσ2

r(r)

dlnr
+ 2β(r)

]
(1.20)

where β = 1 − σ2
t /2σ

2
r is the orbit anisotropy parameter defined in terms of the

radial σr and tangential σt velocity dispersion components. Due to the continuous
accumulation of matter and the occurrence of minor and major mergers, a halo
may not fully reach a state of equilibrium over the course of the Hubble time. It
is only after a few Gyr that the intracluster medium (ICM) reaches an equilibrium
state following a major merger. When a cluster is not in equilibrium, it can exhibit
different observable properties and this can lead to systematic errors when using
equations for hydrostatic and Jeans mass to estimate the mass of the cluster.

Having strong estimations of the mass of the cluster is crucial to test the cosmo-
logical paradigm. Indeed Press, Schechter (1974) developed a statistical model for
the abundance of collapsed objects as a function of their mass. The key concept be-
hind this model is that the mass distribution of objects that form through nonlinear
collapse can be directly and uniquely related to the statistical characteristics of the
initial linear density contrast field, represented by δ(x). It is possible to determine
the probability F (M) that a given region within the initial over-density δM(x) will
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collapse into a halo of mass M or larger, using the relation:

F (M) =

∫ ∞

−1

p(δ)Ccoll(δ)dδ (1.21)

where p(δ)dδ is given by Eq. 1.16 and Ccoll is the probability that a point located in
x with over-density δM(x) collapses. The mass function will be the fraction of the
total volume collapsing into halos of mass M ÷M + dM (dF/dM) divided by the
comoving volume within the initial density field occupied by each halo ( M

ρ̄M
):

dnM

dM
=
ρ̄M
M

∣∣∣∣ dFdM
∣∣∣∣ (1.22)

Press, Schechter (1974), assuming the spherical collapse model, concluded that the
abundance of halos of mass M at redshift z is a universal function of only their peak
height ν(M, z) ≡ δc/σ(M, z), where δc is the collapse over-density. Under these
assumptions, the fraction of mass in halos per logarithmic interval of mass becomes:

dnM

dlnM
=
ρ̄M
M

∣∣∣∣ dF

dlnM

∣∣∣∣ = ρ̄M
M

∣∣∣∣ dlnνdlnM

∂F

∂lnν

∣∣∣∣ ≡ ρ̄M
M

∣∣∣∣ dlnνdlnM

∣∣∣∣g(ν) ≡ ρ̄M
M

ψ(ν) (1.23)

The shape of ψ(ν) highly depends on the model adopted for the structure’s col-
lapse. Numerical studies have highlighted that the ψPS adopted in Press, Schechter
(1974) deviates by > 50% from the shape measured in cosmological simulations (e.g.
Tormen, 1998; Desjacques, 2008; Corasaniti, Achitouv, 2011).

Calibrations performed on modern cosmological simulations and future observa-
tional surveys are crucial to understanding the mass function of the Universe and,
in particular, galaxy clusters are critical for understanding the overall structure and
evolution of the universe and the role that these massive structures play in shaping
it.

1.2 Galaxy clusters and their environment

The current hierarchical paradigm of structure formation is the spatially flat Λ-
Cold Dark Matter model (ΛCDM) with a cosmological constant. According to
this paradigm, the Universe is composed of Dark Energy (ΩΛ ≈0.7), Dark Matter
(ΩDM ≈0.25) and baryonic matter (Ωbar ≈0.05), with a Hubble constant given by
H0 ≈67 kms−1Mpc−1.

In the hierarchical paradigm of structure formation, massive objects like galaxies
and galaxy clusters are formed through accretion and mergers. The first objects,
formed in the early Universe from redshift 30 to 10, are supposed to be massive
isolated stars of about ∼ 100− 300M⊙. The formation sites of these stars are mini
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halos of Dark Matter, with masses in the ∼ 105 − 108M⊙ range. In this scenario,
galaxy clusters are formed by a sequence of minor and major mergers. A simplistic
and commonly accepted model is the self-similar model by Kaiser (1986), which is
based on Einstein-de Sitter background cosmology and a power law shape for the
power spectrum of primordial density fluctuations. However, the full description of
cluster formation requires detailed modelling of the nonlinear processes of collapse
and the dissipative physics of baryons.

The study of galaxy clusters is complementary to other astrophysical probes (e.g.
high redshift supernovae and cosmic microwave background) in the understanding
and estimation of some cosmological parameters. In particular, the abundance and
spatial distribution of clusters are helpful to have information about the background
cosmology, gravity law, and initial conditions, while the observed discrepancies be-
tween the "closed box" assumption and the real nature of cluster gravitational po-
tentials make it possible to assess the non-gravitational processes operating during
galaxy formation and their effects on the surrounding intergalactic medium.

This Thesis mainly focused on the outskirt of galaxy clusters. These regions are
the best candidates to study the accretion phenomena needed to completely under-
stand the galaxy cluster formation and have also probes to test the cosmological
scenario. I now define some of the most useful quantities, normally involved in such
type of analysis (see Walker et al., 2019; Walker, Lau, 2022, for detailed reviews
on galaxy cluster outskirts). Firstly, we need to refer to a radius that represents
the boundary between the core and the outskirts. This definition is given in terms
of over-density with respect to a background density. In particular, we can use as
background density the critical density or the mean density of the Universe at a
given redshift. The enclosed mass is defined as follows:

M∆,ref =
4π

3
∆refρrefR

3
∆,ref (1.24)

where ∆ define the over-density and ref could assume the meaning of c for the
critical or m for the mean density of Universe. The critical density is defined as
in Eq. 1.8, while the mean density is given by ρm(z) = ρc(z)Ωm(z). A common
definition of boundary is R200,c, which is the radius at which the density is 200
times the critical density of the Universe. This follows from the assumption of
the spherical collapse of the structures in a matter-dominate Universe (Ωm = 1),
in which the over-density associated with the virial radius is ∆c = 178, which is
approximated to 200. On the other hand, if we assume the ΛCMD model, we
can rewrite ∆c = 18π2 +82(Ωm(z)− 1)− 39(Ωm(z)− 1)2, which is approximated to
100. Another important radius, which we also assume in our analysis, is R500,c. This
radius often represents the observational limits of the X-rays facilities used nowadays.
The definitions given above are not related to any particular physical phenomena
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that occur in the galaxy cluster environment. Other definitions of boundary radius,
derived from physical reasons, are the splashback radius Rsp (Adhikari et al., 2014)
and the accretion shock radius Rsh. The Rsp represents the apocenters (farthest
point of the particle orbit with respect to the halo potential minimum) of infalling
Dark Matter through the pericenter (closest point of the particle orbit with respect
to the minimum of the gravitational potential of the halo); the Rsh is the radius at
which the infalling gas from the surrounding environment gets shock heated for the
first time. All these radii could approximately be related to each other at redshift
z = 0 by R500,c : R200,c : R200,m : Rsp : Rsh = 1 : 1.4 : 3 : 3 : 4.8.

From an observational point of view, two different approaches could be used to
determine the physical proprieties of galaxy cluster outskirts. On one hand, we
can use the X-ray spectra from instruments with low and stable background, and
good spectral resolution in the band (0.5-7.0 keV). In this respect, only Suzaku and
eROSITA have the capability to achieve these requirements. Indeed, both XMM-
Newton and Chandra have a too-high instrumental background, while ROSAT has
a too-low spectral resolution and a covered band. Through the fitting of observed
spectra, the direct measurements of temperature, density and gas metallicity could
be derived. On the other hand, the second method needs a combination of X-rays
maps and measurements of the Sunyaev-Zeldovich (SZ) effect. The SZ effect is
the inverse Compton scattering of photons from the Cosmic Microwave Background
(CMB) by the hot electrons of ICM. This method does not need any spectral in-
formation, so instruments like XMM-Newton could be used to achieve the maps of
the targets. With this method, the density profiles are directly derived from the
X-ray surface brightness converted into emission measure. These density profiles
are combined with pressure profiles obtained from SZ measurements, and profiles of
temperature and entropy could be obtained. An example of these techniques is the
results part of the X-COP project (see Eckert et al., 2019; Ghirardini et al., 2019,
for details on X-COP project).

In the next decades, many X-ray observatories are expected to be launched. The
forerunner of this next generation of telescopes is eROSITA∗, which was successfully
launched in 2019. eROSITA is the first X-ray telescope to be launched to L2, the
position that gives a stable background, and thanks to its large field of view (a
1.03 degree diameter circle), images of galaxy clusters and their outskirts are ob-
tained without the need for mosaics reconstruction. For instance, eROSITA observed
the Coma cluster, obtaining X-ray emission up to 2R200,c (Churazov et al., 2021).
Thanks to the high effective area in the soft X-ray band of eROSITA, Reiprich
et al. (2021) studied the bridge in X-ray emission in the Abell 3391/3395 galaxy
cluster system. Other X-rays missions are already planned for the next years. The

∗https://erosita.mpe.mpg.de

https://erosita.mpe.mpg.de
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X-Ray Imaging and Spectroscopy Mission (XRISM)† is a NASA and JAXA collab-
oration (with contributions from ESA) to replace the Hitomi satellite, supposed to
be launched in 2023. It will combine an X-ray microcalorimeter, identical to that
on Hitomi, and a wide field X-ray imager, with a field of view 4 times larger than
the one on board Suzaku. The Advanced Telescope for High Energy Astrophysics
(ATHENA)‡ is an X-ray observatory being developed by ESA for launch in the
2030s. Nowadays, the mission suffers from some difficulties, but the original tele-
scope was supposed to have a large collecting area and an array of microcalorimeter
detectors. These instruments allow a direct measurement of line shifts and broad-
ening due to gas motions, probing turbulence and bulk motions also in the outskirts
of galaxy clusters. Other X-ray missions, such as Lynx§, AXIS¶ and HUBS‖ are still
being designed, but all of them would combine a large collecting area, low and stable
background and a very high spatial and spectral resolution, all characteristics which
allow a further improvement of our knowledge about galaxy clusters outskirts.

1.3 Non-thermal pressure in galaxy clusters and
the hydrostatic mass bias problem

Turbulence plays a key role in the assembly of large-scale structures and in con-
trolling the physics of the intracluster medium (e.g. Brunetti, Jones, 2014). The
origin and evolution of turbulence in the ICM have been widely studied in the past
using hydrodynamical simulations (e.g. Dolag et al., 2005b; Lau et al., 2009; Vazza
et al., 2011a; Miniati, 2014; Gaspari et al., 2014). The injection and amplification
of vorticity by shock waves (e.g. Ryu et al., 2008; Porter et al., 2015; Vazza et al.,
2017) or ram pressure stripping (e.g. Subramanian et al., 2006; Cassano, Brunetti,
2005; Roediger, Brüggen, 2007) is a main source of turbulence in galaxy clusters.
Moreover, winds from star-burst galaxies and outflows from active galactic nuclei
affect the ICM, especially in cluster cores (e.g., Brüggen et al., 2005; Gaspari et al.,
2011).

However, until now there are very few direct observations of turbulent gas mo-
tions are almost entirely missing. The Soft X-ray Spectrometer (SXS) onboard Hit-
omi satellite has detected turbulent gas motions in the core of the Perseus cluster.
Using the broadening of atomic lines, the root-mean square velocities were found to
be ∼ 200 km/s on ≤ 60 kpc scales (e.g. Hitomi Collaboration et al., 2016; ZuHone
et al., 2018). This is related to a 2−6% of non-thermal pressure support in the case
of isotropic turbulent motions, or to an 11 − 13% non-thermal pressure support in

†https://xrism.isas.jaxa.jp/en/
‡https://www.the-athena-x-ray-observatory.eu/
§https://www.lynxobservatory.com/
¶https://axis.astro.umd.edu/
‖http://hubs.phys.tsinghua.edu.cn/en/

https://xrism.isas.jaxa.jp/en/
https://www.the-athena-x-ray-observatory.eu/
https://www.lynxobservatory.com/
https://axis.astro.umd.edu/
http://hubs.phys.tsinghua.edu.cn/en/
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case the motions are generated by larger-scale sloshing (Hitomi Collaboration et al.,
2018). Unluckily, its failure in 2016 has prevented the telescope to complete the
planned mission. In the next years, the X-Ray Imaging and Spectroscopy Mission
(XRISM) is supposed to recover the science capability lost with the Hitomi, focusing
mainly on the soft X-ray bands.

Indirect evidence of turbulence motions in the ICM can be inferred from the
radio observations of Faraday Rotation. Polarised sources located behind galaxy
clusters hint at a tangled magnetic field in the ICM, with typical coherence scales in
the range of ∼ 10 − 50 kpc (e.g. Murgia et al., 2004; Vogt, Enßlin, 2005; Bonafede
et al., 2010). This is naturally explained by volume-filling stretching motions induced
by turbulence (e.g. Dolag et al., 2001; Donnert et al., 2018; Domínguez-Fernández
et al., 2019). In order to explain their observed morphology and strength, other
indirect probes of turbulent motions are obtained from highly resolved X-ray surface
brightness fluctuations. These are interpreted as indications of moderate density
fluctuations induced by turbulence (e.g. Schuecker et al., 2004; Churazov et al.,
2012; Gaspari et al., 2014; Zhuravleva et al., 2014). From a comparison between
X-ray and radio observations, it has been suggested that the surface brightness
fluctuations correlate with the diffuse radio emission (Eckert et al., 2017b; Bonafede
et al., 2018). This suggests that turbulence detected in X-ray emission could be
linked to the re-acceleration of radio-emitting particles, via different mechanisms
(e.g. Brunetti, Lazarian, 2011; Brunetti, Vazza, 2020).

Moreover, the reconstruction of the hydrostatic mass bias could be affected by
turbulent motions in ICM. Indeed, turbulence is expected to contribute to the total
pressure of the ICM (Morandi et al., 2011; Parrish et al., 2012; Shi, Komatsu, 2014;
Shi et al., 2015, 2016; Fusco-Femiano, Lapi, 2018; Ota et al., 2018; Fusco-Femiano,
2019).

In Eckert et al. (2019) and Ettori et al. (2019), the results of a systematic study of
non-thermal support and hydrostatic mass bias in a sample of nearby, relaxed, mas-
sive galaxy clusters observed for the XMM-Newton Large Program X-COP (Eckert
et al., 2017a) are presented. The observed mass bias implies that the non-thermal
pressure support in the outskirts galaxy clusters should vary between 5 to 15%. Such
values are a factor of 2 to 3 below what is found in numerical simulations (e.g. Lau
et al., 2009; Vazza et al., 2011a; Nelson et al., 2014a; Biffi et al., 2016a; Kay et al.,
2004; Faltenbacher et al., 2005; Rasia et al., 2006; Hallman et al., 2006; Nagai et al.,
2007). This discrepancy may be related to missing physics in the simulations such as
physical viscosity, and magnetic fields, or due to an incorrect separation of turbulent
and bulk motions. Indeed, different numerical techniques used to disentangle bulk
from turbulent motions could yield non-thermal pressures that differ by factors of 2
to 3, even within the same simulations (Vazza et al., 2018a).

Valdarnini (2019b) studied turbulent motions in galaxy clusters simulated with
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(radiative and non-radiative) N-body/SPH codes, using a multi-scale filtering tech-
nique. Their results are consistent with Vazza et al. (2018a), suggesting that ad-
vanced filtering techniques to study the internal dynamics of the simulated ICM are
fundamental to correctly reconstructing the mass bias in galaxy clusters.

Recently, Vallés-Pérez et al. (2021), using an adaptive mesh refinement cosmo-
logical simulation, explored the generation and dissipation of turbulence in galaxy
clusters connecting these phenomena with the assembly history of such systems.
They find that major mergers are the main process driving turbulence in ICM, con-
firming a scenario in which turbulence is generated by baroclinicity and compression
given by external and internal shocks and later by vortex stretching downstream of
them.

In Angelinelli et al. (2020) (see Chapt. 3 of this Thesis) I studied the role of
turbulent motions as sources of non-thermal pressure in ICM. Furthermore, I in-
vestigated how turbulence influences the estimation of the cluster’s mass and the
impacts of the hydrostatic mass bias. I found that corrections related to turbulence
may not completely solve the hydrostatic mass bias, but other non-thermal phenom-
ena, such as gas radial accelerations, are needed to reconstruct the real cluster mass
starting from ICM derived proprieties.

1.4 Matter clumps and cosmic filaments

On large scales, the matter in the Universe is organised into web-like patterns, the
so-called Cosmic Web (Bond et al., 1996). This structure is now mostly observed
thanks to large optical surveys such as Sloan Digital Sky Survey (SDSS, Tegmark
et al., 2004), 2 Micron All-Sky Survey (2MASS, Huchra et al., 2012), and VIMOS
Public Extragalactic Redshift Survey (VIPERS, Guzzo et al., 2014), in which the
large-scale distribution of the galaxies suggests the presence of filaments and knots.
The knots of this web are associated with the galaxy clusters, while filaments are
over-density regions which link different knots. The spatial distribution of the galax-
ies traces the presence of cosmic filaments and, in recent years, also diffuse gas fil-
aments have been observed in the far-UV (Nicastro et al., 2018), by way of O VI
absorption systems (Danforth, Shull, 2005; Tripp et al., 2006) and in thermal soft
X-rays (Eckert et al., 2015a). This gas is characterised by densities ∼ 10−5 cm−3

and temperatures from 105 to 107 K, values which allow defining this gas phase
as a warm-hot intergalactic medium (WHIM). The low X-ray emissivity of the gas
which composes these filamentary regions makes the physical description of the
WHIM very challenging. Cosmological simulations correctly reproduce the cosmic
web structure, enabling the study of the evolution and proprieties of the WHIM
(e.g., Cen, Ostriker, 1999; Davé et al., 2001). Predictions by numerical simulations
suggest that ∼30-40% of cosmic baryons are in the WHIM phase (Martizzi et al.,
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2019), and the mass density associated with this phase might be efficiently estimated
through absorption features in spectra obtained from background sources such as
AGN or gamma-ray bursts (GRB, e.g., Branchini et al., 2009).

Despite some difficulty due to their low X-ray emissivities, in galaxy cluster
outskirts, matter clumps and cosmic filaments have been observed. For such cluster-
embedded filaments, detection in the X-ray band requires sophisticated techniques
such as deep, mosaiced observations (see Walker et al., 2019, for details on cluster
outskirts). On the other hand, matter clumps have been found in the outskirts of the
Coma cluster using Subaru weak-lensing mass maps by Okabe et al. (2014), which
identified sub-halos with masses around 1012 M⊙. Also, Eckert et al. (2015b), using a
sample of 31 galaxy clusters imaged by ROSAT, were able to estimate the clumping
factor by comparing the median and mean of the surface brightness profile. They
found comparable results with Suzaku observations and theoretical predictions from
previous numerical works (Roncarelli et al., 2013; Vazza et al., 2013b). Recently,
Simionescu et al. (2017), using a combined analysis of Suzaku X-ray observations
and Sunyaev-Zel’dovich (SZ) effect maps derived from Planck telescope data for the
Virgo cluster, found an excess in the pressure profile. This behaviour is explained
by the presence of substantial gas density fluctuations in the cluster’s peripheries.
However, existing data do not yet provide a full characterisation of matter clumps
and cosmic filaments in cluster outskirts.

Numerical simulations are used to study the impact of the clumps on the clusters’
growth (Nagai, Lau, 2011; Vazza et al., 2013b; Zhuravleva et al., 2013; Roncarelli
et al., 2013). Nagai, Lau (2011) showed that to correctly reproduce the observed
profiles of gas density and entropy derived from X-ray observations, matter clumps
have to be considered. Indeed, the average density as a function of radius is typically
over-estimated and spurious flattening of the gas entropy profile is observed if matter
clumps are not removed from the analysis.

Zhuravleva et al. (2013) compared the median values of density and pressure to
the mean values of the same quantities. They found that the gas proprieties in radial
shells are well reproduced by a log-normal PDF (Probability Density Function), plus
a tail. This tail represents the 1% of the matter in each radial shell and it is related
to the gas inhomogeneities or matter clumps. Thanks to this approach the clumped
component of the matter is easily separated from the diffuse medium.

Roncarelli et al. (2013) studied the relations between clumps and the measure-
ment of the clusters’ masses. They find that the reconstruction of the density profile
introduces a bias in the estimate of the mass on the order of ∼ 10% when the gas
inhomogeneities are not well excluded by the analysis. Moreover, to describe the
density inhomogeneities in the ICM they introduce the residual clumpiness factor.
Correlations between this parameter and the y-parameter profile derived from the
SZ observations and with the azimuthal scatter in the X-ray surface brightness stud-
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ies are observed, and thanks to these correlations, they proposed both y-parameter
and azimuthal scatter as proxies for the residual clumpiness factor.

Vazza et al. (2013b) studied the relations between matter clumps and baryon
fraction, clump detectability for some X-ray missions and test the effects of cool-
ing, feedback and numerical resolution on the estimates of clump proprieties. They
found that the presence of clumps in the cluster’s outskirts affects the estimation
of the baryon fraction because of spurious contributions given by clumps at the
derivation of the gas mass. They also found different impacts in relaxed and per-
turbed systems. Indeed, in relaxed systems, the introduced error by the gas clumps
is ∼ 10%, while it reaches ∼ 20% in disturbed ones. Producing mock X-ray maps
in the soft X-ray band ([0.5 − 2] keV), they investigate the detectability of the
clumps. Relations between the number of bright clumps and the dynamical state
of the host cluster are observed, but it seems that no relations are present with the
cluster’s mass. They also find that the majority of the clumps are located in the
radial range 0.6 ≤ R/R200 ≤ 1.2. This finding suggests that for past and current
X-ray missions (e.g., ROSAT, XMM-Newton, Chandra) disentangling diffuse from
clumped emissions is challenging, due to the required high brightness contrast. They
also studied the effects of cooling, feedback and numerical resolution on observable
clump proprieties, finding that numerical simulations which include AGN feedback
produce over-densities in agreement with the observed ones and in agreement also
with the non-radiative simulations. On the other hand, simulations in which only
cooling mechanisms are considered, reproduce substantially different numbers and
proprieties of matter clumps and also they introduce behaviour not observed (e.g.,
clusters’ cooling flow problem Fabian, 2012).

Even though cosmic filaments are even harder to isolate observationally than
clumps, an ever-increasing number of works could detect the presence of filaments.
They could be divided into two main groups: filaments in clusters’ pair, such as
A399-A401, A222-A223 and A3391-A3395 (Bonjean et al., 2018; Werner et al., 2008;
Sugawara et al., 2017, and reference therein), single filamentary structures around
some individual clusters, such as Abell 2744, Abell 1750 and Abell 133 (Eckert et al.,
2015a; Bulbul et al., 2016; Connor et al., 2019, respectively).

Filaments represent the major contributors to Cosmic Web, so it is expected
that their components in regions adjacent to individual clusters would be observed,
as well as within clusters, where filamentary mass is accreting. An example of this
is proposed by Eckert et al. (2015a). They observe filaments extending outside the
viral radius of Abell 2744. This gas structure spanning ∼ 8 Mpc with a temperature
∼ 107K. They also estimate that the baryon fraction of this filament is ∼ 15%, and
this allows them to conclude that a non-negligible part of the missing baryon mass
in the Universe is in cosmic filaments.

Tanimura et al. (2020) study a large sample of about 24000 filaments identified in
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the SDSS survey. They select structures on scales from 30 to 100 Mpc. They exclude
the contributions from galaxy clusters and groups using SZ information finding, for
the gas in filaments temperatures of ∼ 106 K, typical over-density of δ ∼ 20 and a
baryon fraction of about 8%.

Recently, Tanimura et al. (2022), using the publicly available eROSITA Final
Equatorial Depth Survey (eFEDS) data, detect the stacked X-ray emissions at the
position of 463 filaments. They interpret the detected X-ray signal as an emission
from hot gas in the filaments with a gas temperature of ∼ 1.0 keV and a gas over-
density of ∼ 20 at the centre of the filaments, confirming their previous finding
discussed in Tanimura et al. (2020).

Many numerical algorithms have been developed to study the complex hierarchy
of structures in the simulated Cosmic Web (e.g., Cautun et al., 2014; Libeskind et al.,
2018, for reviews). While marking the knots of the cosmic web is a relatively simple
task, isolating filaments involves more complex procedures, owing to the different
possible definitions. Available algorithms evidently do not reconstruct filaments in
similar ways, but it is also important to note that there are important consistencies
among those structure-detecting algorithms. Indeed, all the algorithms agree on the
basic proprieties of the cosmic web’s voids and knots.

In Angelinelli et al. (2021) (see Chapt. 4), I presented the results of the anal-
ysis that I performed on matter clumps and filaments in the outskirts regions of
simulated galaxy clusters. After developing dedicated tools to disentangle between
clumps, filaments and diffuse medium, I studied the physical proprieties of these
different populations, finding that the density and temperature of matter clumps
and filaments show high level of correlation. This suggests that clumps population
may be used as a proxies to constrain the physical proprieties of unobserved fila-
ments. On this respect, in Chapt. 4 of this Thesis, I will present some preliminary
results about the pipeline that I developed to perform prediction of what the Athena
satellite will be observe on the next future.

1.5 The "closed box" assumption across the cosmic time

The baryon content of groups and clusters of galaxies is a fundamental key to con-
necting their evolution and cosmology. It is expected that the ratio between the
amount of baryons they contain and their total mass, must be equal to the ratio
between the cosmological baryon density Ωbar and the total matter density Ωm.
Moreover, galaxy clusters and groups could be treated as "closed boxes" (Gunn,
Gott, 1972; Bertschinger, 1985; Voit, 2005) and any additional time-integrated ef-
fect of feedback from galaxy formation (e.g. Allen et al., 2011) could be neglected
only when large volumes are being considered. It is expected that any deviation
from the condition of "closed box" should affect the distribution and the budget of
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baryon in galaxy clusters and groups, both as a function of radius and halo mass
(Limber, 1959).

As we showed in our recent work (Angelinelli et al., 2022) (see Chapt. 5 for
details), non-gravitational physics related to galaxy formation significantly alters
this picture, by moving a large number of baryons well beyond the virial radius of
their host halos. Only for massive systems (Mvir ≥ 5×1014h−1M⊙) and at very large
radii (r ≥ 6R500,c), the baryon fraction approaches the cosmological value, verifying
the condition for a “closed-box” system.

Furthermore, the galaxy groups’ typical masses of 1013−14M⊙ lead to a shal-
lower gravitational potential than the one found in galaxy clusters and this makes
the assumption of a "closed box" for galaxy groups even more inaccurate. There-
fore, galaxy groups are unique laboratories to study the interplay of many different
physical processes affecting the evolution of baryonic matter during the hierarchi-
cal structure formation (Springel, 2005), and the energetic feedback from the many
galaxies that co-evolve within them. Moreover, being galaxy groups at the peak of
the halo mass function makes their cosmological and astrophysical role particularly
important.

Many observational studies (Sun et al., 2009; Ettori, 2015; Lovisari et al., 2015;
Eckert et al., 2016; Nugent et al., 2020) have shown that the baryon fraction in the
central region (< R500,c) of galaxy clusters and groups increases with the mass of the
system. On the other hand, in the external regions, the gas distribution is hardly
constrained by X-rays observations because of their low signal with respect to the
local background. The peripheries of galaxy clusters and groups are physically more
interesting because of the increased complexity of processes that regulate the status
of the gas, including some expected residual amount of non-thermal pressure (e.g.
Angelinelli et al., 2020). On the groups scale the baryon content is only half of the
one expected from the self-similar scenario, differently from the expectations for a
self-similar formation scenario, which is reached for the most massive systems (see
e.g. review by Eckert et al., 2021). Studying how it evolves with redshift is more
challenging, due to the current observational limitations.

In Gonzalez et al. (2013), the authors analyse the baryon content in a sample of
12 galaxy clusters at z ∼ 0.1 and in the mass range between 1 and 5 × 1014 M⊙,
using XMM-Newton. They report a dependence of baryon fraction on the cluster’s
mass, with a slope of ∼ 0.16. Moreover, they find that less massive systems (M500 ≤
2 × 1014 M⊙) show a larger scatter in baryon fraction, with values which span
from 60% to 90% of the WMAP7 (Komatsu et al., 2011) cosmological expectation
Ωbar/Ωm. Nevertheless, also massive systems show a depletion with respect to the
cosmological expectation of ∼ 18%. However, if the assumed cosmology is derived
from Planck results (Planck Collaboration et al., 2013), the scatter for less massive
system spans from 65% to 100% and the depletion for massive objects decrease to 7%,
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becoming consistent with the cosmological expectation, because of the systematic
errors associated with the masses measurements.

Chiu et al. (2016) study a sample of 14 galaxy clusters (with a median redshift
of z = 0.9 and masses M500 = 6× 1014 M⊙) selected from the South Pole Telescope
(SPT) with follow-up data from XMM-Newton and Chandra telescope. They find
a baryon fraction of 10.7% with a dependency on the clusters’ mass but not on
the redshift. In particular, the authors suggest that the slope of the fbar −M500

relation is ∼ 0.22, while the uncertainties on the mass estimations introduce an
uncertainty in the redshift trend parameter which is larger than the statistical un-
certainty, making impossible any clear evidence of a redshift dependency. Given
the relations, the authors conclude that a simple hierarchical structure formation
merger model is not sufficient to completely describe the accretion of galaxy clusters
or groups. Significant accretion of galaxies and intracluster medium (ICM) from
the field, combing with the loss of stellar mass from galaxies through stripping, are
needed to completely explain the observational finding they discussed.

More recently, Akino et al. (2022) study a sample of 136 galaxy clusters and
groups with M500 masses between 1013 up to 1015 M⊙ and a redshift range which
spans from 0 to 1. They perform a joint analysis using HSC-SSP weak-lensing mass
measurements, XXL X-ray gas mass measurements, and HSC and Sloan Digital
Sky Survey multiband photometry. They find that the baryon fraction systems
mass relation shows steeping of the slope moving from group regime to cluster one.
Moreover, they find that the baryon fraction is ∼ 50% for ∼ 1013 M⊙, ∼ 60% for
∼ 1014 M⊙ and ∼ 100% for ∼ 1015 M⊙ systems with respect to the cosmological
expectation Ωbar/Ωm, assumed from Planck Collaboration et al. (2020). Even if
the relation between the baryon fraction and the systems’ mass is observed, for the
baryon fraction-redshift it is not possible to obtain strong constraints because of
uncertainties in the mass estimations.

Using a semi-analytic model that connects the "universal" behaviour of the ther-
modynamic profiles with the integrated properties of the ICM by modelling the de-
parture from self-similarity also including a dependency of the gas mass fraction
within R500 on the gas temperature and redshift, Ettori et al. (2022) constrain the
former to be about T 0.4 and the latter in being almost negligible through the cali-
brations with a collection of recent published scaling laws.

Even if, from an observational point of view, constraining the gas content of
galaxy groups and clusters is challenging and only for the most massive systems is
available with the current X-rays facilities (Ghirardini et al., 2019), numerical simu-
lations are able to correctly reproduce many different observed physical proprieties
of the gas enclosed in such systems (see e.g. Oppenheimer et al., 2021; Gastaldello
et al., 2021). Galaxy groups are the environment where the physical mechanisms
that occur on galactic scale become less dominant, but still important, with respect
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to the gravity that rules on the clusters scale. Therefore, numerical cosmological
large-scale simulations are then needed to recover the physical properties of these
elusive and numerous systems (Ettori et al., 2006; Planelles et al., 2013; Haider et al.,
2016; McCarthy et al., 2017; Pillepich et al., 2018a; Biffi et al., 2018c; Vallés-Pérez
et al., 2020; Galárraga-Espinosa et al., 2022; Wicker et al., 2022, and references
therein), also to feed realistic prediction for next X-rays observatories generation
(Roncarelli et al., 2018a).

Moreover, by connecting the co-evolution of galaxies and AGN in groups and
clusters of galaxies and the induced circulation of baryons, many numerical works
have explored the evolution of baryon fraction across cosmic time.

Duffy et al. (2010) used a sample of galaxy clusters extracted from the Over-
Whelmingly Large Simulations project (Schaye et al., 2010). They find that simu-
lations with strong feedback (both from AGN or Supernovae) decrease the baryon
fraction on galaxy-scale haloes by a factor of 2 or 3. On groups and cluster scales,
only simulations that include appropriate levels of AGN feedback can reduce the
observed baryon fraction, at least within a factor ∼ 2. Simulations that include
inefficient cooling and stellar feedback, as well as the ones with strong feedback
models, well reproduce the stellar fraction for massive objects. On the other hand,
only the simulations with strong AGN feedback reproduce the observed star forma-
tion efficiencies.

Planelles et al. (2013) use a set of simulations using the TreePM–SPH GADGET-
3 code, including a combination of stellar and AGN feedback and non-radiative
effects. They find that for non-radiative and stellar-only feedback runs, the baryon
fraction with R500 does not show any strong dependencies by the mass of the central
clusters and it deviates from the cosmological expectation at large at ∼ 10%. On
the other hand, AGN feedback is responsible for the depletion of baryon content
in galaxy group mass regime, and only for massive systems, the cosmic value is
reached. Moreover, they study possible dependencies of baryon fraction with radius
from cluster’s centre, system’s mass, and redshift. They do not find any particular
trend and they suggest that further improvements could be related to the extension
of the simulations with other feedback models.

Henden et al. (2020) analyse the baryon content in the Feedback Acting on
Baryons in Large-scale Environments (FABLE) simulations. These simulations are
performed using the AREPO code (Springel, 2010). The prescription for stellar and
AGN feedback are revisited versions of the models (Henden et al., 2018) adopted in
the Illustis simulations (Vogelsberger et al., 2014). They find a good agreement be-
tween their findings and the observational proxies given by the X-ray observations.
This implies that, when weak lensing measurements are considered and the hydro-
static mass bias is taken into account, the systems they analysed result too gas-rich,
meaning that the models must be revisited in order to reproduce the most accurate



18 Chapter 1. The large scale structure of the Universe

observational constraints. Moreover, their findings suggest that there is a different
evolution with cosmic time in systems with different masses. Indeed, for massive
systems (M500 > 3 × 1014 M⊙) the total gas and stellar mass are approximately
independent of redshift at z ≤ 1. Otherwise, less massive systems show a significant
redshift evolution. The authors conclude that this is important for understanding
the different growth of massive galaxy clusters and smaller systems. For the former
is expected that they accumulated mass accreting low mass systems, while these
later seem to show little redshift evolution themselves.

Davies et al. (2020) compare results from EAGLE (Schaye et al., 2015; Crain
et al., 2015) and Illustris-TNG (Pillepich et al., 2018b; Nelson et al., 2018; Springel
et al., 2018) simulations. Even if these simulations share aims and scope, they are
very different in the recipes adopted for hydrodynamics solvers and the solutions
of the physical processes included, mainly for the feedback one. In their work,
the authors focus on the properties of the circumgalactic medium (CGM) and the
quenching and morphological evolution of central galaxies. They find that in both
EAGLE and Illustris-TNG simulations, the influence of halo properties on central
galaxies is mainly driven by the expulsion of CGM. Moreover, feedback is also re-
sponsible for the heating of the remaining CGM, which contributes to the growth of
the cooling time and inhibits the accretion of gas. The results are similar in both the
suits used, but there are also some differences which will be in principle tested from
an observational point of view. Indeed, studying the scaling relations between the
column density of CGM Ovi absorbers and the specific star formation rate of central
galaxies at fixed halo mass, or between the CGM mass fraction of haloes and the
accretion rate of their central Black Hole (BH), it is possible to disentangle between
the different models adopted in the different simulations, which predict different
scenario for these relations. The authors conclude that, even if some differences are
observed between these simulations, the role of the AGN feedback on the CGM and
central galaxies is dominant in the entire cosmic evolution of such systems.

Recently, Robson, Davé (2023) study a sample of simulated galaxy clusters and
groups, with masses M500 from 1012.3M⊙ to 1015M⊙, extracted from the SIMBA
simulations (Davé et al., 2019). They analyse the evolution of the X-ray scaling
relations and X-ray profiles from z = 3 to z = 0. Moreover, they study the impact
of different feedback models in comparison with the self-similar evolution. They find
that halos show a consistent slope with the self-similar one for z > 1.5, while at lower
redshifts the number of groups that deviate from self-similarity increases. Regarding
the relation between gas fraction and halo mass, they observe a drop and increasing
in the scatter with redshifts z < 1.5, especially for halos with M500 < 1013.5M⊙.
Comparing simulations which include or exclude different feedback models, they
observe that only the AGN feedback is able to highly influence the scaling relations
they analysed. In particular, they find that for halos with M500 < 1013.5M⊙ the gas
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fraction is lowered by the AGN feedback, meaning the reduction of X-rays luminosity
and temperature of these systems. On the other hand, the gas metallicity seems to
be the only parameter that is more influenced by stellar feedback with respect to
AGN one. Robson, Davé (2023) highlight that their analysis wants to address the
connection between galaxy quenching and X-ray properties across cosmic time and
their results could be useful as a basis for comparison with other physical models
and future observations.

In Angelinelli et al. (2023) (see Chapt. 5 for details) I studied the evolution
of baryons across cosmic time in a sample of massive halos (1013−15M⊙) extracted
from the Magneticum simulations. Interestingly, I found a clear time evolution in
the baryon content of galaxy clusters and groups. Moreover, I studied the rela-
tions between the energy injected in the halos volume by the central AGN and the
baryon, gas, and stellar contents. The comparison between my analysis and pre-
vious literature works highlights the needed of future X-rays deep observations to
fully understand the AGN feedback processes.





2Chapter

Cosmological simulations: numerical
approach for large scale studies

In this chapter, I summarise the main proprieties of the simulations used in my
Thesis. In Angelinelli et al. (2020) and Angelinelli et al. (2021), I analysed a sample
of simulated galaxy clusters extracted from the "Itasca Simulated Clusters", while
in Angelinelli et al. (2022) and Angelinelli et al. (2023) I worked with galaxy groups
and clusters selected from the Magneticum simulations suite. These simulations are
based on very different numerical codes. "Itasca Simulated Clusters" is developed us-
ing the ENZO fluid dynamics code (Bryan et al., 2014), while Magneticum is based on
the Smoothed Particle Hydrodynamical (SPH) code GADGET-3 (Springel, 2005).
In Sect. 2.1 I discuss the main differences between the Eulerian and Lagrangian ap-
proaches, following the works by Dolag et al. (2008) and Vazza et al. (2011b); while
in Sect. 2.2 and Sect. 2.3 I present the details of the different simulations used in
our works.

2.1 Generalities of cosmological simulations:
Eulerian vs Lagrangian techniques

Being the Universe’s evolution dominated by dark matter, each cosmological simu-
lation has first to solve the evolution of dark matter. The Cold Dark Matter (CDM)
in the standard ΛCDM scenario can be described as a collisionless, non-relativistic
fluid of particles of mass m, position x and momentum p. Assuming an expansion
of the Universe described by the Friedmann-Lemaître model, the fundamental equa-
tions that have to be solved to follow the evolution of dark matter are the Boltzmann
equation:

∂f

∂t
+

p

ma2
∇f −m∇Φ

∂f

∂p
= 0 (2.1)
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where a = (1 + z)−1 is the Universe scale factor, and the Poisson equation:

∇2Φ(x, t) = 4πGa2[ρ(x, t)− ρ̄(t)] (2.2)

where Φ is the gravitational potential and ρ̄(t) is the background density. The proper
mass density is given by:

ρ(x, t) =

∫
f(x,p, t)d3p (2.3)

The solutions of these equations are given by the equation of the motion of the
particles, in the following forms:

dp

dt
= −m∇Φ (2.4)

and
dx

dt
=

p

ma2
(2.5)

After introducing the peculiar velocity v = aẋ, we can derive

dv

dt
+ v

ȧ

a
= −∇Φ

a
(2.6)

where the Friedmann equation gives the time derivative of a:

ȧ = H0

√
1 + Ω0(a−1 − 1) + ΩΛ(a2 − 1) (2.7)

There are different methods to solve these equations. Indeed, it is possible to directly
solve the Poisson equation or to trace the particles’ motions. Briefly, these methods
can be divided as following (see Dolag et al., 2008, for details of different techniques):

• Direct sum

• Tree

• Particle-Mesh

• TreePM/P3M.

Dark matter and baryons evolution are solved differently in numerical simulations.
Indeed, the Dark matter particles are assumed to be a collisionless and non-relativistic
fluid, whereas the evolution of baryons is assumed to be described as an ideal fluid.
The hydrodynamic equations that regulate the time evolution of baryons are the
Euler equation, the continuity equation and the first law of thermodynamics:

dv

dt
= −∇P

ρ
−∇Φ (2.8)
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dρ

dt
+ ρ∇v = 0 (2.9)

du

dt
= −P

ρ
∇ · v − Λ(u, ρ)

ρ
(2.10)

where Λ(u, ρ) is the cooling function which describes the radiative losses and the set
of equations is closed if we assume an equation of state, which relates pressure and
internal energy per unit mass u. The standard assumption is:

P = (γ − 1)ρu (2.11)

with γ = 5/3 for an ideal and mono-atomic gas. The solutions of the equations de-
scribed above for dark matter and baryons component could be performed using two
different families of numerical schemes: particle or grid-based methods. The former,
also defined smoothed particle hydrodynamics (SPH) method solves the Lagrangian
form of the Euler equations. These methods reach a good spatial resolution in high-
density regions, whereas they achieve less strong results in low-density regions. The
grid-based methods solve the fundamental equations based on grids, which repre-
sent the proprieties of the fluids. Using as examples the two different codes used to
develop the simulations I analysed in my works, I describe the different approaches
of the Eulerian and Lagrangian solvers in the next sections.

2.1.1 ENZO: the grid approach

ENZO is an adaptive mesh refinement (AMR) cosmological code (see Bryan et al.,
2014, for the details of the code version adopted to develop the Itasca simulations),
which combines a particle-mesh (PM) solver with an adaptive mesh method for ideal
fluid dynamics.

The PM approach follows the dynamics of collisionless systems, a technique
that is more effective than a straight solution of the Boltzmann equation because
it directly computes the trajectories of a representative sample of individual DM
particles. Using the cloud-in-cell (CIC) interpolation technique the DM particles
are distributed in a grid, generating a DM density field. After this step, the baryons
are added using the hydro solver of the code and the gravitational potential is
calculated on the periodic root grid using fast Fourier transform algorithms. Lastly,
the elliptic Poisson’s equation is solved. When AMR simulations are performed, the
potential is computed recursively within sub-grids at a higher resolution, and the
boundary conditions are extrapolated using the parent grid’s potential values. The
gravitational force is then calculated for each cell inside sub-grids using a multi-grid
relaxation technique. This makes it possible to utilise a gravitational softness of the
order of the simulation’s greatest resolution.

The Eulerian Piecewise Parabolic method (PPM) (Colella, Woodward, 1984) is



24
Chapter 2. Cosmological simulations: numerical

approach for large scale studies

the main hydrodynamic solver adopted in ENZO. The PPM algorithm is one of a
group of techniques that incorporate non-linear wave interaction and propagation
calculations into the numerical method to enable accurate modeling of flow discon-
tinuities. It is a more advanced variation of Godunov’s shock-capturing technique
(Godunov, Bohachevsky, 1959). It is at least second-order accurate in time and
space, up to the fourth-order in the case of smooth flows and small time steps). As
a result, energy conversion processes are treated optimally, inaccuracies caused by
the grid’s finite cell size are minimised, and a spatial resolution that is close to the
nominal one is achieved.

Although the spatial resolution of the grid-based approaches is often poor, they
perform remarkably well in both high and low-density regimes and shocks. In cosmo-
logical simulations, accretion flows which generate strong shocks with Mach numbers
greater than 100 are very common. These strong shocks combined with numerical
discretisation errors may cause inaccurate thermal energy estimations when the ki-
netic energy dominates the total energy. In these circumstances, the numerical
techniques typically switch from formulations based on solving the total energy to
formulations based on solving the internal energy in these hypersonic flow regions
(Ryu et al., 1993; Bryan et al., 1995).

Other examples of grid-based codes are Zeus (Stone, Norman, 1992), COSMOS
(Ricker et al., 2000), FLASH (Fryxell et al., 2000), AREPO (Weinberger et al.,
2020).

2.1.2 GADGET3: the particles approach

The parallel TreeSPH code GADGET-3 (Springel, 2005) combines SPH with a hier-
archical TreePM algorithm for gravitational forces. SPH samples the mass compo-
nents of the fluid using a collection of tracer particles. From the Lagrangian of such
systems, it is possible to recover the equation of motion for these tracer particles.
A kernel interpolation approach is used to estimate the continuous fluid quantities
(Monaghan, 1992). Each fluid element’s thermodynamic state can be expressed in
terms of either its thermal energy per unit mass, ui, or its entropy per unit mass,
si, which is considered as the independent thermodynamic variable (Springel, Hern-
quist, 2002). Moreover, the particle’s adaptive smoothing lengths hi are designed to
have kernel volumes that contain a constant mass for the estimated density.

Discontinuities are easily developed by the flow of ideal gases and entropy is
generated by micro-physics phenomena. In SPH code the generated shocks need
to be captured by artificial viscosity. This viscosity acts only when fluid elements
are in close proximity to one another in space, preventing particle interpenetration,
and converting kinetic energy irreversibly into heat (Monaghan, Gingold, 1983).
GADGET-3 uses an artificial viscosity based on an analogy with Riemann solutions
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of compressible gas dynamics, as proposed by Monaghan (1997) and additional
viscosity-limiters in presence of strong shear flows to alleviate spurious angular mo-
mentum transport (Steinmetz, White, 1997). Being the collisionless DM and the
baryonic fluid represented by particles, the self-gravity of both components is com-
puted by gravitational N-body methods. Moreover, GADGET-3 allows a hybrid
method consisting of a combination of the PM method and the tree algorithm,
which significantly reduces the computational time.

2.2 Details on the cosmological simulations used in this
Thesis: the Itasca suite of Simulated Clusters

The "Itasca Simulated Clusters" sample (ISC)∗ is a set of simulated galaxy clusters
in the 5 · 1013 ≤ M100/M⊙ ≤ 4 · 1014 mass range simulated at uniformly high
spatial resolution with Adaptive Mesh Refinement and the PPM in the ENZO fluid
dynamics code (Bryan et al., 2014). These simulations do not include radiative
processes and assumed the WMAP7 ΛCDM cosmology (Komatsu et al., 2011), with
Ωbar = 0.0445, ΩDM = 0.2265, ΩΛ = 0.728, Hubble parameter h = 0.702, σ8 = 0.8

and a primordial index of n = 0.961. Each cluster was generated from two levels of
nested grids as initial conditions (each with 4003cells and Dark Matter particles and
covering 633 Mpc3 and 31.53 Mpc3, respectively). At run time, it is also imposed two
additional levels of static mesh refinement in a 6.33 Mpc3 box around each object,
for a fixed ∆x = 19.6 kpc/cell comoving resolution. More information on the ISC
sample can be found in Vazza et al. (2017), Wittor et al. (2017) and Vazza et al.
(2018a).

These simulations do not include radiative gas cooling, nor the effect of heating
from star-forming regions, reionization or active galactic nuclei. Several studies have
shown that the influence of non-gravitational effects is very limited in affecting the
global properties of turbulence on the ≫ 100 kpc scales of interest here, and outside
of cluster cores, compared to the impact of mergers and accretion phenomena in the
ICM (e.g. Vazza et al., 2012, 2013a; Valdarnini, 2019a). Even if cooling and feedback
mechanisms tend to increase the number of density substructures and the clumping
of gas in the ICM (e.g. Nagai, Lau, 2011; Roncarelli et al., 2013), the gas velocity
fields produced by these simulations can be considered realistic enough for regions
outside of the cluster core. Otherwise, the gas pressure model of these simulations
is known to be smoother than in reality.

Moreover, as discussed in Vazza et al. (2013b), cooling, heating and numerical
resolutions may affect the results of the analysis of the clump physics. The authors
showed that in numerical simulations in which only cooling phenomena are con-

∗http://cosmosimfrazza.myfreesites.net/isc-project

http://cosmosimfrazza.myfreesites.net/isc-project
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sidered, the number and the density of the clumps are substantially different from
non-radiative simulations, both for perturbed systems and relaxed ones. However,
considering only cooling processes is not representative of the observed Universe
(e.g., clusters’ cooling flow problem Fabian, 2012). On the other hand, numerical
simulations that include AGN feedback, produce over-densities in agreement with
the observed ones and in agreement also with the non-radiative simulations.

2.3 Details on the cosmological simulations used in this
Thesis: the Magneticum suite of cosmological simulations

The sample of galaxy clusters and groups analysed as part of the simulated Box2b/hr
of Magneticum† simulations. In Angelinelli et al. (2022) we used only the last
available snapshot of these simulations at redshift z = 0.25, while in Angelinelli
et al. (2023) we used eight different snapshots, corresponding at eight different
redshifts (2.79,1.98,1.71,1.18,0.90,0.67,0.42,0.25). The high-resolution run of Box2b
includes a total of 2 · 28803 particles in a volume of (640 h−1cMpc)3. The particles
masses are 6.9 ·108 h−1M⊙ and 1.4 ·108 h−1M⊙, respectively for dark matter and gas
component and the stellar particles have softening of ϵ = 2 h−1ckpc. The cosmology
adopted for these simulations is the WMAP7 from Komatsu et al. (2011), with a total
matter density of Ωm = 0.272, of which 16.8% of baryons, the cosmological constant
Λ0 = 0.728, the Hubble constant H0 = 70.4 km/s/Mpc, the index of the primordial
power spectrum n = 0.963 and the overall normalisation of the power spectrum σ8 =

0.809. In Magneticum several physical mechanisms are included and hereafter we
highlight the more relevant ones: cooling, star formation and winds with velocities
of 350 km/s (Springel, Hernquist, 2002); tracing explicitly metal species (namely, C,
Ca, O, N, Ne, Mg, S, Si and Fe) and following in detail the stellar population and
chemical enrichment by SN-Ia, SN-II, AGB (Tornatore et al., 2003, 2007) and cooling
tables from Wiersma et al. (2009); black holes and associated Active Galactic Nuclei
(AGN) feedback (Springel et al., 2005) with various improvements (Fabjan et al.,
2010; Hirschmann et al., 2014) for the treatment of the black hole sink particles
and the different feedback modes; isotropic thermal conduction of 1/20 of standard
Spitzer value (Dolag et al., 2004); low viscosity scheme to track turbulence (Dolag
et al., 2005c; Beck et al., 2016); higher order SPH kernels (Dehnen, Aly, 2012);
passive magnetic fields (Dolag, Stasyszyn, 2009). Halos are identified using subfind
(Springel et al., 2001; Dolag et al., 2009), where the centre of a halo is defined as
the position of the particle with the minimum of the gravitational potential. The
virial mass, Mvir is defined through the spherical overdensity as predicted by the
generalised spherical top-hat collapse model (Eke et al., 1996) and, in particular, it
is referred to Rvir, whose overdensity to the critical density follows Eq. 6 of Bryan,

†http://www.magneticum.org

http://www.magneticum.org
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Norman (1998), which correspond to ≈ 117 at z = 0 for the given cosmology.
Many studies show that the galaxy physics implemented in the Magneticum

simulations successfully reproduce the basic galaxy properties like the stellar mass-
function (Naab, Ostriker, 2017; Lustig et al., 2022), the environmental impact of
galaxy clusters on galaxy properties (Lotz et al., 2019) and the appearance of post-
starburst galaxies (Lotz et al., 2021) as well as the associated AGN population at
various redshifts (Hirschmann et al., 2014; Steinborn et al., 2016; Biffi et al., 2018a).
At cluster scale, the Magneticum simulations have demonstrated to reproduce the
observable X-ray luminosity-relation (Biffi et al., 2013), the pressure profile of the
ICM (Gupta et al., 2017) and the chemical composition (Dolag et al., 2017; Biffi
et al., 2018b) of the ICM, the high concentration observed in fossil groups (Ragagnin
et al., 2019), as well as the gas properties in between galaxy clusters (Biffi et al.,
2022). On larger scales, the Magneticum simulations demonstrated to reproduce the
observed SZ-Power spectrum (Dolag et al., 2016) as well as the observed thermal
history of the Universe (Young et al., 2021).
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Turbulent motions and their effects on
hydrostic mass bias

Mass modelling of combined X-ray and Sunyaev Zel’dovich observations provides an
estimate of turbulent pressure support in the outer regions of several galaxy clusters,
but a clear description of this pressure given by residual gas motions is still missing.
In Angelinelli et al. (2020), we test two different filtering techniques to disentangle
bulk from turbulent motions in a sample of simulated galaxy clusters extracted from
the ITASCA simulations (see 2.2 for details). We find that the radial behaviour of
the ratio of non-thermal pressure to total gas pressure as a function of distance
from the cluster’s centre can be described by a polynomial function. The typical
non-thermal pressure support in the centre of clusters is ∼5%, increasing to ∼15%
in the outskirts, in line with the pressure excess found in recent X-ray observations.
Moreover, we find that a relation between turbulent motions and hydrostatic bias can
be established using the median properties of a sample of objects. We also estimate
the contribution of radial accelerations to the non-thermal pressure support and
conclude that it decreases moving outwards the cluster’s core to its outskirts, from
∼40% to ∼15% respectively. Combing this contribution to the one provided by
turbulence, we show that it might account for the entire observed hydrostatic bias
in the innermost regions of the clusters, and for less than 80% in the peripheries.
In this chapter, I will go through the methods, the results and related conclusions I
presented in Angelinelli et al. (2020).
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3.1 Methods

3.1.1 Cosmological selection of independent clusters

We take a new approach to building a large sample of galaxy clusters by treating
clusters at different redshifts as dynamically independent. Under certain assump-
tions and for the sake of analysing the properties of turbulent motions in the ICM,
these clusters can then be regarded as independent objects (Giocoli et al., 2012a; De
Boni et al., 2016). Hence, we obtained a sample of 68 clusters from z ≃ 2 to z = 0

which are separated in redshift by ⟨∆z⟩ ≃ 0.12 that, for the ΛCDM cosmology, it
corresponds to ⟨∆t⟩ ≃ 0.91 Gyr.

Figure 3.1: Example of real mass growth history (blue solid line) against the theoretical
one (black dashed line) for one galaxy cluster of our sample. The different points represent
the selected snapshots for a different level of tolerance (red points 0%, green triangle 10%,
pink cross 20%, see Sect. 3.1.1 for details).

First, we computed R100,c and M100,c of each available snapshot for each object in
the z ≤ 1 range and reconstructed the mass growth of each cluster. Based on this,
we could also compute the dynamical time of the cluster in each snapshot, assuming
tdyn ≈ R100/σv, with σv =

√
G M100/R100, which gives us an estimate for the time

between two dynamically independent realisations of the same object. Going back
in time from z = 0, we selected those snapshots that are separated by one dynamical
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time.
Finally, we have to verify that the mass growth between the snapshots is compatible
with the expected growth. In particular, we checked that the corresponding M100

mass is below or equal to the predicted mass, within some tolerance (0÷20%), based
on the theoretical mass growth for a given M100 at z = 0 for the given cosmology,
as outlined in Giocoli et al. (2012a) and De Boni et al. (2016).

Figure 3.2: Mass functions of selected clusters at different levels of tolerance (i.e. the
difference between the expected cosmological mass growth over a given time interval and
the measured one). For comparison, the dashed black line gives the theoretical mass
function for the cosmology used in our analysis at z = 0.

We treat each newly selected cluster, along with the mass growth, as indepen-
dent from the previous one when calculating the theoretical mass accretion history
(Giocoli et al., 2012b). In Fig. 3.1 the blue curve displays the mass growth his-
tory of one of our clusters from z = 0 to z = 2. The dashed black line shows the
corresponding mass accretion history model starting from the z = 0 system. The
various data points indicate the selected independent clusters along the growth with
different tolerance thresholds. Thus, we obtained a final sample of 68 clusters (with
0% tolerance), yielding the total mass function shown in Fig. 3.2.

For comparison, the Despali et al. (2016) mass function at z = 0 for the same
cosmology and total volume is shown as a black dashed line, and this suggests that
our final sample is sufficiently mass completely for M > 5 · 1013M⊙. This allows us
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to proceed with a statistical study of the dependence of turbulence on mass, redshift
and dynamical state parameters in sub-samples.

3.1.2 Identifying turbulence in the ICM

To disentangle turbulent from bulk motions, we use a small-scale filtering approach.
In this technique, we assume that turbulent velocities are approximated as those
parts of the gas velocities that fluctuate on the smallest scales, while bulk motions
on the largest scales are approximately laminar. The validity of such an approach
in cosmological simulations of galaxy clusters is supported by a large body of works
on this subject (e.g. Dolag et al., 2005b; Lau et al., 2009; Vazza et al., 2011a, 2012;
Miniati, 2014; Vazza et al., 2017). With the use of an appropriate small-scale filter,
it is possible to define the velocity of the bulk motions and to calculate the velocity of
turbulent motions as the difference between the total velocity and the one associated
with the bulk motions. In this section, we discuss the updated filtering technique
which we used to disentangle turbulent to bulk motions and the parameters that we
tuned to limit the spurious contributions by shocks and clumps.

Iterative multi-scale filtering of turbulent motions

The non-thermal to total pressure ratio, α, is given by

α ≡ Pnt

Ptot

, (3.1)

where Pnt is the non-thermal pressure caused by turbulent motions and Ptot=Pnt+Pth

is the total pressure of the gas. Pth is the thermal gas pressure, computed as:

Pth =
kb
µ mp

· ρ · T, (3.2)

where ρ is the gas density, T is the gas temperature, kb is the Boltzmann constant,
mp is the proton mass, µ is the mean molecular mass for electrons gas and its value
is 0.59.

The non-thermal pressure Pnt is estimated as

Pnt =
1

3
· ρ · δv2 (3.3)

where δv is the local turbulent velocity; its estimate is in general non-trivial, and in
the following, we discuss our fiducial procedure to reconstruct it in simulation, as
well as test another method used in the literature (see Sec.3.1.2).

We use an adaptive, iterative filtering to disentangle turbulent from laminar
motions in hydrodynamical grid simulations, which follows from previous works



3.1. Methods 33

by our group (e.g. Vazza et al., 2012, 2018a). The algorithm does not assume
any a-priori coherence scale and the local mean velocity field around each cell is
reconstructed with a multi-scale filtering technique, yielding the maximum scale of
turbulent eddies by means of iterations in the smoothing scale length. The key
assumption is that the gas flow in these simulations is generally part of a cascade of
kinetic energy starting from scales much larger than the cell size.

In the original work, we applied a fixed tolerance on the increase of the local
rms velocity amplitude with the filtering scale to stop the iterations, and find the
smoothing scale of each cell (Vazza et al., 2012). For better removal of spurious
contribution from shock waves, the method has been later combined with a velocity-
based shock finder (Vazza et al., 2017).

As a novelty of this work, we apply here instead a more physical definition for
the tolerance needed by our iterative algorithm to stop and converge on the local
turbulent velocity field. In particular, we modify the multi-scale adaptive filtering
by Vazza et al. (2012) to include the scale-dependent expected to increase in the
local rms velocity. In the original work, we applied a fixed tolerance of 1% to stop
the iterations and find the smoothing scale of each cell. Here instead, we adopt a
more physical condition and, based on Kolmogorov’s theory, we define a variable
tolerance ϵw for each iteration from the following equation:

ϵw =
wf − (w − 1)f

wf
, (3.4)

where w is the size of the smoothing scale in the cell’s unit and f is the exponent of
the Kolmogorov-like relations, which we fix to 0.77 based on our test, as detailed in
the Appendix 8.1. At the lower smoothing scale, this value is too high and the best
choice is the minimum value between ϵw and the fixed tolerance used in Vazza et al.
(2012). We verified that only for scales smaller than 200 kpc, ϵ is greater than 1%.
As discussed in Vazza et al. (2012), we define the turbulent velocity in each cell as:

δv = v − vsm, (3.5)

where v is the velocity field obtained from simulations and vsm is the velocity field
obtained by a 3D spatial filtering around each i-cell, defined as (in the simple 1D
case):

vsm;i =
1

w
Σ

i+w
2

j=i−w
2
vj, (3.6)

where w is the size of the smoothing scale in the cell’s unit, which determines the
number of cells on which vsm is calculated at each iteration step. We compute the
relative variation of the turbulent local velocity δv between two successive iterations
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w − 1 and w as:

δw =
δv2w − δv2w−1

δv2w
. (3.7)

Wherever δw < ϵw, we find the value of turbulent velocity and the value of
the smoothing scale. We test this procedure with two different exponents for the
definition of the tolerance and also with a fixed tolerance as described in Vazza
et al. (2012). The distribution of smoothing scales reconstructed by our algorithm
is shown in Fig. 3.3.

Figure 3.3: Median distribution of smoothing scales for a sub-sample of clusters at z = 0.
The different colours identify different definitions of tolerance, i.e. by varying the exponent
for the expected trend of the local rms velocity field as a function of the filtering scale, as
explained in Sect. 3.1.2.

The reconstruction of the turbulent velocity before the application of other fil-
tering techniques is shown in Fig. 3.4 for different configurations of the filtering.

Both Fig. 3.3 and Fig. 3.4 show that the definitions of tolerance have a minor
effect on the distribution of the scales or the reconstruction of the turbulent velocity
field. This behaviour is also visible in the radial profile of α, as shown in Fig. 3.5.

Here, it is clear that variations in the tolerance lead to small effects on the
resulting non-thermal pressure. We also tested if this new definition of tolerance
could affect the radial behaviour of the smoothing scales. We noticed an increase in
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Figure 3.4: Maps of central slice of IT92_0 at z = 0. From left to right: First panel:
Unfiltered velocity field [cm s−1]; Second Panel: Filtered velocity field for tolerance deter-
mined by Kolmogorov relation with 0.77 exponent [cm s−1]; Third panel: Filtered velocity
field for tolerance determined by the standard Kolmogorov relation [cm s−1]; Forth panel:
Filtered velocity field for fixed tolerance equal to 1% [cm s−1]

the smoothing scale of ≤ 20% from the centre of the cluster to the outskirts, which
also results in an average increase of the non-thermal pressure at most by ≤ 30%

(e.g. Vazza et al., 2012). However, the radial trend of the turbulent pressure support
measured in our data (see the following Section) is not an artefact of the filtering
procedure: when no filtering is applied, the predicted radial increase of non-thermal
support from gas motions in our data (Vazza et al., 2018a) as well as in other works
(e.g. Nelson et al., 2014a) is much steeper. In the following, we use the variable
tolerance referred to in the f = 0.77 case, and combine this with the additional
filtering of shocks and gas clumps, to better disentangle turbulent motions from
other small-scale hydrodynamical features.

Radial filtering of turbulent motions

Other types of filtering techniques are available in the literature. For the sake of
comparison, we also consider the model proposed by Nelson et al. (2014a, herefater
N14) to our dataset. The definition of the fraction of the non-thermal pressure
support in N14 is

αTot =
Prand

Prand + Ptherm

=
σ2
gas

σ2
gas + (3kbT/µmp)

, (3.8)

where the gas velocity dispersion σgas within radial shells is estimated as

σgas =

√
σ2
r + σ2

t

3
(3.9)
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Figure 3.5: Radial profile of non-thermal pressure support for each cluster at z = 0 for
different definitions of the tolerance, ϵw (Eq.3.4) used to stop out iterations on the local
turbulent velocity field.

with σr and σt that are the radial and the tangential velocity component, respec-
tively. These components are computed as:

σi =

√
⟨v2i ⟩ − ⟨vi⟩2, (3.10)

where ⟨v2i ⟩ is the mean-square gas velocity, while ⟨vi⟩ is the mean gas velocity,
computed in each radial bin, both in radial and tangential direction. Both mean
and mean-square gas velocity are weighted by the mass of each gas cell.

In the remainder of the Chapter, we will compare our definition of αTurb to the
definition of αTot above, in which the main difference between them stems from
the definition of the "turbulent" velocity. In the N14 model, the turbulent velocity
is basically the gas velocity dispersion within radial shells, while we filter out also
motions which are coherent on small scales (e.g. bulk flows associated with clumps).
The differences between these types of definitions will be discussed in more detail
in the following sections (for additional discussion see also Vazza et al. 2018a).
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Figure 3.6: Radial profile of the median value of non-thermal pressure support for a
sub-sample of clusters at z = 0, obtained by considering the 50%, 75% or 90% least dense
cells at each radial bin from the centre of clusters. The solid lines are the result for αTurb,
while the dashed lines are the αTot ones.

Spurious contributions: shocks and density clumps filtering

Shock identification
In the study of turbulence, shocks can introduce spurious terms in the estimate of
turbulent kinetic energy. In the presence of shocks, it is possible to use the Rankine-
Hugoniot conditions and use velocity or temperature jumps to determine the Mach
number. The Mach number is used to calculate the flux of kinetic energy that is dis-
sipated into gas thermal energy. Here we use the shock finding algorithm based on
the velocity jump between neighbouring cells (Vazza et al., 2009, 2017, 2018a). De-
tecting shocks with high Mach numbers is a relatively easy task in grid simulations
with a uniform resolution (and all clusters in the ITASCA sample were simulated
with uniform resolution in the "zoom" region), yet the detection of shocks with small
Mach numbers is made uncertain by several factors such as numerical errors due to
strong gradients or oblique directions of the shocks. In order to reduce the potential
noise in the reconstruction of the local turbulent velocity field due to weak shocks
sweeping our volume, we set a lower limit to the Mach number of Mthr = 1.3. We
refer the reader to Vazza et al. (2017) and to Vazza et al. (2018a) for an overview
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of this shock-finding method.

Clump excision
Dense clumps associated with infalling structures can introduce a bias in the esti-
mate of the local velocity field (e.g. Dolag et al., 2005b), due to the fact that these
structures are correlated with large bulk motions, mostly in the inwards radial direc-
tion (e.g. Vazza et al., 2018a). These spurious terms could lead to an overestimate
of the non-thermal pressure support. Clumps in simulations are routinely identified
as peaks with high-density contrast in the radial gas density distribution of the host
cluster (e.g. Ruszkowski, Oh, 2011; Zhuravleva et al., 2011). Therefore, restricting
the analysis to a fraction of the gas density distribution at every radius, obtained
after excising the highest percentiles in the gas distribution at each radius, is a prac-
tical way to limit the bias from the most clumpy structures in the ICM. Hence, we
tested three different values for masking the densest cells (considering gas density
only) at each radius from the cluster centre: the cells in the top 50%, 25% or 10%
of the gas density distribution at every radius. As shown in Fig. 3.6, the profile of
non-thermal pressure support αTurb we can derive in our clusters at z = 0 is overall
quite robust against a more restricting selection of cells in the low-density part of the
distribution at each radius. On the other hand, when we use the same cells selection
to compute the radial profile of αTot, we notice a larger impact of the gas clumping
factor, shown by the increase of non-thermal support when denser cells are retained
in the procedure (see Zhuravleva et al., 2013, for a detailed study on the ICM in-
homogeneities). This suggests that αTot is susceptible to clump expulsions, while
αTurb is more stable with respect to the presence of clumps. Based on our results
and previous work (e.g., Zhuravleva et al., 2013; Roncarelli et al., 2013), we will use
the 90% masking in our analysis which roughly mimics the approach applied to the
X-ray spatial analysis (e.g., Ghirardini et al., 2017; Eckert et al., 2019). Our tests
show that the adoption of M ≥ 1.3 and the exclusion of cells in the top 10 percentile
in density in each shell yields the best filtering combination. In the following, we
will refer to the results of our best filtering configuration as the turbulent velocity.

3.2 Results

Our projected maps of gas density, dark matter density, gas temperature and unfil-
tered velocity field, as well as the turbulent velocity field and shocks for one of the
objects in our sample, are given in Fig. 3.7. The maps well illustrate the complex
gas flow patterns that are typically found in the simulated clusters at all epochs,
with expanding shocks that mark recent heating episodes in the ICM (top and lower
right panels) and a mixture of large-scale bulk flows (lower left panel) and small-scale
turbulent motions (lower central panel).
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Figure 3.7: Maps of the central region in IT92_0 at z = 0. The inner circle is R200,c,
while the outer one is R100,c. From top left to bottom right: First panel: gas density in
g cm−3; Second Panel: dark matter density in g cm−3; Third panel: gas temperature in
K; Forth panel: unfiltered velocity field in cm s−1; Fifth panel: turbulent velocity field in
cm s−1; Sixth panel: Shocks Mach Number.

To extract the radial profiles of α, we first define the cluster centre based on
the maximum value of the thermal energy of the gas at each snapshot since this
definition of the centre results makes the most stable, in highly perturbed systems,
as well.

We consider mass-weighted values of the pressures, estimated on the same cells
selected with our turbulent filtering technique (see Sec.3.1.2).

In the following analysis, we consider two methods to estimate the ratio α =

Pnt/Ptot: (i) either applying our filtering technique (αTurb) or the N14 model (αTot);
(ii) by comparing the mass estimated from the hydrostatic equilibrium equation
with the total mass distribution (αHS,Turb or αHS,Tot). Furthermore, when we refer
to α or αHS, we are considering both "Turb" and "Tot" quantities at the same
time. Otherwise, if we consider only one of these quantities, we will indicate it with
the related pedice. In Fig. 3.8, we show values of mass and non-thermal pressure
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support αTurb at radius R100,c in the function of redshift. We notice that there is a
strong relation between mergers and an increase of αTurb. Instead, when the cluster
is not affected by mergers the value of αTurb decreases. The red points in Fig. 3.8
are the selected snapshots obtained by the selection described in Sect. 3.1.1. In
the following, we will refer to three different typical radii R500,c, R200,c, R100,c and
R200,m. From the cluster’s centre to the peripheries we find R500,c:R200,c:R100,c:R200,m

and they are related by these approximated ratios 1:1.4:1.9:3 (see Walker et al., 2019,
and references therein). Hereafter, we will show in the plots, the median or mean
value and the related σ dispersion of data for the different quantities. To have an
asymmetric dispersion, which well represents the real distribution of the data, the
σ dispersion is computed as the 16th quantile and 84th one, of the distributions in
each radial shell, for the -1σ and +1σ respectively.

Figure 3.8: M100,c growth (blue solid line) and non-thermal pressure support at R100,c

time behaviour (green solid line) for IT92_0 and IT90_4. The red points are the selected
snapshots as explained in Sect. 3.1.1

3.2.1 Parametrising the profile of non-thermal pressure support
in galaxy clusters

The radial distribution of non-thermal pressure support we find in our cluster sample
is so regular that an analytic formula reproduces well the trend of αTurb with radius:

αTurb(r) = a0 ·
(

r

R200,m

)a1

+ a2. (3.11)

The physical meaning of our parameters is straightforward: a0 represents the
normalisation of αTurb at R200,m, a1 gives the slope of the profile and a2 gives the
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Figure 3.9: Radial profile of median value of αTurb (blue solid line) and αTot (red solid
line). The shadow regions represent the 1σ distribution of the sample. The yellow and
green dashed lines are the best fits of our model and N14’s one on αTurb profile, while the
dash-dotted ones are the fits of the models on the αTot profile. The dotted grey line is the
profile obtained in N14. As described in Sect. 3.2, the σ values are asymmetric compared
to the median. The scatter around the median is here represented by the 16th and 84th
percentiles. The median values of the radial distribution of the relative errors are −0.24
and +0.26.

value of non-thermal support in the cluster centre. We notice that Shi, Komatsu
(2014) develop an analytic model to describe the trend of αTurb with the radius.
They use three fundamental time scales to develop their model: turbulence dissi-
pation time-scale, td, also controlled by the efficiency of energy transfer from the
largest scales, where most of the turbulence energy is stored, to smaller scales; the
time elapsed between the initial time and the time of observation, (tobsti), which
characterises the age of the cluster; and a time-scale characterising the mass growth
rate of the cluster defined by tgrowth, which also determines the rate at which turbu-
lence energy grows. They define also turbulence injection efficiency η, a parameter
that should be determined primarily by the Mach number of the internal shocks, and
which they constrain to be η ≈ 0.5 − 1 based on simulations. However, the turbu-
lence injection efficiency is strongly correlated with the slope of the fitting formula,
and compared to Shi, Komatsu (2014) we report a lower injection efficiency, which
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may also be connected to the role of numerical dissipation of our hydro scheme on
small scales. We also notice that in real systems, and especially at low mass, the
turbulence in the core may be dominated by the interplay of cooling and feedback
(e.g., Brighenti, Mathews, 2002; Brüggen, 2003; Gaspari et al., 2018), hence our
a2 may be underestimated. However, we notice that, although our simulations do
not include feedback mechanism or cooling, our estimate for a2 is close to the only
available direct spectral measurement from the Hitomi (Hitomi Collaboration et al.,
2016).

Nelson et al. (2014a) present the following analytical fit to the radial distribution
of the non-thermal pressure in a data set of 65 simulated galaxy clusters with masses
in a range similar to ours:

Prand

Ptot

(r) = 1− A

{
1 + exp

[
−
( r

R200,m

B

)γ]}
, (3.12)

with best-fit values A = 0.452 ± 0.001, B = 0.841 ± 0.008 and γ = 1.628 ± 0.019.
This fit formula is based on three-dimensional gas velocity fields without explicitly
filtering out bulk motions (for details see Sect. 3.1.2). The same function also fits
our data after filtering, albeit with a slightly higher χ2 value (see Tab. 3.1). In
Fig. 3.9, we show the different fits over-plotted to the median radial profiles of our
objects.

From the comparison of the χ2, it appears that our model yields a better fit to
the data than, or as good as, the model in N14. The fit suggested by N14 can also
fit our data, albeit with different parameters. However, the advantage of our best-fit
form is that the fit parameters have a simple physical meaning.

As we discussed already in Vazza et al. (2018a), the differences between our
results and N14 stem from the different choices in filtering velocities, and the two
methods yield formally the same result if no filtering is applied to the 3-dimensional
velocity field in our simulations. However, our work suggests that our filtering
yields the isotropic part of the turbulent pressure while filtering out the spurious
contribution to the non-thermal pressure support by inward radial motions.

We apply our model also to the profile of αTot and compare the results with the
fit obtained by the N14 model. The results are shown in Fig. 3.9 and Tab. 3.1. We
notice that our model can reproduce also the αTot trend. From the comparison of
χ2 we can notice that, as for αTurb case, our model is slightly preferred over the N14
model.

We investigated the possible correlations between the non-thermal pressure and
mass, redshift and sparsity of each cluster in our sample. The Sparsity is defined as
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Our model
a0 a1 a2 χ2

αTurb (1.427±0.002) · 10−1 1.246± 0.005 (8.44±0.02) · 10−2 10−4

αTot (3.388±0.009) · 10−1 0.822± 0.004 (6.97±0.08) · 10−2 0.001

N14 model
A B γ χ2

αTurb (4.550±0.003) · 10−1 1.966±0.004 1.508±0.005 2 · 10−4

αTot (4.483±0.003) · 10−1 0.865±0.002 1.633±0.006 0.046
N14 0.45 0.84 1.63

Table 3.1: Parameters and values of χ2 statistical test for the different formula used to
fit the radial behaviour of αTurb and αTot. We show also the values of the parameters
presented in N14. The errors on the parameters are the values at 3σ confidence.

the ratio between the total mass within R100,c and R200,c:

s =
M100,c

M200,c

. (3.13)

For all of these quantities, we divided our samples into three sub-samples which
contain the same number of objects. The results are discussed in Sect. 3.2.3. Here
we just note that our model reproduces the radial behaviours of α for all subselections
of our sample. The same best-fit parameters are valid for all subsamples, suggesting
that no strong dependencies between the non-thermal to total pressure ratio and
the cluster mass, the redshift or the mass sparsity can be detected in our sample.

Recently, Eckert et al. (2019) present some constraints on the non-thermal pres-
sure support in a sample of 12 massive, nearby and mostly relaxed clusters observed
in X-rays with XMM-Newton and in SZ with Planck. They compare the values
of the hydrostatic mass, recovered up to R200,c by using a combination of the SZ
pressure profile and X-ray based thermodynamical properties (see for details Ettori
et al., 2019), with mass estimates based on the assumption that hydrodynamical
simulations provide the correct baryon fraction distribution in clusters. In the latter
estimate, the gas mass is inferred directly from X-ray measurements and the contri-
bution of the mass in stars is evaluated statistically from published work. From the
mismatch between the two estimates of the total mass, it is then possible to infer
the hydrostatic bias, which turns out to be, on average, consistent with the results
obtained by other methods (see Ettori et al., 2019).

If we attribute the origin of this hydrostatic bias to the contribution from a
non-thermal pressure component, Pnt(r), we can write (e.g. Eckert et al., 2019):

d

dr
(Pth(r) + Pnt(r)) = −ρGMT (< r)

r2
, (3.14)
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where Pth is the thermal pressure component, and MT is the total mass. By defining
α(r) = Pnt(r)/Ptot(r) = Pnt(r)/[Pnt(r)+Pth(r)], the equation above can be rewritten
as:

MT (< r) =MH(< r) + α(r)MT (< r)− Pthr
2

(1− α)ρG

dα

dr
, (3.15)

where MH is the hydrostatic mass:

MH(i) = −
(
dPth

dr

)
i
r2i

Gρi−1

. (3.16)

From the equations above and using our radial profiles of total mass and hydrostatic
mass, we can then define αHS at each radius r as:

αHS = 1−
MH +

√
(MH)2 − 4MTPth

r2

ρG
dα
dr

2MT

, (3.17)

and link it to the parameter b, which is usually used in literature to identify the
hydrostatic mass bias (e.g., Salvati et al., 2019; Pratt et al., 2019) and defined as

MH = (1− b)MT , (3.18)

to obtain
b =

α + A

1 + A
, (3.19)

where A encloses the pressure’s contributions

A = (Pth + Pnt)
dα/dr

dPth/dr
. (3.20)

We notice that if α is radially constant, then b = α. However, α is not generally
constant with radius in our sample (see Fig. 3.9). Hence the dα/dr term plays a
small but non-negligible role here. As described below, we use both αTurb and αTot

profiles to estimate dα/dr and propagate it to the measurement of αHS. We show
in Fig. 3.10 the radial profile of the term A, where the different effect of the radial
derivative of α allows us to distinguish between the "Turb" and "Tot" cases.

We compute the hydrostatic mass MH through the radial derivative of thermal
pressure associated with a spectroscopic-like temperature profile and computed as
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Figure 3.10: Radial profiles of A pressure correction term of Eq. 3.19. In blue solid line,
the profile computed for the radial derivative of αTurb, while in red solid line the profile
computed for the αTot. The shadow regions represent the 1σ distribution of the data.

follows∗: (
dPth

dr

)
i

=
Pth,i−2 − 6 Pth,i−1 + 3 Pth,i + 2 Pth,i+1

6ri
, (3.21)

where Pth is the thermal pressure defined as in Eq. 3.2 and i represents each radial
shell. To limit the contribution from dense, self-gravitating clumps, we use the same
masking procedure of Sect. 3.1.2, in order to consider only the thermal pressure
exerted by the gas within the cluster. We also applied a box-averaged smoothing
function along ten radial shells at density, thermal pressure and αTurb or αTot profiles,
in order to reduce numerical fluctuations in the profiles. This procedure allows us to
obtain smoothing profiles which are more similar to the typical profile obtained in
observational works and which are also less affected by spurious numerical effects.

∗We tested this procedure in idealised (semi-analytically generated) control atmospheres and
we verified that our approach is robust to recover the correct mass bias (within a few ∼ 0.01% ) for
the typical pressure profile of ICM. Furthermore, we also tested smoothing our data on scales larger
than our spatial resolution (19.6 kpc/cell), in order to mimic was can be realistically done by X-ray
observations, worsens the match between the hydrostatic mass and the total mass, especially in 3-
dimensional simulated clusters as the smoothing the accuracy with which the internal substructures
orbiting in the cluster potential well can be modelled.
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Figure 3.11: On the left panel, we show the comparison between αTurb (blue solid line)
and αHS,Turb computed with volume-weighted profile (orange dashed line) and with the
spectroscopic-like temperature (brown dashed line). On the right panel (with the same
colour-coded legend of the left panel) the result for αTot against αHS,Tot. The shadowed
regions give the 1σ distribution of the sample for all the profiles. The black points represent
the results of Eckert et al. (2019).

For each radius, we computed the value of αHS applying the Eq. 3.17. The
radial derivative of α allows us to define two different αHS, already presented above,
αHS,Turb and αHS,Tot. To check the dependencies of αHS on physical quantities such
as mass, redshift and mass sparsity of clusters, we used the sub-samples analysis
presented in Sect. 3.2.3. We notice that the variance of the αHS data is larger with
respect to the α ones. As for α profiles, also for αHS ones, we could not identify any
strong correlation with the physical properties of host clusters.

Several factors may influence the comparison between observational results with
numerical ones. To test different choices to compute radial profiles of thermodynam-
ical quantities, in a way similar to what is commonly feasible with observations, we
built both a volume-weighted version of αHS, as well as one using the "spectroscopic-
like" temperature suggested by Mazzotta et al. (2004) (hereafter MZ04), which ap-
proximately takes into account the real spectroscopic response of X-ray detectors
in determining the average gas temperature in the ICM. The results are shown in
Fig. 3.11.

We notice that there are no strong differences between the volume-weighted
pressure profile and the pressure profile based on the spectroscopic-like temperature.
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This is consistent with the finding that the hydrostatic mass bias is relatively small
in AMR grid-based simulations, while the temperature bias could be large in SPH
simulations, owing to the enhanced formation of substructures there (Rasia et al.,
2014a). We also notice how our definition of turbulent motions is more in agreement
with the radial trend of αHS, mostly in the inner regions that are more accessible
to the present X-rays observations. Instead, the αTot is larger than αHS at any
radius. In the following sections, we will use the αHS parameter to easily compare
our results to the ones in Eckert et al. (2019), as shown in the plots (black points
with error-bars).

Similarly to Vazza et al. (2018a), but extended in the present study to the full set
of simulated clusters, the scatter in the simulations is typically larger than the one
observed in real cluster data, with the exception of A2319 (Ghirardini et al., 2018),
which probably comes from the intrinsic difference in the two samples: the X-COP
sample contains by selection mostly relaxed clusters, while our sample contains a
larger variety of objects. Despite this promising average agreement between these
two samples, in the next section, we investigate the caveats which may lead to a
mismatch between observational estimates of αHS and the underlying presence of
turbulent motions in single objects.

It shall be noticed that all approaches are in better agreement in the centre of
clusters, although the scatter is large for the distribution of αHS. Interestingly, the
central median values of αTurb and αTot for the sample are in the 5−8% range, which
is reasonably close to the most recent estimates from the centre of the Perseus cluster,
i.e. ∼ 2 − 6% (Hitomi Collaboration et al., 2018). This trend is well explained by
Lau et al. (2017) and Bourne, Sijacki (2017).

3.2.2 On the relation between turbulence and hydrostatic bias

To investigate the relation between turbulence and hydrostatic bias in a more sys-
tematic way, we compare the radial dependence of α and αHS. We consider the
median values of the entire sample of α and αHS in each radial shell. The results
are shown in the left panel of Fig. 3.12.

If turbulence and hydrostatic bias were perfectly correlated, the data would
closely follow the bisector of the plot. Instead, we find that their relation is well
described by a function αHS = a0 × (α/0.2)a1 + a2 (see Fig. 3.12). This suggests
that in general both our definition of turbulence and the N14 model do not trace
in a 1-to-1 relation the hydrostatic bias. From Fig. 3.12, it also appears that the
N14 definition of turbulence is much closer to the 1-to-1 relation between turbulence
and hydrostatic bias. Considering that the N14 model includes not only turbulent
motions but also the kinetic pressure associated with bulk motions, we conclude
that the latter represents an important ingredient for the mass bias, especially when
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Figure 3.12: Relation between α and αHS computed as described in Sect. 3.2.2. In the
left side the whole sample, where the blue points are obtained from αTurb and αHS,Turb,
while the red ones are obtained from αTot and αHS,Tot. The dashed lines are the fits made
as described in Sect. 3.2.2, where the coefficients are given in the legend. The black dashed
line is the bisector. In the right panel, there are six sub-samples, as described in Sect. 3.2.2.
Top panels: low mass on the left, high mass on the right; central panels: low redshift on
the left, high redshift on the right; bottom panels: low sparsity on the left, high sparsity
on the right. Also in these plots, the blue points represent the "Turb" quantities, while
the red dots represent the "Tot" ones. The dashed lines are the plots’ bisectors.

large values of αHS are considered (which happens most often at larger radii).
We divide further our sample into two mass, redshift or sparsity sub-samples

(see right panel of Fig. 3.12). We observe that, as opposed to the analysis of the
complete sample, αTot is able to reproduce the 1-to-1 relation with αHS,Tot in some
sub-samples. This confirms that αTot is a more accurate tracer of hydrostatic bias
compared to our definition of αTurb. This is supported by the plot in Fig. 3.13 where
we show the ratio between αTurb and αTot against αHS (here we used αHS,Turb but
the results are almost the same for the αHS,Tot case). Combining the information
from Fig. 3.12 and Fig. 3.13, we notice that our definition of turbulent motions give
a value of α which is always a fraction of the value obtained from the N14 filtering
technique, ∼ 50−70% from case to case. From Fig. 3.13 we also notice that the less
the hydrostatic bias, the greater the support from purely turbulent motions to non-
thermal pressure. Indeed, the higher is αHS, the lower is the ratio αTurb against αTot.
This ratio has also a dependence on distance from the cluster’s core. Indeed, the
greater the radius and lower the ratio. Therefore, the role of the turbulent motions
in the non-thermal pressure support is less important in cluster outskirts than in
the innermost regions.

We made also a sub-sample analysis of these relations and the results are shown



3.2. Results 49

Figure 3.13: Relation between the ratio αTurb/αTot and αHs,Turb. On the left side the
whole sample, while on the right one there are six sub-samples, as described in Sect. 3.2.2.
Top panels: low mass on the left, high mass on the right; central panels: low redshift on
the left, high redshift on the right; bottom panels: low sparsity on the left, high sparsity
on the right. The colours represent the distance from the cluster’s centre.

in the right panel of Fig. 3.13. We notice that for all the sub-samples the above
conclusions still hold. In the case of low mass or high redshift clusters, we also notice
that the ratio αTurb against αTot is almost constant with the hydrostatic bias.

We conclude that the relation between turbulence and hydrostatic bias can be
statistically detected only with a typical number of ≥ 20 objects, at least in the mass
range probed by our sample. On the other hand, when applied to single objects the
analysis presented above appears not suitable to give accurate correction factors for
the hydrostatic bias, as we will show in the next chapter.

3.2.3 Sub-samples analysis of α radial profiles

As described in Sect. 3.2.1, we adopt our model as the best fitting function both for
αTurb and αTot. In Fig. 3.14 we shown the radial profiles of α and αHS. Here the
profiles of αHS are computed using a spectroscopic-like definition of the temperature
profile. As already discussed in Sect. 3.2.1, the differences between a spectroscopic-
like profile and a volume-weighted one are as small as they allow us to use either
of the two profiles. The sub-samples used in this section are built to have the same
number of objects in all the bins. The values which allow us this selection are shown
in Tab. 3.2.

Both from Fig. 3.14 and Tab. 3.2, we conclude that our fitting formula well
reproduces the radial behaviour of αTurb and αTot at any sub-samples. For αTurb
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Figure 3.14: Radial profile of the median value of αTurb (blue solid line) and αTot (red
solid line) for different bins of mass (top panels), redshift (central panels) and sparsity
(bottom panels). The yellow dashed lines are the fits of our model on αTurb profile, while
the dash-dotted ones are the fits of the model on the αTot profile. The brown dashed and
dash-dotted lines are the profile of median αHS,Turb and αHS,Tot computed as described in
Sect. 3.2.1. The shadow regions represent the 1σ distribution of the sub-sample.
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we observe a slight decrease at any radii with an increase of mass or a decrease of
redshift. However, no other strong dependencies are observed between the radial
profiles and the quantities used for the selection. We notice also that αTurb shows
the lowest scatter at any radii, while both αHS,Turb and αHS,Tot are affected by high
scatters.

3.3 Discussion

We can finally study the relation between the non-thermal pressure, the turbulence
we identify in our data and the X-ray derived proxy (e.g. Eckert et al., 2019). To
address this, we compute the values of αHS and α at the radii R200,c and R500,c in
each object. The results are shown in Fig. 3.15

Figure 3.15: Comparison between median αTurb (blue solid line) or αTot (red solid line)
and αHS,Turb (brown dashed line) or αHS,Tot (brown dash-dotted lines) at R200,c (left panels)
and R500,c (right panels). The shadow regions represented 1σ variance. The black shadowed
regions represented the range values presented by Eckert et al. (2019), while the yellow
dots refer to singles clusters (we notice that one cluster of the sample is found to be well
outside the plot limits and is discarded given its very peculiar shape).

At first glance, there are almost no correlations between the two proxies (α
and αHS) for the non-thermal pressure support, even if the two distributions span
a similar range of values, and also are in the same ballpark of the XCOP results
discussed in Eckert et al. (2019). We also notice that while α is defined as a positive
quantity by construction, αHS can be measured with negative values (in ∼10% of
the sample) due to local fluctuations in the reconstructed thermodynamical profiles
that are responsible for the scatter in the distribution of the estimated αHS at a
given radius.
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Table 3.2: Parameters and values of χ2 statistical test for our model applied to mass,
redshift and mass sparsity sub-samples of our data. The errors on the parameters are the
values at 3σ confidence.
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This introduces crucial problems for the αHS estimate. First, the spherical sym-
metry and the coincidence between the centre of the gas pressure and of the grav-
itational mass (and between gas and dark matter densities) are often violated for
systems which had only a little time to relax. Gas substructures are also more
prominent, as they are often found in their first crossing of the ICM. This also leads
to an ICM with a multi-phase structure, also correlated with the crossing of shocks.
In summary, most of the assumptions on which the hydrostatic equilibrium analysis
is based are violated at high-z, while on the other hand the above factors little affect
our estimate of α, because through our filtering procedure the measure of turbulence
is local and do not rely in assumptions of symmetry or isothermality. Interestingly,
the above problems should also play an important role in the mass modelling of
high-z galaxy clusters in real observations (e.g. Maughan et al., 2006; Jee et al.,
2011; Schrabback et al., 2018).

To further investigate the physical origin of the deviations from hydrostatic equi-
librium, we added a few important dynamical proxies to characterise the dynamics
of our systems. More specifically, we computed the radial profile of gas acceleration,
and derived the residual acceleration from gas motions which are out of equilib-
rium in the presence of mergers, following Biffi et al. (2016a). While Biffi et al.
(2016a) could directly access the acceleration values of single smoothed-particle-
hydrodynamics (SPH) particles from the hydrodynamical solver, we rely on the
post-processing of Eulerian data, taking the derivative of two close time-steps. We
defined the gravitational acceleration in each radial shell as:

g(r) = −GMT

r2
, (3.22)

while the residual gas acceleration is computed by first taking the radial velocity in
each cell, and then reconstructing the radial profile of this quantity for every selected
snapshot. To define the residual gas acceleration in the radial direction, we take the
difference in each radial shell, between two snapshots, δ(r) as:

δ(r) =
V r(t2)− V r(t1)

(t2 − t1)
. (3.23)

In order to follow a convention consistent with Biffi et al. (2016a), we defined an
acceleration term consistent with the one extracted from their SPH simulations:

H(r) = g(r) + δ(r). (3.24)

From the above we can thus introduce a factor, δHE, which compensates for the
residual gas radial acceleration by motions which are not in equilibrium with the
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gravitational pull of the cluster:

δHE(r) =
g(r)

H(r)
− 1. (3.25)

From this definition, we notice that when the gas is in hydrostatic equilibrium δHE

is equal to 0. Finally, as in Biffi et al. (2016a) we define ξr:

ξr = | αHS(r)− δHE(r) |, (3.26)

which allows us to consider at the same time the contributions given at the hy-
drostatic bias from the acceleration terms and the term obtained from αHS. In
Sect. 3.3.1, we show in more detail how this procedure can well highlight the pres-
ence of out-of-equilibrium conditions in the ICM; in particular, we can relate large
residual acceleration terms to the local gas conditions in the proximity of powerful
shock waves crossing the cluster. We can thus conclude that these terms are likely
to be crucial for an accurate estimate of hydrostatic mass, but also that they are
hard to model for a perfect correction of the hydrostatic mass bias, in most realistic
cases.

We attempted to incorporate residual gas accelerations in the previous modelling
of the hydrostatic bias, by defining αξ as the fraction of the total pressure due to
purely radial accelerations:

αξ(r) = | δHE(< r) | (3.27)

where δHE is defined starting from the Eq. 3.25 and it represents the median value
of the contributions of residual radial accelerations within the radius r. In Fig. 3.16
we show the behaviour of the ratio αξ/αTot against αHS.

From the left panel of Fig. 3.16 we notice that the contribution of radial ac-
celerations to the non-thermal pressure support span from ∼40% in the innermost
regions of the cluster to ∼15% in the outskirts. Two effects are likely at play here.
First, strong acceleration terms originate from expanding shocks, which are typi-
cally launched during mergers starting from the core cluster region (or close to it).
Therefore, when a cluster is disturbed by ongoing merger activity, such terms can be
more significant in the core regions than in more external ones, due to their larger
volume-filling fraction there. Additionally, we expect an irreducible level of spurious
radial acceleration at the scale of cluster cores, due to the fact that in perturbed
systems (i.e. with many substructures in the core etc) it is not always trivial to
exactly track the position of the centre as a function of time, which may introduce
noise in our procedure to measure δHE(< r) above.

As for the turbulent contributions, which are discussed in Sect. 3.2.2, also for
the radial accelerations one, the higher is the hydrostatic bias and the lower is the
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Figure 3.16: Relation between the ratio αξ against αTot and αHs,Turb. On the left side the
whole sample, while on the right one there are six sub-samples, as described in Sect. 3.2.2.
Top panels: low mass on the left, high mass on the right; central panels: low redshift on
the left, high redshift on the right; bottom panels: low sparsity on the left, high sparsity
on the right. The colours represent the distance from the cluster’s centre.

contribution. The sub-sample analysis revealed that for high masses and low redshift
samples, in the innermost regions of the clusters where the hydrostatic bias is lower,
the contribution of radial accelerations seems to be higher than for low masses and
high redshifts.

Combining the contribution from turbulence and radial accelerations, we ob-
tained the results shown in Fig. 3.17. In the clusters’ outskirts, where the hydro-
static bias is higher, turbulence and radial accelerations are not able to completely
trace the hydrostatic bias. Due to the filtering techniques, the residual 30% of the
hydrostatic bias is generated by the bulk motions, which are filtered out from our
filtering technique, but they are considered in the filter proposed by N14. How-
ever, in the innermost regions, the hydrostatic bias is completely described by the
combination of turbulence and radial acceleration contributes.

We performed the same sub-sample analysis used above. For low masses and
high redshift clusters, the combination of turbulence and radial accelerations is not
still enough to account for the hydrostatic bias. On the other hand, for high masses,
low redshift or low sparsity objects, where the hydrostatic bias is lower, turbulence
and radial accelerations trace the hydrostatic bias. However, even then, turbulence
and radial accelerations are not still sufficient to explain the hydrostatic bias.
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Figure 3.17: Relation between the ratio αTurb + αξ against αTot and αHs,Turb. On the
left side the whole sample, while on the right one there are six sub-samples, as described
in Sect. 3.2.2. Top panels: low mass on the left, high mass on the right; central panels:
low redshift on the left, high redshift on the right; bottom panels: low sparsity on the left,
high sparsity on the right. The colours represent the distance from the cluster’s centre.

3.3.1 On the relation between hydrostatic bias
and radial acceleration

The presence of shocks in the ICM is important for their dynamical equilibrium since
the passage of a shock provides a thrust, usually in the outward direction. This ef-
fect generates a radial acceleration of the gas that could affect the computation of
the hydrostatic mass, mimicking an excess of thermal pressure if the hydrostatic
equilibrium is (wrongly) imposed on the structure (Nelson et al., 2014b).
As written in Sect. 3.3, we apply the same formalism presented in Biffi et al. (2016a)
on our clusters. We quantify the amount of departure from the hydrostatic equilib-
rium in each shell through the median value of ξr within the shell, ξ.

As an example, in Fig. 3.18 we show the central slice of Mach Number, which
allows us to identify shocks sweeping the clusters volume at a given epoch. In the
left panel we can see wide M ≈ 3 shocks in the inner part of cluster IT90_0 at the
epoch of z ≃ 0.15, while in right slight through cluster IT92_0 at z ≃ 0.07 there are
no relevant shocks inside R200,c. We can therefore expect in the first case a stronger
departure from equilibrium, following the gas dynamical acceleration downstream of
the shock wave. These trends are well captured in Fig. 3.19, which gives the radial
behaviour of total mass (blue solid line), hydrostatic mass (red solid line) and Mw

(green solid line). In the bottom panels of Fig. 3.19, we also show the radial profiles
of αHS and of the radial acceleration term.

From there we can quantify how shocks in the inner parts of the cluster influence
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Figure 3.18: Maps of shock Mach number in a slice through the centre for cluster IT90_0
at z ≃ 0.15 (left panel), and through the centre of IT92_0 at z ≃ 0.07 (right panel). The
inner circle shows the location of R500,c, while the outer one shows R200,c.

the hydrostatic mass. There is a strong correlation between the maximum values
of the Mach Number and a negative hydrostatic mass bias, meaning that the total
mass that would be inferred through a standard hydrostatic equilibrium analysis
would be larger than the total (true) mass, as shown by the radial trend of αHS.
These behaviours are also observed for the more relaxed cluster in the right panel,
but only in the regions close to R200,c, where a shock front is visible in the right panel
of Fig. 3.18. Therefore, shocks introduce an additional term that one must consider
when inferring non-thermal pressure from the hydrostatic mass bias. We remark
that such behaviours in the radial profile would hardly be detected in realistic X-
ray analysis of observed clusters because observations are usually fitted through a
(smooth) Navarro-Frank-White profile, which cannot produce such a sharp increase
in the hydrostatic mass profile.
Thanks to the analysis of radial acceleration terms, we used ξ as correcting factor
of hydrostatic bias. We compared the α terms with the sum of αHS plus ξ. The goal
of this comparison is to obtain a closer relation between the turbulent proxy α and
the hydrostatic bias counterpart αHS. The results are shown in Fig. 3.20.

From the comparison between Fig. 3.20 and Fig. 3.15, we notice that the negative
terms of hydrostatic bias are not present anymore. However, we do not find a strong
correlation between turbulence and hydrostatic bias yet.
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Figure 3.19: Total mass profile (blue solid line), hydrostatic mass profile (red solid line)
and median Mach Number profile (green solid line) in the top panel, and radial acceleration
(blue solid line) and αHS,Turb (brown dashed line) and αHS,Tot profiles (brown dash-dotted
line) in the bottom panel, for IT90_0 at z ≃ 0.15 (left panel) and IT92_0 at z ≃ 0.07
(right panel).
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Figure 3.20: Comparison between median αTurb (blue solid line) or αTot (red solid line)
and αHS,Turb (brown dashed line) or αHS,Tot (brown dash-dotted lines) corrected for the
radial acceleration term ξ, at R200,c (left panels) and R500,c (right panels). The shadow
regions represented 1σ variance. The black shadow regions represented the range values
inferred with X-ray observations by Eckert et al. (2019), while the yellow dots refer to
single clusters.





4Chapter

Proprieties and relations between
matter clumps and filaments

In this chapter, following Angelinelli et al. (2021), I report on the possibility of study-
ing the proprieties of cosmic diffuse baryons by studying self-gravitating clumps and
filaments connected to galaxy clusters. While filaments are challenging to detect
with X-ray observations, the higher density of clumps makes them visible and a vi-
able tracer to study the thermodynamical proprieties of baryons undergoing accre-
tion along cosmic web filaments onto galaxy clusters. We developed new algorithms
to identify these structures and applied them to a set of non-radiative cosmological
simulations of galaxy clusters at high resolution. We find that in those simulated
clusters, the density and temperature of clumps are independent of the mass of the
cluster where they reside. We detected a positive correlation between the filament
temperature and the host cluster mass. The density and temperature of clumps and
filaments also tended to correlate. Both the temperature and density decrease mov-
ing outward. We observed that clumps are hotter, more massive, and more luminous
if identified closer to the cluster centre. Especially in the outermost cluster regions
(∼ 3R500,c or beyond), X-ray observations might already have the potential to lo-
cate cosmic filaments based on the distribution of clumps and to allow one to study
the thermodynamics of diffuse baryons before they are processed by the intracluster
medium. Sect. 4.1.3, Sect. 4.2.4 and Sect. 4.2.5 are a novelty of this thesis. Indeed,
the results of Sect. 4.2.4 obtained by the procedure described in Sect. 4.1.3 were not
included in the original paper Angelinelli et al. (2021). Moreover, the results pre-
sented in Sect. 4.2.5 were supposed to be part of the Athena Red Book (one of the
steps needed for a new mission to be accepted). Unfortunately, due to some issues
suffered by the ATHENA mission, the adoption is postponed and nowadays it is not
already clear when and with which characteristics the mission will be approved. For
completeness, I decided to include them as results of this chapter.
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4.1 Methods

In this section, we describe the numerical algorithms we develop to disentangle
clumps from the diffuse gas in filaments. In the following analysis, we consider
the baryon mass component only; that is to say, we neglect the dark matter mass
contribution to the masses of clumps and filaments. This reflects the fact that
our clump finder algorithm searches for baryon density peaks, while the filament
finder focuses on gas entropy, so it is also baryon-based. Considering that because
collisional, baryonic matter and collisionless, dark matter do not obey exactly the
same dynamics, there could be mismatches between the positions of peaks in the
two distributions. This could in turn introduce a bias in the estimate of the total
masses of the clumps, which we want to minimise here. When and if necessary, we
highlight different assumptions on the mass estimation.

Figure 4.1: Projected emission weighted gas density for the simulated cluster IT90_2 a
z=0.1, along three different lines of sight. The dashed circles represent R500,c, while the
white crosses are at the centres of the identified clumps.

4.1.1 Identifying the clump structures

In this analysis we consider clumps as the top 1% of the densest regions within
each radial shell from a given cluster centre, following well-established evidence that
clumps occupy the high-density tail of the gas density distribution in the simulations
(e.g., Zhuravleva et al., 2013). Then, we add a second filter on the temperature of
these structures. In the regions selected by the density threshold, we exclude all
the cells with a temperature below 0.1 keV. This selection ensures us to identify
regions which are comparable with the X-ray observations. To identify individual
clumps, we have to implement a second, complementary algorithm which separates
the initially identified region into specific clumps. This algorithm groups all the cells
which are at a defined maximum distance from the initial reference cell. We also



4.1. Methods 63

add a second criterion to exclude all the clumps which have a mass below a defined
threshold mass. Figure 4.1 shows the results of this process, where the position of
the clump’s centre (defined as the position of the maximum density in each clump)
is identified for three different lines of sight of one of the clusters in our sample.

Figure 4.2: Number of identified clumps per Mpc3, as a function of the simulated host
cluster’s mass. The different panels show different threshold masses (top left: 108 M⊙; top
right: 109 M⊙; bottom left: 1010 M⊙; bottom right: 1011 M⊙), while the different colours
represent different threshold maximum distances (red: 300 kpc; green: 500 kpc; gold:
700 kpc). The solid lines, which have the same colour-coding as the threshold maximum
distances, represent the median values of clumps per Mpc3 for the related threshold mass,
computed on the whole simulated cluster sample.

We test our algorithm with different values of maximum distance and mass
threshold, and the results are reported in Fig. 4.2. It is apparent that increasing
the host cluster’s mass increases the number of identified clumps. This is observed
for all the maximum distance thresholds when the threshold mass is below 1011 M⊙.
Moreover, for these threshold masses, we also notice a decrease in the number of
identified structures with an increase in the maximum distance threshold. Indeed,
by increasing the maximum distance threshold, nearby structures, which are consid-
ered as different structures for small maximum distance threshold, are grouped into
single, larger structures. For a fixed mass threshold, this behaviour reduces the total
number of identified structures with an increase of the maximum distance thresh-
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old. From the last panel of Fig. 4.2, we observe that none the relations between
the number of identified clumps and the host cluster’s mass or maximum distance
thresholds are observed for the mass threshold 1011 M⊙. This is, in fact, a conse-
quence of the large magnitude of this threshold mass. Indeed, in some clusters in
our sample, the algorithm does not detect clumps with masses exceeding 1011 M⊙,
especially for smaller maximum distances. This suggests that, for these clusters, the
clump threshold mass 1011 M⊙ is larger than any clumps that have formed.

Figure 4.3: Median number of identified clumps per Mpc3, as a function of the threshold
mass for the different maximum distance thresholds (left: 300 kpc; centre: 500 kpc; right:
700 kpc). The error bars represent the 1σ dispersion of the data.

In Fig. 4.3, we show the median number of identified clumps in our sample, as
a function of the threshold mass. We notice that the number of identified clumps
decreases when the threshold mass is increased for all the maximum distance thresh-
olds. Moreover, as already observed for Fig. 4.2, the number of clumps decreases
with increasing maximum distance threshold. Comparing Fig. 4.2 and Fig. 4.3, we
identify a threshold mass of 108 M⊙ and a maximum distance threshold of 500 kpc
as the best thresholds to identify clumps in our cluster sample. The chosen maxi-
mum distance threshold is in agreement with our previous work (Angelinelli et al.,
2020), where we studied turbulent motions in the same simulated clusters used here.
In particular, we showed in that work how the peak of the Kolmogorov spectrum,
which relates to the scale of the dominant energy-containing structures in the ICM,
is on scales around 500 kpc. Those structures are, indeed, the same clumps studied
in the current chapter. Therefore, from the results presented in Angelinelli et al.
(2020) and the ones obtained from the algorithm presented above we can conclude
that the maximum distance threshold of 500 kpc properly represents the typical
upper scales of clumps in these clusters. Regarding the threshold mass, we assume
108 M⊙ to avoid neglecting any appropriate clump structures. Indeed, if we com-
pare the top panels of Fig. 4.2 (which illustrate the results with a threshold mass of
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Figure 4.4: Clump mass function for the 108 M⊙ mass threshold with different maximum
distance thresholds (red: 300 kpc; green: 500 kpc; gold: 700 kpc. In the left panel, we
consider only the gas component of the mass, while on the right side we show the results
for combined baryon and dark matter components. In both panels, the black solid line
represents the fitting formula proposed by Giocoli et al. (2008).

108 M⊙ and 109 M⊙, respectively), we notice that the number of clumps in an Mpc3

volume is almost the same. When we increase the threshold mass (bottom panels of
Fig. 4.2), the number density of clumps drops quickly, suggesting that most of the
clumps have masses lower than 1010 M⊙. Therefore, to sample properly the clump
population in these clusters, we adopt the minimum threshold mass of 108 M⊙.

Using these thresholds, we compare the mass function of the identified clumps
with the results presented by Giocoli et al. (2008). In that work, the authors stud-
ied a sample of N-body simulated dark-matter-only galaxy clusters. They focused
on the mass-loss rate and the related mass function of the sub-halos present in
their simulation boxes. They demonstrated that the mass function of sub-halos is
universal, and they described it with the following fitting formula:

dN

dln(mv/M0)
= N0 x−α e−6.283·x3 , x =

∣∣∣∣ mv

α ·M0

∣∣∣∣ (4.1)

where mv is the clumps’ mass and M0 is the cluster’s mass, while α=0.8 and N0=0.21.
We compare this fitting formula with our mass distributions. The results are plotted
in Fig. 4.4.

Our results including both baryons and dark matter are consistent with the
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fitting formula presented by Giocoli et al. (2008) (right panel of Fig. 4.4). However,
some differences in the distribution at low masses appear because of different mass
resolutions in the two studies. When we consider only the gas component of our
simulations, the mass distribution is well-described by the fitting formula proposed
by Giocoli et al. (2008). This consistent behaviour is explained by a relative baryon
component of clump mass that is almost the same as for the central, host cluster.
Indeed, as this would suggest, the curves in the left and the right panel of Fig. 4.4
have similar trends.

As the next step in this analysis, we compute the clumping factor for our full
cluster sample. We define the clumping factor at each radius r as:

Cρ(r) =

√
⟨ρ(r)2⟩
⟨ρ(r)⟩2

, (4.2)

where the means are computed within a shell with radius r (e.g., Nagai, Lau, 2011).

Figure 4.5: Radial profile of clumping factor for the whole clusters sample. The blue
solid line represents the median value, while the shadow region is enclosed between the
16th and the 84th percentile of the distribution at any radii.

In Fig. 4.5, we show the median value of Cρ, along with the 16th and 84th
percentiles, at each radius. Similar to Vazza et al. (2013b), we observe an increment
of clumping factor with the radial distance, and measure values which are in good
agreement with the ones estimated in, for example, Nagai, Lau (2011) and Vazza
et al. (2013b).

In Fig. 4.6 we also present the relation obtained for our clusters between the
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clump number density and the radial distance from the cluster centre. We adopt
the distance and mass thresholds described above and we use ten equally spaced
radial shells from R500,c up to 5R500,c. It is clear that the clump number density
decreases with the radial distance, that is by a factor ≃3 from the inner to the outer
bin.

Figure 4.6: Number density of clumps computed on ten radial bins between R500,c and
5R500,c. The red dots are the median clumps’ number density in each bin. The x-axis
errors represent the length of radial bins, while the y-axis ones represent the 16th and 84th
percentiles of the bin’s number density distribution.

Comparing Fig. 4.5 and Fig. 4.6 we conclude that, even though the clumping
factor increases with radius, the clump number density decreases. These different
behaviours suggest that the observed decreased number of clumps with the radial
distance is not an artefact of our clump finder algorithm, but, rather, is a true
property of the clump population. To further test the dependence of our results
on the numerical resolution, in Appendix 8.2 we computed the clumping factor,
as well as the clumps number density, for four different re-simulations of the same
cluster, at increasing spatial resolution. Briefly, we find that the Itasca cluster
simulation sample numerical resolution (∼19.6 comoving kpc) is sufficient to study
the structures which our clump finder algorithm identifies. That is, our detected
trends are not found to depend significantly on resolution, for ∆x ≤ 32kpc.



68
Chapter 4. Proprieties and relations between

matter clumps and filaments

4.1.2 The V2
rad

K
estimator

In this section, we use the simulated cluster IT90_2 as an example to explore a novel
filament identifier tool. IT90_2 is described at z = 0.1 by density and temperature
radial profiles shown in Fig. 4.7. These profiles follow well the rescaled universal
cluster profiles proposed by Ghirardini et al. (2019).

Figure 4.7: Comparison between density and temperature profiles of the simulated cluster
IT90_2 (MTot,500,c = 6.68 1013M⊙, R500,c = 555 kpc, z = 0.1) and the universal profile
proposed by Ghirardini et al. (2019). (Left) Gas density (blue), dark matter density (red)
and universal (green) profiles in cm−3 units. (Right) Gas temperature (blue) and universal
(green) profiles in keV units. In both panels, the profiles are computed from the cluster’s
centre out to 3R500,c

The projected IT90_2 gas density and dark matter density maps at z = 0.1 are
shown in Fig. 4.8, together with the projected entropy map.

To identify the diffuse gas in the filaments within and adjacent to the clusters,
we define a proxy based on gas entropy and gas radial velocity. Indeed, we expect
that these structures, having “fallen” out of the web, are moving toward the cluster
centre mainly in the radial direction, and with a velocity determined by gravity,
comparable with the local in-fall velocity. Furthermore, the absence of a strong
X-ray detection of filaments in real clusters so far suggests that their densities and
temperatures are quite different from clump densities and temperatures. Specifically,
the filaments are expected to be relatively cooler and very likely with low entropy. In
our entropy-radial-velocity-based filament finding algorithm we define gas entropy,
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Figure 4.8: Projected emission weighted gas density (left panel), dark matter density
(central panel) and entropy (right panel) for the cluster IT90_2 at z = 0.1. The dashed
circles represent R500,c and 2.8R500,c.

K(i) in volume element i, as

K(i) = T(i) · n(i)−2/3 (4.3)

and the radial velocity, Vrad(i), as the radial projection of the velocity field, relative
to the cluster centre. The centre was defined as the position of the maximum thermal
energy density of the gas.

Now we consider the ratio between the V 2
rad and K. In the self-similar cluster

formation approximation, the ratio of entropy to free-fall velocity is independent of
the host cluster mass:

V2
rad

K
∝ M2/3

M2/3
= CONST. (4.4)

In Fig. 4.9, we show the projected emission weighted map of the ratio V2
rad

K
. We

note that filaments show higher values of this ratio than those of their ICM sur-
roundings, especially reflecting reduced filament entropy. Utilising this bias toward
large V 2

rad/K, we include as filaments the regions in each radial shell j, with

V2
infall(j)

0.05 ·K(j)
<

V2
rad(j)

K(j)
<

V2
infall(j)

0.01 ·K(j)
(4.5)

where V2
infall(j) is the free-in-fall velocity in the radial shell j given by

V2
infall(j) =

G ·M(< j)

r(j)
(4.6)

and K(j) is the mean entropy in the radial shell j. As noted our selection is mainly
based on the gas entropy, because clumps and filaments have comparable radial
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Figure 4.9: Projected emission weighted V 2
rad/K for the cluster IT90_2 at z=0.1. The

dashed circles represent R500,c and 2.8R500,c.

velocities close to the free-in-fall velocity. But, they do differ by their entropy. The
limits of 1% and 5% are imposed to exclude clumps and diffuse gas from the filament
analysis. Indeed, as observed from Fig. 4.9, filamentary structures are described by
high values of V 2

rad/K, but the highest values are actually reached in the presence
of clumps. Therefore, we exclude the regions with the highest values of V 2

rad/K in
order to avoid the presence of clumps (Fig. 4.9). But, we need also a lower limit to
select only filaments and to exclude the diffuse gas.

We also add a filter on the density of the gas. We consider gas to be part
of a filament only when it has a density greater than the critical density of the
Universe ρc(z), in order to avoid selecting under-dense regions, especially in the
cluster outskirts. In Fig. 4.10 we compare the map of the clumpy region against the
map of the filamentary structure. We also add a third panel in which we display
regions selected using the standard definition of WHIM (105 K≤Tgas ≤ 107 K ).
We note that our definitions of clumps, derived by the clump finder algorithm,
and filaments, based on the V 2

rad/K proxy, select regions distinct from the standard
definition of WHIM gas, which is based only on a temperature criterion. In fact,
looking at the right-most panel in Fig. 4.10, we observe how the standard definition
of WHIM highlights relatively diffuse regions not directly associated with clumps or
filaments.

In Fig. 4.11, we present a gas-phase diagram analysis for the cluster IT90_2 at
z = 0.1 in order to characterise these distinct distributions. We observe how clumps
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Figure 4.10: Visual comparison between filaments, clumps, and WHIM. Left panel:
projected integrated V 2

rad/K for the filaments; centre panel: projected emission-weighted
density for the clumps; right panel: projected emission-weighted density for the gas with
temperature between 105K and 107K. The cluster used is IT90_2 at z=0.1. The dashed
circles represent R500,c and 2.8R500,c.

and filaments occupy different regions in the phase diagram. Indeed, filament tem-
peratures are mainly below 0.1 keV, while clump temperatures reach peaks greater
than 1 keV. However, the density distributions are actually quite similar, with values
between 10−5 cm−3 and 10−2 cm−3. These differences assure us that our selection
algorithms do not confuse the phases. In addition, we notice that the clumps seem
to lie physically at the tips of the filaments pointing to related origins for these two
phases. We study this finding in more in detail in Sect. 4.2.1. Moreover, the last
panel of Fig. 4.11 shows the phase diagram for the gas component which we called
"Diffuse". This gas is located at radii beyond R500,c and it is not organised into
clumps or filaments.

4.1.3 Identify over-density regions in surface brightness images

To produce the mock X-rays maps of our clusters, we use two different steps. The
first one generates a map in physical units erg s−1, while the second one allows us
to convert the X-rays emissivity in Photons Counts (in the following we will refer
to it with "Cnt"), as it is obtained from the X-rays observations. We focus on the
soft X-rays band from [0.3-2.0] keV. In the first step of our algorithms, we consider
the density and temperature fields in the simulated box and we derive the X-rays
emissivity from the sum of the following components:

EmXff,i = n2
i × Λff(Ti) (4.7)

EmXlin,i = n2
i × Λlin(Ti) (4.8)
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Figure 4.11: Phase diagrams for the cluster IT90_2 at z=0.1. (a): all gas present in the
simulated box enclosing IT90_2; (b): filaments selected by the V 2

rad/K proxy; (c): clumps
identified as described in Sect. 4.1.1; (d): Diffuse gas located on radii over R500,c and not
organised into clumps or filaments. The colour-coding identifies the mass enclosed in every
single bin, normalised by the central cluster’s gas mass.

where i is the index which identifies each cell in the box, n is the gas density in
cm−3, T is the gas temperature in K and Λff(Ti) and Λlin(Ti) are respectively the
conversion factor for the free-free emission and the lines one, at a given temperature.
The Λff(Ti) and Λlin(Ti) are computed as in Vazza et al. (2019), by assuming for
simplicity a single temperature and a single (constant) composition for every cell in
the simulation using the APEC∗ emission model. We adopt a constant metallicity
across all cluster volumes, Z/Z⊙ = 0.3, where Z⊙ is the solar abundance in Anders,
Grevesse (1989).

In the second step of our algorithm, we convert the X-rays emissivity in Cnt.
The conversion needs three fundamental quantities: gas temperature, redshift, and
selected instrument. We decide to produce maps for the Wide Field Imager (WFI),
which will be on board on the ATHENA telescope (Rau et al., 2013). We fix the
redshift of each cluster at z=0.05, conventionally used for simulated bright nearby
sources. The conversion factor is also related to the gas temperature and to deter-
mine it, we used the XSPEC model PHABS(APEC), in which we fix the galactic
absorption at nH = 2 × 1020 and the redshift at z=0.05. We produced emission-
weighted maps of the temperature field and, starting from these images, we produce
images in which the value in each pixel is the corresponding conversion factor. Com-
bining the cluster’s image in erg s−1 with the image with the conversion factor values,
we obtain the image in Cnt s−1. Finally, we convert each pixel dimension in arcsec2

and the results are shown in the left panel of Fig. 4.12.
We produce the X-rays map for our sample, considering three different lines of

∗https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/Models.html
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Figure 4.12: X-rays emission in the soft band [0.3-2] keV for the cluster IT90_2, in Cnt
s−1 arcsec−2 units. On the left panel is the emission of the simulated cluster, and on the
right one is the emission of the related background, computed as described in Sect. 4.1.3.
The dashed circles represent R500,c and 2.8×R500,c. The white cross is the centre of the
cluster, identified as the maximum of the thermal energy in the box (as already discussed
in Angelinelli et al., 2020). The colour scales are the same to help a visual comparison
between the two panels.

sight (LOS), along the main axes of the box. For each LOS, we use the CIAO tool
WAVDETECT (Freeman et al., 2002) to identify the over-density regions in our maps.
WAVDETECT is based on the combination of two different CIAO tool: WTRANS-
FORM and WRECON. The first one correlates the input image with a Mexican-Hat
wavelet function with different scales. All the pixels with enough large values of
correlations are assumed as sources. This procedure is called "cleansing". At the
end of the WTRANSFORM process, a catalogue of possible sources is generated for
each wavelet scale. WRECON compares the different scales’ catalogs and it combines
all the information of a single source in a unique final catalogue. In the following,
we report the main parameters which we equally set for all the images.

• scales = 2.828, 4.0, 5.657, 8.0, 11.314, 16.0, 22.62, 25.0;

• ellsigma = 5.0;

• sigthresh = 9.76e-6;

• iterstop = 0.001;

• bkgsigthresh = 0.01.
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where the used parameters are:

• scales: the wavelet radii in units of the pixel; smaller scales detect small
sources, while greater scales identify larger structures;

• ellsigma: the size of the elliptical identified regions, in units of pixels; this
parameter is a multiplicative factor applied to the standard deviation σ of the
data distribution;

• sigthresh: threshold applied to determine if a pixel belongs to the identified
source;

• iterstop: the minimum ratio of pixels identified in new sources over the total
number of pixels in the image; when the ratio is less than this parameter, the
procedure stops;

• bkgsigthresh: the minimum statistical significance of the cleaning procedure on
each iteration.

We differently set for each image the input background image. Starting from mock
maps, we have to define a mock background. We define the background as the
emission of the host cluster, and we do not consider any other source of background.
To produce the X-ray map of the host cluster, we use the same procedure presented
above. In this case, we use input density and temperature fields derived from the
universal profile proposed by Ghirardini et al. (2019). An example result is shown
in the right panel of Fig. 4.12. We will discuss the results of the procedure described
above in Sect. 4.2.4.

4.2 Results

In the following, we refer to "clumps" when we present results associated with the
cells selected by the clump finder algorithm. Otherwise, when we refer to cells
selected by the V 2

rad/K estimator, we use the term "filaments". In Sect. 4.2.2,
we compare the results obtained in two different radial shells of our clusters. As
mentioned above, we define the centre of a cluster as the position of the peak in the
thermal energy of the gas. This definition of the centre provides the most stable
identification criterion, including highly perturbed systems. As outlined above, we
focus on cluster peripheries. Hence, the inner shell considers all the radii enclosed in
R500,c ≤ r ≤ 2.8R500,c, whereas the outer shell encloses radii between 2.8R500,c ≤ r ≤
5R500,c. This radial analysis allows us to better assess the dependence of physical
proprieties on distance from the cluster centre.

Unless specified otherwise, we shall use the median, along with 16th and 84th
distribution percentile boundaries to quote the results of our statistical analysis.
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These measures are justified by the distribution forms of physical proprieties we
are studying. An example is given in Fig. 4.13 for the cluster IT90_2. We notice
that the distributions of both density and temperature are far from being described
by symmetrical Gaussians, making the mean and standard deviation values weaker
representative measures than the median and the two above percentiles to describe
these distributions.

Figure 4.13: Density and temperature distributions for the different selected regions for
the IT90_2 cluster at z=0.1: the blue areas represent the entire contents of the simu-
lated box, grey areas characterise regions identified as filaments and red areas characterise
clumps. Each histogram is normalised to the total number of cells present for the specified
selection. The black dashed line in the left panel represents the ρc(z), used as the lower
limit for the density in the V 2

rad/K procedure. On the right panel, the black dashed line is
the lower temperature limit of 0.1 keV, adopted for the clump finder algorithm as explained
in the text.

Sometimes in the analysis, we use Pearson’s correlation index, a powerful tool
to verify the level of correlation between two different distributions. We compute
Pearson’s correlation index as:

ρX,Y =
σXY

σX · σY
(4.9)

where σX,Y is the covariance between the quantities X and Y, while σX and σY
are the standard deviations of X and Y. Then, the test statistic t∗ is given by the
following equation:

t∗ =
ρX,Y ·

√
n− 2√

1− ρ2X,Y

(4.10)
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where "ρX,Y" is Pearson’s correlation index and "n" is the total number of clusters
in the sample. We compare the computed t∗ values with the tabulated Student’s t
distribution for the relative number of freedom degrees (12, NCluster-1) and we derive
the P-value for each Pearson’s correlation index shown in Tab. 4.1. As we discuss in
Sect. 4.2.1, many of the studied relations show a strong level of correlation, which
is also confirmed by the significance given by the P-value.

4.2.1 Physical proprieties of clumps and filaments

We now consider the density and temperature of the cells selected by the clump
finder algorithm. For each cluster, we compute the median values of the density
and temperature distributions and identify the locations of their 16th and 84th
percentiles. We also determined the masses of individual clumps. In Fig. 4.14, we
show the median values of density and temperature as functions of cluster mass. We
notice an almost flat distribution of the density against cluster mass around a value
of 0.6+1.6

−0.4 10−4 cm−3.

Figure 4.14: Clump density (on the left, in cm−3) and temperature (on the right, in keV)
as a function of M500,c cluster gas mass. In both the panels, the dots represent the median
value, while the error bars are the 16th and 84th distribution percentiles. The colour-
coding is the same for both panels and it identifies the ratio between the total clump mass
and the M500,c cluster mass. The black dashed lines represent the median values of density
and temperature for the whole clump population. The shadow grey regions are enclosed
in the 16th and 84th of the density and temperature distributions.

We also observe that relatively few objects are far from this value. From the
colour-coding of Fig. 4.14, we can see that those objects have larger ratios of clump
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mass over cluster mass. In fact, they are merging systems, for which our clump
finder algorithm can consider the baryons in the less massive interacting object as
a mass clump rather than a component of a merging halo. This will bias the total
clump baryon mass estimation for those clusters.

The relation between cluster mass and clump temperature is shown in Fig. 4.14
(right panel). The clump temperature distribution can be characterised as 0.3+0.4

−0.2

keV. We note that the median value ≈ 0.3 keV, while a factor three larger than the
0.1 keV lower temperature limit we adopted in our clump identification algorithm
(see Sect. 4.1.1), is still quite small. So, it is clear that any X-ray detection of
clumps, although possible, will be very challenging. As already discussed for the
density distribution, now for the temperature distribution, we have some clumps
with median values far from the median of the full clump population with similar
masses. We believe these outliers represent merging objects.

Figure 4.15: Clump mass as a function of central cluster mass. The dots represent the
median value, while the error bars are the 16th and 84th distribution percentiles. The
colour-coding identifies the total number of clumps found by the clump finder algorithm.
The black dashed line represents the median value computed for the entire clump popu-
lation. The grey shadow region is enclosed between the 16th and 84th percentiles of the
clump mass distribution.

For each identified clump, we compute both mass and volume. We study the
distributions of these quantities also in relation to the cluster’s mass. The results
are shown in Fig. 4.15 for the masses and in Fig. 4.16 for the volumes. For both
distributions, we obtain median values quite independent of the host cluster’s mass.
For the clump masses, the median value is 0.44+3.53

−0.38 1010 M⊙, while for the volumes
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it is 0.4+1.6
−0.3 10−2 Mpc3. In the following, using the V 2

rad/K criterion introduced
above, we investigate the relations between the proprieties of clumps and those of
the surrounding medium.

Figure 4.16: Clump volume as a function of central cluster mass. The dots represent
the median value, while the error bars are the 16th and 84th distribution percentiles. The
colour-coding identifies the total number of clumps identified by the clump finder algo-
rithm. The black dashed line represents the median value computed for the entire clump
population. The grey shadow region is enclosed between the 16th and 84th percentiles of
the clump volume distribution.

For both clumps and filaments, we analyse the relations between the density
and the temperature of the selected regions, including their dependence on the host
cluster’s mass. The results of these analyses are shown in Fig. 4.17. The density
distribution appears to be independent of cluster mass (left panel of Fig. 4.17) with
a median value of 1.3+3.4

−0.5 10−5 cm−3.
On the other hand, the temperature of the filaments seems to increase slightly

with the cluster’s mass (with a Pearson’s correlation index ρXY = 0.88; see also
Tab. 4.1) around a median value of 0.04+0.05

−0.02 keV (right panel of Fig. 4.17). This value
is less than 0.1 keV, the lower limit we adopt for X-ray detection, confirming that
the observations of X-ray emitting filaments are on average very challenging with
current (and even future) X-ray telescopes. These behaviours also are consistent
with the fact that the few significant observational X-ray confirmations that exist
are typically associated with massive cluster systems.

The colour-coding of Fig. 4.17 identifies the ratio between filament masses and
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Figure 4.17: Filament density (on the left, in cm−3 units) and Filament temperature
(on the right, in keV units) as functions of M500,c cluster gas mass. In both panels, the
dots represent the median value, while the error bars are the 16th and 84th distribution
percentiles. The colour-coding is the same for both panels. It identifies the ratio between
the total filament gas mass and the M500,c cluster gas mass. The black dashed lines
represent the median population values of density and temperature for the whole filament
population. The shadow grey regions are enclosed in the 16th and 84th of the density and
temperature distributions.

cluster masses. Distinct from the clump situation, our selection is not able to sepa-
rate filaments as single, isolated objects, so we need to consider the total gas mass of
all filaments connected to a given cluster. By comparing Fig. 4.14 and Fig. 4.17, we
observe that some typical values can characterise the entire populations of clumps
and filaments. Moreover, we do not find a strong correlation between clump or
filament proprieties with the host cluster mass, excepting the filament tempera-
ture relation mentioned above. Even so, for these quantities, we could reasonably
describe the full filament population using single values.

Proprieties ρX,Y t∗ P-value

Filaments’ temperature vs. cluster’s mass 0.88 6.15 ≤0.001
Density clumps vs. filaments 0.66 2.91 ≤0.02

Temperature clumps vs. filaments 0.54 2.13 ≤0.1

Table 4.1: Pearson’s correlation index ρX,Y , test statistic t∗ and P-value for the different
correlations analysed in Sect. 4.2.1

Up until this point we have concentrated on issues specific to either clumps
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or filaments. We now briefly compare the relative densities and temperatures for
clumps and filaments populations of every single cluster. In Fig. 4.18, we present
the results of these analyses. Both for the density and the temperature, there
appear to be moderate correlations between clump and filament proprieties. For the
density comparison between clumps and filaments we measure a Pearson’s index,
ρXY = 0.66, while for temperature, we estimate a somewhat weaker correlation with
ρXY = 0.54 (see also Tab. 4.1).

Figure 4.18: Comparison of density (in cm−3 units) and temperature (in keV units) for
clumps (on the x-axis) and filaments (on the y-axis), for every single cluster. The dots are
the median values, while the error bars are the 16th and 84th percentiles on both axes.
The colour-coding is the same for both the panels and it identifies the M500,c cluster gas
mass.

4.2.2 Analysis of the radial trends

We next study the proprieties of clumps as a function of their distance from the
cluster centre, collecting the clumps into two radial shells. The inner shell goes from
R500,c to 2.8R500,c, while the outer one spans from 2.8R500,c to 5R500,c. As a first
step, we analyse the number density of clumps per Mpc3. The results are shown in
Fig. 4.19.

The median number of identified clumps does not depend significantly on the host
cluster’s gas mass. However, it decreases with the growing distance from the cluster
centre. Moreover, if we consider the whole volume outside the R500,c sphere, the
clump number density slightly increases with the cluster’s mass. This suggests that
massive clusters roughly have the same number of clumps within R500,c−5R500,c, but
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Figure 4.19: Number density of identified clumps per Mpc3 (dots), as a function of
the host cluster gas mass. The different colours show different radial selections: grey:
r ≥ R500,c; green: R500,c ≤ r ≤ 2.8R500,c; gold: 2.8R500,c ≤ r ≤ 5R500,c. The solid lines
represent the median values of clumps per Mpc3, computed on the whole cluster sample,
using the same colour-coding adopted for the dots.

have more clumps outside 5R500,c compared to less massive ones. Furthermore, we
observe that the median clump density values for both the inner and outer shells are
greater than what we obtain for the full simulation boxes around the clusters. This
indicates, as expected, that clumps tend to be concentrated in the near-vicinities of
host clusters.

We also investigate possible variations in clump density and temperature with
distance from the cluster centre. In Fig. 4.20 we show the results of this analysis.
Both density and temperature show a dependence on the radial distance from the
cluster centre. We estimate median density and temperature values for the different
shells. The clumps in the inner shell are described by a median density of 1.1+2.9

−0.5 10
−4

cm−3 and a temperature of 0.43+0.65
−0.25 keV. In the outer shell, we obtain analogous

density 0.6+1.1
−0.4 10

−4 cm−3 and temperature 0.31+0.34
−0.17 keV, revealing a decrease of the

median density and temperature with radial distance. By combining the analysis of
Fig. 4.19 and Fig. 4.20, we conclude that clump X-ray detection is expected to be
easier in regions closer to a cluster centre.

Indeed, in these regions, the number of clumps per Mpc3 is higher than the outer
regions and both density and temperature are higher than in the external regions.
Higher values of density and temperature imply higher X-ray emissivity. On the
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other hand, the closer we get to the cluster centre, the greater the X-ray emission
due to the cluster itself.

Figure 4.20: Clump density (on the left, in cm−3 units) and temperature (on the right,
in keV units) as functions of M500,c cluster gas mass, for the different radial shells. In both
panels, the dots represent the median value, while the error bars are the 16th and 84th
distribution percentiles. The colours are the same for both panels: green represents the
inner shell (R500,c ≤ r ≤ 2.8R500,c), while gold represents the outer shell (2.8R500,c ≤ r ≤
5R500,c). The dashed lines represent the median values of density and temperature for the
different clump populations (using the same colour-code of the dots). The shadow regions
are enclosed in the 16th and 84th of the density and temperature distributions.

To evaluate the volume and mass contributions of clumps and filaments in dif-
ferent shells, we define a dimensionless function f as

f =
mk

MShell

(4.11)

where mk in the numerator represents the (baryon) mass in clumps or filaments,
while the denominator is the total baryon mass in the inner or the outer shell,
combining the contributions of clumps, filaments and the diffuse gas for the same
cluster. We studied also the volume filling factor, Φ, of the structures, defined as:

Φ =
Vk

VShell

. (4.12)

As done for the f , mass fraction metric, Vk represents the volume occupied by
clumps or filaments, and the denominator is the surveyed volume in each shell.

In Fig. 4.21 we show the results for both the adopted shells. We observe different
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Figure 4.21: Comparison between clump and filament volume filling factor distributions,
Φ and their mass contributions, f , for the different adopted shells. In all panels, the red
histogram represents the clump distribution, while the grey colour identifies the filament
distribution. The upper panels show Φ (on the left) and f (on the right) for the inner
shell, while the bottom panels show the same distributions in the outer shell.

trends for different shells. In particular, in the inner shell (upper panels of Fig. 4.21)
the filament contributions for both Φ and f , are negligible compared with those from
the clumps. On the other hand, when we move to the outer shell (bottom panels
of Fig. 4.21), these behaviours are quite different. The volume filling factor, Φ

of filaments is now twice that for clumps. However, due to the filaments’ lower
densities, the mass contribution of filaments, f is comparable to that of clumps.
From these results, we conclude that closer to the central cluster only clumps survive
interactions with the ICM gas, while in the outer regions both clumps and filaments
coexist. Moreover, the detection of filaments is easier far from the cluster’s centre
due to the larger occupied volume. In contrast, the detection of clumps is facilitated
in the inner shells thanks to their intrinsic higher densities and temperatures.
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4.2.3 Observable X-ray emission proprieties of clumps

We investigate the proprieties of the observable X-ray emission of clumps in our
simulated sample of clusters. We compute the soft X-ray emissions in the band
[0.3-2.0] keV for clumps in the radial range (R500,c, 5R500,c). The procedure is the
same described in step 1 of Sect. 4.1.3. Then, we consider as X-ray emission from
the clump the sum of the contribution of all cells belonging to the identified clump.
In Fig. 4.22, we show clump X-ray emission as a function of the central cluster mass.
Similar to what we found for clump masses and volumes, the X-ray emissions do not
show a strong correlation with the total mass of host clusters. The median emission
of our sample of clumps is found to be 0.11+4.83

−0.10 1040 erg s−1.

Figure 4.22: Clump soft X-ray emission ([0.3-2.0] keV band) as a function of the central
cluster gas mass. The dots represent the median value, while the error bars are the 16th
and 84th distribution percentiles. The colour-coding identifies the total number of clumps
identified by the clump finder algorithm. The black dashed line represents the median
value computed for the entire clump population. The grey shadow region identifies the
16th and 84th percentile boundaries of the clump soft X-ray emission distribution.

We study three different scaling relations for the sample of clumps: X-ray lu-
minosity vs mass (Lx-MGas), X-ray luminosity vs gas (mass-weighted) temperature
(Lx-Tmw), and mass vs gas (mass-weighted) temperature (MGas-Tmw), as shown in
Fig. 4.23.

We also perform the same analysis on the full clusters in the sample. In that
case, we compute the same quantities (Lx, MGas and Tmw) within R500,c. Dots in
Fig. 4.23 are colour coded according to clump radial distance from cluster centres.
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Figure 4.23: Scaling relations Lx-MGas, MGas-Tmw and Lx-Tmw, from left to right panel,
respectively. The dashed lines identify different selections: clumps selected in the inner
region in blue (from R500,c to 2.8R500,c), clumps selected in the outer region in red (from
2.8R500,c to 5R500,c), cluster sample in black. The colourful dots represent a single clump.
They are colour-coded as a function of the clump’s radial distance from the cluster centre,
normalised to R500,c. We note that in the left panel, the blue dashed line is shifted arbi-
trarily for visual purposes. Indeed, it is perfectly over-posted on the red one, due to their
identical slope.

Radial trends are apparent for all quantities displayed. The fitted trends are shown
with the dashed lines with proprieties listed in Table 4.2. To prescribe such scaling
relations, we use linear fitting functions. For the clump population, we sample the
range of mass and temperature with 20 equally spaced logarithmic bins. Comparing
the slopes obtained for the cluster sample and those proposed by Lovisari et al.
(2015), we notice that our results are in good agreement with the slopes expected
for simulations. However, they do not match observations. These conflicting be-
haviours are expected because observed clusters are influenced by radiative energy
loss processes that are not included in our non-radiative simulations.

Clusters Clumps
1.0≤r/R500,c ≤2.8 2.8≤r/R500,c ≤5.0

Lx ∝ M0.59
Gas Lx ∝ M1.49

Gas Lx ∝ M1.49
Gas

MGas ∝ T1.49
mw MGas ∝ T0.88

mw MGas ∝ T1.93
mw

Lx ∝ T0.91
mw Lx ∝ T1.71

mw Lx ∝ T2.89
mw

Table 4.2: Scaling relations (MGas-Lx), (MGas-Tmw) and (Lx-Tmw) for the entire cluster
sample and the two clumps subsamples obtained by the inner and the outer shells.

To obtain a physical interpretation of these scaling relations, we compare the
computed relations with similar ones measured by Eckmiller et al. (2011) and Lo-
visari et al. (2015) in samples of X-ray galaxy groups. Eckmiller et al. (2011) used
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Chandra observations of 26 objects and combined those results with results derived
from the HIFLUGCS clusters sample. They found that physical differences appear
when groups and clusters are studied separately, but that these differences do not
affect the proprieties of the scaling relations. Specifically, they found Lx ∝M1.34

500 ,
Lx ∝T2.25 and M500 ∝T1.68 for their group sample. Lovisari et al. (2015) used
a sample of 20 groups observed with the XMM-Newton telescope, and reported
Lx ∝M1.5

500, Lx ∝T2.5 and M500 ∝T1.65, with a small dependence on the different
fitting procedures adopted.

Comparing our results from our entire sample of clumps with those obtained
observationally by Eckmiller et al. (2011) and Lovisari et al. (2015), we conclude
that only the MGas-Lx relation seems to be in agreement, while the observed Lx-
Tmw and MGas-Tmw are significantly shallower than our simulation-based results.
Nevertheless, we point out that the cluster sample mass ranges of the work by both
Eckmiller et al. (2011) and Lovisari et al. (2015) are different from our clump mass
range. However, to further probe the validity of our scaling relations for clumps
in a more massive cluster atmosphere, future dedicated X-ray observations will be
necessary.

We also looked for any dependencies of the above scaling relations on distance
from the cluster centre. Clearly, only the MGas-Lx relation is unchanged from small
to large radii. Both Lx-Tmw and MGas-Tmw relations are steeper in the outer anal-
ysed regions, in line with Eckmiller et al. (2011) and Lovisari et al. (2015). This
suggests that outside ∼ 3R500,c clumps have not interacted with the central cluster
and their physical proprieties follow the self-similar assumption, so they can be con-
sidered as mass-rescaled galaxy clusters. Recently, using data from THE THREE
HUNDRED project, a collection of 324 simulated galaxy clusters, Mostoghiu et al.
(2021) conclude that infalling sub-haloes lose their gas quicker when they are closer
than ∼ 1.5R200. This suggests that closer than ∼ 2.5R500 the clump-cluster gas in-
teractions could strongly change the physical proprieties of clumps and consequently
the estimation of the scale relations. From Fig. 4.23, we also note that clumps are
less massive, colder and less luminous with increasing radial distance from the cluster
centre. All these trends influence their chance of detection around galaxy clusters.
By combining the trends shown in Fig. 4.23 and the results of Sect. 4.2.2, the shell
just outside R500,c seems to be the region that might ensure the best conditions for
the detection of gas clumps using X-rays. Nevertheless, the study of clumps beyond
∼ 2.5R500 enables the reconstruction of physical proprieties which are not affected
by interaction with the central galaxy cluster’s gas.

4.2.4 Properties of the X-ray emission from the clumps

Thanks to the procedure described in Sect. 4.1.3, we compare the results obtained
from projected quantities and the ones obtained directly from the simulated boxes.
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These comparisons are useful to make predictions on future observations, but also
to take into account some possible systematic uncertain that could affect present
observational results.

Figure 4.24: X-rays emission in the soft band [0.3-2.0] keV for the cluster IT90_2 at
z=0.05, in Cnt s−1 arcsec−2 units. The white ellipses are the over-density regions selected
as described in Sect. 4.1.3. The dashed circles represent R500,c and 2.8×R500,c. The white
cross is the centre of the cluster. The colour scale is the same as Fig. 4.12.

In Fig. 4.24 we show the results of WAVDETECT procedure applied on cluster
IT90_2 (the same presented in Sect. 4.1.2) along a line of sight (LOS). We notice
how the spatial distribution of the identified sources seems to be quite filamentary.
This suggests that different clumps could be visible in some LOS and obscured in
others ones.

In Fig. 4.25 we show the number of identified sources along three different LOS
for each cluster. We observe that the number of sources is quite different when
we consider different LOS. This is due to the peculiar pattern in which clumps are
organised around a host cluster. We expect a constant value of the source for each
cluster only if the spatial distribution of clumps is isotropic. However, different
quantity of sources in different LOS implies that the clumps’ spatial distribution
follows a preferential pattern described by a filamentary accretion into the host
cluster. Indeed, if the pattern is described by filaments, depending on the LOS, we
could or could not observe some clumps due to their projected position.

Combing the information from the three different LOS for each cluster, we com-
pare the soft X-ray emissivity (considering the band [0.3-2.0] keV) and temperature
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Figure 4.25: Number of identified sources along three different LOS on the unit of
projected surface, for each cluster in our sample. Different markers and colours represent
different LOS.

obtained from the WAVDETECT procedure and the clump finder algorithm. From
the WAVDETECT procedure, we derive the emissivity as the sum of the values en-
closed in each selected region, while for the temperature we considered the temper-
ature at the centre of each region. The centre of the elliptical regions is determined
automatically by the WAVDETECT procedure and it represents the local maximum
of the overdensity region. In a similar way, also for the information derived from the
clump finder algorithm, we consider the sum of the X-ray emissivity of each cell that
is composed of every single clump and the temperature as the maximum in every
single clump. We compare the distributions obtained from the different techniques
and the results are presented in Fig. 4.26.

If the proprieties’ projection has no effect, we should expect a one-to-one relation
between the information obtained from the WAVDETECT procedure and the clump
finder algorithm. However, we do not reconstruct this relation. Otherwise, we
describe the correlation using Pearson’s correlation index. In particular, we obtain a
ρXY =0.25 and ρXY =0.72, for the X-ray emissivity and the temperature, respectively.
These values suggest that the temperature is less affected by projection effects,
while the X-ray emissivity is strongly dependent on the observer’s line of sight.
For the reconstruction of the real clumps’ emissivity, starting from 2D information,
we have to take into account the effects that the medium between observer and
clump generates on the final estimations. The X-ray emissivity is the observable
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Figure 4.26: Comparison between the X-ray emissivity in the soft band [0.3-2.0] keV
(on the left, in erg s−1 units) and temperature (on the right, in keV units) for the clumps
identified by the clump finder algorithm (x-axis) and WAVDETECT procedure (y-axis).
In both panels, the dots represent the median value, while the error bars are the 16th and
84th percentiles. The colour-coding is the same for both the panels and it represents the
M500,c cluster’s mass (computed as described in Sect. 4.1.1). As discussed in Sect. 4.2.4 the
Pearson’s index is ρXY = 0.25 for the X-ray emissivity, and ρXY = 0.72 for the temperature.

directly linked to the clumps’ density. Small uncertainty on the X-ray emissivity
could strongly affect the estimation of the clump’s density.

4.2.5 The Athena view of matter clumps in clusters outskirts

To obtain a realistic observational prediction of what we would learn about clumps
and filaments in the future, we simulated what the X-rays telescope Athena would
observe on the clusters’ peripheries. To perform these simulations, we use the SIXTE
simulator (Dauser et al., 2019) in combination with a sub-sample of the clusters used
in Angelinelli et al. (2021), and we produce some interesting preliminary results.

In detail, we developed a procedure that involves both the instruments onboard
the Athena satellite, the Wide Field Imager (WFI; Rau et al., 2013) and the X-ray
Integral Field Unit (X-IFU; Barret et al., 2018). Thanks to its large field of view, we
use WFI to detect clumps in the outskirts of simulated galaxy clusters. For each of
these clumps, we run a simulated X-IFU exposure to obtain spatially resolved high-
resolution X-ray spectra of the plasma and to infer from them some fundamental
physical quantities like gas density, temperature, metallicity, and components of the
velocity both turbulent and along the line of sight.
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We extract from the sample of simulated galaxy clusters adopted in our work
Angelinelli et al. (2021) a couple of systems that present prominent matter clumps
in their peripheries.

Figure 4.27: X-ray emission maps (in erg s−1) of the target selected to perform the
simulations of Athena satellite. On the left the cluster IT90_2, while on the right IT92_0.
In both panels, the dashed white circles represent R500,c and R200,c.

In Fig. 4.27 we show the X-rays emission maps of these galaxy clusters. The
IDs of these systems are "IT90_2" (the same used above) and "IT92_0", which we
use as identifiers in the following. We fixed the redshift of both galaxy clusters at
z = 0.05 and the metallicity to Z = 0.3Z⊙, to consider them as objects in the local
Universe. IT90_2 has R500,c = 541.1kpc and M500,c = 5.6×1013M⊙, while IT92_0 is
more massive, with R500,c = 820.9kpc and M500,c = 1.9×1014M⊙. Another difference
between the selected target is the projected position of the matter clumps in which
we are interested. Indeed, we selected a target with matter clumps close to R500,c

(IT90_2) and the other one with clumps far from the cluster’s centre (IT92_0). This
allows us to evaluate possible effects on the estimation of matter clumps’ proprieties
due to their relative position with respect to the cluster’s centre.

Once identified the target of our analysis, following a procedure similar to the
one presented in Roncarelli et al. (2018b), we convert the simulated density, tem-
perature and velocity fields in a SIMPUT† files, the input needed to perform SIXTE
simulations. These files are FITS-based standards for handling source descriptions
for simulations of astronomical observations. They are optimised for X-Ray simula-
tions, but they can be used also for different bands. Then, we run the simulations
using the WFI RMF and ARF available‡.

†http://hea-www.harvard.edu/heasarc/formats/simput-1.1.0.pdf
‡https://www.sternwarte.uni-erlangen.de/sixte/instruments/

http://hea-www.harvard.edu/heasarc/formats/simput-1.1.0.pdf
https://www.sternwarte.uni-erlangen.de/sixte/instruments/


4.2. Results 91

Figure 4.28: X-ray emission maps (in Cnt s−1) of the targets selected to perform the
simulations of Athena satellite. On the left the cluster IT90_2, while on the right IT92_0.
Both maps reproduce the entire FOV of WFI, meaning a map’s side of 40 arcmin.

In Fig. 4.28 we show the maps of IT90_2 and IT92_0. To perform simulations as
realistically as possible, we fix an exposure time of 100ks. Being WFI a combination
of four different chips with buffering regions between them, we also use the dithering
technique to avoid the presence of dark regions in the final images. Moreover, for
IT90_2 we fix the central pointing to the centre of the cluster, while for IT92_0, the
one with the matter clumps far from the system’s centre, we point our observation
out of R200,c. We also included the background, considering both the particle and
instrumental components. In particular, the diffuse X-ray background consists of a
soft thermal spectrum at low energies (< 1keV), associated with the galactic plane
and halo hot plasma, and of a hard power-law spectrum at higher energies produced
by the integrated emission of many faint hard spectra of unresolved extra-galactic
point sources. The background spectrum is shown in Fig. 4.29.

On the WFI maps, we run the CIAO tool WAVDETECT (see Sect. 4.1.3 for
details on this tool). Thanks to this tool, we obtain the position of each over-density
region presented in the maps. These regions are the matter clumps in which we are
interested. On each one of these identified regions, we run a second simulation. The
input SIMPUT file is the same one used for the WFI case, but now the RMF and
ARF files, which described the instrument settings, are the ones delivered for the
X-IFU instrument. Also for these simulations, the exposure time is fixed to 100ks
and the background (with its two components) is included. Being the field of view
of X-IFU is much smaller than the one of WFI, the dithering technique is not used
in this case. As a result of these simulations, we obtained event files, in the same
format used for real X-rays observations. From these event files, we can reconstruct
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Figure 4.29: Background components for extended sources, on-axis, without external
optical blocking filter, in units of cnt s−1 keV −1 arcmin−2. The photon background (light
green), the particle background (brown), and the sum of both (dark green) are shown.
Credits: WFI consortium, preparation files for background simulations.

both the images and the spectra of the targets. In Fig. 4.30 we show the images
and the spectra of one of the clumps located in the outskirts of IT90_2. We limit
the spectral analysis in the soft energy band, between 0.1 and 2.0 keV.

Indeed, this energy range is the preferred one to study the physical proprieties
of matter clumps, due to their expected combination of density and temperature.
We also plan a detailed analysis of the velocity field inside the matter clumps. To
perform this analysis, we divide the X-IFU observed in 60 squared sub-regions and
we extract single spectra for each one of these sub-regions. These sub-regions are
visible in the left panel of Fig. 4.30. However, the results of detailed analysis on the
velocity fields are not already available.

Once the spectra are extracted, we use the B-APEC§ model implemented in
the XSPEC (Arnaud, 1996) software to fit the spectra and derived the physical
characterisation of the observed matter clumps. B-APEC allows the fitting of a
continuum with a thermal broadening of the lines. This allows us to determine

§https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/node136.html

https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/node136.html
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Figure 4.30: X-ray emission maps (in Cnt) and the spectra in the energy band 0.1-2.0keV
of one clumps located in the outskirts of IT90_2. The squares in the maps are described
in Sect. 4.2.5.

the temperature, density and velocity of the matter clumps. In particular, the
density is related to the normalisation of the spectra, while the velocity field is
split into two components. The first component is related to the bulk motion of
the matter clump and it is described by the redshift of the source in the fitting
result, while the second component, related to the σ parameter, gives us information
about the velocity field inside the matter clump. Moreover, we have to subtract
the contribution from the background. We run dedicated simulations in empty
regions, to mimic what is done in observations when the background is determined
using blank fields. Another possibility that we have planned to investigate is the
determination of the background using one (or more) of the sub-regions in which we
divide our X-IFU simulations. This will allow us to achieve a better estimation of
the background because a residual emission from the central galaxy clusters could
affect the background subtraction, especially when the matter clumps are located in
the proximity of the central cluster. However, this technique is still in progress and
the results we discuss later are only obtained using a background from blank fields.
To evaluate the robustness of our results, we compare the results obtained from the
fitting procedure with the one directly obtained by the ITASCA simulations, which
we use as input. The results are presented in Fig. 4.31

We have to convert the temperature, density and velocity simulated field in
quantities related to the one that results from the fitting procedure. Indeed, we
have to convert three-dimensional information into quantities that depend on the
line of sight. For the temperature, we refer to Mazzotta et al. (2004), where the
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Figure 4.31: Comparison between the results obtained from the ITASCA simulations
(x-axis) and the fitting procedure applied to the X-IFU spectra (y-axis), applied to cluster
IT90_2 (red dots) and IT92_0 (blue dots). (Top-left) Temperature, computed as spectro-
scopic like temperature (Mazzotta et al., 2004) for the ITASCA simulations and directly
derived from the fit. (Top-right) Normalisation K, the gas density is related to the normal-
isation of the spectra. (Bottom-left) Redshift, the velocity field projected along the line
of sight in the ITASCA simulations is related to the redshift of the source determined by
the fit. (Bottom-right) σ, the velocity field of matter clumps is related to the broadening
of the lines traced by the sigma parameter in the fitting procedure.
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authors give a definition of spectroscopic-like temperature, defined as:

Tsl =

∫
ρ2T 0.25dl∫
ρ2T 0.75dl

(4.13)

where ρ is the gas density, T is the temperature and integrals are computed on dl

which represent the line of sight. In the top-left panel of Fig. 4.31 we note how the
fitting procedure is completely able to match the input results. For the B-APEC
model we applied to the data, it is possible to relate the 3D gas density to the
normalisation of the spectra following this relation:

K =
10−14

4π[DA(1 + z)]2

∫
nHnedV (4.14)

where DA is the angular diameter distance to the source (cm), ne and nH are the
electron and H densities (cm−3), respectively. In the top-right panel of Fig. 4.31 we
show the match between input and output. As for the temperature, also the density
of the matter clumps is well recovered by the fitting procedure. It is possible to
relate the redshift of the source estimate by the B-APEC model with the velocity
projected along the line of sight, using the following relation:

z =

∫
vlosdl (4.15)

As for the cases of temperature and density, also the velocity field is well recon-
structed. This velocity represents the bulk motion of matter clumps, while to have
information about the internal velocity field, we need the sigma parameter. This
fitting parameter is related to the simulated velocity field by the relation:

σ =

∫
v2losdl −

(∫
vlosdl

)2

(4.16)

The results of σ are shown in the bottom-left panel of Fig. 4.31. Here, we note
that the fitting procedure overestimates the input values for all the matter clumps
observed. This discrepancy could be associated with the internal motion of the
gas that is not completely due to the thermal motion, as assumed by the B-APEC
model, or a not well subtraction of the background implemented in our analysis. We
already planned a better estimation of the local background, as discussed above.

All the results presented in this section have to be considered preliminary and
the conclusions we proposed are still under investigation.
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4.3 Discussion

The presence of clumps and filaments in the proximity of galaxy clusters, and phys-
ically connected to the gas atmosphere of the host halo was predicted early on by
cosmological simulations and more recently supported by X-ray observations (Eckert
et al., 2015b; Simionescu et al., 2017; Reiprich et al., 2020). However, due to the low
X-ray emissivity of such structures, a complete physical picture of these structures
supported by observations is still missing. In this work, we use a catalogue of 13
galaxy clusters simulated at uniformly high resolution with the cosmological code
ENZO (see Sect. 2.2; Vazza et al., 2017; Wittor et al., 2017; Vazza et al., 2018a) to
introduce and test novel strategies that could be used to identify and characterise
such clumps and filaments both from simulations and through observations.

We have verified (see Appendix 8.2) that the spatial resolution used in our sim-
ulations is suitable to capture and characterise clumpy and filamentary accretions
formed in these non-radiative simulations, in a reasonably converged way. We ex-
pect, however, that some of the statistics extracted from our sample (especially the
thermodynamical proprieties of clumps) may change after the adoption of more so-
phisticated treatments of chemistry, cooling and galaxy-formation related processes.

Specifically, we have introduced two different algorithms to robustly identify,
and distinguish between, clumps and filaments in each of our simulated cluster
volumes. Our clump finder algorithm is based on work by Zhuravleva et al. (2013)
and Roncarelli et al. (2013), where clumps were classified as a tail of the log-normal
mass density probability distribution function, corresponding to the densest 1% of
cells within each radial shell around a cluster centre. In order to associate cells in
our simulations with individual clumps, we implement a clustering procedure for
neighbouring selected cells, based on the baryon mass within a chosen enclosure
radius (Sect. 4.1.1).

Owing to their more complex and extended morphology, filaments are more
challenging to define than clumps, both observationally and numerically. While
clumps can be robustly identified by local over-density conditions, filaments require
a more sophisticated approach (see Libeskind et al., 2018, for a detailed review on
numerical definitions of filaments), especially when they overlap with the cluster
ICM. We have, thus, developed a new proxy tool targeting the parameters of radial
velocity and entropy associated with gas undergoing accretion from cosmic web
filaments onto our simulated galaxy clusters (as in Eq. 4.5).

We stress that detailed physical analysis of clumps and filaments in our work is
limited by the restricted range of physical processes included in our (non-radiative)
suite of cluster formation simulations.

Galárraga-Espinosa et al. (2020) recently applied simulations with a richer set of
physical processes from the Illustris-TNG suite (Nelson et al., 2019). The phase dia-
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grams of gas in their simulations show proprieties distinct from our work (Fig. 4.11),
supporting the notion that non-gravitational physical processes related to galaxy
formation, as well as radiative gas cooling, can significantly affect the evolution of
gas thermodynamics. In their work, those authors divided the gas component into
five different phases, based on threshold values of density and temperature. We note
that in our simulations their "halo gas" phase is completely missing, while the warm
circumgalactic medium (WCGM) is significantly reduced. We would, indeed, expect
those phases to depend on details of gas thermodynamics. In our work we focus on
simpler and numerically less expensive non-radiative simulations, thus assessing the
impact of the processes described above on the observational proprieties of filaments
that will be a mandatory step to consider. We can refer to an earlier inspection of
the effects of radiative gas physics and AGN feedback on the distribution of density
fluctuations in (similar) ENZO simulations of galaxy clusters (Vazza et al., 2013b).
This analysis found, on the one hand, that the physical proprieties of clumps are
modified by details of baryon physics, but also that the large-scale organisation of
clumps and filaments around them is not significantly modified by this. Concerning
the effect of spatial resolution, our simulations are robust in the sense that they
adopt a fixed spatial resolution in the cluster region, rather than adaptive mesh re-
finement. Additional resolution tests presented in Appendix 8.2 also show that the
impact of spatial/force resolution on the distribution of the gas clumping factor and
on the formation of single clumps is small once a resolution ≤ 20 kpc is considered
throughout their development.

The combination of the above results suggests that the suite of simulations we
used for this work can provide a robust initial characterisation of the morphology,
distribution and large-scale correlation of clumps and filaments, which are largely
dominated by purely gravitational processes. However, the detailed thermodynam-
ical proprieties of clumps (and, to a lesser extent, also of filaments) are expected
to depend on specific prescriptions for baryonic physics. In this respect, our non-
radiative simulation setup can only be considered as a toy model to study the fea-
sibility of future observational investigations. Incidentally, we note that early tests
presented in Vazza et al. (2013b) compared the average number of clumps detected
in high-resolution non-radiative cosmological simulations (similar to the ones anal-
ysed in this work) and the catalogue of point-like sources identified by the X-ray
analysis of ROSAT exposures of A2142, finding an agreement within a factor ∼ 2

across the cluster volume (see their Fig. 11).





5Chapter

Radial distribution of the baryons in
massive halos: dependencies on mass and
redshift

In this chapter, I report on the results presented in Angelinelli et al. (2022) and in
another work recently accepted (Angelinelli et al. 2023).

In Angelinelli et al. (2022), we analyse the distributions of the baryons in massive
halos (Mvir > 1013 h−1M⊙) in the Magneticum suite of Smoothed Particle Hydrody-
namical cosmological simulations, out to the unprecedented radial extent of 10R500,c.
As already discussed in the literature, also in our sample, we find that, under the
action of non-gravitational physical phenomena, the baryon mass fraction is lower in
the inner regions (< R500,c) of increasingly less massive halos, and rises by moving
outwards, with values that span from 51% (87%) in the regions around R500,c to
95% (100%) at 10R500,c of the cosmological value in the systems with the lowest
(highest; Mvir ∼ 5× 1014 h−1M⊙) masses. The galaxy groups almost match the gas
(and baryon) fraction measured in the most massive halos only at very large radii
(r > 6R500,c), where the baryon depletion factor Ybar = fbar/(Ωbar/Ωm) approaches
the value of unity, expected for "closed-box" systems. Moreover, we find that both
the radial and mass dependency of the baryon, gas and hot depletion factors are
predictable and follow a simple functional form. Lastly, the star mass fraction is
higher in less massive systems, decreases systematically with increasing radii, and
reaches a constant value of Ystar ≈ 0.09, where also the gas metallicity is constant,
regardless of the host halo mass, as a result of the early (z > 2) enrichment process.

Additionally, in Angelinelli et al. (2023), we study the redshift evolution of the
baryon budget in a large set of galaxy clusters from the Magneticum suite. At high
redshifts (z ≳ 1), we obtain “closed box” systems independently by the mass of
the systems on radii greater than 3R500,c, whereas at lower redshifts, only the most
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massive halos could be considered as “closed box”. Furthermore, in the innermost
regions (r < R500,c), the baryon fraction shows a general decrease with the redshift
and, for less massive objects, we observe a much more prominent decrease than
for massive halos (Ybar decreases by ∼ 4% from z ∼ 2.8 to z ∼ 0.2 for massive
systems and by ∼ 15% for less massive objects in the same redshift range). The gas
depletion parameter Ygas = fgas/(Ωbar/Ωtot) shows a steeper and highly scattered
radial distribution in the central regions (0.5R500,c ≤ r ≤ 2R500,c) of less massive
halos with respect to massive objects at all redshifts, while on larger radii (r ≥
2R500,c) the gas fraction distributions are independent of the masses or the redshifts.
We divide the gas content of halos into the hot and cold phases. The hot, X-
rays observable, component of the gas traces well the total amount of gas at low
redshifts (e.g. for z ∼ 0.2 at R500,c, in the most massive sub-sample –4.6 × 1014 ≤
M500,c/M⊙ ≤ 7.5 × 1014 / less massive sub-sample –6.0 × 1014 ≤ M500,c/M⊙ ≤
1.9 × 1014– we obtain: Ygas ∼ 0.75/0.67, Yhot ∼ 0.73/0.64, and Ycold ∼ 0.02/0.02).
On the other hand, at higher redshifts, the cold component provides a not negligible
contribution to the total amount of baryon in our simulated systems, especially
in less massive objects (e.g. for z ∼ 2.8 at R500,c, in the sub-sample of the most
massive objects –2.5 × 1013 ≤ M500,c/M⊙ ≤ 5.0 × 1013 / less massive sub-sample
–5.8 × 1012 ≤ M500,c/M⊙ ≤ 9.7 × 1012–, we measure: Ygas ∼ 0.63/0.64, Yhot ∼
0.50/0.45, and Ycold ∼ 0.13/0.18). Moreover, the behaviour of the baryonic, entire
gas, and hot gas phase depletion parameters as a function of radius, mass, and
redshift are described by some functional forms for which we provide the best-fit
parametrization. The evolution of metallicity and stellar mass in halos suggests that
the early (z > 2) enrichment process is dominant, while more recent star-formation
processes give negligible contributions to the enrichment of the gas metallicity. In
addition, Active Galactic Nuclei (AGN) have an important role in the evolution
of galaxy clusters’ baryon content. Thereby, we investigate possible correlations
between the time evolution of AGN feedback and the depletion parameters in our
numerical simulations. Interestingly, we demonstrate that the energy injected by the
AGN activity shows a particularly strong positive correlation with Ybar, Ycold,Ystar
and a negative one with Yhot, ZTot. Ygas shows the less prominent level of negative
correlation, a result which is highly dependent on the mass of the halos. The radial
trends of depletion parameters and the relations between baryon distribution and
AGN feedback are consistent with previous theoretical and numerical works (Lapi
et al., 2005; Castro et al., 2021; Ragagnin et al., 2022; Ayromlou et al., 2022),
meaning that our results, combined with findings derived from current and future
X-rays observations (e.g. measurements of fgas inside R500,c for galaxy groups and
high-z systems; constraints of fgas in outskirt regions > R500,c; proxies of radial
distributions of metals), represent possible proxies to test the AGN feedback models
used in different suites of numerical simulations. Below, I describe the numerical
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dataset and the methods applied to it to recover the baryonic distribution studied
in Angelinelli et al. (2022) and Angelinelli et al. (2023). I present in Chapt. 6 the
discussions of, and the conclusions derived from, the results obtained.
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5.1 Methods

In Angelinelli et al. (2022), we analyse a catalogue of galaxy clusters and groups
extracted from the simulated box Box2b of Magneticum simulations (see Sect. 2.3
for details), at last, available snapshot (z = 0.25). To build our sample, we divide
the mass range between Mvir, from 1013 h−1M⊙ and > 5·1014 h−1M⊙ (corresponding
to M500,c between 4.2 · 1012 h−1M⊙ and 5.4 · 1014 h−1M⊙ for the less massive and
the most massive system, respectively) in 14 equal bins in the logarithmic space.
For each bin, we randomly selected 10 objects from simulated Box2b. Therefore,
the final sample is composed of a total of 140 galaxy groups and clusters where
the smallest halo is represented by 4.6 · 104 particles in the radial range shown in
Fig. 5.1, which gives the density profiles for each object, as well as the median values
computed in the 14 mass bins.

Figure 5.1: (Top) Radial profiles of gas density from 0.5R500,c up to 10R500,c. Grey lines
indicate profiles of single objects, while coloured lines are the median values computed in
different mass bins (see colour legend); (Bottom) Median radial profiles of the gas density of
different mass bins computed with respect to the median radial profile of the most massive
bin (same colour legend of the upper plot); (Insets) Projected 2D electron gas density maps
for the most (left; Mvir = 9.8 · 1014 h−1M⊙, R500,c = 1120.4 h−1ckpc) and the less (right;
Mvir = 1013 h−1M⊙, R500,c = 252.5 h−1ckpc) massive objects in our sample. The blue
circles represent 1, 3, 5 and 10 R500,c.

In addition, Fig. 5.1 also shows two gas density maps for the most massive and
less one object in our sample, produced using the software SMAC (Dolag et al.,
2005a). To have also an upper limit for the radial range of our analysis, we consider
the boundary of our system as the position of the accretion shocks. Different defi-
nitions of the position of accretion shock could be found in literature (Zhang et al.,
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2020; Aung et al., 2021). In our work, we assume that the position of the accretion
shock is located at the same radius at which the gas entropy profile reaches the peak
(Vazza et al., 2011b). Expressing this distance in the function of R200,m, we find
that the median distance of accretion shock from the system centre is 3(±1)R200,m.
Moreover, for our sample, we find also that R200,m is 2.3(±0.1)R500,c. Combing these
values and wanting to characterise the baryon and gas fraction inside the entire vol-
ume of our galaxy groups and clusters, we extend our analysis up to 10R500,c.

The dynamics of accreting gas, which mostly gets shock heated during its first
infall, is different from that of the collisionless dark matter. Thus, while the radius
of accretion shocks defines the spatial extent of the gas in the DM halos, a different
boundary must be defined using DM particles only (e.g. Walker et al., 2019). One
example is the splashback radius Rsp (Adhikari et al., 2014), which represents the
apocenters (farthest point of the particle orbit with respect to the halo potential
minimum) of infalling Dark Matter through the pericenter. Many different works∗

have demonstrated that Rsp is ∼ 2.5R200,c. Being R200,c ∼ 1.6R500,c, Rsp is ∼ 4R500,c,
which is closer to halo centre compared to the radius of the accretion shock. This
means that the assumption of the accretion shock radius as a boundary of the halo,
combined with an extension of the analysis on radii larger than the accretion shock
position, ensures we consider in our work all the baryons that are enclosed in the
simulated halos. A more detailed study about the position of accretion shock in our
sample will be part of a forthcoming and dedicated paper.

In Angelinelli et al. 2023, we have extended the work Angelinelli et al. (2022)
(hereafter defined as PaperI ) by selecting a sub-sample of galaxy clusters part of
the simulated Box2b/hr of Magneticum simulations at eight different snapshots,
corresponding at eight different redshifts (2.79, 1.98, 1.71, 1.18, 0.90, 0.67, 0.42, 0.25).
For each one of the selected snapshots, we selected the 150 most massive galaxy
halos (see Tab. 5.1 for details on the mass range). The final sample (combining all
the different snapshots) is composed of 1200 galaxy clusters, described by a M500,c

mass range between ∼ 1013h−1M⊙ and ∼ 1015h−1M⊙. Moreover, for each snapshot,
we divided the sample into 10 equal bins in the logarithmic space, so that each bin
contains 15 objects.

For both the works, we define the baryon, gas and star fractions as:

fbar(< r) = (mgas(< r) +mstar(< r) +mBH(< r))/mtot(< r) (5.1)

fgas(< r) = mgas(< r)/mtot(< r) (5.2)

fstar(< r) = mstar(< r)/mtot(< r) (5.3)

where r is the radial distance from the cluster or group centre. The different mi(< r)

∗see http://www.benediktdiemer.com/research/splashback/ for a complete bibliography about
the splashback radius
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M500,c [h
−1M⊙] Mvir [h

−1M⊙]
z Min Max Min Max

2.79 5.8× 1012 6.3× 1013 9.2× 1012 8.0× 1013

1.98 9.8× 1012 1.2× 1014 1.8× 1013 1.8× 1014

1.71 1.2× 1013 1.5× 1014 3.0× 1013 2.4× 1014

1.18 2.1× 1013 3.2× 1014 4.6× 1013 4.5× 1014

0.90 4.5× 1013 3.5× 1014 9.7× 1013 5.6× 1014

0.67 4.5× 1013 4.6× 1014 1.2× 1014 7.0× 1014

0.42 6.1× 1013 7.4× 1014 1.5× 1014 1.3× 1015

0.25 6.0× 1013 1.4× 1015 1.5× 1014 2.0× 1015

Table 5.1: Minimum and maximum halos masses (M500,c and Mvir) for each selected
redshift.

are referred to as different particles type (gas, stars or black holes), while mtot(< r)

is the sum of the previous masses and the dark matter up to the radial shell r. Re-
garding the black holes, which are no longer considered in our analysis, their median
mass is 7 · 108 h−1M⊙ (at z = 0.25), while their contribution to the total baryon
budget rapidly decreases with the radial distance from the centre of the system,
from 0.2% to 0.02%, without strong dependencies with the halo mass. Focusing on
the gas component of our systems, we define fhot and fcold:

fhot(< r) = mhot(< r)/mtot(< r) (5.4)

fcold(< r) = mcold(< r)/mtot(< r) (5.5)

meaning a selection of gas particles based on the temperature, hot for particles with
a temperature greater than 0.1 keV and cold for the others. In the following, we use
the depletion parameter Y , defined as:

Y (< r) = f(< r)/(Ωbar/Ωm) (5.6)

where f(< r) could assume any definition given above and Ωb/Ωm = 0.168, the
cosmological value of baryon over total matter adopted for Magneticum simula-
tions. The 0.1 keV (∼ 106K) threshold is used as a conservative lower limit on the
gas temperature to consider the gas that can be detected by X-rays observatories
(see Mazzotta et al., 2004; Rasia et al., 2014b; Biffi et al., 2022, for details on the
comparison between simulations and X-rays observations).
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5.2 Results

Being the findings of Angelinelli et al. (2022) and Angelinelli et al. (2023) closely
related to each other, in this section I collect the results presented in each one of
the papers.

Figure 5.2: (Left) Radial profiles of gas depletion, from 0.5R500,c up to 1.4R500,c. Grey
lines represent single objects in our sample, while the coloured ones are the median values
computed in mass bins. Comparison numerical estimates from the literature are given
by different symbols (black, Kravtsov et al. 2005; green, Planelles et al. 2013). From
Kravtsov et al. (2005), we consider the mean value and its scatter for Ygas at R500,c in
the simulations with gas dynamics and several physical processes (CSF). From Planelles
et al. (2013), we plot the non-radiative run (NR), star formation and feedback from super-
nova explosion one (CSF) and a run with the additional contribution from AGN (AGN).
(Right) Gas depletion parameter at R500,c as function of M500,c. Grey dots represent sin-
gle objects in our sample, while the coloured ones are the median values computed in
mass bins. The constraints from Kravtsov et al. (2005) (black points) are indicated in
correspondence with the mass of single clusters in their analysis, whereas for Planelles
et al. (2013) (green points) are indicated in correspondence with our most massive bin.
The lines and related shadow regions are the best fit proposed by Eckert et al. (2021)
(purple; fgas,500 = 0.079+0.026

−0.025(M500/10
14M⊙)

0.22+0.06
−0.04) and Akino et al. (2022) (firebrick;

ln(Mgas/10
12M⊙) = 1.95+0.08

−0.08 + 1.29+0.16
−0.10ln(M500/10

14M⊙).

5.2.1 The gas and baryon fractions out to 10R500,c

in the local Universe

Firstly, we compare our results with the numerical and observational literature. In
particular, in the left panel of Fig. 5.2, we compare our gas depletion with the values
reported by Kravtsov et al. (2005) and Planelles et al. (2013). From the left panel
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of Fig. 5.2, we can conclude that the gas depletion factor we recover at R500,c for
the most massive systems is in line with the numerical literature. However, we
expect that on group mass scales, the potential well is less effective in bounding
the accreting baryons and balancing the dispersive actions of feedback from AGN
and winds from star formation activity. Therefore, we expect a decrease of the gas
depletion factor moving towards lower mass scales (see e.g. Eckert et al., 2021; Akino
et al., 2022). In Fig. 5.2, we show how our simulated dataset is able to recover the
expected and observed behaviour within R500,c.

Figure 5.3: (Left) Radial profiles of baryon, gas and star depletion, from 0.5R500,c up
to 10R500,c. The lines represent the median profiles in each mass bin, while the different
line styles represent baryon (solid), gas (dashed) or star depletion (dash-dotted). (Right)
Same as the plot on the left, but represents only three different gas particle selections: gas
particles are in dashed, hot gas with a temperature greater than 0.1 keV is in dotted, while
cold gas with a temperature below 0.1 keV is in dash-dotted.

In Fig. 5.3, we show the distributions of the baryon (Ybar), gas (Ygas) and star
(Ystar) depletion factors as function of the radius (between 0.5R500,c and 10R500,c)
and halo mass. We show that, although the baryon fraction always is ≥ 50% of the
cosmological value Ωbar/Ωm in each mass bin, it reaches the cosmological value only
at radii larger than 5R500,c and only in the most massive systems. Indeed, Ybar is
greater than 0.99 at r > 5R500,c in the sub-sample D (more massive systems in our
catalogue), whereas it has a value of about 0.83 at 5R500,c and 0.95 at 10R500,c (see
Tab. 8.2). Similar trends are observed for the gas depletion factor Ygas. Also, in
this case, the larger the radii and higher the depletion factor. Both for the baryonic
matter and for the hot gas alone, less massive systems show a steeper increase in the
depletion factor with the radius. On the contrary, the stellar depletion factor Ystar
decreases with the radius and is higher in less massive systems. At larger radii, this
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behaviour is less prominent and both galaxy groups and clusters show constant and
similar values of Ystar = 0.09+0.01

−0.01, confirming that the in situ enrichment does not
play a significant role, and its uniform metal abundance is rather the consequence
of the accretion of pre-enriched (at z > 2) gas (see Biffi et al., 2018c). On the other
hand, more efficient production of stars is required by the larger Ystar estimated in
less massive halos within R500,c.

On the right panel of Fig. 5.3, we show the radial behaviour of Yhot and Ycold
compared to Ygas. We note that the cold component of gas content became important
at very large radii, over 6R500,c. Moreover, this cold component shows larger values
for galaxy groups, for which it is larger than 0.2 at radii greater than 8R500,c. The
hot phase presents a drop for all the mass bins at radii larger than 6R500,c, where we
locate the accretion shocks on average in our systems (see Sect. 5.1). This means
that at larger radii we are investigating also the contribution from the environment
in which galaxy groups and clusters reside, with a decreasing contribution to the
expected gas emissivity in X-ray.

5.2.2 The time-evolution of depletion parameters within R500,c at
different redshift

Figure 5.4: Baryon depletion parameter inside R500,c. The grey dots represent single
galaxy clusters, identified by different markers, accordingly to the legend in the bottom
left corner. (Left) The coloured dots represent the median values computed in each of
the mass bins of a single snapshot. The colour coding is given by the snapshot’s redshift,
following the colourbar in the bottom right corner. (Right) The coloured lines represent the
redshift evolution of each mass bin. The colour coding is given by the mass bin, following
the colourbar in the bottom right corner.

We now focus on the innermost regions of galaxy clusters. In Fig. 5.4 we show
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the baryon depletion parameter inside R500,c as a function of the host cluster’s mass.
From the left plot of Fig. 5.4, we observe a general decrease of the baryon depletion
parameter across cosmic time. From the right panel, we follow the redshift evolution
of the baryon depletion parameter of a single mass bin. Massive objects show a
flatter behaviour than less massive systems, and for the latter, the baryon depletion
parameter decreases by ∼ 15% from z = 2.79 to z = 0.25 (see Tab. 8.4).

We compare our findings with the observational constraints within R500,c, from
recent work by Eckert et al. (2021) and Akino et al. (2022), where different best
fits were proposed to describe the gas fraction as a function of the host cluster’s
mass. In Fig. 5.5, we show these best fits against our findings on gas and hot gas
phase depletion parameters, also including the results proposed by Chiu et al. (2016)
and already introduced in Sect. 1.5. As in PaperI, our results are able to correctly
reproduce the observational findings, and for low redshift (z < 1.2) halos show an
increase of the gas fraction with the cluster’s mass. On the other hand, in high
redshift (z > 1.2) halos the gas fraction appears to be independent of the mass
of the central cluster, with values Ygas ∼ 0.65. In the right plot of Fig. 5.5, we
show the hot gas phase depletion parameter inside R500,c as a function of cluster
mass. Comparing the left and right plots of Fig. 5.5, we notice that, for low redshift
systems, the hot gas phase is able to completely recover the total gas depletion
fraction. On the other hand, for high redshift systems, the hot component is always
a fraction of the total gas amount of galaxy clusters. This implies that for high
redshift systems the cold gas component is far from negligible, not even from the
most massive halos. This suggests that in forming systems closer to their formation
time the virialization process is far from complete, and large fractions of the gas
mass are still cold; this also suggests that our earlier findings in PaperI become
increasingly less accurate moving to higher redshifts.

In this respect, the differences between the hot gas phase component and the
total amount of gas embedded in high redshift galaxy clusters have particular im-
portance in the study of proto-galaxy clusters. Indeed, these objects, characterised
by relatively low masses and high redshifts, seem to show the highest displacement
between the real amount of gas and the one which is recovered by X-rays observa-
tions. Further investigations are needed to completely assess these differences and
understand how to take into account them in the computation of real proto-cluster
masses (see Overzier, 2016, for a review on proto-clusters).

5.2.3 The time-evolution of depletion parameters up to 10R500,c

In Fig. 5.6, we show the median distributions of the baryon depletion parameters
as a function of the radius (between 0.5R500,c and 10R500,c) for the less massive
and most massive mass bins, computed in each redshift. In Fig. 5.6, we identify a
redshift evolution of the profiles. Indeed, in the innermost regions (r < R500,c) we
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Figure 5.5: Gas depletion parameter (Left) and hot gas phase depletion parameter (right)
inside R500,c. The grey dots represent single galaxy clusters, identified by different markers,
accordingly to the legend in the bottom right corner. The coloured dots represent the
median values computed in each of the mass bins of a single snapshot. The colour coding
is given by the snapshot’s redshift, following the colourbar in the top left corner. The
solid lines (and related shadow regions) represent the fit proposed by Eckert et al. (2021)
(fgas,500 = 0.079+0.026

−0.025(M500/10
14M⊙)

0.22+0.06
−0.04 , shown in green) and Akino et al. (2022)

(ln(Mgas/10
12M⊙) = 1.95+0.08

−0.08 + 1.29+0.16
−0.10ln(M500/10

14M⊙), shown in red). The black
crosses represent the fgas estimates in Chiu et al. (2016).

observe a decreasing of ∼ 0.40% moving from z = 2.79 to z = 0.25. In regions far
from the cluster’s centre (r < 5R500,c), the differences between low and high redshift
systems are less than 10% from less massive objects and less than 5% for massive
ones. At low redshifts, the "closed-box" assumption remains true only for massive
objects and on radii greater than 5R500,c (see also PaperI). At high redshifts, the
same condition is reached independently by the halo mass and on radii closer to
3R500,c.

In Fig. 5.7, we present the median gas depletion parameters as a function of the
radius, for the less massive and most massive mass bins, computed in each redshift
investigated. At high redshifts, the differences between low and high mass objects
are less than 10%, while, at low redshifts, the same differences are larger than 20%.
Fig. 5.7 shows an increase in the gas content with the radius. This increase is
steeper for less massive objects at low redshift, whereas for massive systems the
trend is rather redshift-independent. In each of the analysis cases, the gas depletion
parameter approaches values between 85% and 90% at 10R500,c, independent of the
mass or the redshift.

In Fig. 5.8 we show the median hot gas phase depletion parameters as a function
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Figure 5.6: Radial profiles of baryon depletion parameter, from 0.5R500,c up to 10R500,c,
for the less massive bin (dashed lines) and most massive one (solid lines). The lines
represent the median profiles at four different redshifts, accordingly to the colours in the
bottom right corner (see Tab. 8.4 for the definition of the mass ranges).

of the distance from the cluster’s centre, for the less massive and most massive
mass bins, computed in each redshift. Differently from the profiles of baryon and
gas depletion parameters presented in Fig. 5.6 and Fig. 5.7, here the profiles show a
marked peak and the following drop. This trend is already discussed in PaperI, where
we surmised that the position of the peak is closer to the position of the accretion
shock. Interestingly, here we can further observe a shift to the outer regions of the
peak with the decrease of redshift. This is compatible with an increase in the halo
volume with cosmic time, marked by the expansion of the outer accretion regions.
We also notice that most massive objects have a higher contribution of hot gas
at every redshift. Moreover, comparing Fig. 5.7 and Fig. 5.8, we note that for low
redshift systems the total amount of gas within the cluster’s volume is quite perfectly
traced by the hot component, while for high redshift objects the hot gas phase is
always less than 75% of the total gas. Therefore, in high redshift galaxy clusters,
the hot and X-rays observable part of the gas represents only a fraction of the total
gas mass, making it indispensable to correct the derived mass in order to make any
accurate cosmological use of it.
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Figure 5.7: Radial profiles of gas depletion parameter, from 0.5R500,c up to 10R500,c, for
the less massive bin (dashed lines) and most massive one (solid lines). The lines represent
the median profiles at four different redshifts, accordingly to the colours in the bottom
right corner (see Tab. 8.4 for the definition of the mass ranges).

5.2.4 The radial trend of gas metallicity in the local Universe

The injection and evolution of metals by SN-Ia, SN-II and AGB stars in Magneticum
simulations are modeled following Tornatore et al. (2003, 2007). Although the sim-
ulation traces various elements individually, we consider here the total metallicity,
i.e. the sum of the elements heavier than helium relative to the hydrogen mass.
Then, the total metallicity at each radial shell r, Ztot(r), is the mass-weighted sum
of the metallicity of the gas particles i with mass mgas,i which belong to the radial
shell r:

Ztot(r) =

∑
i Ztot,i ·mgas,i∑

imgas,i

. (5.7)

The radial shells are defined to include a fixed number of 250 particles, to allow a sig-
nificant statistical analysis of each of them. We normalise these values of metallicity
to the solar values proposed by Asplund et al. (2009): Z⊙ = 0.0142.

In Fig. 5.9, we show the metallicity profiles recovered up to 10R500,c in all our
halos. The profiles are remarkably similar, flattening to a constant value of about
0.23+0.08

−0.08 at r > 2R500,c, and with a negligible dependence upon the halo mass
(see median estimates in Tab. 8.2). Some mass dependency would be expected as
a consequence of any difference in star-formation activities from group to cluster
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Figure 5.8: Radial profiles of the depletion parameter for the hot gas phase, from 0.5R500,c

up to 10R500,c, for the less massive bin (dashed lines) and most massive one (solid lines).
The lines represent the median profiles at four different redshifts, accordingly to the colours
in the top right corner (see Tab. 8.4 for the definition of the mass ranges).

scales, with the latter being less effective in producing and releasing metals in the
environment. The lack of evidence of such dependency supports the expectations of
the early enrichment scenario. Biffi et al. (2017) (see also Biffi et al., 2018c) found
that at r > 0.2R180 the metallicity is remarkably homogeneous, with almost flat
profiles of the elements produced by either SNIa or SNII, mostly as a consequence
of the widespread displacement of metal-rich gas by early (z > 2−3) AGN powerful
bursts acting on small high-redshift halos, and with no significant evolution since
redshift ∼ 2. Nevertheless, we highlight the fact that even if the flattening behaviour
we find is in agreement with the results proposed by Ghizzardi et al. (2021), the value
we recover is lower than the one proposed by the observational work of Ghizzardi
et al. (2021) (∼ 0.38Z⊙). This difference could be related to some peculiar structure
represented in our simulation that affects the overall metallicity estimate, but further
analysis is needed to fully resolve this issue.

Given the large scatter observed in single radial profiles of metallicity in Fig. 5.9,
we investigate the relations between the masses of the systems and metallicity. From
the left panel of Fig. 5.10, where we show the metallicity in the function of gas
mass, we note how the profiles are still highly scattered, but looking at the values
of metallicity computed at R500,c (the coloured dots in the plot), we also notice that
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Figure 5.9: Radial profiles of gas metallicity from 0.5R500,c up to 10R500,c. Grey lines
represent single objects, while the coloured ones are the mean values computed in mass
bins. The green dashed line and its related shadow region show the median, the 16th
and 84th percentiles of gas metallicity distribution over 2R500,c (0.23+0.08

−0.08). The black
dots are the observed estimates of gas metallicity by Ghizzardi et al. (2021) (r/R500,c =
[0.60± 0.08, 0.78± 0.10, 0.99± 0.12], Z/Z⊙ = [0.38± 0.03, 0.34± 0.05, 0.26± 0.12]).

galaxy groups (bluish dots) show a higher spread in metallicity instead of galaxy
clusters (reddish dots), with median values of 0.29+0.11

−0.11 and 0.30+0.06
−0.07, respectively.

This trend is similar to the findings discussed by Truong et al. (2019). Here the
authors focus on the iron contribution in extremely central regions of simulated
galaxy clusters and groups (r < 0.1R500) and they also compare their results with
observational work by Mernier et al. (2018). On the other hand, in the central and
right panels of Fig. 5.10, we present the density-temperature phase diagram, for
the less (centre) and most (right) massive objects in our sample, colour-coding by
the mass-weighted metallicity of each density-temperature bin. Here, we notice a
high spread of metallicity values, both for galaxy groups and clusters. Even when
we consider the "hot" and "cold" gas phase separately, the scatter in metallicity
is still present. From the whole panels of Fig. 5.10 we conclude that the observed
scatter in radial profiles of metallicity is due to an intrinsic scatter present in the
gas particles. Moreover, the coexistence of different gas phases tends to enlarge the
observed scatter.
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Figure 5.10: (Left) Metallicity as a function of the gas mass. The grey lines represent
the profiles computed for single objects in our sample, whereas the coloured dots are the
values computed at R500,c (again for each group and cluster present in our sample). The
colour-coding is given by the virial mass (Mvir) of the systems; (Centre and Right) Density-
temperature phase diagram for the less massive system (centre; Mvir = 1013 h−1M⊙)
and the most massive one in our sample (right, Mvir = 9.8 · 1014 h−1M⊙). The colour-
coding is given by the mass-weighted metallicity in each density-temperature bin. The
dashed horizontal black line represents the 0.1keV (1.16 · 106K) temperature cut, adopted
to separate "hot" and "cold" gas phases. The dashed vertical line marks the gas density
at R500,c. On the right of this line, there are the particles inside R500,c, while on the left
the particles are located at larger radii.

5.2.5 The time-evolution of gas metallicity and stellar component

In Fig. 5.11, we show the median distributions of the total metallicity as a function
of the radius for the less massive and most massive mass bins, computed in each
redshift. Here we note that the profiles are highly scattered, as already discussed and
justified in PaperI. Moreover, although no strong mass dependencies are observed,
we notice a clear evolution of total metallicity across time. Indeed, independently of
the mass bin analysed, the values of metallicity increase towards lower redshifts. In
the external part of the galaxy clusters, on radii larger than 2÷ 3R500,c, we observe
a general flatting of the profiles. This trend is slightly prominent in high redshift
systems.

In Fig. 5.12, we give the median distribution of stellar depletion parameter,
as a function of radius, for less massive and most massive objects, computed in
each redshift. Differently from the case of baryons, gas, and hot gas phases, here
we observe a gradual decrease of the stellar depletion parameter with increasing
distance from the cluster’s center. Instead, similar to the metallicity profiles, also for
the stellar depletion factor we do not observe any mass-associated trend. However,
we observe a clear trend: especially in the innermost regions, the values of the stellar
depletion parameter decrease with the redshift, while in the outskirts of halos the
differences between different redshifts are of the order of a few percent. Halos in all
mass bins approach a stellar depletion parameter Ystar ∼ 0.1 a the boundary of the



5.3. Discussion 115

Figure 5.11: Radial profiles of gas metallicity (in Solar units), from 0.5R500,c up to
10R500,c, for the less massive bin (dashed lines) and most massive one (solid lines). The
lines represent the median profiles at four different redshifts, accordingly the colours in the
top right corner (see Tab. 8.4 for the definition of the mass ranges).

analysed volumes (∼ 10R500,c).

5.3 Discussion

Recently, many different works have explored the evolution of baryons in simulated
halos (Castro et al., 2021; Ragagnin et al., 2022; Ayromlou et al., 2022; Robson,
Davé, 2023). In our work, we analyse a sample of galaxy clusters extracted from
Magneticum simulations. Compared to other works, the simulated volume of Box2b
is large enough to allow a selection of very massive objects (M500,c > 1015M⊙/h

at z = 0). Moreover, as also discussed by Robson, Davé (2023) (see their Fig.10
and related discussion), the effects of different feedback phenomena highly influence
the evolution of baryons in the simulated halos. From the comparison between
Magneticum simulations and other suites of numerical simulations, we can assess
the impact of different feedback models in the evolution of baryons in simulated
in halos. We select for each simulated snapshot the 150 most massive halos (see
Tab. ?? for details on the mass range). This selection minimises the effect of mergers
and phenomena that occur in the history of single objects. Indeed, in the most
massive objects gravity can compensate for the effect of AGN feedback, and the
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Figure 5.12: Radial profiles of stellar depletion parameter, from 0.5R500,c up to 10R500,c,
for the less massive bin (dashed lines) and most massive one (solid lines). The lines
represent the median profiles at four different redshifts, accordingly to the colours in the
top right corner (see Tab. 8.4 for the definition of the mass ranges).

evolution we recover is less affected by internal feedback phenomena. On the other
hand, the other possible approach is to trace the time evolution of a sample of
massive objects at z = 0. In this case, the results are probably affected by the
history of the single objects, and the evolution of baryon may be influenced by
mergers or peculiar phenomena that occur in specific objects, making the results less
statistically robust. Moreover, this approach does not ensure that at high redshifts
the sample still remains mass-complete. Indeed, since the mass growth of halos is
determined by merger phenomena peculiar to individual objects, halos that at high-
z belong to the most massive mass bin, may in their history not grow to sufficient
masses to still belong to the most massive sub-sample at z = 0. Furthermore, due
to observational limitations, the galaxy cluster observed samples are composed of
very massive objects, especially for high-z observations. The selection we decided to
adopt in our work is therefore closer to what can be reproduced to date with X-rays
observations. Robson, Davé (2023) also highlight the major role of the feedback
model in the estimations of proprieties of galaxy clusters and groups derived from
X-rays observations. It is therefore essential to build simulated samples as similar
as possible to those that can be obtained from X-rays observations. This will allow
a comparison between different feedback models used in simulations that can give
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results comparable with observations and thus enable a better understanding of the
real effect of feedback phenomena on the evolution of baryons in halos. We defer
this to future work.

Castro et al. (2021) investigate the role of AGN feedback in the halo accretion
history in the Magneticum simulations. The energy introduced in the surrounding
environment by the AGN is proportional to the mass accretion rate of the black hole
ṀBH (Springel, 2005; Hirschmann et al., 2014). The authors conclude that the AGN
feedback has a nearly time-universal behaviour. They find that the peak of the AGN
feedback occurs at a slightly higher redshift than the baryon fraction peak, and then
they observe a quick decaying around z = 1, followed by a slow decaying phase at
lower redshifts. Moreover, they note a rather universal trend response to the AGN
activity. The variation of the halo mass shows a significant and negative correlation
with the intensity of AGN feedback when halo progenitors reach ∼ 30÷50% of their
final mass. Castro et al. (2021) conclude that the decrease of halo mass observed
in simulations is driven by the action of AGN feedback in a relatively early phase
of the halo assembly when the shallower galaxy cluster’s potential well can better
react to the displacement of gas heated by feedback.

Recently, Ragagnin et al. (2022) study the ejection of gas from the halo, due to
AGN feedback in Magneticum simulations. They find that the gas fraction in galaxy
clusters with a redshift formation greater than 1 is lower than the one observed for
systems with lower redshift formation. This difference is associated with the amount
of gas present at the epoch of formation and later ejected by the AGN activity.
Indeed, when the amount of ejected gas is taken into account, the distributions of
gas fraction recovered are independent of the formation redshift of galaxy clusters.

Starting from the finding of Castro et al. (2021) and Ragagnin et al. (2022),
we investigate the role of AGN feedback in the time evolution of the depletion
parameters. In the following, we do not include the energy feedback from stellar
processes, because of its minor contribution with respect to the AGN feedback at
the redshifts we are interested in (see Ragagnin et al., 2022, and reference therein).
We define the feedback energy as the ratio between the mass accretion rate ṀBH

and the thermal energy of galaxy clusters inside R500,c,

Efeedback =
ṀBH c2 ϵr ϵf

(Mgas,500c/[µ mp])× (Tgas,500c/[erg])
(5.8)

where ṀBH is computed as the differences of the mean black hole mass between two
consecutive time steps and ϵr and ϵf are the parameters proposed by Hirschmann
et al. (2014), which takes into account the amount of feedback energy thermally
coupled to the surrounding gas. For each redshift, we compute the median values
of depletion parameters and metallicity for the entire galaxy clusters sample.
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Figure 5.13: Redshfit evolution from 0.2 ≲ z ≲ 2 of feedback, depletion parameters
and metallicity and their correlations inside R500,c. (Left) Median values of depletion
parameters, metallicity and feedback energy proxy as a function of redshift. The different
lines (accordingly the legend on the bottom) represent the median values computed on the
entire galaxy clusters sample in each redshift. (Right) Pearson correlation index of the
redshift evolution computed between the feedback energy proxy and depletion parameters
or metallicity. The coloured dots represent the median values computed in each mass bin
(following the colour coding showed by the colourbar in the middle of the plot), while the
dots identified by different markers (accordingly the legend in the middle of the plot) show
the median values computed for the whole sample.

The results are shown in the left panel of Fig. 5.13. Here we observe that the
feedback energy, rapidly decreases with the redshift, as already observed and dis-
cussed by Castro et al. (2021). Moreover, we note that baryon, cold gas phase,
and stellar depletion parameters show a decrease with redshift, whereas gas, hot gas
phase, and metallicity have opposite behaviour. These trends suggest the presence
of correlations between the feedback energy and the quantities analysed. In the right
panel of Fig. 5.13, we show the Pearson correlation indices computed between the
time evolution of the feedback energy and the depletion parameters and metallicity.
Focusing on the redshift range from z ∼ 2 up to z ∼ 0.2, we present the results
both for the galaxy clusters divided in the same 10 mass bin adopted above and for
the median values of the entire sample. As already observed, but now quantified
by the Pearson correlation index, we note that the baryon depletion parameter, gas
cold phase, and stellar ones, show a correlation with the energy feedback, while the
gas depletion parameter, hot gas phase one, and metallicity show anti-correlated
trends. In particular, we observe that in all the parameters analysed, except for
the gas depletion parameter, the mass of the galaxy clusters does not change the
correlation or anti-correlation trend. On the other hand, for the gas depletion pa-
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rameter, we note a shift from correlation to anti-correlation with the increase in the
mass of systems associated with the mass bins. This trend is associated with the
relative impact of the different gas phases in different galaxy cluster sub-samples.
Indeed, in less massive systems we note that the hot component is less dominant
than in more massive galaxy clusters. This suggests that for less massive systems,
the total gas depletion parameter is driven by the cold phase, which has a high level
of correlation with feedback energy. Instead, for massive systems, the hot gas phase
is completely dominant with respect to the cold one. The hot gas phase shows a
high level of anti-correlation with the feedback energy, and this lead to an increase
in the anti-correlation observed between the total gas depletion parameter and the
feedback energy. In Tab. 5.2 we report the Pearson correlation indices discussed
above.

ρX,Y

Less massive bin Most massive bin Entire sample
Ybar 0.75 0.34 0.77
Ygas 0.19 -0.27 -0.12
Yhot -0.69 -0.49 -0.58
Ycold 0.62 0.68 0.78
Ystar 0.79 0.49 0.65
ZTot -0.63 -0.51 -0.83

Table 5.2: Pearson correlation index of the redshift evolution computed between the
feedback energy proxy and depletion parameters or metallicity, inside R500,c, for the less
massive sub-sample, the most massive one and the entire sample.

Lapi et al. (2005) proposed a model which relates the energy injected by an event
of AGN activity and the fractional mass ejected by this event. In particular, the
authors compute the energy introduced by an AGN event and the thermal energy
of the hosting system. This quantity has the same meaning as our definition of
feedback energy. Lapi et al. (2005) demonstrate that this energy ratio is related
to the fractional mass ejected from the galaxy cluster environment. In detail, they
demonstrate that ∆m/m ≃ ∆E/2E. To compare these findings with our analysis,
we consider the fractional mass as the changing of baryon fraction over consecutive
time steps and the time-integrate contribution of the feedback energy. In Fig. 5.14
we show the time evolution of time-integrate feedback energy (dE/E), the baryon
fraction change (dM/M - Data) and the prediction on the fractional mass evolution
given by the model of Lapi et al. (2005) (dM/M - Lapi+ 05). We note that the
feedback energy rapidly increases around redshift z = 2, while a flat behaviour is
observed on lower redshift. On the other hand, the baryon fraction change increases
more slowly than both the feedback energy and the prediction of the model, de-
pending the latter only on the energy injected. The differences between the baryon
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fraction change we recover and the prediction of the model are related to the assump-
tion adopted for the model. Indeed, the model proposed by Lapi et al. (2005) takes
into account only heating phenomena, whereas at high redshift gravitational effects,
such as accretion and mergers events, give not negligible contributions, making the
model assumptions less effective.

Figure 5.14: Time evolution of feedback energy and mass depletion inside R500,c. (Top)
The dotted line represents the time-integrated ratio between feedback energy and the
system’s thermal energy ("dE/E"), and the solid one shows the mass depletion computed
as the difference between the baryon fraction in two consecutive time steps ("dM/M -
Data"), the dashed line represents the expected mass depletion computed as 1

2(dE/E), as
proposed by Lapi et al. (2005) ("dM/M - Lapi+ 05"). The lines represent the median
trends, computed over the whole galaxy clusters sample. (Bottom) The line shows the
residuals of mass depletion, computed as ((dM/M)Data− (dM/M)Lapi+05)/(dM/M)Lapi+05.

Recently Ayromlou et al. (2022) compare three different suites of numerical sim-
ulations, Illustris-TNG (Pillepich et al., 2018b; Nelson et al., 2018; Springel et al.,
2018), EAGLE (Schaye et al., 2015; Crain et al., 2015) , and SIMBA (Davé et al.,
2019) to understand the evolution of baryon in halos with M200,c masses between
108M⊙ and 1015M⊙, from halo’s centre up to 30R200,c. They demonstrate that
baryon feedback mechanisms highly influence the baryon distribution, lowering the
baryon budget within the halos and accumulating matter outside the virial radius of
these systems. Moreover, they find that halos with different mass ranges are influ-
enced by different feedback mechanisms. In particular, they show that for low-mass
systems (108 ≤ M200,c/M⊙ ≤ 1010) the main source of heating is given by the UV
background, for intermediate mass halos (1010 ≤M200,c/M⊙ ≤ 1012) stellar feedback
becomes dominant, while for massive systems (1012 ≤ M200,c/M⊙ ≤ 1014) the main
source of feedback is given by central AGN. Furthermore, they conclude that galaxy
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clusters with masses M200,c/M⊙ ≥ 1014 are less affected by feedback phenomena
instead by less massive objects. They also proposed a new characteristic scale, the
closure radius Rc that represents the radius at which all the baryons associated with
a halo could be found. They define Rc as:

fbar(< Rc) = fbar,cosmic ±∆fbar,cosmic (5.9)

where ∆fbar,cosmic represents the observational uncertainty on the cosmic baryon
fraction, which they assume to be 0.05 (Planck Collaboration et al., 2016). They
find that the closure radius is closer to R200,c in massive systems, while it tends
to increasingly outer regions for objects in which the mass is gradually smaller.
Moreover, they show that the position of the closure radius depends also on the
model adopted by different simulations. Indeed, the simulations they used give the
different positions of closure radius for objects with the same masses. Starting from
these findings, we compute the closure radius on our Magneticum sample using the
same definition proposed by Ayromlou et al. (2022).

Figure 5.15: Closure radius as function of baryon depletion factor within R500,c and β
parameter as function of redshift. (Left) The dashed lines represent the results proposed by
Ayromlou et al. (2022) for Illustris-TNG (orange), EAGLE (purple), and SIMBA (green)
simulations computed for redshift z ∼ 0.3. The solid blue line shows the best fit relation
between closure radius and baryon depletion factor, performed on our Magneticum sample
at redhsift z ∼ 0.3. The coloured dots represent the median values of closure radius
computed on the 10 mass bins (according to the colourbar on the top right corner of
the plot) at the same redshift of z ∼ 0.3. (Right) Redshift evolution of β parameter.
The dashed lines show the results proposed by Ayromlou et al. (2022) for TNG (orange),
EAGLE (purple), and SIMBA (green) simulations, whereas the solid blue line represents
the findings we obtained as best fit on our Magneticum sample.
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To compare our results with their finding, we also consider the universal relation
they proposed, which relates to baryon fraction and closure radius:

Rc/R500,c − 1 = β(z) (1− fbar(< R500,c)/fbar,cosmic) (5.10)

with β(z) is defined as:
β(z) = α(1 + z)γ (5.11)

where α and γ are free parameters that we use to perform the fit on our simulations.
In Fig. 5.15 we show the comparison between our findings and the results proposed
by Ayromlou et al. (2022). In the left panel, we present the closure radius, normalised
to R500,c, as a function of baryon depletion factor Ybar for the four different suites of
numerical simulations at redshift z ∼ 0.3. The results for Illustris-TNG, EAGLE,
and SIMBA simulations are derived from the best-fit parameters of α and γ proposed
by Ayromlou et al. (2022), while we perform the fitting procedure on our Magneticum
sample. We obtain values of α = 26.48 and γ = −1.20, which also determine the
redshift evolution of β(z) parameter proposed on the right panel of Fig. 5.15. As
also discussed by Ayromlou et al. (2022), different models adopted for the treatment
of AGN feedback highly influence the position of closure radius and cosmic time
evolution of the β parameter. Being the AGN model one of the main differences from
the four different simulations analysed, this also suggests that the AGN feedback in
galaxy clusters and groups represents the major source of energy responsible for the
redistribution of baryon in the halo’s environment. Moreover, the existence of the
universal relation between closure radius and baryon fraction proposed by Ayromlou
et al. (2022) shows how will be crucial the next generation of X-rays observatories
to observe clusters and groups peripheries and disentangle between different AGN
feedback models.
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Summary and conclusions

I present here a summary of the results obtained from my Thesis work illustrated
in the previous Chapters.

I first focused on the properties of accreting material around galaxy groups and
clusters, and the physical phenomena connected to it. Due to observational caveats
related to the external regions of massive halos (see Sect. 1.2 for details and ref-
erences), in my works I used different halo samples extracted from either "Itasca
Simulated Clusters" (Sect. 2.2) or Magneticum (Sect. 2.3) simulations.

First, using ITASCA simulations, I designed a procedure to extract a large sam-
ple of objects and conduct detailed statistical studies, by considering multiple snap-
shots of the same objects with a sufficiently large time separation, which allows us to
treat them as dynamically independent clusters (see Sect. 3.1.1). This way we could
study total sample of 68 independent cluster snapshots in Angelinelli et al. (2020)
and 13 objects in Angelinelli et al. (2021). On the other hand, in Angelinelli et al.
(2022) and Angelinelli et al. (2023) we used samples of simulated halos extracted
from the Magneticum simulations. In particular, in Angelinelli et al. (2022) we se-
lected the simulated Box2b (see Sect. 2.3) at the last available snapshot (z = 0.25)
and we divided the mass range 1013 < Mvir/M⊙ < 1015 in 14 equal bins in the loga-
rithmic space, and for each bin we extract 10 random objects, having a final sample
of 140 massive halos. In Angelinelli et al. (2023) we extended the analysis proposed
in our previous work to different redshifts. Using the same Box2b, we selected 8
different simulated snapshots (from z ∼ 3 to z = 0.25) and for each snapshot, we
extracted the 150 most massive halos. This overall gives a full coverage of the prop-
erties of clusters and groups of galaxies, across a wide range of spatial and temporal
scales, and also including many physical prescriptions for baryon physics.

For each work, I developed new dedicated numerical tools. In Angelinelli et al.
(2020) I improved the iterative small-scale filtering techniques to identify turbulent
motions, introduced in Vazza et al. (2018a), by linking the tolerance parameter in
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our multi-scale iterative analysis of turbulence to the expected increase of velocity
with scale, following Kolmogorov theory (Sect. 3.1.2). I thus extracted the three-
dimensional distribution of turbulent velocities from which I computed the non-
thermal contribution of pressure, αTurb, as a function of cluster-centring distance.
I also compared this definition of turbulence using different filtering techniques,
specifically to the one proposed in Nelson et al. (2014a), which we defined as αTot.
In Angelinelli et al. (2021) I developed two different algorithms to disentangle matter
clumps from filaments populations to the surrounding medium. The first algorithm
is based on the baryon mass and size of the clumps and I showed that structures
as massive as 108 solar masses and as small as 500 kpc can be found in ITASCA
simulations. The second algorithm is used to find filaments and is based on the radial
velocity and entropy of the gas. Filaments are expected to have high radial velocities
due to the gravity of central galaxy clusters but have lower entropy compared to their
surroundings, which makes them difficult to detect in X-ray emissions. Lastly, in
Angelinelli et al. (2022) and Angelinelli et al. (2023) I expanded the radial analysis
to cover an area up to 10R500,c, which is beyond the location of the accretion shock,
which is commonly considered as the boundary of the halo volume. This expansion
allows me to include all of the baryons associated with the simulated galaxy clusters
and groups in my analysis.

In the following, I summarise the main results of each work presented in this
Thesis.

• Angelinelli et al. (2020) (discussed in Chapt. 3):

– The average non-thermal pressure support in our sample is in agreement
with the recent X-ray observational campaign by Eckert et al. (2019),
both at R500,c and R200,c, albeit with a large scatter which is probably
due to a larger variety of simulated dynamical states, compared to the X-
COP sample used by Eckert et al. (2019) (Fig. 3.11). Different choices in
filtering generate very different non-thermal pressure support (see Vazza
et al., 2018a), and we show that the other filtering technique for tur-
bulence yield values of non-thermal pressure support which are ∼ 2 ÷ 3

times larger. Our analysis of sub-samples in mass, redshift and sparsity
sub-samples does not highlight particular trends. Despite having a differ-
ent selection bias for clusters, the comparison between the non-thermal
pressure support obtained by Eckert et al. (2019) yields rather similar
results.

– Following on Eckert et al. (2019), we computed αHS for our objects, de-
fined as in Eq. 3.17. When averaged over the sample, the median αHS

is not far from the values obtained by X-ray observations, i.e. αHS ∼
10−20% at R500,c and R200,c, albeit with a large scatter. The hydrostatic
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mass bias does not show strong dependencies on the cluster mass or the
cluster dynamical status (see Sect. 3.2.1 and Sect. 3.3 for details).

– We conclude that, when compared with available observations,
our simulations match the currently inferred level of non-thermal
pressure support, and they allow us to identify its origin (pre-
dominantly) with residual gas turbulent motions.

• Angelinelli et al. (2021) (discussed in Chapt. 4):

– By comparing the density and temperature distributions of clumps and
filaments populations in each cluster of our sample, we investigated the
possible correlations between these quantities. We use Pearson’s corre-
lation index to describe these correlations and we obtain ρXY=0.66 and
ρXY=0.54, for density and temperature respectively.

– When the simulated volume of each cluster is divided into a pair of radial
shells, we observe a significant drop (a factor of two or more) in the
number of clumps going from the inner (1.0 ≤ r/R500,c ≤ 2.8) to the
outer shell (2.8 ≤ r/R500,c ≤ 5.0). We study the variations in clump
density and temperature with distance from the cluster centre. In both,
we also report a decrease (by a factor ∼2) in the typical density and
temperature of clumps as a function of distance from the cluster centre,
as well as in their mass and volume filling fraction. We observe how in
the inner shell the contribution of filaments, both in mass and volume,
is less than for the clumps. On the other hand, in the outer shell, the
volume occupied by filaments is on average ∼ 2 times the one occupied
by clumps.

– We conclude that gas clumps in clusters of galaxies can effi-
ciently be used to track and study the underlying, more diffuse
and yet to be detected population of filaments.

• Angelinelli et al. (2022) (discussed in Chapt. 5):

– We verify that the baryon fraction is always >50% of the cosmological
value adopted in our simulations at r > R500,c and at any mass bin, and
reaches that value at ∼ 5R500,c, but only in the most massive ones. Ybar
in less massive systems, although shows steeper radial profiles, remains
5% below Ωbar/Ωm even at 10R500,c (see Fig. 5.3 and Tab. 8.2). Similar
trends are observed for the gas component.

– Ystar decreases systematically with increasing radii. While the contri-
bution of the stellar mass fraction in the central region (< 2R500,c) is
higher in less massive systems, this difference disappears at larger radii,
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and both galaxy groups and clusters reach a value of Ystar = 0.09+0.01
−0.01.

In these regions, the metal distribution becomes constant, with a me-
dian value of 0.23+0.08

−0.08 at r > 2R500,c, with no dependency on the halo
mass (see Fig. 5.9 and Tab. 8.2). These flat mass-independent metallicity
profiles support a scenario in which the gas present in massive halos is
early enriched, with a negligible contribution from recent star-formation
processes (that is indeed expected to be mass-dependent). This result
confirms, and extends to much larger radii, what has been obtained from
recent work on numerical simulations (see e.g. Biffi et al., 2017, 2018c).

– Our results support that matter halos behaves as "closed boxes"
only when volume much larger than their virial volume are con-
sidered, and that especially in low mass systems the effect of
feedback controls the distribution of baryons up to very large
distances from the cluster centre.

• Angelinelli et al. (2023) (discussed in Chapt. 5):

– In the central region of galaxy clusters (r < R500,c) the baryon fraction
shows a general decrease with the redshift, with a decrease for less massive
objects which is ∼ 4 times larger than in massive ones (see Fig. 5.4 and
Tab. 8.4). The gas depletion parameter we recover inside R500,c is an
agreement with observations of low redshift halos (Eckert et al., 2021;
Akino et al., 2022) (see Fig. 5.5). At high redshift (z > 1.2) instead, the
contribution given by the cold gas phase (kT < 0.1 keV) is non-negligible.
For instance, at z ∼ 2.8 the cold component accounts for ∼ 20 ÷ 28%

of the total gas, depending on the sub-sample mass. This leads to an
increase in the total amount of gas, not well matched by the best fit
suggested from low-z observations.

– Previous studies have shown that AGN feedback affects the evolution
of baryon and gas fraction in galaxy clusters (Lapi et al., 2005; Castro
et al., 2021; Ragagnin et al., 2022; Ayromlou et al., 2022). In our work,
we examine the relationship between the feedback energy (Eq. 5.8) and
the depletion parameter (see Fig. 5.13 and Tab. 5.2), finding a high level
of correlation between the evolution of the cold gas phase and the stellar
depletion parameter. The gas, hot gas phase, and gas metallicity are
found to be anti-correlated with the evolving feedback energy. The gas
depletion parameter also showed a dependency on the correlation with
the mass of the galaxy clusters. We also compare different models of
AGN feedback implemented in numerical simulations (see Fig. 5.15) and
we conclude that further observational investigations are needed to deter-
mine the best AGN feedback model. The analysis of gas metallicity and
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stellar depletion parameter (see Fig. 5.11 and Fig. 5.12) indicates that
an early enrichment scenario (see Biffi et al., 2017, 2018c) likely accounts
for the trends with mass and redshift. In the central regions of galaxy
clusters, the redshift evolution of gas metallicity accounts for less than
20% in less massive objects and less than 10% in the most massive ones.
Additionally, the stellar depletion parameter decreases by a factor of 2,
independently of the mass of the galaxy clusters, suggesting that recent
star-formation processes have a negligible impact on the enrichment of
the gas metallicity.

– In summary, our study (recently accepted at the time of this
writing) suggests that the ratio between the different phases of
baryons in halos, as well as the gas chemical composition, is
primarily controlled by the time-integrated effect of AGN feed-
back, which influences the halo properties starting from high
redshifts and out to very large radii, with important conse-
quences on the cosmological use of these systems.

For sake of completeness, the reader may find a more detailed description of the
findings I presented in the original papers. Furthermore, some useful numerical and
fitting results are discussed in Chapt. 8.
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The future perspectives

Galaxy clusters and groups represent unique laboratories to test our knowledge
about many different physical processes. The low density of gas in the outskirts of
galaxy clusters makes them difficult to detect with X-ray telescopes, due to their
faintness. However, cosmological simulations suggest that these regions should be
active with gas accretion and ongoing mergers with smaller sub-clusters and gas
clumps. There is a wide range of physics at play in these outskirts, which differ sig-
nificantly from the physics in the cores of clusters that have been studied extensively
in the past.

There are several limitations of current cosmological hydrodynamical simulations
in the modeling the physics of cluster outskirts (see Walker, Lau 2022 for details).
Modern simulations often lack sophisticated treatments of non-thermal energy com-
ponents, such as magnetic fields and cosmic rays, which can become increasingly
important in the cluster outskirts, due to the radial drop of the gas thermal energy.
The physical processes involved in modeling the physics of cluster outskirts also span
a wide range of physical scales. To improve the modeling of largely non-equilibrium
physics in cluster outskirts, higher mass and spatial resolution are needed in sim-
ulations. Additionally, high-resolution simulations are needed to resolve the full
turbulence cascade, small-scale gas clumps, and merger and accretion shocks. To
anticipate data from upcoming surveys of galaxy clusters, future efforts will have
to focus on improving the multi-scale modeling, with small-box and high-resolution
simulations to study small-scale accretion physics in detail, large-box low-resolution
simulations to sample the range of cluster mass accretion histories, and physically
motivated sub-grid models to bridge the simulations of large and small scales.

From an observational point of view, more powerful X-ray observatories with
greater effective area, low and stable background and high spatial resolution are
needed to make further progress. eROSITA∗ (launched in 2019) promises to signif-

∗https://erosita.mpe.mpg.de

https://erosita.mpe.mpg.de
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icantly improve our understanding of cluster outskirts by providing measurements
out to 2R200,c, and by investigating the connection of cosmic web filaments to clus-
ters. On the other hand, XRISM† (expected launch date: May 2023) is supposed
to recover and improve scopes of the HITOMI mission, focusing on the cluster’s
core (inside ∼ R2500,c) and investigating the consequences of the interactions be-
tween ICM and infalling structures. ATHENA‡, which is planned to launch in the
late 2030s, will allow the direct measurement of turbulence and bulk motions up to
the clusters’ outskirts. Other prospective future missions such as Lynx§, AXIS¶ or
HUBS‖ would offer high spatial and spectral resolution and low background noise
that would be beneficial for observations of cluster outskirts. These future missions
will increase the sensitivity by a factor of 50 which will allow us to reveal the full
picture of the way the cluster outskirts connect with the cosmic web.

In the following, I present some possible extensions related to the works presented
in this Thesis.

Can we solve the hydrostatic mass bias?

Starting from the findings and the advanced filtering techniques discussed in
Angelinelli et al. (2020), it will be possible to test the persistence of the relations
identified in non-radiative simulations when different physical schemes are adopted
in the simulations. Using samples of galaxy clusters and groups extracted from
Magneticum simulations and the iterative small-scale filtering techniques, it will be
possible to verify the impact of feedback processes in the evolution of turbulent
motions in the central regions of the simulated halos. In this respect, future ob-
servations, e.g., with LOFAR and SKA may be able to provide important clues to
the presence of significant cosmic rays and relativistic particles, i.e. non-thermal
pressure in dynamically disturbed systems. Thanks to numerical simulations, such
out-of-equilibrium conditions may be linked to the presence of turbulent motions,
as observations have also begun to establish the quantitative link between observed
radio power in radio halos to the turbulent energy budget of the ICM, inferred from
the amount of fluctuations in X-ray surface brightness (e.g. Eckert et al., 2017b).
This will be key for the cosmological use of galaxy clusters in future X-ray sur-
veys (e.g. with eROSITA, see for example Zandanel et al. 2018). Furthermore,
future pointed exposures of the ICM in X-rays will enable the calibration of the
αHS-α relation by measuring the level of gas turbulence with the next generation
of instruments having high spectral resolution capabilities (e.g. XRISM/Resolve
- see Ishisaki et al. 2018 and scientific applications in Kitayama et al. 2014 - and

†https://xrism.isas.jaxa.jp/en/
‡https://www.the-athena-x-ray-observatory.eu/
§https://www.lynxobservatory.com/
¶https://axis.astro.umd.edu/
‖http://hubs.phys.tsinghua.edu.cn/en/

https://xrism.isas.jaxa.jp/en/
https://www.the-athena-x-ray-observatory.eu/
https://www.lynxobservatory.com/
https://axis.astro.umd.edu/
http://hubs.phys.tsinghua.edu.cn/en/
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ATHENA/X-IFU - description in Barret et al. 2018, and discussion of some scientific
cases related to the one presented here in Roncarelli et al. 2018a, Vazza et al. 2019,
Clerc et al. 2019, Cucchetti et al. 2019). Moreover, by including different physical
processes, it will be possible to study the non-thermal pressure support given by
AGN or stellar feedback, magnetic fields and all the other sources of non-thermal
phenomena and compare these contributions with the one given by turbulent mo-
tion, to understand the relative impact of each of them on the hydrostatic mass bias
(see Nelson et al., 2014a; Biffi et al., 2016b, for the analysis of the impact of different
non-thermal components) and to validate different theoretical models (Eckert et al.,
2019; Ettori, Eckert, 2022)

Synthetic X-ray observations: what will we observe using ATHENA?

As already introduced in Sect. 4.2.5, I developed a procedure that involves both
the instruments that will be on board the ATHENA mission. Even if nowadays it is
not clear which will be the final design of such instruments, the procedure I devel-
oped is still useful. Indeed, the idea of using WFI to detect matter clumps located in
the external regions of massive galaxy clusters and making a follow-up observation
with X-IFU is quite independent of the final configurations of these instruments. In-
deed, in the algorithm that I developed, the instrumental configuration is completely
determined by the RMF and ARF matrices that are released by the ATHENA con-
sortium. Changing the configuration of the instruments will affect the results that
I will achieve. Indeed, as already discussed, the external regions of galaxy clusters
and groups are characterised by low X-rays emissivity and the background becomes
important to understand what will be observed and what will not. The results that
I presented in Sect. 4.2.5 are obtained using the last available configuration for WFI
and X-IFU before the de-scoped suffered by the mission in 2022. Once the final
design of the instruments will be released to the community, I will integrate the
new RMF and ARF files and I will determine the physical proprieties of matter
clumps that would be observed by the ATHENA satellite. In this respect, it would
be useful to understand the observational limits of ATHENA and possible sources
of uncertainties that the instruments will introduce in the analysis, comparing the
results obtained from the pipeline and the cosmological simulations which will be
used as input of these simulated observations. Moreover, to have realistic predic-
tions, it will be important to use as input of the pipeline more sophisticated and
modern cosmological simulations. Indeed, it is clear that physical processes such as
feedback and cooling, highly affect the physical proprieties of matter clumps and the
surrounding medium, impacting also their observability. Having realistic constraints
in this respect it will be crucial to determine the best observational candidates and
maximise the information that will be achieved by the observations.



132 Chapter 7. The future perspectives

How to detect X-ray structures at very low SNR?

As a first result of the pipeline described above, I verified that with the cur-
rent and next future X-ray observatories, the detection of matter clumps and small
structures around galaxy clusters is still very challenging. Indeed, the signal-to-noise
ratio (SNR) that characterises these structures is often very low, on the order of the
unit or below. In this regime, developing sophisticated numerical and observational
techniques are fundamental.

Important steps in the treatment of the observational background in radio band
using Machine Learning techniques have been discussed by Gheller, Vazza (2022).
The authors present the use of a techniques called Convolutional Denoising Autoen-
coder to "denoise" synthetic images of state-of-the-art radio telescopes in order to
detect faint, diffused radio sources predicted to characterise the radio cosmic web.
The denoising process addresses the reduction of random instrumental noise and the
minimization of additional spurious artefacts. The effectiveness and accuracy of the
method are analysed for different kinds of corrupted input images, along with their
computational performance. The authors also note that specific attention has been
devoted to creating realistic mock observations for the training, using cosmological
numerical simulations, to generate images. The autoencoder is effective at denoising
complex images and identifying faint objects at the limits of instrumental sensitivity.
It can efficiently scale on large datasets using high-performance computing solutions,
in a fully automated way, and can accurately perform image segmentation, identi-
fying low brightness outskirts of diffused sources, proving to be a viable solution for
detecting challenging extended objects hidden in noisy radio observations. Starting
from this work, we are now working to extend this technique also to mock X-ray
observations from cosmological simulations (see Fig. 7.1). The input of the training
dataset is the Box2b of Magneticum simulations. Indeed, the simulated volume is
∼ 6503 Mpc3/h and from the single Box2b we can extract ∼ 105 independently halos.
This allows us sufficient statistics to perform tests on the autoencoder technology
and understand the effectiveness of the application of the denoising procedure on
X-rays images. Preliminary tests suggest that our procedure could resolve sources
with a signal-to-noise ratio on the order of 0.1÷ 0.2.
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Figure 7.1: Convolutional Denoising Autoencoder applied to mock X-rays image (maps
produced by Dr. C. Gheller). (Top left) X-rays emission map in 1044 [erg/s] of the source.
(Top right) Mask needed in the training phase of the algorithm; in each pixel, given a
defined threshold, it expresses the presence (tagged with 1) or the absence (tagged with
0) of the source. (Bottom left) Normalised X-rays emission map of the combination of
source and background; the contours represent the emission identified by the autoencoder
algorithm. (Bottom right) Result of the autoencoder algorithm; in each pixel, it represents
the possibility of the presence of a source.
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Appendices

In this chapter, we collect all the appendixes of the papers presented above. Each
section title refers to the chapter that the appendix completes.

8.1 Chapter 3: Testing the relation between filtering scale
and non-thermal pressure

As detailed in the main text (Sec.3.1.2) our iterative scheme to measure the local
turbulent velocity field requires predicting the increase of the local rms velocity as
a function of the smoothing scale, w, i.e .δv2 ∝ wf . In Kolmogorov theory, such
exponent should be f = 2/3, yet we tested to what extent the standard Kolmogorov
theory of turbulence applies to our data and studied the relation between the value
of α measured at the reference radius of R200,c (α200) as a function of different
fixed smoothing scale. If we apply the standard relation between rms velocity and
turbulent scale (e.g. σ2 ∝ L

2
3 ) in the stationary subsonic turbulent regime described

by Kolmogorov theory, we expect that the relation should approximately follow:

α200 = a · wf , (8.1)

where w is the value of smoothing scale in physical quantities and a and f are the
parameters obtained from Kolmogorov’s theory (Kolmogorov, 1941). The expected
value for f is close to 2

3
for stationary and subsonic turbulence. However, the ICM

is not such an idealised environment because of density stratification, self-gravity
and non-stationary flow patterns, which can lead to deviations from 2/3.

Fig. 8.1 shows the pressure ratio, α200, versus the smoothing scale computed of
our set of clusters at z = 0, after computing the local turbulent velocity field for
increasing smoothing scales, w. The trend is measured to be very similar across our
sample and can be fitted by a unique power law.
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Figure 8.1: Relation between smoothing scales and α200 for the sample of clusters at
z = 0. The blue points represent the median values of α200 at different smoothing scales
for the used sample of clusters. The solid red line gives the power-law fit obtain explained
in Sect. 3.1.2.

We fit the data to Eq. 8.1 and obtain a ≃ 6 · 10−3 and f ≃ 0.77, which is the
fiducial value we adopted to stop the iterations in our method in the Chapt. 3, as
in Eq. 3.4. The value for f is reasonably close to 2/3 and is consistent with the fact
that the power spectra of the velocity field in simulated galaxy clusters are typically
steeper than Kolmogorov’s slope because of the stratified cluster atmosphere (Vazza
et al., 2011a). Only the scales below ∼ 100 kpc show hints of a steepening, which may
partially be ascribed to numerical dissipation in the PPM scheme, which is expected
to dampen the velocities on scales close to a few times the spatial resolution (e.g,
Porter, Woodward 1994). For scales larger than ∼ 8 times the numerical resolution
(≥ 200 kpc) these effects do not occur and the relation between α and the smoothing
scale is well fitted by Kolmogorov’s spectrum. Since a number of physical and
numerical effects may affect the dynamics of the turbulent flow on < 100− 200 kpc,
with these simulations it is hard to tell the different effects apart. In the following,
we focus mostly on the dynamics of turbulence on scales > 100 kpc, which are also
the ones that dominate the non-thermal pressure support. On scales greater than
∼ 1 Mpc, the spectra show a drop where the peak of the Kolmogorov spectrum
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is reached. The exponent f in Eq. 8.1 is calculated in the inertial range of the
Kolmogorov spectrum, from ∼ 200 to ∼ 800 kpc, so we can use this value for the
multi-scale adaptive filtering.

8.2 Chapter 4: Numerical resolution effects on clumping
factor and clump number density

We tested the effect of the spatial and force resolution on the measure of the clumping
factor and on the number of identified clumps, to understand how much are the
findings of our Chapt. 4 restricted to the particular adopted resolution. To this end,
we analysed four different re-simulations of the same cluster ofM500,c = 8.5×1014 M⊙

and R500,c = 1.4 Mpc, obtained for an increasing level of maximum adaptive mesh
refinement, as in Vazza et al. (2018b). The adaptive mesh refinement follows the
local gas over-density, and the maximum resolution goes from 128 kpc in the lowest
resolution case, to 8 kpc in the highest resolution run adopted here (see Fig. 8.2 for
the related density maps and detected clumps).

Figure 8.2: Projected gas density for the test cluster, at four different levels of numerical
resolution (top left: 128 kpc; top right: 32 kpc; bottom left: 16 kpc; bottom right: 8 kpc).
The dashed circle represent R500,c, while the white crosses are the centre of the identified
clumps.

We followed the same procedures of Chapt. 4 and computed the radial profiles
of gas clumping factor and clumps as a function of resolution (Fig. 8.3).

It can be noticed that in the central regions (up to ∼ 2.5R500,c), the clumping
factor is weakly affected by changes in numerical resolution. However, in the external
regions, the differences introduced by the AMR levels account for less than 30% of
the clumping factor at any radii. This trend ensures that the evaluation of the
clumping factor is weakly affected by the simulations’ numerical resolution - at least
for the non-radiative gas physics used in this work.

Second, we tested the effects of numerical resolution on the clumps’ number
density. Using the same AMR level adopted for the clumping factor, we use ten
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Figure 8.3: Clumping factor for the test cluster at different levels of numerical resolution.

equally spaced radial shells from R500,c up to 5R500,c. From Fig. 8.4, we notice
that by increasing the numerical resolution, the clumps number density increases.
In particular, we observe a difference of factor ∼3 between the lower numerical
resolution and the higher one. However, we also notice that from 16 kpc to 8 kpc,
the median values computed in the inner regions (from centre to 2.5R500,c) and the
outer ones (from 2.5R500,c and 5R500,c) are quite constant. The observed trend is
exactly as in Chapt. 4, and the relatively little evolution with resolution suggests
that spatial resolution of the cluster sample used in Chapt. 4 (∼ 19.6 comoving kpc)
is suitable to study clumps and clumping free from numerical artefacts.

Figure 8.4: Clumps’ number density for the same cluster at different levels of numerical
resolution in the function of radial distance from the cluster’s centre. The dot-dashed lines
represent the median value computed between R500,c and 2.5R500,c, while the dashed ones
represent the median value computed from 2.5R500,c to 5R500,c. The colour-coding of these
lines is the same adopted for the dots.
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8.3 Chapter 5: Estimates and fitting parameters of
the depletion factors in the local Universe

We provide the best-fit parameters obtained from the fitting function:

Yi = α · wβ · xγ+δ∗w (8.2)

where w = M500,c/5 · 1014 h−1M⊙, x = r/R500,c, while α, β, γ and δ are the free
parameters, that are quoted in Tab. 8.1.

Ybar Ygas Yhot
α 0.900± 0.003 0.733± 0.004 0.724± 0.004
β 0.123± 0.002 0.223± 0.003 0.261± 0.003
γ 0.233± 0.005 0.674± 0.008 0.756± 0.009
δ −0.217± 0.015 −0.708± 0.022 −0.810± 0.022
χ̃2 0.43 0.75 0.97
ẽ 2% 4% 5%

emax 23% 24% 30%

Table 8.1: Best-fit parameters and related standard errors, for the functional form Eq. 8.2
fitted on Ybar, Ygas and Yhot. The values of the reduced χ2 (χ̃2), the median and the
maximum deviation of the model from the data (ẽ and emax, respectively) are also quoted.

The set of parameters (α, β, γ, δ) = (0.90, 0.12, 0.23,−0.22) provides a descrip-
tion within 2% of Ybar (see Fig. 8.5).

Being our findings potentially useful to make predictions and comparisons with
observational work, we confine our fitting produce in a radial range similar to the
one available for present and near future X-rays observations and limited to the
central regions of our analysis, from 0.5R500,c to 2.5R500,c. The functional form is
able to well reproduce the behaviour of Ybar at all considered masses, as also shown
by the χ̃2 and values of the median and the maximum deviation of the model from
the data (ẽ and emax, respectively) quoted in Tab. 8.1. However, for the Ygas and
Yhot, we note that our fitting procedure gives less strong results than for the Ybar
case. We use the dispersion around the mean profile as the weight to evaluate χ2.

We provide here details on the values of the depletion parameters under investi-
gations in different mass bins and at various radii (see Tab. 8.2).
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R500,c 3R500,c 5R500,c 10R500,c

A

Ybar 0.51+0.09
−0.06 0.70+0.06

−0.05 0.83+0.05
−0.01 0.95+0.04

−0.02

Ygas 0.27+0.06
−0.03 0.57+0.05

−0.03 0.73+0.05
−0.03 0.86+0.05

−0.03

Yhot 0.22+0.03
−0.02 0.48+0.05

−0.07 0.53+0.06
−0.08 0.46+0.14

−0.10

Ycold 0.06+0.03
−0.02 0.10+0.01

−0.02 0.21+0.04
−0.06 0.41+0.08

−0.10

Ystar 0.24+0.03
−0.03 0.12+0.01

−0.01 0.11+0.01
−0.01 0.09+0.01

−0.01

Ztot 0.24+0.07
−0.02 0.17+0.05

−0.06 0.21+0.21
−0.05 0.22+0.12

−0.03

B

Ybar 0.63+0.08
−0.04 0.85+0.03

−0.05 0.93+0.01
−0.02 0.98+0.01

−0.02

Ygas 0.42+0.07
−0.05 0.72+0.04

−0.05 0.82+0.02
−0.02 0.89+0.01

−0.03

Yhot 0.37+0.03
−0.03 0.67+0.02

−0.03 0.73+0.03
−0.03 0.64+0.08

−0.05

Ycold 0.04+0.06
−0.02 0.04+0.02

−0.01 0.09+0.02
−0.03 0.26+0.05

−0.11

Ystar 0.21+0.04
−0.01 0.12+0.01

−0.01 0.10+0.01
−0.01 0.09+0.01

−0.01

Ztot 0.29+0.09
−0.06 0.25+0.05

−0.06 0.26+0.04
−0.02 0.20+0.04

−0.05

C

Ybar 0.72+0.04
−0.07 0.90+0.02

−0.03 0.95+0.03
−0.02 0.99+0.01

−0.01

Ygas 0.53+0.03
−0.07 0.78+0.01

−0.03 0.85+0.03
−0.02 0.90+0.01

−0.01

Yhot 0.50+0.03
−0.06 0.74+0.01

−0.03 0.76+0.04
−0.03 0.65+0.08

−0.06

Ycold 0.03+0.01
−0.01 0.04+0.02

−0.01 0.08+0.03
−0.02 0.24+0.07

−0.07

Ystar 0.18+0.02
−0.01 0.11+0.01

−0.01 0.10+0.01
−0.01 0.09+0.01

−0.01

Ztot 0.28+0.07
−0.05 0.27+0.06

−0.05 0.25+0.04
−0.02 0.21+0.08

−0.07

D

Ybar 0.87+0.03
−0.04 0.93+0.01

−0.02 0.99+0.01
−0.01 1.00+0.01

−0.01

Ygas 0.69+0.04
−0.04 0.82+0.02

−0.02 0.88+0.01
−0.01 0.91+0.01

−0.01

Yhot 0.67+0.04
−0.05 0.79+0.01

−0.02 0.81+0.01
−0.01 0.68+0.03

−0.02

Ycold 0.02+0.01
−0.01 0.03+0.01

−0.01 0.07+0.01
−0.01 0.23+0.02

−0.03

Ystar 0.17+0.02
−0.02 0.11+0.01

−0.01 0.11+0.01
−0.01 0.09+0.01

−0.01

Ztot 0.33+0.06
−0.04 0.28+0.04

−0.08 0.25+0.11
−0.08 0.16+0.08

−0.04

Table 8.2: Baryons (Ybar), gas (Ygas), hot gas phase (Yhot), cold gas phase (Ycold) and
stellar (Ystar) depletion factors and gas metallicity (Ztot) computed at four different radii
(1, 3, 5 and 10 times R500,c) for four virial mass bins (A : 1013 < Mvir/h

−1M⊙ < 2 ·
1013 (4.2 · 1012 < M500,c/h

−1M⊙ < 1.2 · 1013); B : 5 · 1013 < Mvir/h
−1M⊙ < 6 · 1013 (1.6 ·

1013 < M500,c/h
−1M⊙ < 3.6 · 1013); C : 1014 < Mvir/h

−1M⊙ < 2 · 1014 (6.3 · 1013 <
M500,c/h

−1M⊙ < 1014); D : Mvir/h
−1M⊙ > 5 ·1014 (M500,c/h

−1M⊙ > 2.4 ·1014)). Errors
are given as 16th and 84th distributions percentiles. Note that the depletion factors are
computed within the given radii, differently from the metallicity values which are given
within a spherical shell (considering the same reference radii).
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Figure 8.5: Radial profiles of baryon depletion, from 0.5R500,c up to 2.5R500,c. The
dashed lines represent the median profiles in each mass bin, according to the legend in the
bottom-right corner. The solid lines are the fit performed according to functional form
Eq. 8.2, with the same colour scale of median profiles.

8.4 Chapter 5: Depletion factors estimations and fitting
results at different redshifts

We provide within Tab. 8.3 (see also Fig. 8.6) the best-fit parameters obtained from
the fitting function:

Yi = α · wβ · xγ+δ∗w+ϵ∗(1+z) (8.3)

where w = M500,c/5 · 1014 h−1M⊙, x = r/R500,c, z is the redshift, while α, β, γ, δ
and ϵ are the free parameters. Our best-fit values are able to provide a description
within 2% for the baryon depletion parameter and within 3% for gas and hot gas
phase ones.

Following our previous work PaperI, we limit our fitting produce in a radial range
comparable with the one of present and near future X-rays observations, focusing in
the central regions of our analysis, from 0.5R500,c to 2.5R500,c. The functional form
is able to well reproduce the behaviour of all the depletion parameters analysed, as
shown by the χ̃2 and values of the median and the maximum deviation of the model
from the data (ẽ and emax, respectively). However, as already observed in PaperI,
also in this case, for the Ygas and Yhot we note that our fitting procedure gives less
strong results than for Ybar case. We use the dispersion around the mean profile as
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Ybar Ygas Yhot
α 0.821± 0.001 0.660± 0.001 0.680± 0.001
β −0.051± 0.001 0.015± 0.001 0.115± 0.001
γ 0.129± 0.006 0.315± 0.008 0.482± 0.008
δ 0.093± 0.007 −0.015± 0.008 −0.254± 0.008
ϵ −0.050± 0.001 −0.029± 0.002 −0.047± 0.003
χ̃2 1.62 1.03 0.83
ẽ 2% 3% 3%

emax 17% 32% 28%

Table 8.3: Best-fit parameters and related standard errors, for the functional form Eq. 8.3
fitted on Ybar, Ygas and Yhot. The values of the reduced χ2 (χ̃2), the median and the
maximum deviation of the model from the data (ẽ and emax, respectively) are also quoted.

the weight to evaluate χ2.
In Tab. 8.4 we report the details on the values of the depletion parameters under

investigations in the less and the most massive bins and at four radii (R500,c, 3R500,c, 5R500,c

and 10R500,c) and for four different redshifts (2.79, 1.71, 0.67 and 0.25).

Figure 8.6: Radial profiles of baryon (left), gas (centre) and hot gas phase (right) de-
pletion, from 0.5R500,c up to 2.5R500,c. The dashed lines represent the median profiles of
each mass bin at each redshift, according to the colourbar in the bottom right corner. The
solid lines are the fit performed according to functional form Eq. 8.3, with the same colour
scale of median profiles.
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Table 8.4: Baryons (Ybar), gas (Ygas), hot gas phase (Yhot), cold gas phase (Ycold) and
stellar (Ystar) depletion parameters and gas metallicity (Ztot) computed at four different
radii (1, 3, 5 and 10 times R500,c) for the less massive sub-sample (left side) and the most
massive one (right side), in each of the four different redshifts (2.79, 1.70, 0.67 and 0.25).
Errors are given as 16th and 84th distributions percentiles. Note that the depletion pa-
rameters are computed within the given radii, differently from the metallicity values which
are given within a spherical shell (considering the same reference radii).
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