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Preface 
Before we formally begin, I would like to give you a bit of an overview of the document you are about 

to read, along with adding a bit of context to how it came to be. This story started during my studies 

for my B.Sc. in Microbiology at the Universidad de los Andes in Bogotá, Colombia, back in 2016. 

That year, I was taking two courses, Evolution and Fundamentals of Physical Chemistry, that put me 

on the path that led here, to a Ph.D. in Data Science and Computation focused on computational 

chemistry at the Alma Mater Studiorum - Università di Bologna.  

In fact, it was a period of two weeks that defined the following eight years of my life, up to today. The 

first step in this chain of events was a recommended reading from Evolution’s Prof. Daniel Cadena. 

In short, it was a historical review on the evolutionary arm’s race between newts and snakes1. Newts 

produce and excrete tetrodotoxin (TTX, a powerful neurotoxin – also found in fugu fish, making it a 

peculiarly dangerous delicacy) on their skin, whereas snakes feed on newts. The snakes will then 

become poisoned and die due to TTX’s paralytical effect. Well, most snakes will die. A few would 

have mutations that rendered them resistant to the toxin’s effect, leading to a population of snakes 

unaffected by TTX. Then, most newts would be eaten, except for those with mutations that led to 

higher TTX toxicity; and the arm’s race begins! This is of course an extremely simplified account of 

an extremely complex topic that spans hundreds of publications. In the last handful of pages of this 

historical review they explain TTX’s mechanism of action, and it blew my mind. TTX acts like a cork 

to sodium channels and blocks sodium from being transported through the membrane, a 

phenomenon that is essential for signal transmission from the brain to the rest of the body. Without 

functioning sodium transport muscles become paralyzed. 

The second step also took place in the Evolution course. We were asked to pick a phenotypical trait 

and then argue if it was either an adaptation or an exaptation, through a short presentation. As a 

microbiologist, who also felt that proving that a trait was an exaptation was significantly more difficult, 

I decided to talk about bacterial antibiotic resistance – a clear adaptation (in most cases). That same 

week, the Guardian had published an article about super-gonorrhea2 – gonorrhea presenting high 

levels of resistance to multiple antibiotics, which could then potentially leave an infected person with 

an incurable disease. The stage was set! The presentation would be on gonorrhea’s antibiotic 

resistance. Whilst preparing the presentation, I ran into a tidbit of information that would change my 

life – at that time completely unbeknownst to me. It turns out, gonorrhea resists antibiotics due to the 
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overexpression of the efflux pump MtrCDE3. This efflux pump would simply extrude the antibiotic 

from gonorrhea’s periplasm, never letting the drug into the cytoplasm to carry out its mission. 

These two chunks of information sparked an idea in my mind that would torment me for the next 2 

years. If TTX is able to bind to a sodium channel, blocking sodium’s passage, surely there must be 

some molecule that could potentially block gonorrhea’s efflux pump eliminating its antibiotic 

resistance mechanism, and turning an incurable disease into an easily treatable sexually transmitted 

infection. But how could someone go about finding such a molecule with such a specific function? 

Where would a second year Microbiology student even start? 

We have arrived to the last step, in this meaningful two week-long chain of events. During the second 

week, Prof. Gian Pietro Miscione decided to cancel a Fundamentals of Physical Chemistry lesson, and 

instead invited a student from his research group COBO – Computational Bio-Organic Chemistry, to 

tell us about the research that they were conducting. My mind was blown, but in a significantly grander 

magnitude than ever before. The now Dr. Sebastian Franco Ulloa, then an undergraduate student of 

Physics and Chemistry, gave us a talk about molecular dynamics and virtual screening. In few words, 

a technology that allowed us to simulate proteins at the atomic level, to better observe and understand 

the nature around us, which to me sounded like something out of science fiction. I could not believe 

this technology existed. Also, virtual screening? My god. It made so much sense. Understanding the 

3D structure of a pharmaceutical target, and their motions, would allow for a rationally designed 

molecule to perfectly bind to its target and completely inhibit it. The solution to the idea I had the 

previous week had been placed right in front of me in a silver platter. I could use computational 

chemistry to find an inhibitor to gonorrhea’s efflux pump and rid the world of super-gonorrhea! 

After Sebastian’s talk I went straight to Prof. Gian Pietro Miscione and asked if we could meet and 

discuss my idea. In the end, I ended up doing my thesis under his guidance: “Computational search 

for inhibitors of the efflux pump MtrCDE from Neisseria gonorrhoeae”. During the development of this 

work, I met Dr. Marco de Vivo in a conference in Bogotá. We had some interesting discussions, after 

which he suggested I apply for a Ph.D. position in his research group at the Italian Istitute of 

Technology, and now here we are, seven years later. With me sitting here, having the privilege of 

writing a Ph.D. thesis on computational chemistry sitting at the Italian riviera, on a topic I have been 

in love and in sheer awe of. A topic that still somehow feels like science fiction to me. 
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I have the honor of presenting the research work I have been carrying out for the past four years, 

under Dr. Marco de Vivo’s tutelage, in the Molecular Modeling and Drug Discovery research group. 

We have focused our efforts on investigating ion transporters associated with serious and relevant 

neuropathologies through computational methods. In Chapter 1 we will give a biological overview of 

cation chloride cotransporters (CCC), with a focus on NKCC1. In Chapter 2, we will give an overview 

of the main computational tools that we used as a magnifying glass to elucidate the function of 

members from the CCC family. Chapter 3 will show our findings and novel understanding of specific 

features of the CCC member KCC1. Chapter 4 represents our greatest achievement, which is a 

comprehensive research project that encompasses the use of several state-of-the-art computational 

techniques, that helped us elucidate the transport mechanism of CCC member NKCC1, along with 

several other previously unknown or not fully understood functional features. To close, Chapter 5 will 

conclude this work with some final remarks.  

Thank you for joining me in this adventure! 
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Abstract 
The cation chloride cotransporters (CCCs) represent a vital family of ion transporters, with several 

members implicated in significant neurological disorders. Specifically, conditions such as cerebrospinal 

fluid accumulation, epilepsy, Down’s syndrome, Asperger’s syndrome, and certain cancers have been 

attributed to various CCCs. This thesis delves into these pharmacological targets using advanced 

computational methodologies. I primarily employed GPU-accelerated all-atom molecular dynamics 

simulations, deep learning-based collective variables, enhanced sampling methods, and custom Python 

scripts for comprehensive simulation analyses. Our research predominantly centered on KCC1 and 

NKCC1 transporters. For KCC1, I examined its equilibrium dynamics in the presence/absence of an 

inhibitor and assessed the functional implications of different ion loading states. In contrast, our work 

on NKCC1 revealed its unique alternating access mechanism, termed the rocking-bundle mechanism. 

I identified a previously unobserved occluded state and demonstrated the transporter's potential for 

water permeability under specific conditions. Furthermore, I confirmed the actual water flow through 

its permeable states. In essence, this thesis leverages cutting-edge computational techniques to deepen 

our understanding of the CCCs, a family of ion transporters with profound clinical significance. 
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Chapter 1:  

An overview of cation chloride cotransporters 

1.1. Cation-coupled chloride cotransporters: from structure to function 

and modulation 
Cation-chloride cotransporters (CCCs) are proteins (~130 kDa) of the subfamily of solute carrier 

transporters 12 that modulate transport of sodium and/or potassium cations (Na+, K+) and chloride 

anions (Cl-) across the cell membrane (Figure 1.A). In humans, there are seven known electroneutral 

CCCs: the Na+- Cl- cotransporter NCC, the Na+-K+-Cl- cotransporters NKCC1 and NKCC2, and the 

K+-Cl- cotransporters KCC1, KCC2, KCC3, and KCC4 (Figure 1.B)4. NCC and NKCC2 are 

expressed predominantly in the kidney5. NKCC1, KCC1, KCC3, and KCC4 are expressed throughout 

the body. KCC2 is expressed specifically in neurons6. CCCs are involved in physiological processes 

including salt absorption and secretion, cell volume regulation, and intracellular Cl- concentration 

setting4,7. As such, CCCs are primarily implicated in blood pressure regulation, cardiovascular and 

brain physiopathology, and diuresis, and are also associated with hearing and tumoral diseases (Figure 

1.C, D). 
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Figure 1. CCC structures and functions. (A) Schematic representation of CCC topology based on LeuT 
homology amino acid sequence alignments and structural studies. CCCs are characterized by 12 helices in the 
TM domain and a large extracellular (EC) domain. The EC domain is formed mainly by a large loop between 
TM7 and TM8 for Na+-dependent CCCs, and TM5 and TM6 for Na+-independent CCCs. An N-terminal (NT) 
domain and a large C-terminal (CT) domain are located intracellularly for all CCCs. Within the extra and intra 
cellular domains, there are key residues that can modulate the activity of the transporter via phosphorylation 
(green dots) or glycosylation (red dots). (B) Homologies (expressed as percentage of identity – residues that 
match between two protein amino acid sequences, and similarity – residues with similar physico-chemical 
properties) among the protein amino-acid sequences of human Na+-dependent CCCs (NCC isoform 1, 
NKCC1 isoform 1, NKCC2 isoform a) and human Na+-independent CCCs (KCC1 isoform 1, KCC2 isoform 
1 or a, KCC3 isoform 1 or a, KCC4 isoform 1). The sequence alignment was performed using pairwise sequence 
alignment with LALIGN software (EMBL-EBI). (C) Schematic representation of the functional role of Na+-
Cl- importer NCC and Na+-K+-Cl- importer NKCC2 in a kidney nephron. (D) Schematic representation of the 
functional role of Na+-dependent Na+-K+-Cl- importer NKCC1 and Na+-independent K+-Cl- exporter KCC2 
in a neuronal cell in health and diseases. Arrows indicate the direction of the ionic flux. All representations were 
created with BioRender.com. 



8 
 

1.1.1. Structure-function relationships 

CCCs mainly form homodimers although multimeric states have been described in functional assays 

for N(K)CCs and KCCs8–10. Monomers for each of the CCC family members are characterized by a 

well-conserved transmembrane (TM) domain formed by twelve TM helices, one N-glycosylated 

extracellular (EC) domain, and on the cytosolic side, the amino-terminal (NT) and the large carboxy-

terminal (CT) domains (Figure 1.A). All SLC12-CCC members share the same TM protein fold of 

the leucine transporter (LeuT11, chapter 1.1.2 and Figure 2). The EC domain is characterized by a 

connecting loop between TM7 and TM8 in Na+-dependent CCCs, whereas Na+-independent CCCs 

have a longer loop between TM5 and TM6. The NT and EC domains are variable in amino acid 

length, much shorter than the CT domain, and poorly conserved among the CCC members. The 

extracellular domains contain glycosylation sites, whereas the intracellular domains contain 

phosphorylation sites to modulate CCC function12 (Figure 1.A). Molecular heterogeneity is also 

provided by multiple CCC isoforms generated by alternative splicing and promoter usage13. 

Many functional and mutagenesis studies have detected and measured ion/ligand binding and ion 

transport14, indicating that variation of residues in the TM domains or truncation of the CT domain 

can compromise ion affinity and transport activity15,16. In particular, the CT domain plays a key role in 

CCC assembly8,9,17–19, as demonstrated by cell and chemical biology studies on NCC oligomerization 

in glycosylated monomers and multimers. For example, mistargeting to the plasma membrane is a 

possible cause of degradation of NCC chimeras formed by co-expression of wild-type (WT)-NCC and 

CT domain mutant subunits19. Moreover, in the prokaryotic CCC homolog, the CT domain dimer 

interface shows small and hydrophilic buried areas that can be disrupted by point mutations and 

regulate dimerization17. The complex structure of CCCs allows the formation of discrete ion-binding 

sites nested within the TM domains, although ion selectivity and stoichiometry can differ among NCC, 

NKCCs, and KCCs20. Ion translocation occurs via the alternating access model, which involves 

switching between an inward-open (IO) ↔ outward-open (OO) conformational state that exposes 

the ion-binding sites to either side of the membrane21,22 (Figure 2.A). 
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Figure 2. Mechanism for ion transportation in CCCs. (A) Schematic representation of the different states that 
Na+-dependent CCCs adopt to transfer ions across the cell membrane. The CT domain is shown for 
completeness of information, although represented as transparent for states in which its exact conformation 
and position are not known, yet. Similar mechanism of ion transport (although in the opposite direction) has 
been hypothesized for Na+-independent CCCs. Representation was created with BioRender.com. (B) Model 
of NKCC1 structure obtained by merging the TM domain of hNKCC1 (PDB code: 6PZT), with bound ions 
(Cl- ions are in green, K+ in orange, and Na+ in blue), and the CT domain of the DrNKCC1 (PDB code: 6NPL), 
all solved by cryo-EM. Each monomer is formed by EC-TM-CT domains. In this figure, one monomer is 
depicted in light blue (left) and the other in dark blue (right). In this representation, the right monomer is in 
front of the left monomer, which remains behind in the domain swap configuration.” The magnified area shows 
the residues (in hNKCC1) that form the ionic binding sites. We performed the merging using the software 
Visual Molecular Dynamics (VMD). 
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1.1.2. Mechanism for ion transport 

CCC ion transporters are characterized by a structural topology that was first described for LeuT (in 

both outward-open OO and inward-open IO states, substrate free23), a bacterial (Aquifex aeolicus) 

amino acid/Na+ symporter and member of the amino acid-polyamine-organocation (APC) transporter 

superfamily11. A number of APC transporters, all adopting a similar LeuT fold, have been solved: the 

Na+/hydantoin transporter, Mhp124, amino acid antiporter, AdiC25, Na+/betaine symporter, BetP26, 

Na+-independent amino acid transporter, ApcT27, Na+/galactose symporter, vSGLT28, carnitine 

transporter, CaiT29, and sialic acid transporter, SiaT30. The LeuT fold is characterized by a pseudo two-

fold symmetry with two five-helix repeats (TM1-5 and TM6-10) orientated in an inverted architecture 

along the vertical axis, with a central binding cavity for Na+ ions and leucine. Importantly, knowledge 

of the structure-function relationship of LeuT guided mutagenesis, cell-based assays, and in vitro 

studies with radiolabelled substrates of CCCs11,23. The LeuT transporter functions through the rocking 

bundle alternating-access mechanism, which diversifies transporters from channels. This involves 

multistate isomerization with OO, ligand bound/occluded, and IO states. These allow the substrate 

to cross the membrane31. A similar mechanism has been hypothesized also for CCCs. For example, in 

Na+-dependent CCCs, the access model starts with ions that first bind extracellularly in an OO (empty) 

state of the transporter. This triggers an initial conformational state change of the transporter toward 

a loaded occluded state. Then, the transporter gradually moves into the IO conformation. This OO 

→ IO conformational state transition releases the ions into the cell, with the transporter then returning 

to an OO conformation. In this latter conformation, the transporter is ready to restart the stepwise 

mechanism for ion internalization (Figure 2.A, B). For all CCCs, what remains unclear is the exact 

dynamic mechanism and trigger for state interconversion. 

1.1.3. Structural insights from CCC cryo-EM structures 

Six CCC members have been resolved with cryo-EM (i.e., NKCC1, NCC and KCC1-432–39), 

confirming the dimeric organization of CCCs, except mouse (m)KCC4 resolved as a monomer40. The 

first high-resolution structures of zebrafish (Danio rerio, Dr) NKCC132 and human (h)KCC133 were 

reported in 2019. In 2020-2021, six independent studies reported new structures of hNKCC1, mKCC2 

and hKCC2-4 transporters, alone or in complex with inhibitors32–38,40 (Table 1 from our review41 and 

chapter 1.1.5). These structural data confirmed the predicted LeuT structural fold with a large ordered 

and glycosylated loop in the EC domain and two cytosolic domains (NT and CT) with numerous 

phosphorylation sites. Moreover, these data revealed that TM11 and TM12 form the dimerization 

interface through an inverted V-shaped structure (helix-turn-helix), while the TM12-scissor helix 
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connects the TM with the CT domain. The dimerization seems also to be aided by cell membrane 

lipids at the interface region38. 

The specific conformation of the resolved transporters is crucial to determine the structural features 

that modulate the IO ↔ OO conformational state switch. This is central to understand the mechanism 

of ion permeation in CCCs. In particular, some of the solved IO conformation structures of the CCC 

dimers (i.e., DrNKCC1, hKCC1, mKCC2, hKCC2a-b, hKCC3a-b, hKCC4a32,35–38) showed the CT 

dimeric domain in the full-length molecular assembly for the first time. These structures also revealed 

that the CT domain of one protomer is located under the TM domain of the other protomer, creating 

a domain-swap configuration that stabilizes the dimerization. For hKCC2 and hKCC3-4, the dimeric 

structures of the CT domains are also stabilized by hydrophobic interactions among the scissor helix 

and other structural CT features36. Although resembling the architecture of the dimeric prokaryotic 

CCC domain structure17, the CT domain in DrNKCC1 is slightly tilted with respect to the TM region 

when observed perpendicular to the membrane. Moreover, in hKCC2 and hKCC3, the CT domain is 

rotated clockwise by 70° as seen from the intracellular side, compared to DrNKCC137. The CT domain 

of hKCC2-4 weakly interacts with the TM domain (at the junction between TM12 and the scissor 

helix) through hydrogen bonds36.   

An NT domain peptide was also resolved in the mKCC2, hKCC2a-b, hKCC3b, hKCC4a structures, 

where it sterically closes the cytosolic vestibule and blocks transport activity36–38. Deletion or mutation 

of the NT domains in KCC2b and KCC3b enhances transport activity36–38, which supports the role of 

the NT domain as an auto-inhibitory element. This closed (auto-inhibitory) state is well characterized 

in the KCC2a and KCC4a structures, where the NT domain peptide is bound mainly through 

hydrogen bond interactions with TM1a, TM5, TM6b and TM8. Notably, residues in the central 

portion of the NT domain are conserved among KCCs, suggesting a similar auto-inhibitory 

mechanism36,38. Comparison of the full-length DrNKCC1 structure with the NT domain truncated 

structure indicates only minor structural adjustments between the TM and CT domains, with the 

proteins maintaining a similar overall conformation32.  

Finally, the EC domain was resolved in all recent cryo-EM structures. In the first hKCC1 structure 

(solved in the IO conformation), the two EC domains interact with one another, forming a dimeric 

closing cap toward the extracellular side. This seals the cavity formed by the TM domains33. In mKCC2, 

mKCC4 and hKCC2a, the extracellular gate is sealed by salt-bridge Lys(Arg)-Glu(Asp) interactions 

formed between residues along the TM7-TM8 linker,TM1, TM3, and TM10 domains interface36,38,40. 
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Based on homology modeling and sequence alignment4, NCC and NKCC2, whose structures are not 

yet solved, are expected to have the same structural architecture of the two EC domains and overall 

dimeric closing cap mechanism. 

1.1.4. Ion-binding sites 

Of the new CCC structures solved in the IO conformation, some contained ions inside the TM 

domain32,33,36,37,40 (Table 1 from our review41 and Figure 2.B). Such ion-binding sites were also tested 

through molecular dynamics (MD) simulations even based on structures originally solved without 

ions32,38. Overall, this confirmed previous homology modeling sequence alignment and biochemical 

studies, which suggested plausible ion-binding sites at the TM domain4,14. These ion-binding sites are 

surrounded by TM3 and the two discontinuous helices TM1 and TM6, connected by two flexible and 

conserved Gly residues as linkers (e.g., G301, TM1a-TM1b and G500, TM6a-TM6b, in hNKCC1)34,38. 

In NKCC1, the binding sites can be loaded from the extracellular gates through three potential 

entryways (one each for Na+, K+, and Cl- ions). In NKCC1 IO structures, the gates have been captured 

either occluded (sealed via salt bridges) or open, suggesting a key role of TM1, TM3, TM5, TM6 and 

TM8 in extracellular-gating modulation32,34. Three exit pathways to the cytoplasm were proposed 

(possibly, one each for Na+, K+, and Cl- ions)34. A key gating role is also played by hydrogen bonds 

involving R294 on TM1 and Q435 on TM5 of hNKCC1. This residue, conserved in all Na+-dependent 

CCCs, is proposed to stabilize the open state of the intracellular gate34,38. The mechanism for ion 

permeation implies that Na+ binds first, followed by one Cl- ion, then the K+ ion, and finally a second 

Cl- ion21. Ions would then be released into the intracellular side in the same order, likely allowing the 

passage of some water molecules38,42. Nevertheless, this still needs to be proved since current structures 

lack the resolution to clearly detect bound water molecules in the ion pathway.  

The new CCC structures revealed that Na+ coordination is mediated by conserved Ser residues on 

TM8 (S538-S539 in DrNKCC1, S613-S614 in hNKCC1)32,34. Notably, these serines (and/or 

threonines) are highly conserved among CCC transporters, with a similar TM fold and in line with 

what has been observed in LeuT and neurotransmitter/sodium symporter (NSS) family homolog 

structures11,23,31. Interestingly, in KCC — which activity does not require Na+ — the conserved Ser 

residues in TM8 are replaced by one Cys and one Gly32. 

In the DrNKCC1 structure, the K+ ion binds to residues on the discontinuous helices TM1 (N220 

and I221), TM6 (T420 and P417), and to a highly conserved Tyr along TM3 (Y305 in DrNKCC1 and 

Y383 in hNKCC1)32,34,38, confirming previous studies16. Interestingly, Y383 is conserved in NKCCs 
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and KCCs but not in NCC, strengthening the notion that it may be required for K+ transport. In 

addition, kinetic experiments in NKCC2 suggested the involvement of P254 and A267 in TM3 and 

T235 in TM2 in K+ binding8,43. In hKCC1 (Y216), hKCC2a (Y218), and hKCC4a (Y216) structures, a 

Tyr residue contributes to specific K+-binding33,36,38. Mutations of Y216, T432, Y589, S430 reduce or 

abolish KCC1 function33. Notably, K+ transport activity is reduced by mutation of residues R140, 

K485, and F486, which disrupts the EC-TM domain interaction network in mKCC4. This is because 

this region is involved in the loading of K+ between TM1, TM3, and TM6 (and Cl- between TM6 and 

TM10)40. 

Finally, the DrNKCC1 cryo-EM structure and MD simulations suggested two Cl- binding sites (Cl1 

and Cl2) above and below the K+ binding site, in a region between TM1, TM6, and TM10. In MD 

simulations, Cl- ions transiently bind to such solvent-accessible sites of the transporter32,38. Simulations 

of DrNKCC1 suggested that the K+ ion is also involved in Cl- coordination, with Y454 (in Cl1) and 

Y611 (in Cl2). Mutations of any of these residues reduce or abolish the Cl- transport32. In KCC1, Cl- 

in Cl1 is coordinated by G134, V135, I136, S430, and the K+ ion, whereas Cl- in Cl2 is coordinated by 

G433, I434, M435, Y58933. Although Cl- in Cl1 was not resolved in mKCC4, mutation of Y466, which 

is equivalent to Y454 in DrNKCC1, reduces the transport activity40. Interestingly, KCC4 transport 

activity is decreased by mutation of the CCC-conserved residues Y589 in TM10 and Y216 in TM3, 

which coordinate Cl- and K+, respectively40. 

1.1.5. Small-molecule binding to, and protein amino acid sequence mutations in, 

CCCs linked to human disorders 
The recently resolved CCCs are all in IO conformations only, but KCC1 and NKCC1 also resolved 

in OO conformation. Moreover, the KCC3 structure was resolved in complex with the inhibitor 

DIOA (Dihydroindenyl-oxy acetic acid), KCC1 was resolved in complex with the inhibitor 

VU0463271, whereas NKCC1 was resolved in complex with the inhibitor bumetanide (the chemical 

structure of the inhibitors can be seen in Appendix Figure SI 10.A and SI 10.B, respectively). The 

KCC3-DIOA complex showed that DIOA interacts with specific residues in the TM10-11 loop 

(R617) and TM12 (K664) in the central cleft between the two monomers of KCC337 (Figure 3.A). 

Interestingly, these residues are conserved in KCCs but not in NKCCs. The KCC1-VU0463271 

complex was resolved in the OO conformation35. Here the drug fits a pocket formed by TM1b, TM6a, 

TM3 and TM10, a shared binding site of bumetanide in NKCC144. In particular, VU0463271 hampers 

the salt bridge between R140 and E222 involved in the outer gate closure. Moreover, the Y216 residue 
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(critically involved in K+ binding) interacts with VU0463271 through one hydrogen bond with the 

phenyl-3-pyridazinyl group. This creates a steric hindrance along the ion-permeation pathway. The 

fact that VU0463271-KCC1 is the only CCC structure solved in the OO conformation, together with 

the fact that the KCC1 IO conformation was solved without VU0463271, suggest that VU0463271 

may stabilize the OO conformation of KCC1. Comparing the KCC1 IO and OO states, one can 

detect the positional shift of TM3, TM4, TM8, TM9, TM10, which regulates the extracellular gate (for 

the entry of Cl- and K+ to the binding sites, in proximity to TM1 and TM6) and occlusion of the 

intracellular gate. However, the solution of the KCC1-VU0463271 complex was obtained without K+ 

in the buffer. Thus, the question of substrate/inhibitor competition for binding remains unresolved. 

Moreover, in cell line–based experiments, the potency of VU0463271 decreases when the uptake of 

thallium or rubidium (K+ congeners - chemical species that share similar physico-chemical properties) 

increases45. VU0463271 also interacts with the conserved M215 residue located on TM3 adjacent to 

Y216, whose mutation decreases VU0463271 binding affinity by ~65 fold. Importantly, mutation of 

this residue in NKCC1 (M382) decreases the binding affinity of a loop-diuretic inhibitor bumetanide, 

suggesting a similar binding site for the respective targets of VU0463271 and bumetanide, namely 

hKCC1 and hNKCC116. As for bumetanide, mutations in NKCC1 located on one side of TM3 (Y383, 

M382, A379, N376, A375, F372, G369, I368) decrease loop-diuretic inhibitor and ion affinity. 

Moreover, the A483C mutant in rNKCC1 (A493 in hNKCC1), part of the flexible and discontinuous 

helix TM6a and close to the Cl--binding site, shows a 6-fold increase in bumetanide affinity with little 

or no change in ion affinities46. Studies indicating small-molecule binding sites are key to structure-

based drug discovery programs to design new therapeutic approaches for the pathologies associated 

with mutations in CCC transporters (Figure 3.B). 
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Figure 3. Binding site in KCC3 for the small-molecule DIOA, and human disorders linked to CCCs. (A) 
Representation of the TM domain and the CT domain of hKCC3, with the inhibitor DIOA bound in the central 
cleft, and solved by cryo-EM (PDB code: 6M22). The magnified area shows the DIOA binding-site in the 
dimeric interface, formed by TM11, TM12, and the cross-linker helices of both monomers. (B) Left. TM 
domain of hNKCC1 (PDB code: 6PZT) and CT domain of DrNKCC1 (PDB code: 6NPL). Spheres represent 
residues that are associated to human pathologies, when mutated. Light, medium and dark blue represent 
residues identified in NCC, NKCC1, and NKCC2, respectively. To map mutations from hNCC and hNKCC2 
on hNKCC1 TM domain structure, sequence alignments were performed using BLAST. The position of the 
mutated residues were extrapolated from their original sequence and aligned to NKCC1 sequence and structure. 
This same procedure was followed to map mutations from human NCC, NKCC1 and NKCC2 on DrNKCC1 
CT domain structure. Right. TM and CT domains of hKCC3 (PDB code: 7D90). Light and dark yellow spheres 
represent pathological mutations identified in hKCC2 and hKCC3, respectively. The hKCC2 protein sequence 
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was aligned to hKCC3 sequence and mutations for both hKCC2 and hKCC3 were mapped onto the 
superimposed structure. 

1.1.6. Modulation of CCC activity by post-translational modifications 
There are key phosphorylation residues in the NT and CT domains that modulate transporter 

expression, trafficking, activity, and oligomer/cluster formation in lipid rafts47–51 (Table 2 from our 

review41). The structure determination of both wild-type and dephosphorylation-mimic cryo-EM 

KCC3b structures allowed the identification of mutations that mimic the effect of 

(de)phosphorylation. In KCC3b, T997 phosphorylation might be involved in maintaining the IO 

conformation by stabilizing the TM10-11 loop37. Such (de)phosphorylation events in CCCs often 

involve the “With No Lysine” (WNK) Ser–Thr kinases. For example, WNK1 and WNK3 activate 

NCC, increasing its expression, whereas WNK4 inhibits NCC function52,53. Interestingly, GABAergic 

transmission is modulated by increased WNK1 phosphorylation, which promotes NKCC1 

phosphorylation/activation and KCC2 phosphorylation/ inactivation in neurons50,54. Moreover, 

WNK1 and WNK3 also activate NKCC2 through phosphorylation at NT domain residues55,56. 

Mutations of T96, T101, and T111 residues inhibit NKCC2 phosphorylation and activity in low Cl- 

hypotonic stress, which normally activates NKCC255. In hKCC3, key residues in the NT and CT 

domains are highly phosphorylated in isotonic conditions via WNK1 and WNK3, which lead to 

physiological inactivation of the transporter48,57,58. Mutation of these Thr residues to Ala resulted in 

constitutively active cotransport, suggesting that preventing phosphorylation may increase the 

activity48. Finally, the WNK kinases can also affect CCC regulation via the downstream kinase Ste20-

related proline-alanine-rich kinase (SPAK)/oxidative stress response 1 (OSR1) and the protein kinases 

A and C (PKA and PKC)51,56–61. These additional players can form direct contacts with CCCs. This is 

the case for a 92-residue motif on the SPAK/OSR1 CT domain, which interacts with the NT domain 

of NKCC1 or the CT domain in KCC3 (and the motif RFXV in WNK1 and WKNK4)57,60. 

Interestingly, WNK3 activation by the WNK3-SPAK complex (or alone) enhances hNKCC1 activity 

through phosphorylation of T212 and T217 in concert with inhibitory KCC3 phosphorylation57. 

The glycosylation sites in CCCs are conserved EC domain residues in the loop between TM7 and 

TM8, in NCC and NKCCs, and in the loop between TM5 and TM6, in KCCs4. For example, the 

recent hKCC1 cryo-EM structure revealed two N-linked glycosylated residues in the long EC loop. 

This loop has six N-linked glycosylation sites in KCC262. Glycosylation controls the correct folding 

and membrane localization of CCCs, preventing the internalization and degradation of the 

transporter63 (Table 2 from our review41). For example, mutation of glycosylation sites at the EC 
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domain of NCC increased transport affinity or impaired membrane localization64,65. Moreover, in the 

EC domain of hKCC2 and mKCC4, mutation of glycosylation sites and close residues prevented 

protein glycosylation and drastically reduced transporter activity and membrane expression18,40,66. 

Ubiquitination is the least studied of the post-translational modifications of CCCs. However, several 

ubiquitination sites have been characterized for NCC. Interestingly, ubiquitination can directly 

modulate NCC transporter function, endocytosis, and degradation. Moreover, ubiquitination can also 

indirectly affect the membrane expression of NCC through the degradation of kinases involved in its 

phosphorylation67. Nevertheless, it is still not known what precise ubiquitination sites are responsible 

for specific ubiquitination-dependent NCC changes. 
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1.2. CCC mutations associated with human diseases 
CCC mutations (e.g., missense, deletions, nonsense, frameshift, altered splice site) associated with 

human diseases result in changes in the amino acid sequence of CCCs prevalently at the level of the 

TM domain, with some also involving residues in the NT and CT domains. These mutations affect 

CCC protein synthesis (e.g., truncated or differently spliced proteins), processing, membrane insertion, 

function, and internalization (Table 3 from our review41). 

Nearly 200 mutations in the SLC12A3 gene, which encodes for NCC, are linked to Gitelman 

syndrome (GS)64,68. GS is an inherited renal disorder characterized by hypokalemia, metabolic alkalosis, 

hypocalcemia, urinary calcium, and hypomagnesemia. The mutations linked to GS are predominantly 

located in the ion-translocation pathway, the EC domain, the TM-TM and TM-cytosol interfaces, and 

the NT and CT domains, likely affecting NCC folding and stability32,69,70. In vitro functional 

characterization of NCC missense mutations associated with GS revealed defective NCC plasma 

membrane expression, localization, and activity71,72. Interestingly, some NCC mutations associated 

with GS are also associated with salt-losing tubulopathy73. Other NCC mutations are linked to 

hypertension/increased Na+ transport or reduction of blood pressure/Na+ uptake64,74. NCC KO mice 

are healthy, fertile and grow normally despite GS-like symptoms75. 

Mutations in the SLC12A2 gene, which encodes for NKCC1, are associated with hearing, brain, and 

multiorgan disorders15,76–78. For example, mutations within the NKCC1 sequence have been found in 

patients affected by neurodevelopmental disorders (NDD) and/or bilateral nonsyndromic 

sensorineural hearing loss. All these mutations decrease K+ transport in vitro77. A detected 22-kb 

homozygous deletion in NKCC1 is associated with Kilquist syndrome, a syndromic sensorineural 

hearing loss characterized by the absence of saliva, tears, and mucus release, and by 

respiratory/gastrointestinal problems79,80. Moreover, a de novo loss-of-function mutation leading to a 

frameshift and truncation of the NKCC1 CT domain has been linked to multiorgan impairment in 

vascular, pulmonary, gastro-intestinal, and urinary tissues15. NKCC1 KO mice die postnatally due to 

growth retardation, difficulties maintaining balance, and reduced blood pressure81,82. They also develop 

inner ear dysfunction and deafness, male infertility, salivation impairment, and nervous system deficits 

(hyperexcitability and impaired pain perception)4,83. Notably, altered NKCC1 expression has been 

described in patients and mouse models of Down syndrome, schizophrenia (SCZ), temporal lobe 

epilepsy (TLE), and Huntington disease84. 
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More than 80 mutations of the SLC12A1 gene, which encodes for NKCC2, have been associated with 

Bartter syndrome (BS) type 1, a renal disorder characterized by polyuria, renal tubular hypokalemic 

alkalosis, hypercalciuria85,86, and blood pressure alterations74,87. Other mutations in the NKCC2 TM 

and CT domains in antenatal/neonatal BS patients are associated with premature delivery, 

polyhydramnios, nephrocalcinosis, and hyperthyroidism88–92. Some of these mutations have been 

studied in vitro, showing a low expression profile and lack of Na+ transport93. Other mutations in the 

TM and CT or NT domains have been linked to salt-losing tubulopathy or hypokalemic disorders, 

respectively94,95. NKCC2 KO mice exhibit BS-like symptoms that do not allow pups to survive96. 

No specific human disorders have been linked to mutations in the SLC12A4 gene, which encodes for 

KCC1. Nevertheless, KCC1 is relevant in hematopoietic lineage and cancer development97. KCC1 

KO mice are similar to their WT littermates in terms of body weight, histological examination of 

organs, auditory system, and seizure susceptibility98. 

Mutations in the SLC12A5 gene, which encodes for KCC2, have been found in subjects affected by 

brain disorders. In particular, most patients with KCC2 mutation have some form of epilepsy, such 

as epilepsy of infancy with migrating focal seizures (EIMFS), febrile seizures, or idiopathic generalized 

epilepsy (IGE)66,99–103. Interestingly, R952H or R1049C point mutations found in patients with epilepsy 

are also associated with SCZ or autism spectrum disorder (ASD)100,104,105. Another mutation (R1048W) 

is also associated with ASD105. All these KCC2 mutants reduce expression, trafficking, and/or 

glycosylation and Cl- extrusion activity66,100,102,104,105. KCC2 full-KO mice die immediately after birth 

due to motor deficits and respiration failure106. Isoform KCC2b KO mice are viable for up to 2 weeks 

and have generalized seizures107,108. Mice with mutations at KCC2 CT domain phosphorylation sites 

(preventing KCC2 phosphorylation) or constitutively KCC2 dephosphorylated mice (S940A, T906A 

and T1007A) display impairment of KCC2 activity and are good models of neurodevelopmental 

diseases, social/cognitive impairment, and status epilepticus, in line with human data109–111. Mice 

expressing phospho-mimetic KCC2 mutations (T906E-T1007E) have altered Cl- extrusion, which 

leads to early death, locomotor impairment, touch-evoked status epilepticus, and altered neuronal 

inhibition50,112. Notably, altered KCC2 expression has been described in patients with and/or mouse 

models of ASD, SCZ, TLE, Huntington disease, and Rett syndrome113. 

Mutations in the SLC12A6 gene that encodes for KCC3 have been found in subjects with agenesis of 

corpus callosum (ACC) with peripheral neuropathy (PN) and Andermann syndrome (AS), an early-

onset PN associated with various degrees of mental disability, psychotic symptoms, and ACCPN99,114–
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117. In particular, T813X is the predominant KCC3 variant associated with ACCPN. T813X is correctly 

expressed and glycosylated but loses K+ transport activity117. Moreover, T991A associated with early-

onset and progressive PN abolishes KCC3 phosphorylation, resulting in a constitutively active 

transporter and altered cell-volume homeostasis99. Rare KCC3 variants have been found in bipolar 

disorder patients [104]. Finally, the P605L mutation, which leads to impaired K+ transport, has been 

identified in people affected by congenital hydrocephalus and ACC but not PN118. KCC3 KO mice 

display deafness, reduced seizure threshold, neurogenic hypertension, and locomotor dysfunction, 

which resembles AS117,119. 

Only a de novo 2.6 kb copy number deletion in the KCC4-encoding gene (SLC12A7) was recently 

identified in a family affected by sporadic congenital hydrocephalus118. KCC4 KO mice develop 

progressive hearing loss until deafness and renal tubular acidosis to compensate for high urinary pH119. 
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1.3. The role of CCC in water transport and associated pathologies 
The choroid plexus (ChP) is a tissue characterized by high vascularization and is found in the brain 

ventricles. It fulfills two main functional roles. First, ChP is one of the principal sources that produce 

cerebrospinal fluid (CSF). Second, ChP also serves as the blood–CSF barrier – preventing the entrance 

of harmful metabolites and immune cells into the central nervous system (CNS)120,121. A significant 

feature of the cellular architecture and organization is that the choroid plexus epithelium (CPE) is 

made up of single-layer cuboidal cells122, which to carefully regulate transport processes it has its 

membrane proteins asymmetrically distributed – this cellular feature is named cell polarization123. CPE 

polarization is organized in a basal and a luminal membrane, as in other polarized epithelia, although 

it presents atypical polarization – exemplified by NKCC1 expression in the luminal membrane instead 

of the expected basal membrane124. 

ChP has been thoroughly investigated for decades because of its participation in CSF formation and 

because CPE has one of the most efficient secretory rates125. The CPE is estimated to secrete 80% of 

the CSF126 with a secretion rate of up to 0.4 ml/min per gram of tissue125. Usually, the human brain 

holds about 150 mL of CSF, with the CPE producing from 500 to 600 mL every 24 h – which is 

generally understood to mean that the human brain replaces CSF three to four times in this 

timeframe127. This rapid production of CSF suggests that any impediment to its circulatory pathway 

will lead to rapid accumulation, leading to increased intracranial pressure and eventually to 

hydrocephalus128. 

1.3.1. Clinical implications of cerebrospinal fluid accumulation 

The dysfunction of the choroid plexus – cerebrospinal fluid biological intersection is associated with 

several neurological diseases. Altered CSF production has been observed in Alzheimer’s disease due 

to increased amyloid deposits in the ChP129, hyperaccumulation of CSF in posthemorrhagic 

hydrocephalus, leucocytes crossing the blood–cerebrospinal fluid barrier (BCSFB) in autoimmune 

diseases, and lymphocyte infiltration post-stroke, along with other neurodegenerative ailments130–134.  

Hydrocephalus, a type of ventriculomegaly accompanied by increased volume of CSF125, is another 

common pathology associated with malfunctioning CSF circulation, leading to excessive 

accumulation135. Alternatively, CSF accumulation due to ChP production has been observed post-

infection due to the immune system inflammatory response. The consequences of this pathology 

include injury to brain function, increased size of the brain ventricles, and direct damage to the neural 

vasculature136.  
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Increased intracranial pressure is commonly associated with CSF accumulation, usually associated with 

other clinical conditions – e.g., stroke, tumors, infection, traumatic brain injury, and hydrocephalus125. 

It is also a consequence of intraventricular hemorrhage (IVH) causing posthemorrhagic hydrocephalus 

(PHH)137, where increased ICP causes damage to the white matter and disrupts brain development in 

children and causes neurodegenerative damage in adults. Acute brainstem herniation and death have 

been observed after long-term increased ICP138.  

Notably, there are no targeted pharmacotherapeutic strategies to normalize CSF production, leaving 

invasive therapeutic approaches or insufficiently efficient transporter inhibitors to tackle this complex 

neuropathology. This highlights the need for a deeper understanding of the functional mechanism of 

NKCC1 and its role in transporting water at the ChP139. 

1.3.2. NKCC1 as a pharmacological target to treat cerebrospinal fluid accumulation 

As previously mentioned, NKCC1 is located at the luminal membrane of choroid plexus epithelial 

cells140. It has also been shown that in adult brains NKCC1 plays an important role in CSF production, 

singlehandedly contributing to 50% of CSF secretions42. Consequently, bumetanide, a powerful 

NKCC1 inhibitor, when applied to the luminal side of the CPE decrease CSF secretion141. NKCC1 

has been recently described as a water cotransporter, where researchers showed its ability to couple 

water transport and ion translocation, which under the right conditions this transporter is able to 

unusually export both water and ions, instead of its usual substrate import direction – helping to 

explain the role of NKCC1 in secreting CSF in the ChP42.  

It has been previously observed that after IVH, phosphorylation of the SPAK-NKCC1 cascade at the 

luminal membrane of ChP epithelial cells leads to hypersecretion of CSF130. Increased activity of the 

complex SPAK-NKCC1 is also observed in ischemic brain damage, where it leads to blood-brain 

barrier damage, neural excitotoxicity, and cytotoxic edema142,143. Recently, researchers were able to 

show that pathological overactivation of the SPAK-NKCC1 cascade causes damage to the ChP and 

surrounding tissue. Simultaneously, they also showed that blocking the SPAK-NKCC1 pathway by 

both SPAK and NKCC1 inhibitors, specifically bumetanide for the latter, protected ChP against 

stroke-induced damage144. Additionally, when NKCC1 activity is lowered either pharmacologically or 

by genetic deficiencies, decreased levels of blood-brain barrier breakdown and brain edema were 

observed, whilst maintaining tight juncture protein integrity145. Other studies have highlighted other 

regulatory routes that lead to the hyperactivation of NKCC1, contributing to increased CSF secretion 
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and aggravated hydrocephalus. For example, NLRP3 activation in ChP regulated NKCC1 

phosphorylation levels directly impacting CSF secretion146.  

More direct evidence of the potential therapeutic potential of NKCC1 inhibition to treat CSF 

hypersecretion and its subsequent pathologies has recently been published. Intracerebroventricular 

delivery of bumetanide led to an 80% reduction in CSF secretion rate and a 50% reduction in 

ventricular volume after ventriculomegaly caused by IVH138. Further studies proved the function of 

function in CSF secretion, where application of bumetanide led to fewer phosphorylated NKCC1 

positive cells being detected in the ChP after IVH146.  

Current knowledge on the dynamics of CSF hypersecretion at the ChP and the direct role of  NKCC1 

in this biological phenomenon have further highlighted the relevance in finding potent and selective 

NKCC1 inhibitors. A campaign that requires deepening our understanding of the underlying 

mechanisms of NKCC1 function. 
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1.4. Implications for CNS drug discovery 
CCCs are unselectively targeted by widely used loop and thiazide diuretics to treat mild hypertension, 

edema, compromised blood pressure, and heart failure4,5. CCCs have been recently implicated in 

neuronal pathophysiology and cancer biology6,147. These diseases all involve gene mutations (Table 3 

in our review41) or defective expression of CCCs62,113. The same CCCs are sometimes involved in 

multiple disorders, raising the possibility of treating them with one same drug. For example, the 

unselective NKCC inhibitor and diuretic drug bumetanide has been repurposed with positive 

outcomes in clinical trials and case studies to treat brain disorders in patients (e.g., ASD, SCZ, TLE, 

neonatal seizures, Parkinson’s disease)148. Accordingly, the upregulation of NKCC1 and/or 

downregulation of KCC2 have been described in brain samples of patients and animal models of 

several brain disorders84,113. However, the strong diuretic effect of bumetanide, mostly due to NKCC2 

inhibition, jeopardizes treatment compliance and creates safety issues for the chronic treatment 

required for brain disorders84,149. Thus, recent efforts have sought to develop NKCC1-specific 

antagonists and new KCC2 agonists45,150,151. 

In this context, the recent structural information on CCCs creates the possibility of structure-based 

design of new and selective CCC modulators. For example, combined with information from 

mutagenesis and chimeric-protein studies, these structures suggest the targeting of the TM domain 

and of specific residues at the CT and NT domains, which impact CCC sensitivity to ligands32,36,37. 

Because the extracellular loops in NCC and NKCCs have different amino acid sequences (despite a 

conserved structural motif), these loops could be a potential target for isoform-specific drugs. 

Moreover, the NT domain is poorly conserved among diverse CCCs, which could favor the 

development of selective drugs for diverse CCCs. Finally, chemical interventions to modulate kinase 

pathways could interfere with CT domain phosphorylation and thus with regulation of CCCs. 

Interestingly, this approach could exploit the fact that WNKs can modulate CCCs in opposite 

directions. Inhibiting WNKs could be especially important in diverse brain disorders characterized by 

increased intracellular Cl- homeostasis. Indeed, in neurons NKCC1 functions as Cl- importer, whereas 

KCC2 functions as a Cl- exporter. Similarly, glycosylation (at the EC domain) or ubiquitination (at NT 

and CT domains) could also be considered to modulate CCC activity for therapeutic approaches. For 

example, targeting upstream glycosidases and/or deubiquitinating enzymes could be one strategy to 

improve CCC stability and avoid degradation in diseases where mutations of transporters lead to 

decreased activity152. Promoting protein degradation has been a strategy already investigated for other 
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SLC proteins involved, for example in tumor biology153 or soluble proteins involved in proteinopathies 

with accumulation of misfolded or aberrant proteins154. 

In particular, the chloride importer NKCC1 and the chloride exporter KCC2 play a pivotal role in 

regulating neuronal chloride concentration. An imbalance in the expression ratio of NKCC1 to KCC2 

has been linked to a variety of brain disorders. Bumetanide, an FDA-approved diuretic, has emerged 

as a potential inhibitor of NKCC1, offering a promising therapeutic avenue for numerous neurological 

conditions. However, its limitations, such as inadequate brain penetration and diuretic side effects due 

to its action on NKCC2 in the kidney, are evident. To address these challenges, there has been a surge 

in research focused on the development of novel NKCC1 inhibitors. This includes more selective 

bumetanide prodrugs, analogs, and other molecular entities with enhanced brain penetration. The 

pharmacological inhibition of NKCC1 is being explored as an effective strategy for managing 

neurological disorders. The advantages and drawbacks of repurposing bumetanide, as well as the 

potential benefits and risks associated with the introduction of novel NKCC1 inhibitors, are topics of 

significant interest and this emphasizes the need for continued research and development in this 

area155. 

Our understanding of CCCs has been enriched by their recent cryo-EM structures. These have 

revealed new chemical and biological insights into the structural topology of CCCs, including the 

orientation and flexibility of the diverse protein domains, the oligomerization state, and the exact 

location of ion/ligand binding-sites. This knowledge will stimulate the structure-based drug discovery 

of potent and selective inhibitors of CCCs. Surprisingly, diuretics are currently the only FDA-

approved CCC-targeted drugs on the market, and they are all unselective inhibitors. But evidence 

suggests that it may be possible to modulate specific types and isoforms of CCCs by targeting specific, 

non-conserved protein domains. This would address many urgent medical needs, given the wide range 

of pathologies in which CCCs are implicated. Further elucidating the structure/function relationship 

of CCCs will unravel the mechanism for ion transport, leading to a better understanding of the 

pathophysiology of diverse diseases, and innovative, selective, and safe drugs for patients. 
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Chapter 2:  

Computational tools as a magnifying glass for biological 

phenomena 

2.1. Molecular dynamics 
To investigate the function and mechanisms of CCCs we have chosen molecular dynamics (MD) 

simulations. MD simulations are a tool with the capacity of predicting the movement of every single 

atom in a molecular system, for example an ion transporter embedded in a membrane, over time. This 

is done based on a general model that describes the physics that rule interatomic interactions156. In 

general, MD simulations can capture different and relevant biomolecular processes. For example, 

conformational change, protein folding, ligand binding, by unveiling atomic positions of the system 

at a timescale resolution of femtoseconds. These simulations can also be used to understand the 

response of the simulated system to different types of perturbations, at an atomic level, like 

protonation, mutation, phosphorylation, and the presence or absence of a bound ligand157. 

In other words, MD simulations can compress our current understanding of physics and chemistry to 

create an atomistic scale representation of small subsections of the world around us, and then offer 

results that are often validated using wet lab experiments. This tool has been around for almost 70 

years, where its first implementation was an MD simulation of simple gases158 and the first MD 

simulation of a protein was performed 20 years later159.  

Recently, the popularity of MD simulations in neuroscience research articles has substantially 

increased157. The authors of the review identified two explanations for this increase. First, experimental 

structures of critical neuroscience protein have been only elucidated recently (for example, NKCC1’s 

first structure32 in 2019) thanks to advances in cryo-EM techniques. These experimentally obtained 

structures are extremely important because they provide a starting point for MD simulations. Second, 

MD simulations have become easily accessible to the average scientist, both in ease-of-use and the 

hardware requirements157. 

In simple terms, an MD simulation is based on the concept that starting from the 3D cartesian 

positions of every atom in a molecular system (in our case, NKCC1 embedded in a membrane in a 

solution of water, sodium, chloride, and potassium), it is then possible to calculate the force that each 

atom exerts on all other atoms. Using Newton’s laws of motion, we can now determine all atomic 
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positions as a function of time. By repeating the force calculation, and then determining atomic 

positions at the next step in time, we can obtain a trajectory that describes the atomic positions of our 

entire molecular system through the simulated timespan. Currently, there are no experimental 

techniques that provide atomic level resolution of a biological system through time, which indicates 

how powerful MD simulations can be. The force calculations are performed using a molecular 

mechanics (MM) force field, of which there are several, but whose parameters are fit to either quantum 

mechanical (QM) calculations or experimentally obtained measurements. These force fields are 

approximations that, for example, treat covalent bonds as springs. Additionally, a limitation of MD 

simulations is that there is no forming nor breaking of covalent bonds. The determination of the 

atomic spatial positions, using the force field calculated forces, happens at timesteps at the 

femtosecond scale. But since biological phenomena happen at much greater timescales, from simple 

events at the nanosecond scale, to more and more complex events that occur at least at the 

microsecond scale, MD simulations usually comprise up to billions of time steps. This great number 

of steps, in combination with all the atomic interactions that must be computed for each step, are in 

great part why MD simulations are so expensive in computational terms157. This also means that the 

larger the system, the more expensive it is to simulate, further limiting the computationally accessible 

timescale. 

In this latter case, there is a family of computational methods that have been designed to sample the 

space beyond what is accessible in a standard (or equilibrium) MD simulation. These methods are 

called enhanced sampling techniques, and they allow the user to “accelerate” or guide a MD simulation 

and observe non-equilibrium states and undiscovered parts of the free energy landscape that define 

protein conformations. For example, and for a bit of foreshadowing, one could use equilibrium MD 

to independently explore the inward open conformation and the outward open conformation of 

NKCC1 and its behavior in both conformational energy minima. But computationally accessible 

timescales are not enough to observe an inward open – outward open conformational transition, 

which would then require the use of enhanced sampling techniques.  

In the given example, by applying these modern techniques, one could analyze the trajectories that 

contain conformational transitions of NKCC1 and identify essential protein features that define the 

computationally identified mechanism for conformational transitions. Based on these features, 

experiments can be proposed to a wet lab, for example mutating key residues, and then evaluating the 
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effect of these mutations on protein function. In such a way, we can validate the computational efforts 

and the hypothesis extracted from MD simulations. 

With this in mind, let us explore in more detail the theory behind MD simulations before I delve into 

simulations of CCCs. 

2.1.1. Theory of molecular dynamics 

Molecular Dynamics (MD) is a computational method that offers a microscopic-level view of the 

physical movements of atoms and molecules over time. By simulating the interactions and the time-

evolution of the positions of these particles, MD provides insights into the dynamic behavior of 

molecular systems. 

Every MD simulation follows the same basic set of steps, where the first step is to obtain the initial 

configuration of the system of interest. This initial configuration is built by two main components: the 

initial protein structure (or the cartesian coordinates for the positions of every atom in the system) 

and the initial velocities of every atom in the system. The second step is force calculation, where 

the force acting on every atom is computed – considering bonded and non-bonded interactions. The 

third step is the determination of the updated coordinates for every atom in the system, based on 

the forces acting on them. This step is performed by numerically solving Newton’s equations of 

motion. The fourth and last step is the outputting of the current state of the system, which includes 

the new atom coordinates and velocities. Using these two data sets, steps two through four can be 

repeated until the simulation reaches the desired length160. 

It is essential to understand the pivotal role of the initial structure. This structure serves as the starting 

point for simulations, determining the initial positions of all atoms in the system. A well-chosen initial 

structure can lead to more accurate and meaningful results, while a poorly chosen one often leads to 

unphysical behaviors and misleading outcomes. The initial structure often comes from experimental 

data or theoretical predictions. For example, experimental data on protein structures can be found in 

the Protein Data Bank – which contains thousands of structures from X-ray crystallography and 

recently cryo-EM, whereas theoretical predictions can be obtained by using software such as Alpha 

Fold161 or Modeller162. Acquiring such a structure is generally the limiting factor when running MD 

simulations, and several protein families remained unstudied because no known structure existed157. 

CCCs were one of these previously structurally unknown protein families. Indeed, CCCs became 

experimentally available due to recent advances in cryo-EM. 
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Once a good structural starting point is identified, we can build our simulation box. This box can take 

several shapes, but commonly a cubic box is selected. A water model is chosen (check the next chapter 

for a more detailed description of water in MD simulations), and the box is then filled with water 

molecules, solvating our system. Another important step is the addition of counterions if the system 

is not neutral. Although, physiological concentration of ions can be added to the simulation (and it is 

generally recommended to do so – as we will see in the following chapters). With these steps 

completed, all the atoms required for an MD simulation have been included, and initial velocities 

can be assigned to each atom. Typically, these velocities are assigned based on a Maxwell-Boltzmann 

distribution at the desired starting temperature – which is defined by the user depending on the protein 

and/or experimental conditions.  

In MD simulations, boundary conditions are crucial. They define how atoms at the edge of the 

simulation box interact with other atoms. The most commonly used boundary condition is the 

periodic boundary condition (PBC). With PBC, atoms that move out of the simulation box on one 

side re-enter on the opposite side, creating an illusion of an infinite system. Without PBC, simulations 

can suffer from "edge effects," where atoms at the boundaries experience different forces than those 

in the center163. This can lead to unphysical results and artifacts in the simulation. Additionally, without 

PBC, the size and shape of the system can significantly influence the results, making it challenging to 

study bulk properties. 

The next step is force calculation, but first we must talk about molecular mechanics (MM). MM is a 

method used to predict the structure, energy, and other properties of molecules without considering 

quantum mechanics. In this context, not considering quantum mechanical effects means that there 

are no electrons being simulated and therefore covalent bonds cannot be formed or broken. It uses 

classical physics to model molecular systems, with the potential energy of the system described as a 

sum of different energy terms: 

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛 + 𝐸𝑣𝑑𝑤 + 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 

Where 𝐸𝑏𝑜𝑛𝑑 is the bond stretching energy, 𝐸𝑎𝑛𝑔𝑙𝑒 is the bond angle bending energy, 𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠 is the 

torsional or dihedral angle energy, 𝐸𝑣𝑑𝑤 is the van der Waals interactions energy, and 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 is 

the electrostatic interactions energy. 

To compute these terms, we must first understand atom types and forcefields. Force fields are 

mathematical models that describe the interactions between atoms and molecules in a system. They 
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are foundational to MD simulations, providing the necessary parameters and equations to calculate 

the potential energy of a system. Each force field is a collection of equations and associated parameters 

tailored to specific types of molecules and interactions. For example, let us consider a force field 

description of the amino acid phenylalanine. A force field will contain all associated parameters of this 

molecule in equilibrium. Atom types are classifications that define the chemical nature and behavior 

of atoms. They dictate how an atom will interact with others, with different types for carbons in 

protein backbones versus the aromatic ring in the sidechain of phenylalanine, for instance. In this case, 

the associated parameters are the bond lengths between atom types, the angles between them, and the 

dihedral angles. 

In this work, I have used the AMBER force field164, which in its functional form defines  𝐸𝑏𝑜𝑛𝑑 and 

𝐸𝑎𝑛𝑔𝑙𝑒 as harmonic ideal springs: 

𝐸𝑏𝑜𝑛𝑑 = ∑ 𝑘𝑏𝑖(𝑙𝑖 − 𝑙𝑖
0)2

# 𝑏𝑜𝑛𝑑𝑠

𝑖

 

Where 𝑙𝑖 is the length of bond 𝑖, 𝑙𝑖
0 is its length at equilibrium, and 𝑘𝑏𝑖 its force constant.  

𝐸𝑎𝑛𝑔𝑙𝑒 = ∑ 𝑘𝑎𝑖(𝜃𝑖 − 𝜃𝑖
0)2

# 𝑎𝑛𝑔𝑙𝑒𝑠

𝑖

 

Where 𝜃𝑖 is the value of angle 𝑖, 𝜃𝑖
0 is its value at equilibrium, and 𝑘𝑎𝑖 its force constant. 

On the other hand, the term 𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛 is expressed as a torsional potential for dihedral angles. In this 

case this is represented as a cosine series expansion165, as follows: 

𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛 = ∑ ∑
1

2

# 𝑐𝑜𝑠𝑖𝑛𝑒𝑠

𝑛

# 𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

𝑖

𝑉𝑖
𝑛[1 + cos(𝑛𝜔𝑖 − 𝛾𝑖)] 

Where 𝜔𝑖 is the value of dihedral torsion 𝑖. 𝑉𝑖
𝑛, 𝑛 and 𝛾𝑖 are the magnitude, multiplicity, and phase of 

the cosine summation. 

Before delving into the non-bonded terms of the potential energy, 𝐸𝑣𝑑𝑤 and 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 , we must 

first discuss charges. In MD simulations, as previously stated, electrons are not considered, but atomic 

charges are essential for the dynamical motions of proteins. To solve this issue, force fields will usually 

include partial charges for each atom type. Partial charges arise due to the uneven distribution of 

electron density in a molecule. In MD simulations, these charges play a pivotal role in determining the 
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electrostatic interactions between atoms. There are several methods to determine partial charges. 

Quantum mechanical calculations, such as those using the Hartree-Fock method166 or Density 

Functional Theory (DFT)167, can be used to compute the electron distribution and subsequently derive 

partial charges. Empirical methods, like the Mulliken168 or RESP169 (Restrained ElectroStatic Potential) 

methods, are also popular. 

In the Amber force field, the non-bonded terms are expressed within one double summation over all 

atom pairs. But for clarity, I will show here each term individually. The term 𝐸𝑣𝑑𝑤 for van der Waals 

interactions is expressed as a 6-12 Lennard-Jones potential, which considers London dispersion forces 

and exchange correlation forces: 

𝐸𝑣𝑑𝑤 =  ∑ ∑ 𝜖𝑖𝑗 [(
𝑟𝑖𝑗

0

𝑟𝑖𝑗
)

12

− 2 (
𝑟𝑖𝑗

0

𝑟𝑖𝑗
)

6

]

# 𝑎𝑡𝑜𝑚𝑠

𝑗>𝑖

# 𝑎𝑡𝑜𝑚𝑠

𝑖

 

Where 𝜖𝑖𝑗 is the well depth, 𝑟𝑖𝑗
0 the distance for which London and exchange energetical contributions 

cancel out for the atom pair 𝑖 and 𝑗, and 𝑟𝑖𝑗 is the distance between atoms 𝑖 and 𝑗. 

The last term, 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 , is expressed as a double summation of the Coulombic formulation: 

𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 =  ∑ ∑
𝑞𝑖𝑞𝑗

4𝜋𝜖0𝑟𝑖𝑗

# 𝑎𝑡𝑜𝑚𝑠

𝑗>𝑖

# 𝑎𝑡𝑜𝑚𝑠

𝑖

 

Where 𝑞𝑖 and 𝑞𝑗 are the partial charges on atoms 𝑖 and 𝑗, 𝜖0 is the vacuum permittivity, and 𝑟𝑖𝑗 is the 

distance between atoms 𝑖 and 𝑗. 

With the force calculation step completed, we now have both the forces acting on the atoms that 

comprise the system along with their velocities. These are the essential components of the next step 

in a MD simulation, updating atomic coordinates at the next time step. These new system 

configurations are generated by integrating Newton’s laws of motion, and when done successively 

results in a trajectory that shows how the positions and velocities of our system change with time. In 

classical MD the trajectory is derived by resolving the differential equations inherent in Newton's 

second law (𝐹 = 𝑚𝑎)165: 

𝑑2𝒓𝑖

𝑑𝑡2
=

𝐹𝒓𝑖

𝑚𝑖
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This equation characterizes the movement of an atom with mass 𝑚𝑖 along a position vector (𝒓𝑖), 

where 𝐹𝒓𝑖
 represents the force acting on the atom in that direction. At its core, integration in MD is 

about evolving the system from one point in time to the next, based on the forces acting on each 

atom. In other words, the integration algorithm determines the new spatial coordinates of every atom 

in the system as the simulation progresses. Starting from an initial set of positions and velocities for 

all atoms, the forces acting on each atom due to their interactions with neighboring atoms are 

computed.  

The time interval over which the integration is performed is termed the 'time step'. It is a crucial 

parameter in MD simulations. The choice of the time step is a balance between accuracy and 

computational efficiency. Shorter time steps offer more accurate simulations by capturing high-

frequency vibrations (like bond stretching in molecules), but they require more computational steps 

to simulate the same physical time, making the simulation computationally expensive. On the other 

hand, longer time steps can miss important fast motions in the system and can even lead to numerical 

instabilities, where the simulation produces unphysical results. Typically, time steps in the range of 

one to five femtoseconds (fs) are chosen for most MD simulations, ensuring that the fastest motions 

(like hydrogen atom vibrations) are accurately captured170. 

Following this consideration of time steps, it is equally crucial to address the mechanisms that maintain 

the desired thermodynamic conditions during an MD simulation: thermostats and barostats. In the 

realm of MD simulations, a thermostat is an algorithmic tool designed to control and maintain the 

temperature of the system. As simulations progress, the kinetic energy of the system can drift due to 

various interactions, leading to temperature fluctuations. Thermostats counteract these fluctuations 

by either adding or removing kinetic energy, ensuring the system remains at the target temperature. 

There are several types of thermostats, each with its own mechanism. For example, the Berendsen 

thermostat171 rescales the velocities of atoms to bring the temperature of the system closer to the 

desired value. It allows for rapid equilibration but does not strictly adhere to the canonical ensemble. 

Unlike the Berendsen, the Nose-Hoover thermostat172,173 introduces additional degrees of freedom to 

the system to control temperature, ensuring adherence to the canonical ensemble. Another example 

of a thermostat algorithm is the Andersen thermostat174, which mimics collisions with an imaginary 

heat bath by periodically reassigning velocities to atoms based on the desired temperature.  
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While thermostats control temperature, barostats are responsible for regulating pressure in an MD 

simulation. They adjust the volume (and sometimes the shape) of the simulation box to maintain the 

desired pressure. This is essential, especially when studying systems under conditions that mimic real-

world atmospheric or physiological pressures. For example, the Parrinello-Rahman barostat175 adjusts 

the shape and size of the simulation box based on the stress tensor of the system, ensuring isotropic 

scaling, and maintaining the desired pressure. In essence, thermostats and barostats are the guardians 

of thermodynamic stability in MD simulations. They ensure that the system remains under the desired 

conditions, providing a more realistic and controlled environment for the study of molecular 

behaviors. 

Building on the foundational roles of thermostats and barostats in maintaining thermodynamic 

stability, it is imperative to delve deeper into the statistical frameworks that underpin these simulations. 

These frameworks, known as ensembles, offer a comprehensive understanding of the behavior of the 

system under various conditions, further enhancing the depth and breadth of insights gained from 

MD simulations. 

In the context of statistical mechanics and molecular dynamics, an ensemble is a collection of a large 

number of virtual copies of a system, each representing a possible state that the system can be in. 

Ensembles provide a framework to average properties over these states, offering a statistical approach 

to understanding the behavior of molecular systems165. Different ensembles are defined based on 

which macroscopic properties are held constant. In the microcanonical ensemble (NVE), the number 

of particles (N), volume (V), and energy (E) are held constant. This ensemble is representative of an 

isolated system with no exchange of energy or particles with its surroundings. It is useful for studying 

fundamental properties of molecules and understanding the inherent dynamics of a system. In the 

canonical ensemble (NVT), the number of particles (N), volume (V), and temperature (T) are held 

constant. This is the ensemble generated by the Nose-Hoover thermostat. In the isothermal-isobaric 

ensemble (NPT), the number of particles (N), pressure (P), and temperature (T) are held constant. 

The Parrinello-Rahman barostat generates this ensemble. The NPT ensemble is representative of real-

world conditions where systems are often subjected to constant atmospheric pressure. It is particularly 

useful for studying phase transitions, compressibility, and systems that might undergo significant 

volume changes. In the grand canonical ensemble (μVT), the chemical potential (μ), volume (V), and 

temperature (T) are held constant. This ensemble allows for the exchange of particles with a reservoir. 

The grand canonical ensemble is essential for studying systems in equilibrium with a particle reservoir, 
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like in adsorption phenomena or when studying reactions where the number of molecules can 

change165. 

Ensembles provide a theoretical framework to understand the behavior of molecular systems under 

various conditions. By defining the macroscopic properties that are held constant, ensembles allow us 

to simulate and study systems under conditions that mimic real-world experiments. Moreover, the 

choice of ensemble can influence the results of a simulation, making it essential to select the 

appropriate ensemble for the system and properties of interest. 

2.1.2. Introducing atomistic water 
Water is a fundamental component of biological systems, and its accurate representation is crucial for 

understanding the behavior of proteins, nucleic acids, and other biomolecules in their natural 

environment. Molecular dynamics (MD) simulations, which provide a microscopic view of molecular 

motions over time, heavily rely on the accuracy of the water model used. As promised in the previous 

chapter, we will now delve into the various water models employed in MD simulations, emphasizing 

atomistic models while also briefly discussing their predecessors and non-atomistic counterparts. 

Before the advent of atomistic models, researchers employed simpler models to represent water in 

simulations. These models, while less detailed, provided foundational insights into the behavior of 

water in molecular systems. For example, continuum models176 treat water as a continuous medium 

with specific dielectric properties. These models are computationally less demanding and are often 

used in electrostatic calculations. They are particularly useful for large-scale simulations where detailed 

water interactions are not the primary focus. However, they lack molecular detail and cannot capture 

specific interactions like hydrogen bonding. Moreover, lattice models177 represent water molecules as 

points on a lattice. These models can capture some essential properties of water, such as hydrogen 

bonding, but lack the flexibility and detail of atomistic models. They are often used in coarse-grained 

simulations and provide a balance between computational efficiency and accuracy. 

Atomistic models provide a detailed representation of water molecules, capturing the nuances of their 

interactions. These models are widely used in MD simulations of biological systems due to their 

accuracy. The SPC model178 represents a water molecule as three-point charges: one for the oxygen 

atom and two for the hydrogen atoms. This model captures essential electrostatic interactions but 

lacks polarization effects. It is a widely used model due to its simplicity and computational efficiency. 

The TIP models are a series of refined atomistic water models. TIP3P179 uses three-point charges, 
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similar to the SPC model. TIP4P179 introduces an additional point charge to better capture polarization 

effects. TIP5P180 further refines the model by adding another point charge. These models are more 

computationally demanding than the SPC model but offer improved accuracy when simulating 

biological systems. 

Water plays a pivotal role in the behavior of biological molecules. Its dynamic nature and ability to 

form complex hydrogen bond networks make it a unique solvent that can influence the structure, 

dynamics, and function of biomolecules. An example of the importance of water is its great influence 

in protein folding181, the process by which a protein adopts its functional structure. Water molecules 

can stabilize certain protein conformations through hydrogen bonding and hydrophobic interactions. 

Moreover, the dynamic nature of water allows it to rapidly adapt and respond to changes in the protein 

structure, facilitating the folding process. Another example is that of ligand binding182, which is a 

fundamental process in biology, underlying enzyme catalysis, signal transduction, and drug action. 

Water molecules in the binding pocket can either facilitate or hinder the binding process. Some water 

molecules can act as bridges, enhancing the interaction between the protein and ligand. In contrast, 

others might need to be displaced during ligand binding, contributing to the binding free energy. 

Accurate water models can help predict these water-mediated effects, leading to better predictions of 

binding affinities and mechanisms. 

2.1.3. Involvement of ions in simulated biological systems 

Ions are atoms that have gained or lost one or more electrons, resulting in a net positive or negative 

charge. Based on their charge, ions can be classified into two main categories: cations and anions. 

Cations are positively charged ions, such as K+, Na+, whereas anions are negatively charged ions, like 

Cl-. The physical properties of ions, such as size and charge, play a determinant role in their behavior 

in biological systems. In a medium, ions move under the influence of an electric field – although 

lacking an electric field, like in the simulations we will explore in following chapters, ions will still 

move albeit seemingly stochastically. 

Ions play pivotal roles in various biological processes. For example, K⁺ and Na⁺ are essential for 

generating and propagating action potentials in neurons. These electrical signals are crucial for 

transmitting information within the nervous system. Alternatively, many enzymes require specific ions 

as cofactors to function optimally. For instance, magnesium ions (Mg²⁺) are essential for the activity 

of many DNA polymerases183. 
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In other words, ions play a crucial role in biological systems, and their inclusion cannot be disregarded 

in MD simulations. As we saw previously, the force field requires a set of parameters for every object 

that will take part in the simulation. The representation of ions in force fields requires careful 

parameterization to capture their unique properties, such as charge, size, and polarizability184. 

Accurately modeling ionic interactions is challenging due to the long-range nature of electrostatic 

interactions and the need to account for polarization effects. Traditional force fields, which use fixed 

charges185, often struggle to represent the dynamic nature of ionic interactions in varying 

environments. Polarizable force fields, such as those based on the Drude model186, offer a more 

dynamic representation by allowing charges to fluctuate based on their local environment. 

The interactions between ions and water molecules are often related to the important biological 

processes mentioned before. These interactions, often termed as hydration, are fundamental in 

determining the behavior of ions in aqueous solutions and have profound implications for phenomena 

ranging from solvation to ion transport. An important aspect of ion hydration is the formation of 

hydration shells, which are structured layers of water molecules that surround an ion in an aqueous 

solution. The formation of these shells is primarily driven by the electrostatic interactions between the 

ion and water molecules187. The presence of hydration shells significantly influences the 

thermodynamic properties of ions, including their solvation energies and mobility in solution188. The 

water molecules in the hydration shell exhibit distinct dynamic behaviors compared to those in the 

bulk solution. These dynamics are influenced by the strength and nature of the ion-water 

interactions189. For instance, water molecules around ions with high charge densities may exhibit 

reduced mobility due to stronger electrostatic attractions. The sign of the charge of the ions will also 

determine the orientational dynamics of water molecules. A cation will induce water molecules to 

orient the oxygen atom towards it, whereas an anion will induce water molecules to orient either 

hydrogen towards it. This effect propagates towards the bulk solvent, since the first layer of water 

molecules will present a homogeneous outer layer with a specific charge distribution187 that will attract 

bulk water in a specific orientation. The residence time of water molecules in the hydration shell, their 

exchange rates, and their rotational dynamics provide a comprehensive picture of the influence of the 

ion on local water structure and dynamics. 

Ions also have a much more direct effect on protein structure, function, and dynamics. Ions influence 

the folding pathways and stability of proteins by interacting with specific amino acid residues and 

modulating the electrostatic environment190. The presence of certain ions can either stabilize or 
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destabilize specific protein conformations. For instance, divalent cations like Mg2+ and Ca2+ often 

stabilize protein structures by bridging negatively charged residues, thereby promoting protein folding 

and enhancing stability191. Conversely, high concentrations of monovalent ions can lead to protein 

denaturation due to charge screening effects. Proteins often possess specific binding sites that can 

selectively recognize and bind ions. These sites are crucial for the function of the protein and can be 

involved in catalysis, signal transduction, or ion transport192. Ion channels, a subset of these proteins, 

are specialized to allow the selective passage of ions across cell membranes. The selectivity of these 

channels is determined by the specific amino acid residues lining the channel pore, which interact with 

the ions based on their size, charge, and hydration shell193. Ions can significantly influence the 

dynamics of proteins. Their binding can induce conformational changes, modulate protein flexibility, 

and even drive large-scale domain movements194. For instance, the binding of calcium ions to 

calmodulin induces a significant conformational change, allowing the protein to interact with its target 

proteins195. Similarly, the dynamics of enzymes can be modulated by the presence of cofactor ions, 

influencing their catalytic activity. 

The presence and concentration of ions in the cellular environment can significantly influence 

membrane dynamics, impacting its overall function and stability. For instance, ions influence the 

membrane potential, a crucial determinant of cellular activity that dictates the electrical gradient across 

the cell membrane. Particularly cations such as Na+, K+, and Ca+, are instrumental in establishing and 

maintaining this potential. The differential distribution of these ions across the membrane, facilitated 

by ion channels and transporters, results in an electrical potential difference196. This potential is 

essential for processes like nerve impulse transmission and muscle contraction. Ions can also interact 

directly with lipid bilayers, influencing their structure and properties. For instance, certain ions can 

bind to or disturb the polar head groups of lipids, leading to changes in bilayer thickness, curvature, 

overall stability, and fluidity. For example, divalent cations like Ca2+ can bridge adjacent lipid 

molecules, leading to a more ordered and less fluid membrane. Conversely, monovalent ions might 

increase fluidity by disrupting lipid-lipid interactions197. 

2.1.4. Membranes for integral proteins – degrees of complexity 

Cell membranes, often referred to as plasma membranes, serve as the defining boundary of cells, 

separating the internal cellular environment from the external milieu. These membranes are not just 

passive barriers but are dynamic structures that play crucial roles in various cellular processes. The 

fundamental structure and function of cell membranes are intricately linked. Biological membranes 
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are primarily composed of three structures: phospholipids, cholesterol, and proteins. Phospholipids 

form the fundamental structural component of cell membranes. These molecules possess a 

hydrophilic (water-attracting) head and two hydrophobic (water-repelling) tails. The amphipathic 

nature of phospholipids allows them to spontaneously form bilayers in aqueous environments, with 

the hydrophilic heads facing the water and the hydrophobic tails oriented inward. There are various 

types of phospholipids, such as phosphatidylcholine, phosphatidylethanolamine, and 

phosphatidylserine, each differing in their head group composition198. Cholesterol is another crucial 

component of cell membranes. It is interspersed between phospholipids and modulates the membrane 

organization. Cholesterol molecules are oriented such that their hydroxyl group aligns with the 

hydrophilic heads of phospholipids, while the rest of the molecule interacts with the hydrophobic 

tails. The distribution of cholesterol in membranes can vary, and its presence can lead to the formation 

of specialized lipid domains known as lipid rafts199. Proteins embedded within the cell membrane can 

be categorized into integral and peripheral proteins. Integral proteins span the entire thickness of the 

membrane and often serve as receptors or channels. In contrast, peripheral proteins associate with the 

surface of the membrane, either through interactions with integral proteins or with the polar head 

groups of the lipid bilayer. 

The composition of cell membranes can vary significantly among different cell types. For instance, 

erythrocytes (red blood cells) have a high concentration of specific proteins like hemoglobin and lack 

organelles, impacting their membrane composition. In contrast, neurons, with their intricate network 

of dendrites and axons, have membranes rich in ion channels and receptors to facilitate 

neurotransmission. Another difference in membrane composition is phospholipid type distribution. 

Neurons, for instance, are primarily composed of POPC.  

The development of force fields tailored for simulating biological membranes has been a focal point 

in the realm of MD simulations. These force fields aim to capture the intricate interactions and 

behaviors of lipids, proteins, and other membrane components at the atomic level. The historical 

development of membrane-specific force fields has its roots in the broader evolution of molecular 

mechanics force fields. Early force fields were primarily designed for proteins and nucleic acids, with 

limited parameters for lipids. However, as the significance of lipid bilayers in cellular processes became 

evident, there was a growing need for dedicated lipid force fields. This led to the development of force 

fields that could accurately represent lipid-lipid and lipid-protein interactions, paving the way for 

realistic simulations of biological membranes200. One of the primary challenges in accurately 
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representing membrane interactions lies in the amphipathic nature of lipids. The dual hydrophilic and 

hydrophobic character of lipids necessitates a force field that can capture both polar and non-polar 

interactions. Additionally, the dynamic behavior of membranes, such as lipid flip-flop, phase 

transitions, and interactions with embedded proteins, adds layers of complexity to the simulation201. 

A notable advancement in this field is the introduction of LIPID11202, a framework designed for lipid 

simulations within the Amber suite. This framework was developed with a new charge derivation 

strategy for lipids, consistent with the Amber RESP approach. The LIPID11 framework is modular, 

making it suitable for phospholipids and offering a flexible starting point for the development of a 

comprehensive, Amber-compatible lipid force field. This force field has gone through several 

iterations and improvements, which lead to the current version, LIPID21203, where its creators have 

further expanded the parametrized membrane components, revised certain parameters and overall 

improvements. 

The composition of the membrane plays a pivotal role in determining the outcomes of MD 

simulations. The influence of lipid diversity on membrane properties is profound. Lipids are the 

primary constituents of membranes, and their diversity can significantly affect membrane fluidity, 

thickness, and overall behavior. Different lipid species have distinct head groups, tail lengths, and 

degrees of saturation, which can influence their packing and interactions within the bilayer. For 

instance, unsaturated lipids tend to introduce kinks in the hydrocarbon chains, leading to increased 

membrane fluidity200. Cholesterol plays a unique and multifaceted role in modulating membrane 

behavior. It can insert itself between lipid molecules, influencing the packing and ordering of lipids. 

Cholesterol has been shown to stiffen unsaturated lipid membranes, impacting their mechanical 

properties. Its presence can modulate membrane fluidity, either increasing it in highly ordered 

membranes or decreasing it in more fluid membranes204.  

Protein-lipid interactions have a significant impact on simulation outcomes. Membrane proteins can 

interact with specific lipid species, influencing their conformation, function, and dynamics. These 

interactions can lead to the formation of lipid shells or annular lipids around proteins, which can affect 

protein function. Additionally, proteins can induce local deformations in the membrane, leading to 

curvature or the formation of lipid domains. The presence of proteins can also influence the overall 

properties of the membrane, including its fluidity and thickness205. A notable study highlighted the 

importance of using realistic membrane compositions in MD simulations. The study demonstrated 

that altering the compositional complexity of the membrane can impact the stabilization of protein 
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conformational states. The research emphasized that protein-specific responses to membranes might 

differ due to altered packing caused by compositional fluctuations206. 

The choice of membrane complexity for MD simulations, particularly the decision to use pure lipid 

all-atom membranes versus more complex and realistic models, comes with its set of advantages and 

limitations. Utilizing pure lipid all-atom membranes offers a streamlined system, devoid of the 

complexities introduced by a more complete lipidic profile, additional proteins, carbohydrates, and 

other cellular components. This simplification facilitates a clearer understanding of lipid interactions, 

membrane dynamics, and the fundamental properties of the lipid bilayer without the confounding 

effects of other membrane constituents201. One of the primary challenges in MD simulations is the 

computational demand, especially for long simulation timescales. Complex membranes, containing a 

mixture of lipids will take several microseconds to reach dynamic equilibrium, whereas pure lipid 

membranes take only around 250 nanoseconds201. 

Biological membranes in vivo are complex entities, with a myriad of components interacting in a 

coordinated manner. Pure lipid membranes lack this cellular context, potentially missing out on 

important physiological interactions. While pure lipid membranes offer a simplified model, there is a 

risk of oversimplifying the system to the point where it no longer accurately represents real biological 

membranes. This can lead to results that, while interesting, might not be directly translatable to in vivo 

scenarios. This is an inevitable overall limitation of MD simulations, which highlights the need for wet 

lab experimental validation of results and observations derived from computational efforts – even 

more when these were obtained using simplified models. 

  



41 
 

2.2. Enhanced sampling techniques 
Molecular dynamics (MD) simulations have inherent limitations when it comes to protein 

conformational exploration. As we saw in the previous chapter, an MD simulation of a protein system 

will explore – given infinite time – all protein configurations, conformations, and even metastable 

states, if and only if, they are accessible through structural thermal fluctuations. There is no inward 

flow of energy into the system other than the effect of the chosen thermostat at the determined 

temperature, so any biological event with an energetical barrier higher than that provided by thermal 

fluctuations will be extremely unlikely to occur in the simulation. Although some biological events, 

albeit energetically accessible, are so rare that could, maybe, be observed in simulations after an 

unsurmountable amount of computer-hours – making them virtually inaccessible. 

Expectedly, a significant number of biologically relevant phenomena under computational 

investigation are inaccessible to equilibrium MD simulations, a need which gave rise to the field of 

enhanced sampling methods – also known as out-of-equilibrium MD simulations (within the present 

context). These tools accelerate the elucidation of slow biological processes, hastening the infrequent 

events typified by high free-energy states. Put differently, enhanced sampling techniques endeavor to 

circumvent Boltzmann statistics, yet maintain the accurate distribution of states within the specified 

statistical ensemble207. 

There are primarily two distinct categories of enhanced sampling methodologies208. The first category, 

termed global enhanced sampling methods, operates by elevating all the degrees of freedom of the 

system (or a subset thereof) simultaneously. It is imperative to emphasize that the term "temperature" 

should be interpreted metaphorically, as the increase in sampling can be achieved either through literal 

thermal elevation of the system or through judicious scaling of the energy of the system. Temperature 

replica exchange MD (T-REMD, also known as “parallel tempering”)209–211 is an example of this class. 

The second category encompasses methods guided by collective variables (CVs). These methods 

facilitate the reconstruction of the free energy landscape of the subject phenomena based on a specific 

CV, often referred to as a reaction coordinate. This reaction coordinate effectively captures the 

pertinent degrees of freedom associated with the phenomena under investigation. Techniques within 

this category enable the probing of infrequent events by introducing biases to MD simulations along 

the designated CVs. This biasing can be implemented through various means, including modulating 

the forces or introducing external potentials. Consequently, CV-driven techniques necessitate an initial 

determination of the reaction coordinate for sampling. In many instances, delineating an appropriate 
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CV (or a set thereof) is non-trivial. It often demands considerable insight and/or preliminary 

simulations to ensure a comprehensive representation208. Examples include metadynamics212 and 

OPES213. 

2.2.1. What are collective variables? 

One of the most important concepts that I previously mentioned is that of collective variables, which 

I believe is easier to fully understand with an example. Take a researcher interested in understanding 

the free energy profile of the binding and unbinding of a cation to its binding site within a protein, as 

shown in Figure 4.A. If they were to run equilibrium MD simulations of this system the cation would 

succinctly lose itself in the solvent in the great majority of cases, and perchance, in an occasional 

simulation the cation would find its way to its binding site. A much better and practical approach 

would be to run an out-of-equilibrium simulation, where the MD simulation would repeatedly sample 

the cation binding and unbinding. In this specific case, an appropriate reaction coordinate would be 

the distance between the cation and the center of mass of the residues composing the binding site 

(distance D in Figure 4.A). The researcher could then run a metadynamics simulation over this 

distance, our chosen CV.  

The core concept of metadynamics revolves around biasing the dynamics of the system along selected 

collective variables (CVs) through a history-dependent repulsive potential. To realize this, Gaussian-

shaped potentials are periodically introduced to the bias at the present location of the CVs. This 

strategy deters the system from retracing previously visited spatial regions212,214. Over time, this history-

dependent potential accumulates until it offsets the projection of the free energy along the designated 

CVs. Consequently, the system can transition through a saddle point to an adjacent local minimum, 

at which point the process recommences. Once all local minima are populated with Gaussians, the 

system traverses freely among various states without encountering barriers. The accumulated bias 

potential can subsequently serve as an unbiased estimator of the potential of mean force (PMF) by 

merely inverting its sign208. 
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Figure 4. Simplified example of a collective variable. (A) Shows a schematic representation of a cation binding 
protein (light yellow), with negatively charged amino acids (red spheres with a – sign), and positively charged 
amino acids (blue spheres with a + sign). The discontinuous line shows the binding path (or distance D), and 
below the yellow protein a more detailed representation of the binding path is shown, where the black dots are 
given names. (B) Schematic representation of the potential free energy profile for such a system, showing 
potential minima and maxima along the binding path collective variable. 

In the scenario presented by our researcher, the cation initiates its journey from a distance of 𝑑𝑚𝑎𝑥 

and progresses towards 𝑑𝑚𝑖𝑛. Upon reaching 𝑑1, the cation encounters a negatively charged 

environment, which, for the sake of this simplified illustration, can be perceived as a local energy 

minimum. This minimum is subsequently populated with a Gaussian-shaped biasing potentials. Once 

this minimum is saturated, the cation is energetically encouraged to advance along the binding 

trajectory, surmounting the saddle point at 𝑑2, a region of positive charge that would typically repel 



44 
 

the cation. This facilitates its transition to the subsequent energy minimum at 𝑑3, another negatively 

charged domain. After this minimum is populated with the biasing potential, the cation is equipped to 

transcend the energy barrier presented by the positively charged zone at 𝑑4. Surpassing this barrier 

enables the cation to reach its terminal binding site, denoted as 𝑑𝑚𝑖𝑛 in the CV space. Once a sufficient 

biasing potential is introduced to 𝑑𝑚𝑖𝑛, the cation can oscillate between binding and unbinding, 

transitioning between 𝑑𝑚𝑎𝑥 and 𝑑𝑚𝑖𝑛, given that all the energy minima along its path have been 

previously filled with Gaussians. By analyzing the accumulated Gaussians, our researcher can deduce 

the free energy landscape associated with the binding and unbinding processes of the cation, akin to 

the representation in Figure 4.B. 

2.2.2. On-the-fly Probability Enhanced Sampling (OPES) Explore, the new 

metadynamics for complex protein systems? 

The challenge of sampling is central to atomistic simulations. Even the most precise models can fall 

short if the phase space is not adequately sampled. This sampling challenge arises from the vast gap 

between macroscopic physical timescales and the actual time explored in standard atomistic 

simulations. One aspect of this challenge is the existence of metastable states separated by kinetic 

bottlenecks, making transitions between states a rare event. Enhanced sampling methods offer a 

solution by creating a modified ensemble where the probability of sampling rare events is significantly 

increased215. 

As we briefly introduced in the previous chapter, metadynamics is a renowned enhanced sampling 

method that focuses on the on-the-fly construction of a bias potential based on a selected set of 

collective variables. The recent publication of On-the-fly Probability Enhanced Sampling (OPES) 

introduced a new perspective, which emphasizes the reconstruction of the probability distribution 

rather than the bias213.  

In adaptive-bias enhanced sampling methods, a bias potential is added to the system to facilitate 

transitions between metastable states. This bias potential is a function of a few collective variables and 

is progressively modified according to the underlying free energy surface. However, when the 

collective variables are not optimal, there exists an exploration-convergence tradeoff. This tradeoff 

means that one must choose between a bias that converges quickly, leading to fewer transitions, or a 

slower-to-converge bias that can explore the phase space more efficiently but might take a longer time 

to produce an accurate free energy estimate215. The recently developed OPES can be adapted to 
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address this exact problem. OPES, initially introduced as an evolution of metadynamics, can provide 

similar enhanced sampling but typically exhibits faster convergence and requires fewer adjustable 

parameters, when compared to metadynamics. When applied to sample expanded ensembles, OPES 

retains these properties, making it a versatile and reliable method for sampling various ensembles213. 

The traditional OPES method is designed with a focus on fast convergence. However, there are 

scenarios where rapid exploration is more desirable than swift convergence. Recognizing this need, a 

new variant of the OPES method, termed OPES Explore216, has been introduced. The primary 

advantage of this approach is its ability to navigate the phase space efficiently, especially in systems 

where the collective variables might not be optimal. OPES Explore is designed to quickly escape 

metastable states, making it particularly effective in systems where transitions between states are rare 

or challenging. The method has been shown to outperform popular methods like metadynamics in 

certain scenarios, showcasing its potential as a versatile enhanced sampling tool215.  

In other words, while both OPES and OPES Explore are adaptive-bias enhanced sampling methods, 

their primary objectives differ. Traditional OPES focuses on fast convergence to produce accurate 

free energy estimates in a shorter time. In contrast, OPES Explore prioritizes efficient exploration of 

the phase space, even if it means slower convergence. OPES might be more suitable for systems where 

the collective variables are well-defined and optimal, ensuring swift convergence. On the other hand, 

OPES Explore can be more beneficial in systems with suboptimal collective variables, where efficient 

exploration is crucial. 
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Chapter 3: 

Structure and molecular dynamics simulations of the 

human cation-chloride cotransporter KCC1 

3.1. Abstract 
Cation–chloride cotransporters (CCCs) mediate the electroneutral co-transport of Cl- ions 

concomitantly with Na+ and/or K+ ions across cellular membranes. These cotransporters play pivotal 

roles in the regulation of cellular volume, transepithelial ion flux, intracellular Cl- ion concentration 

equilibrium, and modulation of neuronal excitability. In our publication35, with our collaborators, we 

presented a cryoelectron microscopy structure of human K+–Cl- cotransporter (KCC)1 bound with 

the VU0463271 inhibitor in an outward-open state alongside KCC1 in an inward-open state. In the 

following chapter, I will show the computational insights molecular dynamics can give to 

crystallographers.  
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3.2. Introduction 
Secondary active cation–chloride cotransporters (CCCs) utilize the Na+ and/or K+ ionic gradients 

present across all animal cellular membranes to facilitate Cl- ion transport into or out of cells without 

net charge movement4,217. These CCCs are integral to several physiological functions, including 

transepithelial ion transport, cellular volume regulation, control of intracellular Cl- ion concentration 

([Cl]i), and modulation of neuronal activity218–221. For instance, when faced with a hypotonic 

environment, K+–Cl- cotransporters (KCCs) actively transport Cl- and K+ out of the cell, preventing 

cellular swelling by inducing concurrent water efflux222,223. In the majority of mature neuronal cells, 

KCC2 acts as the primary mechanism for Cl- expulsion, ensuring that [Cl]i remains below its 

electrochemical equilibrium. This facilitates inhibitory neurotransmitters like γ-aminobutyric acid 

[GABA] to induce Cl- entry through pentameric ligand-gated Cl- channels, resulting in cellular 

hyperpolarization224. Consequently, genetic mutations in KCC2 (or KCC3) have been linked to various 

neurological disorders, including epilepsy, autism, and schizophrenia66,100,101,104,105,116,117,225. This 

positions KCCs as potential therapeutic targets, not only in the nervous system but also in non-

excitable cells. In fact, KCC activators have been employed to reinstate inhibitory GABAergic 

signaling in several neuropsychiatric conditions224,226–230. On the other hand, suppression of KCC 

activity in erythrocytes has demonstrated potential in mitigating the dehydration typical of sickle cells, 

offering a prospective treatment approach for sickle cell anemia231,232. Additionally, NKCC2 and NCC, 

two renal CCC variants, are targeted by loop and thiazide diuretics for the management of 

hypertension and fluid retention233,234, though these treatments can sometimes lead to adverse effects 

like auditory impairment235,236. 

Here we investigated the two cryoelectron microscopy (cryo-EM) structures that represent human 

KCC1 trapped in an inward-open state or arrested in its elusive outward-open state by the KCCs 

inhibitor VU046327145,237. Based on several molecular dynamics simulations of these new structures, 

we show that the inhibitor VU0463271 stabilizes the outward-open state, ion loading is synergistic 

and we revealed a putative occluded state of KCC1. 
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3.3. Results 
Classical molecular dynamics (MD) simulations were performed on five model systems of KCC1: 1) 

outward–open structure bound to the inhibitor VU0463271 (system OO_VU); 2) outward–open 

without bound inhibitor (OO); 3) inward–open with one K+ ion bound (IO_K); 4) inward–open with 

one K+ and two Cl- ions bound (IO_KCC); 5) outward–open with one K+ and two Cl- ions bound 

(OO_KCC). 

The VU0463271 inhibitor stabilizes the outward–open conformation. The OO_VU model 

equilibrated within the first 50 ns simulation, with the RMSD distance of the secondary structure 

elements from the initial structure settled at ~2 Å (Figure 5). The inhibitor VU0463271 maintained 

the experimentally determined binding pose throughout the 500 ns long MD simulation. After about 

400 ns simulation, a small shift of extracellular end of TM6, which constitutes part of the binding site 

of the inhibitor, was observed, accompanied by an increase of the RMSD to 2.5 Å. This shift did not 

alter the binding mode of VU0463271 nor the volume of the outer vestibule, which maintained an 

open conformation (Figure 6.A, B). After the removal of the inhibitor (simulation OO), the outer 

vestibule started to shrink (Figure 6.C, D) – please note that the binding site was filled by solvent 

molecules before letting the protein to move again, which is good-practice in order to let the system 

equilibrate. Despite difficult to appreciate from the RMSD graph (Figure 5), the structure indeed 

changed after removal of the inhibitor. A clustering analysis performed on the cumulative trajectory 

of the OO_VU and OO simulations allowed distinguishing intermediate conformations 

corresponding to different openings of the outer vestibule (Figure 7). Interestingly, the outward–

open structure is not reverting to the inward–open conformation (Figure 5 orange line), upon 

removal of the inhibitor. Longer simulations are likely needed to investigate the relaxation of the 

outward–open conformation and assess the stability of intermediate conformational states. 
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Figure 5. Root-mean square deviation (RMSD) of the simulations of the OO_VU and OO models. The vertical 
black bar at 500 ns indicates the start of the simulation after removal of the inhibitor. RMSD of the backbone 
of the full transmembrane domain in blue (BB). RMSD of the backbone of the transmembrane helices in green 
(SS). RMSD of the backbone of the transmembrane helices calculated against the initial KCC1 K-bound 
structure in orange (SS-IO). 

 

Figure 6. Representation of the width of the transport path during the simulation of the (A) OO_VU model, 
VU representation is to scale (grey spheres mark the Z axis range occupied by the inhibitor), and the (C) OO 
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model. Volume of the inner and outer vestibules during the simulation of the (B) OO_VU model, and the (D) 
OO model, upon removal of the inhibitor from its binding site. 

 

Figure 7. The cumulative OO_VU and OO MD trajectories were grouped based on RMSD similarity. Three 
groups (clusters) were detected, whose representative structures are shown. The transport path is highlighted 
and colored depending on channel width (red color implies that the pore radius is too narrow to allow a water 
molecule to pass; green implies that there is enough space for one water molecule to pass; and blue implies 
there is at least double the space necessary for a single water molecule to go through). Cluster A shows a wide 
outer vestibule, congruent with the presence of a bound inhibitor. Cluster B is formed when VU is removed 
from the simulation, and it represents a stage where the outer vestibule is closing. Cluster C represents a section 
of the simulation where the outer vestibule is at its narrowest state, along the MD simulations in the absence 
of the inhibitor. 

Ions loading is synergistic. The MD simulations of model IO_K show a stable inward–open 

conformation. The RMSD of the transmembrane helices settles after about 50 ns and remains at ~1.5 

Å throughout ~500ns of production simulation (Figure 8.A). We observed the K+ ion leaving its 

binding site and exiting the intracellular vestibule after ~15 ns. A similar behavior was reported by a 

recent report on KCC133, suggesting that in the absence of the Cl- counter ions, K+ binding is short 

lived. However, the exit of the K+ ion does not affect the structure of the transporter, which apparently 

does not require any ligand to maintain the inward–open conformation (Figure 8.B). Indeed, when 

the Cl- anions are present, the residence time of K+ increased. In the inward–open conformation 

(simulation IO_KCC), the three ions remain bound for ~220ns (Figure 9.A), a comparable timespan 

to that found in previous simulations33. After ~220ns, Cl1 (see Figure 9.C) leaves the binding site and 

exits the intracellular vestibule towards the cytoplasm. This event destabilizes K+, which experiences 

larger fluctuations in the binding site (Figure 9.A), ultimately resulting in the exit of this ion from the 

intracellular vestibule after ~450ns. Thus, the lifetime of Cl1 and K+ in their respective binding sites 
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seems highly correlated, as previously suggested33. Cl2, on the other hand, remained stably bound to 

its binding site throughout the simulations, even after the unbinding of Cl1 and K+. This finding is 

also in line with what was previously described33. Notably, the overall structure of the transporter did 

not change upon different ion occupancy, stably maintaining the inward–open conformation (Figure 

9.B, C). 

 

Figure 8. (A) RMSD during the simulations of the IO_K. RMSD of the backbone of the full transmembrane 
domain in blue (BB). RMSD of the backbone of the transmembrane helices in green (SS). (B) Representation 
of the width of the transport path during the simulation of the IO_K model. The opaque orange sphere 
indicates the initial position of the bound K+, and transparent spheres represent the exit pathway of K+. 
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Figure 9. (A) Position of the ions along the axis perpendicular to the membrane bilayer during the simulation 
of the IO_KCC model. (B) RMSD of the IO_KCC model during the MD simulation. RMSD of the backbone 
of the full transmembrane domain in blue (BB). RMSD of the backbone of the transmembrane helices in green 
(SS). (C) Representation of the width of the transport path during the simulation of the IO_KCC model. Green 
and orange circles represent initial positions of bound Cl and K, respectively. Cl1 is closest to the extracellular 
side, and Cl2 is closest to the intracellular side. 

MD simulations reveal a putative occluded state. We also investigated the ions binding in the outward–

open conformation. Simulations of the OO_KCC model displayed a different behavior compared to 

IO_KCC. All bound ions remained in their binding sites for the whole duration of the simulation 

(500ns) (Figure 10.A). Notably, Cl1 attempted to move towards the extracellular side in the 100–

200ns window of the simulation time, but then settled again stably in its original binding site. Only 

then, the secondary structure RMSD started stabilizing (Figure 10.B), and the volume of the outer 

vestibule started decreasing (Figure 10.C, D). The closing of the extracellular vestibule was also 

observed in the OO model (see above) once the inhibitor was removed from its binding site. This is 

here more severe, decreasing to levels seen in the IO conformation. The result of this simulation is a 

state in which the three binding sites are inaccessible to the solvent, indicative of an occluded state. 
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Figure 10. (A) Position of the ions along the axis perpendicular to the membrane bilayer during the simulation 
of the OO_KCC model. (B) RMSD of the OO_KCC model during the MD simulation. RMSD of the 
backbone of the full transmembrane domain in blue. RMSD of the backbone of the transmembrane helices in 
green. RMSD of the backbone of the transmembrane helices calculated against the initial KCC1 K-bound 
structure in orange. (C) Volume of the inner and outer vestibule during the simulation of the OO_KCC model. 
(D) Representation of the width of the transport path during the simulation of the OO_KCC model. Green 
and orange circles represent initial positions of bound Cl and K, respectively. Cl1 is closest to the extracellular 
side, and Cl2 is closest to the intracellular side. 
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3.4. Discussion 
Our classical MD simulations of the newly obtained KCC1 in both the inward-open and outward-

open state, allowed for several relevant conclusions. For instance, we observed that the VU0463271 

inhibitor stabilizes the outward-open conformation of the KCC1 structure. Simulations reveal that the 

removal of VU0463271 causes the KCC1 structure to deviate from the outward-open conformation, 

without adopting the inward-open conformation, indicating the likelihood of an intermediary, possibly 

occluded, state being sampled. Additionally, the loading of ions is found to be synergistic, as 

simulations demonstrate a correlation between Cl1 and K+ binding. The unbinding of one of these 

ions precipitates the unbinding of the other, and the absence of Cl2 results in the swift unbinding of 

K+. This synergy and the observed structural transitions provide insights into the dynamic behaviors 

and regulatory mechanisms of the KCC1 structure in the presence and absence of inhibitors and ions. 

3.5. Methods 
Models included only the transmembrane domain (comprising residues 116-661) of one KCC1 

monomer embedded in a POPC bilayer. Models IO_K and IO_KCC were based on the 

experimentally determined structures of KCC135 in the inward–open conformation bound to K+, 

while models OO_VU and OO_KCC were based on the experimentally determined structure of 

KCC135 in the outward–open conformation bound to inhibitor VU0463271. The location of chloride 

ions in models IO_KCC and OO_KCC were determined from a previously published structure of 

KCC1 (PDB code: 6KKR) after alignment of the residues composing the ions binding sites. Model 

OO was generated by removing the inhibitor from the last snapshot of a 500 ns long MD simulation 

of model OO_VU. Before starting the simulation without VU0463271, the space previously occupied 

by this inhibitor was filled with water molecules. An extracellular loop between helices TM3 and TM4, 

missing in the experimental structure of the transporter/inhibitor complex, was modelled using 

Modeller162,238. The outward–open experimental structure also lacked six residues at the cytoplasmic 

end of TM12. Since this helix was solved in the inward–open structure, the coordinates of the missing 

residues were transferred from this structure after alignment of the terminal segment of the helix. The 

ionization state of titratable residues was determined using PropKa 3.0 assuming pH 7239. The 

simulation cells included the transporter and its ligands (if any), together with 359 POPC molecules, 

84 Cl, 86 K ions (in the bulk solution, corresponding to about 150 mM concentrations) and 31224 

water molecules (~ 150,300 atoms in total for a simulation box of ~112 x 112 x 121 Å3 size). Initial 
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configurations of each simulation cell were assembled using Packmol-Memgen240, part of the 

AmberTools software package. 

MD simulations were performed with the GPU version of the PMEMD code241 of the AMBER 

package242. The ff14SB force field was used for the protein243, Lipid17 for the POPC bilayer244, TIP3P 

for water179 and for the ions245. The system was treated under periodic boundary conditions, using the 

particle mesh Ewald246 method to compute long-range electrostatics. A 10 Å cutoff was used for the 

real part of the electrostatic and for van der Waals interactions. The SHAKE algorithm was used to 

constrain bonds involving hydrogen atoms170, allowing an integration time step of 2 fs. Simulations 

were performed at constant temperature (310 K) and pressure (1 bar). The POPC bilayer and water 

solvent were allowed to equilibrate around the protein during 200 ns of MD simulations. After energy 

minimization, the system was gradually heated to 310 K, maintaining the protein backbone close to 

the crystallographic positions by applying a harmonic restraint. Then, about 500 ns of production MD 

were performed for each model. A clustering analysis was performed based on the density of data 

points247. Radius of largest sphere was determined with HOLE248. 
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Chapter 4: 

The cation-chloride cotransporter NKCC1 operates 

through a rocking-bundle mechanism 

4.1. Abstract 
The sodium, potassium, chloride cotransporter 1 (NKCC1) plays a key role in tightly regulating ions 

shuttling across cell membranes. Lately, its aberrant expression and function have been linked to 

numerous neurological disorders and cancer, making it a novel and highly promising pharmacological 

target for therapeutic interventions. A better understanding of how NKCC1 dynamically operates 

would therefore have broad implications for the several ongoing efforts toward its exploitation as a 

therapeutic target through its modulation. Based on recent structural data on NKCC1, we reveal 

conformational motions that are key to its function. Using extensive deep learning-guided atomistic 

simulations of NKCC1 models embedded into the membrane, we captured complex dynamical 

transitions between alternate open conformations of the inner and outer vestibules of the 

cotransporter and demonstrate that NKCC1 has water permeable states. We found that these 

previously undefined conformational transitions occur via a rocking-bundle mechanism characterized 

by the cooperative angular motion of transmembrane helices (TM) 4 and 9, with the contribution of 

the extracellular tip of TM 10. We found these motions to be critical in modulating ion transportation, 

and in regulating the water transporting capabilities of NKCC1. Specifically, we identified inter-helical 

dynamical contacts between TM 10 and TM 6, which we functionally validated through mutagenesis 

experiments of four new targeted NKCC1 mutants. We conclude showing that those four residues 

are highly conserved in most Na+-dependent cation chloride cotransporters (CCCs), which highlights 

their critical mechanistic implications, opening the way to new strategies for function modulation of 

NKCC1 and thus to potential drug action on selected CCCs249.  
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4.2. Introduction 
The cation chloride cotransporter (CCC) NKCC1 is a modulator of intracellular Cl- concentration in 

diverse cell types, in numerous body organs. Particularly, NKCC1 is expressed in parenchymal brain 

cells, where it regulates intraneuronal Cl- concentration which in turn is crucial for the modulation of 

the function of the neurotransmitter GABA84. In the majority of cell types, NKCC1 uses an inward-

directed Na+ gradient to import Na+, K+ and Cl-, in a 1:1:2 stoichiometry. NKCC1 is also highly 

expressed on the apical membrane of the choroid plexus, where it plays a major role in producing and 

regulating cerebrospinal fluid (CSF). Importantly, in recent years, extensive research has shown that 

an increased intracellular Cl- concentration in neurons is symptomatically related to multiple 

neuropathologies and also glioblastoma, along with the growing body of literature showing the 

important pathological role of NKCC1 in increased CSF production6,155,250–252. Accordingly, 

normalization of intracellular Cl- concentration and of CSF hypersecretion in the brain by modulation 

of CCC (including NKCC1) functions is considered a very promising strategy for neuroscience drug 

discovery130,144,148,155,250. A fundamental understanding of the structure, dynamics and overall 

conformational motions of NKCC1 for ion passage may therefore open new avenues for therapeutic 

interventions on many human disorders ranging from brain and hearing to kidney and cancer diseases. 

Interestingly, 15 NKCC1 structures have been recently resolved alone or together with unselective 

inhibitors (e.g., the FDA-approved diuretic bumetanide). All these recent cryo-EM structures of 

NKCC1 have clarified several functional features of its multidomain system32,34,38,44,253, revealing a 

structural similarity to the LeuT-fold transporters23,254. In particular, NKCC1 is a homodimer, where 

each monomer is constructed by three main components: a conserved transmembrane (TM) domain, 

composed of 12 helices organized in two inverted repeats of five-helix bundles, which contain all four 

ion binding sites (Figure 11.A). Two additional intracellular domains are the disordered amino-

terminal and the large carboxy-terminal domains, which are related to NKCC1 activation (Figure 

11.B)34. 
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Figure 11. NKCC1’s structure embedded in the membrane. (A) 3D representation of full length human NKCC1 
(PDB 7MXO), with each monomer represented in dark and light grey. Each monomer is constructed by three 
main components: i) a conserved TM domain, composed of 12 helices, which contains all four ion binding 
sites, shown in green, blue and orange for Cl- , Na+ and K+ ions, respectively; ii) the disordered amino-terminal; 

and iii) the large carboxy-terminal domains34. All structures of NKCC1, and related  CCCs of the same family41, 
revealed that the TM helices are organized in two inverted repeats of five-helix bundles – also known as LeuT-

fold11,23,254,255. (B) Schematic representation of NKCC1, showing its homodimeric structure with one 
monomer represented to highlight the transmembrane domains (TMs, dark grey); the other monomer 
represented to highlight the channel arrangement across the cell membrane (light brown); the two five-helix 
bundle inverted repeats (TM 1 to TM 5 and TM 6 to TM 10) and the dimeric interface (TM 11 and TM 12). 
The amino and carboxy terminal domains are also highlighted. 

The NKCC1 structures recently resolved have also confirmed that NKCC1 operates transiting from 

conformations where the ion binding sites are exposed either to the extracellular or to the intracellular 

side of the membrane255. That is, NKCC1 must transit dynamically through two distinct 

conformational states: an outward open (OO) state, in which the transporter binds to ions from 

outside of the cell, and an inward open (IO) state, in which the protein releases the ions to the inside 

of the cell (Figure 12). However, the mechanism for the IO ↔ OO conformational transitions in 

NKCC1 is unclear. 



59 
 

 

Figure 12. An essential conformational transition for alternating accessibility of ion binding sites allows 
NKCC1 ion transport. (A) Schematic representation of Outward Open (left) and Inward Open (right) NKCC1 
conformation. Ionic binding sites are exposed to the extra and intracellular side of the membrane, respectively. 
(B) In gray, atomic surface representation of Outward Open (left) and Inward Open (right) NKCC1 
conformation. Ionic binding sites for Na+, K+, and Cl- are shown as colored surfaces (blue, orange, and green, 
respectively), and ions are represented as colored spheres. Outer (left) and inner (right) vestibules, open to the 
extra and intracellular sides of the membrane, are highlighted with discontinuous black lines. 

In this context, we have explored here different molecular mechanisms for IO ↔ OO conformational 

transitions in NKCC1 and ions transport in NKCC1 embedded in the membrane. To do so, we have 

used extensive classical equilibrium molecular dynamics (MD) simulations and deep learning-guided 

enhanced sampling free energy calculations216,256. We also validated our in-silico evidence by biological 

functional studies in cell cultures with targeted NKCC1 mutagenesis. Combining our molecular 

modeling and molecular biology experiments, we clarified the complex IO ↔ OO conformational 
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transition in NKCC1 and revealed that it operates through a rocking-bundle mechanism. In addition, 

we have identified specific inter-helical dynamical contacts that we have found to be fundamentally 

involved in the transport cycle of NKCC1, favoring also water diffusion through the transporter. 

Based on structural similarities and biochemical data analyses, we propose that our findings could be 

extended to all Na+-dependent CCCs. 
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4.3. Results 

4.3.1. NKCC1 operates via a rocking-bundle mechanism for conformational 

transitions 

To investigate the mechanism of the NKCC1 ion transporter, we ran extensive classical molecular 

dynamics (MD) simulations coupled to on-the-fly probability enhanced sampling (OPES) method to 

handle elaborated deep learning-derived collective variables (CVs) needed to capture complex 

dynamical phenomena213,216 and accelerate a meaningful sampling of the underlying conformational 

space. Notably, these simulations of atomistic models embedded into the membrane were grounded 

on the recently resolved human NKCC1 structures. Specifically, our realistic models were based on 

the structure of the Inward Open (IO) state34 and a partially loaded Outward Open (OO) state of 

NKCC1 (Figure 12.B)44. We initially focused on NKCC1 model systems in which ions bound at the 

vestibules are absent (i.e., the ions’ external gates at the transporter, see Figure 12). This setup allowed 

focusing our exploration on the mechanistic transitions between the IO ↔ OO NKCC1 

conformations. As a result, we could sample 16 IO ↔ OO conformational transitions (Appendix 

Figure SI 4) and collected over ∼2 μs of trajectories from a total of 3 independent enhanced sampling 

simulations, in addition to ∼2.5 μs of equilibrium MD runs. 

There are diverse alternating access mechanisms that could allow NKCC1 to shuttle ions inside the 

cell, passing across the cell membrane11,255. For example, the ‘rocking bundle’ or the ‘elevator’ 

mechanism are equally plausible alternating mechanisms for ions transport across the membrane. 

Significantly, these distinctive alternating mechanisms differ in the active motions of specific 

transmembrane (TM) helices, which must assist the dynamical passage of ions. The IO ↔ OO 

conformational transitions observed in our simulations revealed that NKCC1 operates through the 

‘rocking-bundle mechanism’257. In particular, our computational evidence shows the exact protein 

motions for NKCC1’s function, clarifying which specific dynamics operates within the general 

‘alternating access mechanism’. We found indeed that the inner and outer NKCC1’s vestibules 

alternate their accessibility using the rocking-bundle mechanism for NKCC1 characterized by the 

motion of TM helices TM 4 and TM 9. In fact, both TM 4 and TM 9 stably maintained their initial 

structure for over ∼1 µs in both IO and OO states during our equilibrium MD, with an average root 

mean square deviation (RMSD) of 0.68 ± 0.14 Å and 0.72 ± 0.11 Å, respectively. However, in all the 

16 IO ↔ OO transitions (Figure 13.B), these TM helices showed a concerted angular motion, with 

a rotation of at most 14° with respect to the intracellular extreme of TM 2 and TM 7 - both located 
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within the static domain formed by TM 1, TM 2, TM 6 and TM 7 of NKCC1 (Figure 13.A), which is 

used for structure alignment. The RMSD of TM 4 and TM 9, in the IO and OO states of the cryo-

EM structures, was 4.21 Å (vs 1.75 Å for the whole remaining TMs). This confirmed the concerted 

movement of these two TM helices to be in line with an angular motion typical of the rocking-bundle 

mechanism (Appendix Figure SI 1;258). 

 

Figure 13. Rocking-bundle angular motion of specific NKCC1 TMs facilitates alternate accessibility of ion 
binding sites. (A) Schematic representation of NKCC1’s angular motion, defined as the change of the angle (α) 
between TM 4 and TM 9 (in green) and TM 2 and TM 7 (in red), during the conformational transition between 
the Outward Open state (bright green) and Inward Open state (dim green), calculated from the centers of mass 
of the backbone atoms from the extracellular and intracellular tip of TM 4 and TM 9  and the intracellular tip 
of TM 2 and TM 7 (in red). (B) Quantification of TM 4 and TM 9 angular motion represented by the angle α 
through 16 conformational transitions from OPES Explore simulations. The light brown horizontal bars 
represent the Outward Open and Inward Open average angle α ± 1SD calculated from 1 µs of equilibrium 
molecular dynamics (MD). Circles represent the starting point of each transition, whereas the triangles represent 
the endpoint of the same transition and its direction. Circles and triangles are colored depending on the NKCC1 
conformation they represent (bright green for Outward Open and dim green for Inward Open). 

Interestingly, we found that TM 4 and TM 9 operate as a joint structural motif due to several 

hydrophobic interactions at their interface, in agreement with previous structural observations44. Here, 

we found that these hydrophobic interactions involved Ala 414, Val 417, Val 418 and Leu 421 from 

TM 4, while Phe 659, Leu 663 and Ile 666 from TM 9 (Figure 14). These interactions, statically present 

also in the cryo-EM structures32,34,38,44,253, were stably maintained during our equilibrium MD 

simulations, in both the IO and OO states. In addition, we observed the crucial involvement of TM 

10, which was key to the NKCC1’s rocking bundle mechanism in our simulations. TM 10 is connected 

by a short loop on the extracellular side to TM 9. This connection made TM 10 susceptible to 
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conformational changes due to TM 4 and TM 9’s angular motion, when transiting from the IO to the 

OO state (and vice versa). In our simulations, this motion modulated the solvent accessibility to the 

outer vestibule of NKCC1. In detail, TM 10 rested at an angle of 151.2 ± 2.9° during our equilibrium 

MD of the IO state, while it conserved an angle of 169.2 ± 4.0° in the OO state throughout the 

equilibrium MD. However, during IO → OO transitions, TM 4 and TM 9’s angular motion was critical 

to drag the TM 10’s extracellular tip outward, allowing the solvent to access the outer vestibule (Figure 

15.A). In the OO → IO transitions, TM 10 was dynamically straightened (again, from 151.2 ± 2.9° to 

169.2 ± 4.0°). This broke the interatomic contacts at the TM 10-TM 6 interface (i.e., Asn 672 with Ile 

493, Pro 676 with Ala 492 and Ser 679 with Pro 496, at the TM 10 and TM 6, respectively; Figure 16, 

inset on the top right). Notably, Pro 496 and Ser 679 interacted with water molecules, thus potentially 

assisting the flooding of water into the NKCC1’s outer vestibule. This mechanism is again in line with 

a rocking bundle mechanism. Also, in agreement with this evidence, during OO → IO transitions TM 

4 and TM 9’s angular motion pushed TM 10’s extracellular tip inward, therefore disabling solvent 

accessibility to the outer vestibule of NKCC1. Taken together, these results show that the inward ↔ 

outward motion of TM 10 modulates NKCC1 solvent accessibility, as observed in all the 16 

conformational transitions (Figure 15.B).  
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Figure 14. Stabilization of the hydrophobic interface between TM 4 and TM 9 allows for their cooperative 
action. Representation of human NKCC1 embedded in the cell membrane, with TM 4 and TM 9 highlighted 
in bright yellow. Inset on the right: Higher magnification of the hydrophobic interface between TM 4 and TM 9 
(highlighted by the oval), which allows for their cooperative angular motion. Relevant residues are shown as 
sticks with their atomic surfaces pictured in red (oxygen), blue (nitrogen), grey (carbon) and white (hydrogen). 
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Figure 15. NKCC1 TM 10’s corking motion modulates ion/water access to the outer vestibule. (A) 
Schematic representation of NKCC1 TM 10’s corking motion, defined as the change of TM 10’s (in green) 
intrahelical angle (θ), during the conformational transition between the Outward Open state (bright green) 
and Inward Open state (dim green), calculated from the centers of mass of the backbone atoms from TM 10’ 
intra and extracellular tips, and the backbone atoms where TM 10 bends. (B) Quantification of TM 10’s 
corking motion represented by the angle θ through 16 conformational transitions from OPES Explore 
simulations. The light brown horizontal bars represent the Outward Open and Inward Open average angle θ 
± 1SD calculated from 1 µs of equilibrium molecular dynamics (MD). Circles represent the starting point of 
each transition, whereas the triangles represent the endpoint of the same transition and its direction. Circles 
and triangles are colored depending on the NKCC1 conformation they represent (bright green for Outward 
Open and dim green for Inward Open). 
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Figure 16. The interface between TM 10 and TM 6 highlights crucial interactions that determine accessibility 
of extracellular binding sites. Representation of human NKCC1 embedded in the cell membrane, with TM 10 
and TM 6 highlighted in bright yellow. Inset on the top right: In the IO state, as shown by the light green 
schematic representation, interacting residues at the TM 10 and TM 6 interface are shown as sticks with their 
atomic surfaces (pictured in red – oxygen, blue – nitrogen, grey – carbon and white – hydrogen), blocking 
solvent access to the outer vestibule. Inset on the bottom right: In the OO state, as shown by the light orange 
schematic representation, previously interacting residues at the TM 10 and TM 6 interface are now shown to 
be too far apart to form bonds. 

Next, we also investigated the possibility for NKCC1 to operate by the so-called ‘elevator mechanism’, 

which would be alternative to the rocking bundle one. The possibility of identifying an elevator 

mechanism was evaluated by measuring the vertical translation of TM 4 and TM 9 vs TM 2 and TM 

7, which are part of the static domain. We found that TM 4 and TM 9 did not show any vertical 

translation during any of the conformational transitions, as their relative positions in the IO and OO 

state cryo-EM structures were not vertically translated. This is not what would be expected for an 
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elevator mechanism (Appendix Figure SI 5). Altogether, our results indicate a rocking-bundle 

mechanism for NKCC1 function, while excluding an elevator mechanism.  

To test the functional importance of TM 10’s motion and association with TM 6 as evidenced by our 

simulation data, we performed cell and molecular biology experiments in standard stable cell lines 

(HEK293 kidney cells) transfected with 4 diverse mutants (Ala490Trp, Leu664Ala, Asn665Ala and 

Ala668Trp) of mouse NKCC1. Specifically, the NKCC1 constructs were generated with 4 mutations 

on residues located at the interface between TM 10 and TM 6. These TM residues, all located at the 

outer vestibule (Figure 17.A), were selected because of their involvement in the dynamic interaction 

network highlighted by our MD simulations for NKCC1 conformational transitions. Next, we 

performed in vitro Cl- influx assay150,259,260 measurements on HEK293 cells transfected with one of 

the four mouse NKCC1 mutants, at the time.  
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Figure 17. Mutagenesis targeting residues from TM 10 and TM 6 highlight their functional relevance. (A) 
Representation of human NKCC1 embedded in the cell membrane, with TM 10 and TM 6 highlighted in bright 
yellow. Inset on the right: The interface between TM 10 and TM 6 where homologous mutated residues are shown 
as sticks and are highlighted in green surface. Namely these residues are mouse A490W (human Ala 497), mouse 
L664A (human Leu 671), mouse N665A (human Asn 672) and mouse A668W (human Ala 675). Grey surface 
represents the position of residues that mainly form/break interactions throughout TM 10’s corking motion. 
(B) Example traces obtained in the Cl− influx assay on HEK293 cells transfected with the WT NKCC1 
transporter or NKCC1 mutated at different residues. The arrow indicates the addition of NaCl (74 mM) to 
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initiate the NKCC1-mediated Cl− influx. (C) Quantification of the mouse NKCC1 inhibitory activity using the 
Cl- influx fluorescence assay in HEK293 cells. A fluorescence signal decrease, corresponding to a decrease in 
NKCC1 transporter activity, was observed for all the cells transfected with NKCC1 mutants. Data are 
normalized and the average of the last 10 seconds of kinetics is plotted (ΔF/F0). Data are presented as a 
percentage of the WT. Data represent mean ± SEM from 3–4 independent experiments (Kruskal-Wallis one 
way ANOVA, H=216, DF=6, followed by Dunn’s post hoc test on multiple comparisons, *** P = 0.0002, **** 
P < 0.0001). 

In our in vitro cellular assay, all mutations lead to a decrease in ion transport function, when compared 

to the wild-type (WT) mouse NKCC1 (Figure 17.C). In detail, the selected mutations were Ala490Trp 

(equivalent to human NKCC1 Ala497Trp at TM 6, alignment shown in Appendix Figure SI 9). This 

mutation introduces a bulky side chain that disrupts the formation of the Ser 679 – Pro 496 interaction 

at the TM 6 – TM 10 interface at the outer vestibule. Ala490Trp mutation led to reduced transport by 

a factor of 1.7 when compared to the WT NKCC1. We infer that by affecting TM 10’s motion, the 

NKCC1’s IO state is destabilized, therefore disrupting ion transport. Additionally, the mutations 

Leu664Ala, Asn665Ala and Ala668Trp (equivalent to human Leu671Ala, Asn672Ala and Ala675Trp, 

see Appendix Figure SI 9 - all residues located in the extracellular tip of TM 10) also led to a 

reduction in ion transport by a factor of 1.4, 1.3, and 1.6, respectively, when compared to the wildtype 

NKCC1 (Figure 17.C). In this context, the Leu664Ala and Asn665Ala mutations on TM 10 remove 

the side chain that interacts with the Asn672 and Ile493 residues on TM 10 and TM 6, respectively. 

The mutation Ala675Trp introduces a bulky sidechain that disrupts the formation of the Pro 676 – 

Ala 492 interaction, weakening the TM 10 mobility (Figure 17.A).  

Overall, our simulations and mutagenesis data support a rocking-bundle mechanism for NKCC1 

conformational transitions, which critically relies on the TM 4 and TM 9’s angular motion and dynamic 

contacts of residues at the TM 6 – TM 10 interface, with TM 10 that seems to also modulate the access 

of the solvent to the outer vestibule. 

4.3.2. Free Energy simulations characterize the previously elusive NKCC1’s occluded 

state 
Then, we analyzed the free energy surface (FES) for IO ↔ OO conformational transitions of NKCC1 

as revealed by the OPES Explore algorithm and collective variable (CVs) used to enhance the sampling 

of the complex dynamical transitions between open conformations of the inner and outer vestibules 

of the transporter (see paragraph above and methods section). Our simulations revealed four distinct free 

energy minima that correspond to conformational states of NKCC1. Notably, the IO state is located 

in the deepest minimum. We found that the IO state basin was centered on a value of -1.6 in the CV 
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dimension (Figure 18 and Appendix Figure SI 6). Further equilibrium MD starting from snapshots 

extracted from this basin showed a stable IO model (Appendix Figure SI 7.A). On the other hand, 

the OO state was distributed into a shallow area located at ∼2.6 in the CV dimension of the FES. 

However, we found this area to cover different hydration states of the transporter (OOw and OOd in 

Figure 18). That is, both OOw and OOd are stable OO state conformations that differ in the extent 

of their water hydration (Appendix Figure SI 7.B). Indeed, the outer vestibule in the OOd minimum 

has a coordination number of waters of ∼10.5, while the outer vestibule in OOw showed a 

coordination number of ∼20.5.  

 

Figure 18. Free Energy Surface identifies relevant NKCC1 conformations for the Inward Open ↔ Outward 
Open transition. (A) Representation of the Free Energy Surface of the conformational transition between 
human NKCC1 IO and OO states computed by OPES Explore over the DeepLDA collective variable and the 
outer vestibule water coordination collective variable. Energetical basins are highlighted with a schematic 
representation of the conformation they identify. These are, namely: the IO state, the occluded state (labeled 
Occ), the OOd state (outward open “dry” – lower outer vestibule hydration) and OOw (outward open “wet” – 
higher outer vestibule hydration. (B) Higher magnification of the hexagon in A representing the main gating 
interactions that occlude the outer vestibule and block solvent access to the ionic binding sites. Relevant 
residues are shown as sticks with their atomic surfaces pictured in red (oxygen), blue (nitrogen), grey (carbon) 
and white (hydrogen). (C) Higher magnification of the hexagon in A representing of the main gating 
interactions that occlude the inner vestibule and block solvent access to the ionic binding sites. Relevant 
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residues are shown as sticks with their atomic surfaces pictured in red (oxygen), blue (nitrogen), yellow (sulfur), 
grey (carbon) and white (hydrogen). 

Importantly, our exploration of the FES also captured NKCC1 in its occluded state (Occ, Figure 

18.A). Notably, such NKCC1 occluded state had been only hypothesized to exist261, as it has never 

been structurally determined, likely due to its transitory nature. This state was located at ∼0 in the CV 

space, with an outer vestibule hydration coordination number of 4.8. Notably, such an occluded state 

emerged naturally from our deep learning-guided enhanced sampling simulations trained solely on the 

IO and OO state conformations.  

In our simulations, the occluded state depicts NKCC1 with its ion binding sites inaccessible to the 

solvent, from either side of the membrane (Occ in Figure 18.A), and it is characterized by having 

both outer and inner vestibules occluded. The outer vestibule has in place an extensive intermolecular 

interaction hub. This was built up by Arg307, which formed a salt-bridge with Glu 389, and cation-π 

interactions with Phe 590 (Figure 18.B). Additionally, the interactions between Asn 672-Ile 493, Pro 

676-Ala 492 and Ser 679-Pro 496 were fully formed in the NKCC1 occluded state, thus occluding 

access of the extracellular solvent to the outer vestibule. On the other side, the inner vestibule was 

occluded to the intracellular solvent due to several other interactions among residues. Those 

interactions were mostly conserved also in the OO state of the cryo-EM structure44. Primarily, these 

interface residues interactions are formed after the shifting of Met 428 and the consequent occlusion 

by the intracellular loop 1. Interestingly, the salt-bridge between Asp 510 and Lys 624, formed in the 

OO state where it occludes the inner vestibule (Figure 18.C), is not formed in the occluded state. 

Notably, the occluded state was maintained for over 100 ns in our equilibrium MD simulations, which 

started from configurations of the Occ basin visited during the enhanced sampling trajectories 

(Appendix Figure SI 7.C), with an RMSD of 1.00 ± 0.11 Å. In these simulations, all ion binding 

sites remained inaccessible to the solvent from either side of the membrane, as shown in the occluded 

basin pore profile in Figure 19.B. Notably, this differs greatly from the IO and OO state equilibrium 

MD pore profiles (Figure 19.A and 19.C, respectively), confirming that such transitory state is 

structurally distinct from the IO and OO states. Ultimately, the occluded state is therefore the only 

transitory conformation that ensures solvent inaccessibility to the ion binding sites from both the intra 

and extracellular vestibules.  
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Figure 19. Pore profile confirms distinct binding-site accessibility of NKCC1 states along the Inward Open ↔ 
Outward Open transition. (A-C) Pore profile of the IO state (A), the occluded state (B), and OO state (C), 
schematically represented at the bottom. These profiles were obtained by calculating the radius of the largest 
sphere along the Z-axis of the ion translocation cavity, and then plotting the pore profile of several snapshots 
from their corresponding equilibrium MD simulations, computed by the software HOLE. Pore profiles were 
mirrored around radius 0 for visual clarity. The blue lines represent the outer vestibule, and the orange lines 
represent the inner vestibule of NKCC1. 

In our FES (Figure 18.A), the IO state transited to the occluded state with a barrier of ∼5.5 kcal/mol. 

From this transitory occluded state, there is another barrier of ∼5.5 kcal/mol to reach the OOw state. 

Interestingly, the reverse transition appears less energetically costly, as the OOw state transited to the 

occluded state with a barrier of ∼3.5 kcal/mol, then followed by a ∼0.5 kcal/mol barrier to reach the 

IO state. Therefore, the IO state was ∼7 kcal/mol more stable compared to the OOw state. Taken 

together, our simulations depict IO ↔ OO transitions passing though the occluded state, further 

corroborating the rocking-bundle mechanism for NKCC1 function. 

Then, we determined the free energy associated with ion binding to the NKCC1 OO state. According 

to previously published kinetic data21, ions bind to NKCC1 from the extracellular side of the 

membrane in the order Na+, Cl-, K+, Cl-. We first simulated Na+ binding to an unloaded OO state 
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NKCC1 structure (Appendix Figure SI 12.A), and found a ∆𝐺𝑏𝑖𝑛𝑑 ≈ -7.5 kcal/mol, with a binding 

barrier of ∆𝐺𝑇𝑆−𝑢𝑛𝑏𝑜𝑢𝑛𝑑
‡ ≈ 5.0 kcal/mol and an unbinding barrier of ∆𝐺𝑇𝑆−𝑏𝑜𝑢𝑛𝑑

‡ ≈ 12.5 kcal/mol. 

We then evaluated binding of the first Cl- ion to a Na+-bound OO state NKCC1 structure (Appendix 

Figure SI 12.B), which presented a ∆𝐺𝑏𝑖𝑛𝑑 ≈ 1.0 kcal/mol, with a binding barrier of 

∆𝐺𝑇𝑆−𝑢𝑛𝑏𝑜𝑢𝑛𝑑
‡ ≈ 4.0 kcal/mol and an unbinding barrier of ∆𝐺𝑇𝑆−𝑏𝑜𝑢𝑛𝑑

‡ ≈ 3.0 kcal/mol. Next, we 

evaluated K+ binding to a Cl--Na+-bound OO state NKCC1 structure (Appendix Figure SI 12.C), 

and we obtained a ∆𝐺𝑏𝑖𝑛𝑑 ≈ 1.0 kcal/mol, with a binding barrier of ∆𝐺𝑇𝑆−𝑢𝑛𝑏𝑜𝑢𝑛𝑑
‡ ≈ 4.5 kcal/mol 

and an unbinding barrier of ∆𝐺𝑇𝑆−𝑏𝑜𝑢𝑛𝑑
‡ ≈ 3.5 kcal/mol. After these ion binding simulations, we ran 

additional ~100 ns of equilibrium MD of each system and observed that all these partially/fully loaded 

states were stable, i.e., all ions remained stably coordinated to their binding site throughout the 

simulations time. Interestingly, within the first 5 ns of the K+-Cl--Na+-bound OO NKCC1 state, we 

observed the spontaneous binding of the second Cl- ion to its binding site, leading to the fully loaded 

OO state of NKCC1, which was stably maintained for over 1 µs. 

We analyzed the ion binding sites and ion coordination to inspect possible effects of the 

conformational transition OO → IO to those ion binding sites. First, we observed that ion loading 

does not affect the overall secondary structure of NKCC1 (RMSD between loaded and unloaded 

states: IO = 1.71 Å, occluded = 1.97 Å, OO = 1.63 Å) and that the fully loaded occluded → IO state 

conformational transition is characterized by the same angular motion of TM 4 and TM 9 (Appendix 

Figure SI 11). Also, we noticed that all ions remained bound to their respective site throughout the 

conformational transition OO → Occluded → IO, although minor changes were detected. In detail, 

the Na+ binding site is composed by residues: Leu 297, Trp 300, Ala 610, Ser 613, Ser 614. Na+ 

maintains its interactions with most of its coordination sphere in the fully loaded OO, occluded and 

IO states (Appendix Figure SI 13.A). The only state-dependent modification are the interactions 

between Na+ and Ala 610, which change during the conformational transition. This distance started at 

an average length of 2.7 ± 0.7 Å in the OO state (i.e., tightly bound), and increased in both occluded 

and IO states to respectively 4.4 ± 0.5 Å and 4.6 ± 0.4 Å (i.e., loosely bound). The interactions of the 

first Cl- to its binding site (closest to the intracellular side), are with residues: Gly 500, Ile 501, Leu 

502, Tyr 686. These remained unchanged between the fully loaded OO, occluded and IO states 

(Appendix Figure SI 13.B). Most of K+ interactions with its binding site, which is composed by 

residues: Asn 298, Ile 299, Tyr 383, Pro 496, Thr 499, are stably maintained through NKCC1’s 

conformational transition (Appendix Figure SI 13.C). The exceptions are the interaction between 
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the bound K+ and residue Asn 298, which changes during the conformational transition. This K+ is 

initially tightly bound in the OO state (average distance to Asn 298 = 2.9 ± 0.3 Å) to become loosely 

bound in the Occ and IO states (average distance to Asn 298 = 4.1 ± 0.8 Å and 4.4 ± 0.7 Å, 

respectively). The interaction with Thr 499 also changes during the conformational transition, 

although this occurs at a different stage of the process. In both OO and Occ states, K+ remains tightly 

bound (average distance to Thr 499 = 2.7 ± 0.2 Å and 2.8 ± 0.2 Å, respectively) but becomes loosely 

bound in the IO state (average distance to Thr 499 = 4.3 ± 1.6 Å). On the other hand, the second Cl- 

has a distinctive binding mode to its binding site (closest to the extracellular side), which is composed 

by residues: Val 302 and Met 303. In the OO state, it can be found loosely bound to both Val 302 and 

Met 303 (average distance to each residue being 4.5 ± 1.7 Å and 5.2 ± 1.8 Å, respectively). Whereas it 

is tightly bound in the occluded (average distance to each residue being 2.4 ± 0.2 Å and 2.6 ± 0.2 Å, 

respectively) and IO state (average distance to each residue being 2.5 ± 0.3 Å and 2.7 ± 0.3 Å, 

respectively). These results further support that this second Cl- has the propensity of spontaneously 

binding to the OO state.  

4.3.3. NKCC1 permeability allows water transportation 

To better understand the capabilities to transport water of NKCC1, we modeled two new additional 

conformational states. These were IO and OO, which we loaded with two Cl-, a Na+ and a K+ ions in 

their respective binding sites. These two fully loaded models allowed us to evaluate water permeability 

and water transport in NKCC1 in the presence of ions (as opposed to the previous models that were 

studied in the absence of ions). Notably, we observed an average of 13 water molecules trapped in the 

ion binding cavity through 100 ns of equilibrium MD simulations of the occluded state without ions 

bound. This value would then represent an estimation of the maximum amount of water molecules 

transported per alternating access cycle. Interestingly, our simulations also showed that NKCC1 

adopts water permeable states in the OO state (Figure 20.A), preferentially when unloaded (38.2% 

of the trajectory, Figure 20.B), while it does so only to a minor extent in the OO state with 4 ions 

bound (1.1%, Figure 20.C). Finally, NKCC1 is not permeable at all in the loaded and unloaded IO 

and Occluded states.  
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Figure 20. NKCC1’s outward open conformations are permeable to water. (A) Representation of NKCC1 
(grey cartoon) embedded in the membrane (black horizontal bars) in a water-permeable state. Water molecules 
are shown as red and white lines with a red atomic surface representation. A chain of water molecules whose 
oxygen atoms are within 4.0 Å of each other connecting the extracellular and intracellular solvent is present. 
(B, C) Schematic representation of both states that present permeability to water (outward-open without ions 
bound, B, or fully loaded, C), and their respective plot, which tracks the appearance of permeable states during 
each state’s equilibrium MD simulation. Vertical red bars represent snapshots from the respective simulation 
where a chain of water molecules whose oxygen atoms are within 4.0 Å of each other connecting the 
extracellular and intracellular solvent through NKCC1 is observed. 

Water-permeable states of NKCC1 have an average lifetime of 0.5 ± 0.5 ns, with a median of 0.2 ns 

and a maximum lifetime of 5.0 ns in the unloaded OO conformation. On the other hand, water 

permeable states in the OO fully loaded state have an average lifetime of 0.3 ± 0.2 ns, with a median 

of 0.2 ns and a maximum lifetime of 1.0 ns. This finding is in line with our mechanistic insights 

provided by the enhanced sampling simulations, which showed that in the IO states, TM 10 modulates 

the hydration of the outer vestibule. Ultimately, when NKCC1 adopts a permeable state, water 

molecules may diffuse across the membrane. During the 1 µs-long MD simulations of the OO state, 

we tracked 517 complete water molecule efflux events and 497 influx events (Figure 21). It is to be 

noted that these were pure diffusion events, as our MD simulations did not include any concentration 

gradient across the membrane. With this premise, we estimated the average water diffusion rate as 1.8 

± 2.5 ns and 2.0 ± 4.2 ns, in the outward and inward direction, respectively. 
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Figure 21. NKCC1 passively transports water. Histogram of all transport events detected in the state 
equilibrium MD simulation of NKCC1 outward open conformation with no ions bound, organized by the 
length of each transport event. Bars show the frequency of efflux/influx (orange/green) events per transport 
event duration. Vertical continuous lines show the mean, and discontinuous lines show the standard deviation 
(efflux, orange; influx, green). Some longer transport events were excluded from the histogram for clarity. 
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4.4. Discussion 
The cation chloride cotransporter (CCC) NKCC1 plays a crucial role in cellular osmolarity by 

regulating ionic balance and water flux262 , and it is currently targeted to treat a variety of related 

imbalance diseases, e.g. brain disorders including neurodevelopmental, neurodegenerative, 

neurological, disorders and hydrocephalus, as well as cancer6,155,250–252. Motivated by the recent 

structural data on NKCC1 in different conformations – inward open (IO) and outward open (OO) 

states – we built and simulated atomistic models of human NKCC1, where the transporter is 

embedded in the membrane. We used these models to run multiple µs-long MD equilibrium and 

enhanced sampling simulations of those key IO and OO states and capture the exact protein dynamics 

for IO ↔ OO transitions.  

Notably, our investigation led to a grand total of 16 conformational transitions observed using the 

OPES algorithm for enhanced sampling simulations216. These simulations revealed a rocking-bundle 

mechanism for conformational transitions for the unloaded NKCC1 protein. Specifically, such a 

rocking-bundle mechanism shows alternate access to the NKCC1 ion binding sites through two 

concerted motions. First, helices TM 4 and TM 9, associated to each other by hydrophobic 

interactions, go through an angular motion of ∼14° between the IO and OO state. This is then 

coupled by the motion of TM 10, linked by a short extracellular loop to TM 9. The latter alternatively 

affects the bending or straightening of TM 10, thus blocking/allowing solvent access to the ion 

binding sites from the extracellular side. Such motions were consistently observed in all our IO ↔ 

OO state transitions. We also observed these motions in our fully loaded NKCC1 model, suggesting 

that NKCC1 undergoes the rocking-bundle mechanism with and without ions bound. Remarkably, 

NKCC1’s TM 4, TM 9 and TM 10 behavior is conserved in the LeuT-fold sodium-benzylhydantoin 

transporter Mhp1 from Mycobacterium liquefaciens24, where the same TM helices may therefore carry out 

an analogous role for function.  

Importantly, from our enhanced sampling simulations, we also identified the so-called ‘occluded state’ 

for NKCC1, where the ion binding sites are inaccessible from both sides of the transporter (i.e., both 

the inner and outer vestibules are closed). Notably, the occluded state was only hypothesized to exist 

based on previous structural studies261, although it has never been experimentally observed in any of 

the CCCs. On the other hand, in our simulations, we like to emphasize that the deep learning-guided 

sampling of NKCC1 conformations detected such occluded state without any previous knowledge of 
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its existence. In other words, this previously uncharacterized occluded conformational state was not 

used to generate our dataset and identify proper collective variables (CVs) for deep-learning enhanced 

sampling simulations, which therefore have unexpectedly revealed such a minimum on the FES, with 

no external solicitation. In addition, the OO state shows two distinct conformations, distributed into 

a shallow area located at ∼2.6 in the FES. These conformations (OOw and OOd in Figure 18) show 

a difference in the extent of their water hydration (Appendix Figure SI 7.B) at the vestibules, due to 

the modulatory motion of TM 10. Interestingly, the hydration level of the outer vestibule in the OO 

state was significantly affected by the Arg 307-Glu 389 salt bridge (Appendix Figure SI 8). It is also 

worth noting that the drug bumetanide is bound to the outer vestibule in all the available cryo-EM 

structures of NKCC1 in the OO state44,253. Ligand binding at the outer vestibule hampers the 

formation of the Arg 307-Glu 389 salt bridge, which is therefore proven to be crucial for the rocking 

bundle mechanism in NKCC1.  

Overall, the IO state is found to be the lowest energy basin of the FES. From the IO state, the 

transporter transits to the OO state, passing through the occluded state. Our semiquantitative 

estimation of the energetic cost for the IO → OO transition is ∼10.5 kcal/mol, whereas the estimated 

cost for the OO → IO transition is ∼3.5 kcal/mol. Interestingly, these energetic estimates would also 

explain why all the so-far resolved NKCC1 apo structures have been captured in the lowest free energy 

IO state minimum.  

Another interesting observation is related to the possibility of NKCC1 to transport water molecules. 

Here, we have observed and quantified the ability of water to passively permeate through NKCC1. 

Using additional simulations with four ions bound to the IO and OO states, we could compare the 

presence of water molecules in different models and observe that NKCC1 indeed adopts water 

permeable states exclusively in the unloaded OO state (38.2% of the trajectory, Figure 20.B). We 

found that NKCC1’s water permeable states have an average lifetime of 0.5 ± 0.5 ns, with water 

molecules that can diffuse across the membrane. In our MD simulations of the OO state, we tracked 

517 complete efflux events and 497 influx events (Figure 21), which occur through diffusion, as our 

MD simulations does not imply concentration gradient across the membrane. With this premise, we 

estimated the average water diffusion rate, which is 1.8 ± 2.5 ns and 2.0 ± 4.2 ns, in the outward and 

inward direction, respectively. Water transport may also take place via the alternating access cycle. 

During the simulation of the occluded state without bound ions, we observed about 13 water 

molecules trapped in the ion binding region. The latter can be therefore considered an estimation of 
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the maximum amount of water molecules transported per alternating access cycle. Interestingly, these 

semiquantitative observation enrich the current experimental evidence for water transport by 

NKCC1263,264 and its functional implications in the context of cerebrospinal fluid accumulation 

recently demonstrated42,265. Indeed, water may cross the membrane via the formation of permeable 

states, as has been reported for a wide range of transporters; including Na+/glucose transporter 

(SGLT), glutamate transporter (Gltph), glycerol-3-phosphate transporter (GlpT), sodium-

benzylhydantoin transporter (Mhp1), and the maltose transporter266, and more recently also shown 

for the sodium/proton antiporter PaNhaP267.  

One more mechanistic feature from our simulations is the inter-helical interface intrinsically associated 

to NKCC1’s transport capabilities. This interface is formed by the extracellular tip of helices TM 10 

and TM 6. In particular, the interatomic contacts at the TM 10-TM 6 interface are maintained in the 

IO state (Figure 16), allowing sealing the outer vestibule in the IO state. This interaction will then be 

broken to transit to the OO state, aided by the specific rocking-bundle mechanism and the associated 

helices motions (TM 4 and TM 9, Figure 13). To prove the relevance of such a critical protein 

interface, we also mutated a few residues located in it. From mouse NKCC1, we inserted the following 

mutations: Ala490Trp in TM 6, and Leu664Ala, Asn665Ala and Ala668Trp in TM 10 (equivalent to 

human NKCC1 Ala497Trp, Leu671Ala, Asn672Ala and Ala675Trp, respectively). All these mutations 

led to a significant reduction in ion transport (Figure 17). This is also in line with previous cross-

linking experiments, which highlighted significant movement of TM 10 during NKCC1 ion 

transport268. This further validates the key modulatory motions reported here for TM 10. Notably, 

TM 4’s functional importance is supported by mutational data showing that the Arg410Gln mutation 

– located at the extracellular extreme of TM 4 – leads to a loss of function77. Our computational 

evidence is therefore well supported by our and literature’s mutagenesis data.  

Additionally, we have characterized the energy profile of ion binding to the OO state of NKCC1. 

Crucially, we found that the Na+ dissociation energy in the OO state is 12.5 kcal/mol, whilst its 

dissociation energy in the IO state has been previously reported to be 6.9 ± 0.8 kcal/mol269. We note 

that the free energy calculations for ion release that pertain the IO state269 were performed via well-

tempered metadynamics, whilst ours pertain the OO state for ion binding and unbinding using OPES 

Explore simulations. While qualitative, however, these results hint to a higher binding affinity of Na+ 

to the OO state than to the IO state. Notably, this is congruent with NKCC1’s use of Na+ 

electrochemical gradient to import Cl- and its overall functional cycle – where ions bind to the OO 
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state from the extracellular side of the membrane and are then released from the IO state into the 

intracellular side of the membrane.  

Extension of our mechanistic implications to Na+-dependent CCCs: Intriguingly, the results on 

the functional relevance of TM 4 and TM 9, along with TM 6 and TM 10, motivated our analysis of 

additional mutations of CCCs in this region, often linked to the insurgence of pathologies41. In doing 

so, we found a total of 38 mutations (including the new 4 mutations reported here), which are all 

located on the functionally relevant helices identified in our work, namely TM 4, TM 6, TM 9 and TM 

10, highlighted in red in Appendix Figure SI 9. These four TM helices present an extremely high 

level of conservation (considering either identity and similarity) in Na+-dependent CCCs – between 

80% and 100% when compared to human NKCC1, as shown in Appendix Figure SI 9. On the other 

hand, these functionally relevant TM helices present a much lower degree of conservation in Na+-

independent CCCs, with values ranging from 40% to 73% when compared to human NKCC1. 

Therefore, the rocking-bundle mechanism seems to operate only to Na+-dependent CCCs, to which 

NKCC1 belongs. Na+-independent CCCs (KCCs) may operate through a different alternate access 

mechanism, where transitions seem driven by different TM helices, like TM 3 and TM 8 in the human 

KCC135. In particular, we could only find 3 mutations in our region of interest in Na+-independent 

CCCs that lead to transporter dysfunction, and all these are in TM 6. However, these three mutations 

are reported to have functional effects that seem unrelated to the rocking-bundle alternating access 

mechanism. Specifically, the human KCC2’s Leu426Pro mutation leads to complete loss of protein 

function, with reduced expression and glycosylation102. The human KCC2’s Met438Val mutation alters 

the Cl2 binding site (referenced on the cited article as Met415Val because mutated in KCC2b) and 

therefore leads to impaired Cl- extrusion102. Finally, the Phe493CysfsX48 mutation in human KCC3 is 

associated to a frameshift mutation, which generally carries serious pathogenic consequences, like in 

this case with agenesis of the corpus callosum116.  

In summary, our computational simulations and free energy calculations, coupled to mutagenesis 

experiments, show that NKCC1 operates through the rocking-bundle mechanism, transiting from the 

unloaded inward open (IO) to the outward open (OO) states, and vice versa. We also found that the 

OO states are permeable to water, which can freely go through NKCC1 across the membrane. 

Importantly, we found that most functionally relevant TM helices involved in such a mechanism are 

highly conserved in Na+-dependent CCCs. This overall evidence and critical mechanistic implications 

could open to new strategies for NKCC1 function modulation and novel modes of drug action. 
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4.5. Methods 

4.5.1. Equilibrium MD 

The IO state model was constructed based on the cryo-EM structure of apo human NKCC134, using 

the transmembrane domain of one monomer (comprising residues 288 to 753). The OO state model 

was built from the last snapshot from previous simulations44, from which we removed bumetanide 

and bound ions and allowed water to flood the space previously occupied by the removed elements. 

For both states, NKCC1 monomer was embedded in a POPC bilayer. PropKa 3.0239 was used to 

determine the ionization state of titratable residues, assuming pH 7. The simulation box included 

NKCC1 accompanied by 221/308 POPC molecules, 59/63 Cl-, 29/31 Na+ and 31/33 K+ ions (in the 

bulk solution, corresponding to ∼150 mM concentration) and ∼19300/22000 water molecules. In 

total, ∼95000/114000 atoms and a simulation cell of 87 Å × 96 Å × 110 Å and 100 Å × 115 Å × 97 

Å dimensions, for the IO and OO state respectively. Initial configurations of each model were 

assembled using Packmol-Memgen240, part of the AmberTools software package. 

Equilibrium MD simulations were performed using the GPU version of the PMEMD code241 of the 

AMBER package242. The protein was modeled using the ff14SB force field243, Lipid17 for the POPC 

bilayer244, TIP3P for water270 and for the ions245. Periodic boundary conditions were employed, using 

the particle mesh Ewald method to calculate the long-range electrostatics246. The real part of the 

electrostatic and van der Waals interactions were computed with a 10 Å cut-off. The SHAKE 

algorithm170 was used to constrain bonds involving hydrogen atoms, allowing an integration time step 

of 2 fs. Simulations were performed at constant temperature (310 K) and pressure (1 bar). The POPC 

bilayer and water solvent were allowed to equilibrate around the protein during 200 ns of MD 

simulation. After energy minimization, the system was gradually heated to 310 K, maintaining the 

protein backbone atoms close to their cryo-EM position by applying a harmonic restraint. Then, 1 µs 

of production equilibrium MD was performed for each IO and OO state NKCC1. 

4.5.2. Conformational CV design 

To guide the exploration of such complex systems and transitions, we applied the OPES Explore 

algorithm, which requires the use of effective CVs to accelerate a meaningful sampling of the free 

energy surface. By combining OPES Explore with the DeepLDA CV that we developed, our 

simulations could capture the complex dynamical transitions between open conformations of the 

inner and outer vestibules of the transporter. Using the IO and OO state equilibrium MD simulations, 
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we selected all Cα-Cα pairs from all 12 TM helices, totaling to ∼75,000 Cα-Cα distances. These were 

then subsequently filtered, eliminating intra TM pairs and keeping pairs only from adjacent helices. 

Then, we kept Cα-Cα pairs whose average distance was deemed a contact (< 10 Å) in the IO state, 

and not a contact in the OO state (> 10 Å) and vice versa. Finally, we retained Cα-Cα distances that 

were significantly different between the IO and OO state, by eliminating those whose average was 

within 2 standard deviations between states. This resulted in a carefully curated selection of 90 Cα-Cα 

distances (see also Appendix Figure SI 2). From each 1 µs long equilibrium MD, 50,000 data points 

per distance and per state, were then fed to DeepLDA256. This produced a deep learning collective 

variable (CV)where the IO state was defined as -2.6 and the OO state was defined as 2.6.  

4.5.3. Water CV design 

The conformational CV was sufficient for enhanced sampling simulations to transit between the IO 

and the OO state, but we observed that these simulations were getting trapped in a state with the outer 

vestibule open and highly solvated. To aid water flushing from the outer vestibule, and reduce steric 

hindrance of water impeding structural rearrangements, we included a second water-focused CV. 

This CV consisted of the coordination number between a virtual atom placed in the center of the 

outer vestibule (Appendix Figure SI 3) and the oxygen atoms of water molecules271,272. The 

coordination was calculated using a switching function (see Formula 1) with the following parameters: 

r0=8.0 Å, d0=0, n=2 and m=8. This collective variable characterizes the water content of the outer 

vestibule, and, when its fluctuations were enhanced though a bias potential, we were able to obtain 16 

IO ↔ OO state transitions. 

𝑠(𝑟) =
1 − (

𝑟 − 𝑑0

𝑟0
)

𝑛

1 − (
𝑟 − 𝑑0

𝑟0
)

𝑚 

Formula 1. Switching function for the Outer Vestibule virtual atom – water coordination number 

4.5.4. OPES Explore 

We performed bidimensional OPES Explore216 on the DeepLDA CV and outer vestibule water 

coordination CV, through PLUMED 2.8273. We set an initial barrier value of 20 kcal/mol, a kernel 

deposition rate of 500 steps and a 310 K temperature. The initial sigma was set to 0.1 and 0.3, and the 

minimum sigma was set to 0.05 and 0.15, for the conformational and water CV, respectively.  
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4.5.5. Fully loaded NKCC1 conformations and ion binding simulations 

Fully loaded IO human NKCC1 was obtained by placing ions in their binding sites in accordance to 

their position in the zebrafish NKCC1 structure32, except for the Na+ cation which was placed in the 

center of mass of the coordinating atoms of the known Na2 binding site also identified in human 

NKCC134. This conformational state was then simulated for 1 µs. 

Fully loaded occluded human NKCC1 was obtained by applying distance restrictions to each ion and 

all coordinating atoms, from each ion’s respective binding site. The application of these restraints, for 

100 ns, led to a NKCC1 state with all four ions bound and inaccessible to the solvent from both 

extracellular and intracellular side of the membrane – a fully loaded occluded state. After restrictions 

were lifted, this state was maintained for 120 ns of equilibrium MD, after which NKCC1 transited 

into a fully loaded IO state. 

Fully loaded OO human NKCC1 was obtained by starting from previous simulations44, where 

NKCC1 was bound to bCl- (Cl- anion closest to the intracellular side), K+ and the inhibitor 

bumetanide. Bumetanide was removed, K+ was exchanged for a Na+ from the solvent, and the outer 

vestibule was allowed to be filled with water. After equilibration, we ran OPES Explore simulation 

biasing two collective variables (CVs). The first CV was the distance between the center of mass of 

the Na+ site coordinating atoms and the Na+ cation, currently bound to the K+ site. The second CV 

was the coordination number between the Na+ cation and the coordinating atoms of the Na+ site. We 

then selected a snapshot where the Na+ cation was within its binding site and ran 100 ns of equilibrium 

MD. We observed that bCl- and Na+ both stayed in their respective binding site through the 100 ns 

of simulation. We then selected the closest K+ to the outer vestibule from the solvent and ran a second 

OPES Explore over two similar CVs, but instead considering the K+ cation and the K+ binding site 

coordinating atoms. Then, a snapshot where K+ was bound to its site was selected and used for an 

equilibrium MD. After an initial run of 100 ns we observed that not only bCl-, Na+ and K+ remained 

in their respective binding sites, but spontaneous binding of tCl- to the top Cl- binding site was 

observed very soon after the equilibrium MD started. Given that this last simulation was of NKCC1 

in an OO fully loaded state we extended it to 1 µs. 

Na+ and Cl- binding calculations were performed as described in the previous paragraph. OPES 

Explore simulations of Na+ binding started from a snapshot from our unloaded OO state NKCC1 

equilibrium MD simulation. A snapshot where a Na+ ion was nearby the outer vestibule was selected, 
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and bias was applied to the distance between the ion and the center of mass of the coordinating atoms 

of Na+ binding site, and to the coordination number between Na+ and the coordinating atoms. OPES 

Explore simulations of Cl- binding started from the previously equilibrated MD simulation of Na+/Cl- 

-bound OO state NKCC1, using the same set of collective variables, considering Cl- and its respective 

binding site. Ion binding order to the OO state of NKCC1 (Na+, Cl-, K+, Cl-) was determined from 

experimental evidence21. 

For the OPES Explore simulations of NKCC1 loading, the barrier was set to 5 kcal/mol, a kernel 

deposition rate of 500 steps and a 310 K temperature. Both initial and minimum sigma were set to 

adaptive for both collective variables. The coordination for all ions was calculated using a switching 

function (see Formula 1) with the following parameters: r0=2.35 Å, d0=0, n=2 and m=8. 

4.5.6. Water permeability and transport 

Water permeability was defined as the presence of a network of water molecules, connected by a 

distance of at most 4.00 Å between oxygen atoms from water molecules, that encompassed the whole 

ion translocation pathway, connecting the extracellular and intracellular solvent (Figure 20). 

To determine water transport in our simulations we tracked each individual water molecule. An efflux 

event was determined to have happened when a water molecule crossed the inner membrane leaflet 

plane, the plane of the membrane bilayer, and then the outer membrane leaflet plane in this sequence 

specifically. An influx event was determined to have happened by a water molecule going through 

these planes in the reverse direction. Analysis were mostly performed with the MD analysis package274. 

4.5.7. Generation of NKCC1 mutants and Cl- influx assay 

Generation of mutants. Mutants of residues located in TM 6 and TM 10 in mouse NKCC1 (Ala490 

(TM 6), Leu664 (TM 10), Asn665 (TM 10), Ala668 (TM 10), mutating to Ala or Trp) were designed 

based on MD simulations.  NKCC1 mutants (Ala490Trp, Leu664Ala, Asn665Ala, Ala668Trp) were 

designed starting from the full-length mouse NKCC1 WT protein sequence cloned in the vector pRK5 

(obtained from Medical Research Council and the University of Dundee). The mutants were prepared 

by GenScript. For each mutant, the lyophilized DNA was resuspended and used to transform E. Coli 

TOP10 competent cells, and a maxi prep was performed to purify the DNA of each mutant. The 

sequences were then confirmed by Sanger sequencing.  

Cl influx assay. HEK293F cells were cultured in Dulbecco’s modified Eagle medium (DMEM) 

supplemented with 10% fetal bovine serum, 1% L-glutamine, 100 U/mL penicillin, and 100μg/mL 
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streptomycin, and maintained at 37°C in a 5% CO2 humidified atmosphere. To assess WT and mutant 

NKCC1 activity, 3 million HEK cells were plated in a 10 cm cell-culture dish and transfected with a 

transfection mixture comprising 5mL of DMEM, 4mL Opti-MEM, 8μg of DNA plasmid (pRK5 

vector) coding for NKCC1-WT, NKCC1-A490W, NKCC1-L664A, NKCC1-N665A, NKCC1-

A668W, or mock control (empty vector), together with 8μg of a plasmid coding for the Cl -sensitive 

variant of the mbYFPQS (Addgene plasmid #80742), and 32μL of Lipofectamin 2000. After 4 h, the 

cells were collected and plated in 96-well black-walled, clear-bottomed plates at a density of 250,000 

cells/well. After 48h, cells were used for the Cl influx assay. All reagents were purchased from Life 

Technologies, unless otherwise specified. The Cl-influx assay was performed in transfected cells 

treated with DMSO in 200 μL/well of a Cl -free-hypotonic solution (67.5mM Na Gluconate, 2.5mM 

K Gluconate, 15mM HEPES pH 7.4, 5mM Glucose, 1mM Na2HPO4, 1mM NaH2PO4, 1mM MgSO4, 

1mM CaSO4). After 30 min of incubation, plates were loaded into a multi-plate reader (Tecan Spark) 

equipped with an automatic liquid injector system, and fluorescence of Cl-sensitive mbYFPQS was 

recorded with excitation at 485 nm and emission at 535 nm. For each well, fluorescence was first 

recorded for 20 sec of baseline and for 60 sec after delivery of a NaCl concentrated solution (74mM 

final concentration in assay well). Fluorescence of Cl-sensitive mbYFPQS is inversely correlated to 

the intracellular Cl- concentration, therefore, Cl influx into the cells determined a decrease of 

mbYFPQS fluorescence. To quantify the average effects as represented by the bar plots, we expressed 

the decrease in fluorescence upon NaCl application as the average of the last 10 s of ΔF/F0 normalized 

traces. Moreover, for each experiment, to account for the contribution of Cl- changes that were 

dependent on transporters/exchangers other than NKCC1, we subtracted the value of the last 10 s of 

ΔF/F0 normalized traces obtained from mock-transfected control cells from the respective ΔF/F0 

value obtained from the cells transfected with WT or mutated NKCC1s. We then presented in the 

figure all the data as a percentage of the fluorescence decrease vs the value of the WT NKCC1- 

transfected cells. 
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Chapter 5: 

Concluding Remarks 
In this thesis, I delved deep into the significance of cation chloride cotransporters (CCCs), a pivotal 

family of transporters intricately linked with numerous neuropathologies. Our research aimed to 

contribute insights to the existing body of knowledge surrounding these captivating proteins. Yet, the 

vast expanse of the function and mechanism of CCCs still holds many enigmas. 

Our primary focus was on deciphering the conformational transition mechanism of NKCC1. 

However, it is worth noting that our approach was based on a simplified model, employing monomeric 

NKCC1 within a pure POPC membrane. While our simulations led to conclusions that found 

resonance with experimental data, and even inspired mutagenesis studies, they remain, at their core, 

simplifications. A more intricate exploration could consider the effects of a heterogeneous membrane, 

mirroring the lipid composition found in the brain. Such an approach would allow us to discern the 

specific lipids crucial for the optimal function of NKCC1 and those that are inconsequential. 

Furthermore, the lipid binding sites nestled within the dimeric interface of NKCC1 beckon further 

investigation to shed light on their purpose. Our work, at the very least, provides a foundational model 

for future researchers to juxtapose their findings against, especially when introducing more complex 

variables. 

By exclusively studying monomeric transporters, I sidestepped the potential implications of 

dimerization on CCC function and mechanisms. Questions abound: How does dimeric NKCC1 

influence its angular motion and solvent accessibility? Are the motions of each monomer independent, 

or is there an interplay between them? Existing research indicates that the monomers in dimers appear 

to rotate between inward-open and outward-open conformational states. What triggers this rotation? 

Is it a recurring event within each transport cycle, or is it instigated by phosphorylation (or 

dephosphorylation in Na+-independent CCCs) leading to a rotation that permits ion transport? 

The realm of CCCs is replete with questions, and our time to explore them is finite. I remain hopeful 

that future research will unravel these mysteries, including those yet to be conceived. These unasked 

questions may very well prove to be the most enlightening. My journey through this topic has been 

nothing short of enthralling, and I am profoundly grateful for the opportunity to have dedicated these 

years to such a riveting subject. My aspiration has always been to make a meaningful contribution, 
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however modest. I extend my heartfelt gratitude to all who accompanied me on this enlightening 

journey.  
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Appendix 

Chapter 4: Supporting information 

 

Figure SI 1: Different types of Alternating Access Mechanisms previously identified for the LeuT-

fold transporters suggest possible conformational transition routes in NKCC1. On the left, the 

Rocking-Bundle Mechanism, where the mobile domain (light green) carries out an angular motion that 

alternates binding site accessibility to either side of the membrane. On the right, the Elevator Mechanism, 

where the mobile domain (light green) goes through vertical translation and an angular motion, to carry out 

alternation of binding-site accessibility.   
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Figure SI 2: Collective variable design based on Deep Learning algorithms, which was essential for 

the elucidation of mechanism of  NKCC1’s conformational transitions. To explore the conformational 

transition between NKCC1’s Inward Open and Outward Open states we looked for a collective variable with 

as little user input as possible. We used the Cα-Cα distances. We filtered and selected the Cα-Cα distances that 

had the capacity to pave the way for conformational exploration through OPES Explore. Our dataset was based 

on two independent equilibrium MD simulations of human NKCC1: 50,000 snapshots from 1 µs of Inward 

Open state, and other 50,000 snapshots from 1 µs of Outward Open state – (A) representation of both NKCC1 

IO and OO states embedded in a membrane, coming from both our equilibrium MD simulations. (B) Diagram 

of the workflow to design the CV: From both states, we calculated all possible Cα-Cα distances from the 12 

TM helices – in total ∼75,000 pairs. We excluded from this initial step Cα-Cα pairs belonging to the same helix 

(e.g. residue 5 and residue 7 belong to TM 1, therefore their respective Cα was not calculated – C, Filter 1), and 

we excluded all pairs from non-neighboring helices (e.g. residue 5 and residue 55 belong to TM 4 and TM 11, 

who are too far apart to ever create or break bonds between them – C, Filter 2). We calculated the average 

distance for each Cα-Cα distance, and then kept for further analysis those whose average distance was defined 

as a contact (<10 Å) in one state, and not a contact (>10 Å) in the opposite state (C, Filter 3). Then, we kept 

only those Cα-Cα distances whose distribution was significantly different between the IO and OO state (C, 

Filter 4). This set of filters left us with 90 Cα-Cα distances that defined the conformational space between the 

NKCC1 IO and OO state. In this way, our dataset was constituted of 90 Cα-Cα distances over 100,000 

equilibrium MD snapshots (50,000 from the IO state, and 50,000 from the OO state). This dataset was then 

fed into DeepLDA, which then generated a unidimensional collective variable. This variable describes as -2.6 

the Cα-Cα distance distribution of the IO state and 2.6 the Cα-Cα distance distribution of the OO state. 
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Figure SI 3: Collective variable design to account for water flow into the outer vestibule was necessary 

to efficiently sample the NKCC1 Inward Open ↔ Outward Open conformational transition. (A) 

Representation of human NKCC1, shown as a grey atomic surface, embedded in the cell membrane (orange 

wireframe with spheres), with a thick layer of water molecules (white sticks with a red sphere) around the 

protein and flooding the outer vestibule. The green sphere represents the location of where the virtual atom 

was positioned to calculate water oxygen coordination of the outer vestibule in all OPES Explore simulations. 

(B) Schematic representation of NKCC1 (light brown) embedded in the membrane , along with the virtual 

atom used to calculate water oxygen coordination (green circle). The dashed arrow showcases the direction of 

the water flow. (C) Plot of the switching function used to calculate water-oxygen coordination from the virtual 

atom placed in the outer vestibule. Dashed black lines highlight the coordination values of a water oxygen atom 

at 4 Å and 8 Å. 
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Figure SI 4: The DeepLDA CV and the coordination of water oxygens in the outer vestibule CV were 

succesfully used by OPES Explore to elucidate the Inward Open ↔ Outward Open NKCC1 

conformational transition. (A-C) DeepLDA CV vs the simulation time of OPES Explore. IO → OO 

transitions  are highlighted in red. OO → IO  are highlighted in green. These simulations started from the  IO 
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state (A) or the OO state (B) ,  (C) corresponds to the plot of the first 20 ns of the IO starting simulations, 

whose structure was then manually exchanged to the OO structure. The dashed lines indicates -2.6 and 2.6, the 

values assigned by DeepLDA to the IO and OO state, respectively. The black arrow indicates when the 

structure was exchanged.   
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Figure SI 5: NKCC1 does not present vertical translation during its conformational transition between 

the Inward Open ↔ Outward Open conformations. (A) Schematic representation of NKCC1’s vertical 

translation, defined as the difference between the Z coordinate of the center of mass of TM 4 and TM 9 (green 

surface for the TMs, green circles for the center of mass) vs the center of mass of TM 1, TM 2, TM 6 and TM 

7 (the static domain, red surface for the TMs, red circle for the center of mass), between the OO and the IO 

state – bright and dim green, respectively. Black and dashed lines illustrate the relationship between centers of 

mass, yellow dashed line shows the quantified value in the Z coordinate. The striped arrow shows the expected 

vertical translation for the elevator mechanism. (B) Quantification of NKCC1’s vertical translation of TM 4 

and TM 9 with respect to TM 2 and TM 7 through 16 conformational transitions from OPES Explore 

simulations. The light brown horizontal bars represent the OO and IO average vertical translation ± 1SD from 

1 µs of equilibrium molecular dynamic (MD) simulations. Circles represent the starting point of each transition, 

whereas the triangles represent the endpoint of the same transition and its direction. Circles and triangles are 

colored depending on the NKCC1 conformation they represent (bright green for OO and dim green for IO). 

  



95 
 

 

Figure SI 6: The shift from -2.6 of the DeepLDA CV value can be explained by the deviation of few 

Cα-Cα distances belonging to the first few residues of the NKCC1 model. Box plot distribution of the 

Cα -Cα pair distances from their respective MD mean in the IO state equilibrium. Those were calculated for all 

90 distances that defined the DeepLDA CV. The 90 distances were measured from an equilibrium MD starting 

from a snapshot belonging to the IO basin in the FES. IO state equilibrium MD distance distribution is shown 

in green. Distances from residues belonging to the first bend of TM 1, far from their expected values, are 

highlighted in red. Distances highlighted in blue lay just outside their expected distribution, but did not lead to 

any structural determinant event. 
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Figure SI 7: Equilibrium MD shows that snapshots from the FES’s basins represent stable NKCC1 

conformational states. (A-C) Plots of projections from equilibrium MDs of DeepLDA CV (top, green) and 

Water Coordination CV (bottom, blue).  The equilibrium MD started from snapshots belonging to IO (A), 

OOw (B) and Occ (C) basins in the FES shown in Figure 7. The respective schematic representation on the 

right shows NKCC1 conformations at the corresponding basins, represented by dotted lines in the plots. 
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Figure SI 8: Decrease of outer vestibule hydration is correlated with the formation of a salt bridge in 

the Outward Open state equilibrium MD. Distance between charged atoms from the sidechains of salt-

bridge forming residues Arg307 and Glu389 during the OO state equilibrium MD (orange), and the number of 

water molecules in the outer vestibule (OV, blue) during the same simulation. 
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Figure SI 9: Alignment of NKCC1 with other CCC functionally relevant TMs show high conservation 

in Na+-dependent transporters, low conservation in Na+-independent transporters and prevalence of 

disease-associated mutation in only Na+ dependent transporters. Multiple sequence alignment of CCC’s 

TM 4, 9, 6 and 10. Red rectangles highlight residues that participate in TM interactions relevant for our 

proposed rocking-bundle alternating access mechanism. Green circles highlight mutations used for our in vitro 

Cl- flux assay experiments performed on mouse NKCC1. Blue circles highlight mutations associated to human 

disease, as described in the literature41. 
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Figure SI 10: Chemical structure of CCC inhibitors. (A) Shows VU0463271, referenced in Chapter 1.1.5 

and Chapter 3. (B) Shows bumetanide, also referenced in Chapter 1.1.5. 
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Figure SI 11: Fully loaded NKCC1 conformational transition undergoes the same molecular motions 

as unloaded NKCC1. Angular motion of TM 4 and TM 9 of fully loaded NKCC1 in the occluded 

conformational states. Equilibrium MD simulation of this state shows how the angular motions reflect an 

occluded state for the first 120ns, followed by a conformational transition into the fully loaded inward open 

state – where it stayed for the rest of the trajectory. 
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Figure SI 12: Free Energy Surface of ion binding simulations. FES calculated by reweighting from OPES 

Explore simulations, biasing the distance between the relevant ion and the center of mass of the coordinating 

atoms and the coordination number of the coordinating atoms with respect to the ion. (A) FES for Na+ binding 

in unloaded NKCC1. (B) FES for Cl- binding in Na-loaded NKCC1. (C) FES for K+ binding to Cl/Na-loaded 

NKCC1. 
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Figure SI 13: Binding mode of ions undergoes few changes during NKCC1’s conformational 

transition. Violin plots represent the distribution of distances between the bound ion and the coordinating 

atoms from the respective binding site. (A) Distance distribution between Na+ and its binding site, composed 

of oxygen atoms from residues: L297, W300, A610, S613, S614. In all fully loaded NKCC1 states, Na+ remains 

tightly bound to L297, W300 and S614, and loosely bound to S613. On the other hand, interactions of Na+ and 

A610 change during the conformational transition, starting tightly bound in the OO state, and loosely bound 

in both Occ and IO states. (B) Distance distribution between Cl- and its binding site (closest to the intracellular 

side), composed by hydrogen atoms of residues: G500, I501, L502, Y686. bCl- remains tightly bound in all 

NKCC1 fully loaded states. We note that the distance distribution in the IO state is bimodal, where the lower 

distance mode represents a tightly bound Cl-, and the higher distance mode represents states where bCl- visits 

a secondary binding site. This site is in the vicinity of the intracellular gate (as identified by Janoš & Magistrato, 

2021) and likely represents a state pre-ion release. (C) Distance distribution between K+ and its binding site, 

composed of oxygen atoms of residues: N298, I299, Y383, P496, T499. In our fully loaded simulations K+ 

remains tightly bound to I299 and P496, and loosely bound to Y383. Interactions between the bound K+ and 

N298 change during the conformational transition, starting tightly bound in the OO state and becoming loosely 

bound in the Occ and IO states. Interactions with T499 also change during the conformational transition, 

although this change occurs at a different stage. In both OO and Occ states, K+ remains tightly bound, but 

becomes loosely bound in the IO state. (D) Distance distribution between Cl- and its binding site (closest to 

the extracellular side), composed by hydrogen atoms of residues: V302 and M303. Cl- remains tightly bound to 

both residues in the Occ and IO state, and loosely bound to both residues in the OO state. This is consistent 

with the fact that Cl- spontaneously binds and unbinds in the equilibrium MD of the OO state – but then 

having its interactions stabilized as NKCC1’s conformationally transitions into the Occ state. 
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