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Navigation design and flight dynamics
operations of the ArgoMoon cis-lunar
CubeSat

Abstract

On November 16, 2022, the NASA’s Space Launch System (SLS) has been launched for the
first time in the context of Artemis-1 mission where, together with the Orion Multi-Purpose
Crew Vehicle, a set of 10 CubeSats have been delivered into a translunar trajectory.

Among the small satellites deployed during Artemis-1 there is ArgoMoon, a 6U Cube-
Sat built by the Italian company Argotec and coordinated by Italian Space Agency (ASI).
ArgoMoon has been selected by National Aeronautics and Space Administration (NASA)
with the mission objective of capturing relevant images of the Interim Cryogenic Propul-
sion Stage (ICPS) of SLS and provide a confirmation of the deployment of the other 9
CubeSats. The acquired pictures should then be used to support the NASA and pay-
load communities in providing information regarding the status of the secondary payload
deployment. The pictures of the ICPS also provide to the NASA community the op-
portunity to visually inspect the condition of the second stage as it completes the final
phase of its mission. For the first 10 hours after the release, ArgoMoon performs target
tracking and autonomous proximity-flight navigation around the ICPS making use of the
on-board avionics and a complex image recognition algorithm based on machine learning
and photographs captured on-board. The first phase of the mission ends along with the
conclusion of the proximity operations around the target, enabling the start of the second
phase of the mission, where the satellite will be commanded and navigated from ground
through a highly elliptical geocentric orbit, with several encounters with the Moon. The
end of the mission will occur approximately 180 days after the launch when a last fly-by
of the Moon will dispose ArgoMoon into a heliocentric trajectory. During its 6-month
journey, ArgoMoon will be an important demonstrator for the application of nano/small
technologies in deep space

In order to successfully fly ArgoMoon along the designed cis-lunar trajectory, a ground-
based navigation system has been developed exploiting the guidance techniques also used
for regular deep space missions. The navigation process is subdivided into Orbit Determi-
nation (OD) and a Flight Path Control (FPC), and it is designed to follow the reference
trajectory, prevent impacts with the Earth and the Moon, intensively test the navigation
techniques, and guarantee the spacecraft disposal at the end of the mission. The work done
in this thesis has accomplished the navigation of ArgoMoon, covering all aspects of the
project life, from pre-launch design and analysis to actual operations. Firstly, the designed
navigation process and the pre-mission assessment of its performance will be presented.
In the context of the performance assessment, a covariance analysis have been performed
to evaluate the expected performance of the OD, using the nominal setup. Moreover,
extensive sensitivity analyses to evaluate the robustness of the navigation and the relevant
characterizing parameters have been conducted. The results of the analyses show that
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the designed trajectory can be successfully flown, and that the navigation performance is
strongly dependent on the uncertainties of the ArgoMoon’s Propulsion System (PS) and
of the orbit injection.

The results of the ArgoMoon navigation operations performed after the launch in
November 2022 will be described in detail by discussing the main encountered challenges
and the adopted solutions. The results of the operations confirmed the robustness of
the designed navigation which allowed to accurately estimate the trajectory of ArgoMoon
despite a series of complex events. As expected from the pre-launch analysis results,
navigating a CubeSat in deep space is challenging mainly due to the PS. ArgoMoon’s
chemical thruster was in fact not free from problems and having never been used in space
before that moment, the unexpected events were difficult to manage. Moreover, frequent
reboots of the on-board transponder and the presence of biases on the Doppler data had
further complicated the navigation of ArgoMoon.
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1.1 Dissertation Introduction

The navigation in space is the fundamental process required for keeping track of the actual
spacecraft (S/C) position during its flight as well as create orbital maneuvers to bring the
S/C on its planned course. The use of CubeSats in deep space requires the development
of navigation techniques and procedures that differ from the ones used in the near Earth
CubeSats missions. The work carried on in this dissertation thesis aimed at designing,
testing and validating a ground based navigation system for cis-lunar and deep space
CubeSats, in particular for the lunar ASI’s ArgoMoon mission [1]. The activities carried
on during this dissertation’s work have covered the entire life cycle of the ArgoMoon
project, from Phase 0 up to Phase F.

The core of this research concerns the development of the ArgoMoon’s navigation sys-
tem in many aspects of the process mainly related to the navigation process and strategy,
the navigation software and the flight dynamics operations. The navigation software devel-
oped as a set of general and mission specific toolkits on top of the NASA/Jet Propulsion
Laboratory (JPL)’s software Mission-analysis and Operations Navigation Toolkit Envi-
ronment (MONTE) [2]. The working steps followed in this research can then be depicted
from a set of high level design process objectives:

• Evaluation of the state-of-the-art navigation results of deep space CubeSat missions.

• Evaluation of the ArgoMoon’s mission to formalize the navigation requirements.
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• Evaluation of the ArgoMoon’s events and trajectory to shape the navigation concept.

• Preliminary design of a ground based navigation setup for cis-lunar missions.

• Optimization of the reference trajectory and design of the control strategy.

• Navigation expected performance assessment through a detailed covariance analysis.

• Organization of the flight dynamics operations and definition of the data interfaces.

• Perform the navigation of ArgoMoon after its launch on November 16, 2022.

• Evaluate the results and the performance of the conducted operations.

To cover the developed work and the obtained results, the dissertation has been orga-
nized as follows: Chapter 1 provides an introduction on the relevant deep space CubeSats
missions as well as the fundamental topics regarding navigation method; the ArgoMoon
mission, the S/C, and the trajectory are described in the Chapter 2; the navigation con-
cept and setup are covered in the Chapter 3; the Flight Path Control (FPC) analysis,
designed to control the trajectory, and the Orbit Determination (OD), needed to estimate
and predict the orbital evolution, are covered in Chapter 4; the Chapter 5 provides a de-
scription of the conducted navigation operations as well as the obtained results. Finally,
Chapter 6 summarizes the main findings and conclusions of this work.

1.2 CubeSats missions beyond the Earth
The CubeSat concept identifies a category of small satellites whose structure is based
on an elementary form factor of 1 U which corresponds to a 10 × 10 × 10 cm cube [3].
This standard has been proposed by the California Polytechnic State University during
the 2000s as response to the trend of designing space mission in a "Smaller, Cheaper,
Faster and Better" way [4][5]. The use of a small sized and light spacecrafts allows to
reduce construction and launch costs without make compromising on scientific goals. The
improvement of the space electronics in terms of size, capabilities, reliability and power
consumption pushed forward the CubeSat utilization in near Earth orbit leading to over
1800 missions launched since 1998 [6]. These CubeSats missions have covered many dif-
ferent applications like Earth remote sensing, telecommunications, weather monitoring,
and astronomy [7]. Many of the launched CubeSat were successful proving that this small
satellites technology is also reliable for complex missions and not only for educational pur-
poses or technological demonstrations. Thanks to these aspects, CubeSats are becoming
attractive also for cis-lunar and deep space exploration, either as stand-alone missions or
as complement to classical, larger spacecraft. However, outer space exploration poses ad-
ditional challenges from the engineering point of view requiring to have a different design
approach with respect to the near Earth missions. In fact, differently from their Earth-
orbiting predecessors, the deep space CubeSats are required to have full functionality and
active control systems like any regular spacecraft operating in deep space. Moreover, the
CubeSat technology has not been intensively tested in deep space and then additional
constraints and requirements can be required for such CubeSat missions.

1.2.1 Deep Space

Recently, the Mars Cube One (MarCO) of the JPL and Light Italian Cubesat for Imag-
ing of Asteroids (LICIACube) of the ASI were the first CubeSats missions to have been
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successfully performed in deep space. These two missions have involved either mother-
daughter system architectures as well as the stand-alone operation further proving the
reliability of such technology to perform complex and critical activities.

MarCO

The MarCO mission [8] was designed with the aim of using two identical 6U CubeSats as
telecommunication relay for the NASA’s InSight Martian lander. The two CubeSats were
launched on May 5, 2018, sharing a ride on the Atlas V Centaur upper stage as secondary
payloads together with the InSight lander. After the orbital injection, the MarCOs were
independently navigated towards Mars with the aim of test their capabilities and validate
the CubeSat technology in deep space [9]. After their interplanetary travel, the MarCOs
performed a fly-by of Mars on November 26, 2018, successfully providing a real-time UHF
relay for the InSight lander that was descending on Mars at the same time. The mission
results showed that flying a CubeSat in deep space is feasible and performance expectations
can be considerable. However, the MarCOs flight has also demonstrated that additional
constraints and challenges can originate from subsystems like the orbital propulsion or
the attitude control. For instance, the propulsion system was constrained by the power
available to the S/C requiring the split of the orbital maneuvers into segments of not
more than ten minutes of duration each. Furthermore, the navigation team identified
an anomalous thrust the day after the launch in correspondence of the first momentum
reduction burn performed by MarCO-B. The problem was related to the plenum valve that
leaked causing the propellant condensation and an higher thrust level due to the expulsion
of the liquid after the actuation of the thrusters’ valves. This event is an important heritage
for future deep space CubeSat missions allowing to carefully account for potential issues
related to the employed miniaturized propulsion technology.

LICIACube

LICIACube has been the first European CubeSat mission (managed by ASI and entirely
designed and operated from Italy) [10, 11, 12] to successfully fly in deep space in the context
of the Double Asteroid Redirection Test (DART) mission [13] of NASA and the Applied
Physics Laboratory (APL) of Johns Hopkins University (JHU). The DART mission was
developed as a technological demonstration designed with the aim of evaluate an asteroid
redirection by performing a controlled high velocity impact with a spacecraft. The impact’s
aimed target was Dimorphos, the 160 m secondary asteroid of the binary asteroids system
(65803) Didymos [14]. The impact of DART was designed to occur at a velocity in between
6 km/s and 7 km/s with respect to Dimorphos in order to produce at least 73 s of variation
in the Dimorphos’ orbital period. LICIACube participated to this mission as a companion
CubeSat of DART with the aim of capture detailed and relevant pictures of the impact of
DART on Dimorphos. To achieve this objective, LICIACube was integrated into DART
as secondary payload and it was released in space on September 17, 2022, approximately
15 days prior the expected impact epoch. Then, LICIACube has been navigated from
the Earth by the Radio Science and Planetary Exploration Laboratory (RSLab) of the
University of Bologna (UNIBO) towards Dimorphos to conduct a fly-by of the asteroid at
approximately 55 km from the DART impact region [15]. In the night time of September
26-27, 2022, DART impacted Dimorphos as planned and the event has been successfully
observed by LICIACube [16].
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1.2.2 Cis-Lunar Space

The exploration of the Moon attracted a relevant international interest in the recent
years. This interest led to the proposal and selection of many small satellites mis- sions
to the cis-lunar space that are currently flying or will be launched in the next future (e.g.,
CAPSTONE [17], HORYU-VI [18]). Moreover, with the recent deployment in cis-lunar
space of a CubeSat cluster during the Artemis-1 mission, the reconnaissance of the Moon
has became a relevant testbed for the deep space smallsats technology.

Artemis-1

Artemis-1 is the first mission of the NASA’s Artemis program to return astronauts to
the Moon by 2024 [19]. The Artemis-1 mission was designed by NASA as an unmanned
mission to the Moon to perform the first integrated flight test of the Orion S/C and
SLS. In the context of the Artemis-1 mission, NASA selected ten CubeSats as secondary
payloads of SLS based on their ability to return data or test technologies that will address
the NASA’s Strategic Knowledge Gaps (SKGs) related to exploration of the Moon and
Mars [20, 21]. Nonetheless, the opportunity of deploying multiple CubeSats towards the
Moon and beyond enabled the possibility of performing dedicated scientific experiments
and relevant technological demonstrations. The ten CubeSats have been integrated on a
non-interference, no harm basis way as secondary payloads into the Stage Adapter above
the SLS’s second stage named ICPS. The integration was performed on the adapter’s
ring through fourteen dispensers, Figure 1.1, capable of accommodating 6U and 12U
CubeSats. The Artemis-1 integrated small satellites fleet was entirely composed by 6U
CubeSats whose mission names and objectives are reported in Table 1.1. Essentially, the
deployment of these CubeSats acted as the first de fact deep space CubeSat cluster.

The mission was successfully launched on November 16, 2022, carrying Orion towards
its 25-day space mission with the aim of orbiting the Moon and coming back safely to the
Earth. Approximately two hours later the launch, after the Trans Lunar Injection (TLI),
the Orion S/C separated from the ICPS which started its preparation for the disposal
maneuver. The last operation performed by the ICPS was to activate the Secondary
Payloads Deployment System (SPDS) and start the countdown to deployment of the
CubeSats. These secondary payloads have been released in space at a series of trajectory
locations named Bus Stops (BSs). There were a total of six Bust Stops where in the first
one a total of five CubeSats were scheduled for the deployment.

1.2.3 Future Missions

Actually, the increasing interest in the use of CubeSats in deep space and the obtained
encouraging results led to the proposal and selection of many other missions that will be
launched in the next future. For instance, by considering the cis-lunar space, the Lunar
Meteoroid Impact Observer (LUMIO) mission planned for 2023 will bring a 12U CubeSat
into a halo orbit around the Earth-Moon L2 point, with the aim of observe, quantify, and
characterize the micro-meteoroid impacts on the Lunar far side [33]. In the case of LUMIO,
the heritage from the navigation of cis-lunar CubeSats will be fundamental to successfully
fly the S/C into its halo orbit which is well known to be a Circular Restricted Three-Body
Problem (CR3BP) solution very sensitive to perturbations. In the exploration of the solar
system, the European Space Agency (ESA)’s missions Hera [34] and Miniaturised Aster-
oid Remote Geophysical Observer (M-ARGO) [35] are two relevant examples of scientific
deep space CubeSats missions planned for the next future. Together with DART and
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Figure 1.1: Orion spacecraft’s stage adapter with nine out of ten CubeSats installed.
Credits: NASA. Source: nasa.gov.

LICIACube, Hera is a planetary defense missions whose launch is planned for October
2024. The Hera mission foresees the exploration of the Didymos system and in particular
the characterization of the DART’s impact. In this mission there will be two additional
CubeSats, named Juventas [36] and Milani [37], that will fly as companions of Hera to be
deployed in orbit around the main asteroid of the Didymos system. Juventas and Milani
will be used to improve the scientific return of the mission by carrying out dedicated in-
dependent experiments and also by exploiting the Inter-Satellite Link (ISL) used for the
telecommunications of the CubeSats with Hera. Unlike the CubeSats companion missions
introduced since now, the mission M-ARGO has been designed to be the first standalone
deep space CubeSat that will perform a rendezvous with an Near Earth Asteroid (NEA).
Furthermore, the M-ARGO mission will also be an important technological demonstrator
since the S/C will be equipped with an high-efficiency electric propulsion system.

1.3 Deep Space Navigation

The navigation of a S/C is a fundamental part of the operations in space and it is critical
for the success of the mission. It consists into the process of determining and controlling
the S/C’s trajectory in order to maintaining it within acceptable limits of the designed one
[38]. Moreover, even if it is a task of the mission analysis, the trajectory design is directly
connected to the navigation since it must be performed in accord to the capabilities of
the S/C guidance system. For example, a trajectory that is too sensitive or complex
may not be flown if the determination of the trajectory and its controllability are not
accurate. S/C navigation is in fact a complex process that requires the acquisition of
data containing information about dynamics of the vehicle (i.e., position and velocity),
the definition of precise observational and dynamical models, the filtering and processing
of the acquired datasets to estimate the trajectory, and the computation of the corrections
for the trajectory dispersions that inevitably occur.



1.3. Deep Space Navigation 7

1.3.1 Orbit Determination

The OD is the part of the navigation process in which the actual and predicted trajectory
of the S/C are computed. The OD problem can be formulated as follows: given a set of
observable quantities related to the S/C, acquired at different epochs (e.g. the picture of a
celestial body captured from a S/C on-board camera), determine the position and velocity
of the S/C at a specific epoch so that it is possible to predict the trajectory in the future.
The observable quantities are usually nonlinear functions of the state variables and then
they cannot provide a direct observation of the S/C state. Moreover, the observations
are also influenced by random and systematic errors and the used mathematical model
is inexact. Therefore, the determination of the best estimate of a S/C’s epoch state,
with unknown initial conditions, noisy observations and uncertain mathematical model,
is referred to as the OD process. Clearly, the concept of "best" estimate is related to the
optimization in the statistical sense of the OD problem.

The OD process can then be described by the iterative process represented in Figure
1.2. The modeled world contains the dynamical model required to perform the numerical
integration to obtain the S/C trajectory. The designed dynamical model should include
all the forces expected to act on the S/C. The numerically integrated trajectory is then
used to compute the so called predicted observables, or computed observables, with the
designed observations mathematical model. Then, by making the difference between the
computed observables and the measured observables, the so-called residuals are obtained.
Theoretically, if the dynamical and observational models were perfectly known, the resid-
uals would be characterized by a zero mean with an added white Gaussian noise due to
uncorrelated measurements errors. However, errors in the trajectory and the observable
models introduce distinctive signatures in the residuals. Therefore, the a priori dynami-
cal model is corrected in an iterative process to minimize the residuals by usually apply
a linearized batch weighted least-square filter [39]. The estimated parameters include, as
a minimum, the S/C initial state vector. Other estimated quantities may be the gravity
field of celestial bodies, their orbits, the S/C orbital maneuvers, or, in general, several
parameters included in the acceleration and observational models.

Estimation Process

The process of estimating the trajectory of a S/C requires an optimal way to combine a
large number of observations to improve the accuracy of the final result. An example of
optimal solution for the estimation process is the weighted leas square filter. This kind of
filter selects the estimate of the state vector as that value that minimizes the sum of the
squares of the computed observations residuals [41]. Now suppose that x̂ is an estimate
or an a priori value of the true state vector of the S/C at a certain epoch t0 identified as
x = [r(t0), ṙ(t0)]. The system of non-linear equations governing the dynamics of the S/C
can be represented as x(t) = [r(t), ṙ(t)] with

dṙ(t)
dt

=
m∑

i=1
∇Ui(r(t) − ri(t)) + aγ(t) + ang(t) (1.1)

where r is the S/C position vector with respect to the system’s barycenter in an inertial
reference frame, U(r − ri) is the gravitational potential associated to the i-th celestial
body located at the position ri, aγ is the acceleration associated to the relativistic effects,
and ang is the acceleration due to the other non-gravitational forces.

The improvement of the estimate x̂ is then performed by using a p × 1 vector of
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Figure 1.2: The iterative scheme of the navigation process [40].

observations z defined as

zi = hi(x(ti), ti) i ∈ [1, ..., p] (1.2)

where ti are the time instants in which the observable is collected. As mentioned before, it
is possible to see from Equation 1.2 that the observables do not provide a direct observation
of the state variables but they are connected to them in a non-linear way. The first-guess
trajectory is then numerically integrated using the designed dynamical model at least up to
epoch tp. Then, the predicted observables are computed at the time instants ti and collected
in the vector ẑ of the computed observables which is function of the current estimated state
x̂. By considering only the position and velocity of the S/C, the state vector x is a 6 × 1
matrix but in general it is possible to define an n-dimensional vector containing also other
parameters to be estimated (i.e., celestial body mass, orbital maneuvers, ...).

As mentioned before, the weighted least square filter is based on the minimization of
a cost function defined as the weighted average of the norm of the residuals

J(x̂) = [z − ẑ(x̂)]TW [z − ẑ(x̂)] (1.3)

where W is a p-by-p weight matrix and z − ẑ(x̂) is the residuals vector. Therefore the
estimation x̂ is the one that minimize the cost function J . Usually, the weight matrix
W can be designed as the inverse of a diagonal matrix whose values are the standard
deviations σi of the i-th observable corresponding to the measurements noise.

The minimization of J is obtained by solving the equation

∂J

∂x̂ =
[
∂J

∂r̂1

∂J

∂r̂2

∂J

∂r̂3

∂J

∂v̂1

∂J

∂v̂2

∂J

∂v̂3

]
= −2(z − ẑ)TW

∂ẑ
∂x̂ = 0 (1.4)

where the partial derivative of the computed observables ẑ with respect to the estimated
state x̂ are organized in a p-by-n matrix denoted as A. The observation partials matrix is
then linearized with a first order approximation to be used in the linear corrector scheme.
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Finally, through the inverse of the Equation 1.4 is possible to define the differential
correction as

x̂(k+1) − x̂(k) = −G′[x̂(k)]−1G′[x̂(k)] = (ATWA)−1ATW [z − ẑ(x̂(k))] (1.5)

which is an iterative scheme that adjusts the parameter vector, or estimated state vector,
in order to minimize the norm of the residuals. So the iteration scheme is repeated until
the residuals cease to become smaller with further iterations.

By introducing P0
−1 as the a priori information matrix (i.e. the inverse of the a priori

covariance matrix) and x̃ the a priori state vector correction, the iteration scheme becomes

δx̂k = (ATWA+ P−1
0 )−1(ATWδẑ + P−1

0 x̃) (1.6)

where δx̂k = x̂(k+1) − x̂(k) and δẑ = z − ẑ(x̂(k)).
An important instrument to analyze the accuracy of this estimation process is the error

covariance matrix P . This matrix is retrieved from the first term on the right side of the
Equation 1.6 as

P = (ATWA+ P−1
0 )−1 = E[δx̂δx̂T ] (1.7)

with E[] ensemble average operator and δx error of the converged estimate.
Each element on the main diagonal of P is correlated to the formal uncertainty σ of

the corresponding element of the state vector through the following expression:√
Pii = σi (1.8)

The off-diagonal elements of the P matrix identify the covariance of the i-th and j-th
parameters of the estimated parameters as follows:

Pij = ρijσiσj (1.9)

where ρij is the correlation coefficient between the i-th and j-th parameters. In general,
if the magnitude of the elements of P increase, the estimation loose accuracy.

Up to the point where subsequent iterations no longer result in decreasing residuals, the
entire procedure is repeated. The described differential correction process, in its simplest
form, is an iterative procedure that modifies the parameter vector in order to reduce the
residuals’ norm.

Observables

A crucial aspect of navigation is the capability to measure quantities that mathematically
relate to the S/C dynamic of motion [42]. Such quantities are called observables and in
the general OD application it is possible to identify two different types of common used
observations: optical and radar. The optical quantity is based on the direct observation
of a target body with respect to the fixed stars. Since the stars’ positions are precisely
known, it is feasible to calculate the direction between the observer and the target, but not
the distance itself. The radar observations, the fundamental and principal quantities in
the deep space navigation, overcome to the problem of measure the relative distance and
velocity. These observations exploits the radio signals exchanged between a ground station
(or from another object in space) and a spacecraft equipped with a transponder. The
amplitude and phase of an electromagnetic wave that establishes a radio link between the
S/C and the Earth are basic radiometric observables. The last three basic radiometric data
types are then used to derive additional values more closely tied to the S/C’s dynamics:
Range, Doppler and Very-Long-Base-Interferometry (VLBI).

Based on the source of the reference signal and the number of intervening stations,
there are essentially three different tracking link configurations:
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Table 1.2: Uplink and downlink frequencies with their relative turn-around rations (M2)
for deep space communications [40, 42].

Band Uplink (MHz) Downlink (MHz) M2 (S) M2 (X) M2 (Ka)

S 2110-2120 2290-2300 240
221

240
749

240
3599

X 7145-7190 8400-8450 880
221

880
749

880
3599

Ka 34200-34700 31800-32300 3344
221

33440
749

3344
3599

• One-Way: down-link tracking only where the carrier of the signal is generated on-
board the S/C, using an appropriate oscillator.

• Two-Way: the ground station generates the carrier of the signal using the station’s
master frequency standard. The uplink signal is then acquired by the S/C and
coherently retransmitted to ground by an onboard transponder.

• Three-Way: the tracking process is identical to the two-way case except that the
transmitting and receiving antennas are different. Given that the usage of two
independent antennas creates different uncorrelated noise sources and latencies, this
type of link offers less accuracy than the two-way scenario. However, this link
configuration becomes necessary when the S/C is at very long distance from the
Earth causing the signal round-trip light time to be greater than the visibility time
of the ground station.

Internationally designated frequency bands, which are displayed in 1.2, are used for com-
munications between Earth and S/C and vice-versa. Moreover, in the two-way case, the
frequencies of the up-link and down-link signals are different to prevent interference be-
tween them since they may be traveling at same time when the link is established. The dif-
ferentiation between up-link and down-link frequencies is performed using the turn-around
ratio (M2), 1.2, which is defined as the ratio of the transmitted down-leg frequency at the
S/C to the received up-leg frequency at the S/C.

Range The ranging is the measurement of the light time that the signal takes to travel at
speed of light between the ground station and the S/C or between two S/Cs that orbiting
the same body. In the two-way range the measurement is done by evaluate the time delay
τ defined as follows

τd = ρu + ρd

c
(1.10)

where ρu is the uplink range, ρd is the downlink range and c is the speed of light. It is
important to note that the range is the measurement of the time of flight of the photons
and not the effective distance of the involved objects. Generally, the ranging is carried
out by modulating a predetermined sequence (the ranging code) into the uplink carrier
frequency at the ground station. Then, the range signal is demodulated and re-modulated
onto the down-link carrier when the S/C receiver locks to the carrier. Finally, the sent
ranging signal is recovered by the ground receiver as a noise-corrupted, time-delayed (and
hence phase-shifted), version, and the time difference between the communicated and
received signals is then determined.
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Doppler (Range-rate) The Doppler observables exploit the Doppler shift affecting the
exchanged signals to recover and information about the line-of-sight velocity of the S/C
with respect to the ground station (or in general between a source and a destination).
Assume now that a flying S/C sends a signal to a ground station the time t1 with a given
frequency f1. Then, the ground station receive this signal at the time t2 with a received
frequency fr. As first approximation, the frequency shift fD affecting the signal received
at the ground station is defined as

fR =
(

1 − ρ̇

c

)
fT (1.11)

The aforementioned equation is just used to demonstrate how Doppler tracking works.
In order to accurately simulate the Doppler observables, the extraction of the Doppler
frequency has a more convoluted derivation in practice. In practice, after the extraction
of the Doppler tone from the differencing of fR and fT , a cycle counter measures the total
phase change of the Doppler tone during a chosen Count Time (CT) interval TC . Then, it
is possible to observe that the signal’s propagation distance has grown by one wavelength
when the received signal’s phase shifts by one cycle with respect to the transmitted signal’s
phase. Therefore, rather than providing an immediate measure of the range-rate, the
Doppler count measures range change throughout TC .

It is possible to distinguish the formulation of the Doppler measurements into integral
and differenced. The former is a first order approximation of the range-rate during the
count interval and it is defined as

F = M2fT

TC
(ρend − ρbeg) (1.12)

where ρbeg is the round-trip light time for a signal received at the beginning of the count
interval and ρend is the one at the end. The integral version of the Doppler formulation is
defined as

F = 1
Tc

∫ t̄+Tc/2

t̄−Tc/2
(fref − fT )dt (1.13)

where t̄ corresponds to the midpoint epoch of the count interval and fref is an arbitrary
reference frequency, usually M2 · fT . This causes the observable to shift in a manner
that is proportionate to the change in range along the light path during Tc. The Doppler
observables are frequently identified by the NASA’s Deep Space Network (DSN) as F1,
F2 and F3 for one-way, two-way and three-way Doppler, respectively.

Error Sources

The OD accuracy is constrained by a number of noise sources in Doppler and range
acquisition [40]. For instance, in the case of the presented tracking data types (Doppler
and range), there can be inaccuracies due to the Radio Frequency (RF) system, such as
clock instability and instrumental signal delays. Moreover, the transmission media causes
dispersion and path delays into the signals. Further limiting the capacity to predict S/C
position are the imperfect definition of the tracking geometry as well as the dynamical
mismodelling. Regarding the radio-tracking observables, the most relevant sources of
noise are the following:

• Clock Instability: the signals transmitted by the ground station or the S/C require
a stable clock in order to have a precise reference frequency. Any deviation of this
reference frequency from the actual transmitted frequency will result in a range rate
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error. Most of the current space-qualified Ultra Stable Oscillators (USOs) have an
Allan variance [43] in the order of 10−13 over an average interval of 1000 seconds
[44]. However, the use of two-way tracking allows to reduce the effects of the clock
instability since the transmitted and received frequency standards are the one of the
same ground station and then highly stable clocks, like the hydrogen maser (Allan
variance down to 10−15 [45]), are typically used.

• Instrumental Noise: the RF equipment of the ground station and the S/C are af-
fected by random and systematic errors resulting from thermal effects and uncali-
brated delays in the electronics. The random noise due to the thermal effects can be
mitigated by lowering the system operating temperature. If not properly calibrated,
the instrumental effects can contribute to an error up to 0.003 mm/s to Doppler
measurements acquired with a CT of 60 s [40].

• Transmission Media: the signals exchanged between the ground station and the
S/C have to travel in medias that can introduce undesired delays. The term path
delays is used to describe these delays that can be frequency dependent or not. The
frequency dependent are the delays induced by dispersive medias where the charged
particles decay with the inverse squared of the carrier frequency. The use of higher
frequencies allows to reduce the effect of the dispersive medias where the multi-
frequency link calibrations allow to correct the induced path delay [46]. The Earth’s
ionosphere can be also calibrated with high precision using GNSS-based methods in
the absence of a multi-frequency connection . An example of dispersive sources are
the Earth’s ionosphere or the solar plasma. An example of not frequency dependent
media, also called non-dispersive media, is for instance the Earth’s troposphere. The
effects of the Earth’s troposphere are subdivided into a dry component and a wet
one. The dry component contributes about 95% of the total zenith delay, it is stable
and dependent to the station location on the Earth due to its proportionality to the
surface pressure. The wet part is proportional to the atmosphere’s water content
along the antenna-S/C line of sight, and it produces an highly unstable delay with
a magnitude smaller then the one of the dry part [47]. To mitigate the effect of
the tropospheric path delays, a calibration is performed with the Tracking System
Analytical Calibration (TSAC) and Advanced Media Calibrations (AMC) [48, 49].

• Dynamical Mismodelling: the observables and the dynamical models are not per-
fectly known. This flaw causes errors in the integration of the S/C’s trajectory, in
particular for non-gravitational accelerations and attitude motion. Consequently,
the computation of the observables, which is based on the integrated trajectory, is
affected by errors both from their mathematical model and the one of the S/C’s
dynamics.

1.3.2 Flight Path Control

The actual trajectory of a S/C cannot be expected to exactly match the designed one.
Moreover, the OD process allows to recover the actual S/C trajectory providing only a best
estimate solution that has an associated uncertainty. Therefore, deviations with respect
to the reference trajectory must be expected thus requiring the design of a proper control
strategy. Some of the principal errors causing dispersion on the S/C trajectory, as well as
on the OD solution, can be summarized as follows:

• Launcher performance: the deployment of a S/C in space takes place at the end of
a complex ascent flight performed by a launcher. In case of a deep space mission,
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additional launcher’s upper stages are used to perform such orbital maneuvers re-
quired to inject the payload into a cis-lunar or interplanetary trajectory. Then, the
uncertainty on the performance with which the launcher injects the payload into
the designed orbit causes a dispersion on the S/C initial state. Such dispersion is
described by the so called injection covariance and it is also used in the OD as the
a priori covariance for the S/C initial state.

• Maneuvers performance: the S/C’s thrusters commit errors in performing orbital
maneuvers and desaturation maneuvers. When the S/C performs an orbital maneu-
ver, a variation of the velocity vector is obtained. The errors made by the propulsion
system translate then into a velocity vector dispersion, which consequently causes
an increment of the trajectory dispersion at the downstream aimpoint. The perfor-
mance of the thrusters cannot be fully characterized before the launch, and then the
propulsion system has to be calibrated during the flight.

• OD errors: the uncertainty in the prediction of the S/C trajectory causes a trajectory
dispersion in the execution of an orbital maneuvers. The correction maneuvers
are always computed using a selected optimal OD solution. Thus, if the predicted
position of the S/C at the target is far from the truth, the computed correction
maneuver will increase trajectory dispersion rather than reducing it.

The FPC purpose is to control and mitigate the trajectory dispersion in order to
make the S/C following the designed path. The typical trajectory control is performed by
targeting specific aimpoints using orbital correction maneuvers.

In general, the former trajectory control is based on solving a nonlinear constrained
optimization problem. An optimization problem for a deep space correction maneuver can
be stated, in a high-level way, as follows: find the correction to the S/C velocity vector v,
at the time of the maneuver, such that the error at the target is less than the tolerance ϵ
and the velocity correction magnitude is minimized. To have a more detail comprehension
of the introduced FPC problem, a mathematical statement is provided.

Let’s assume that s = f(x) = (f1(x), f2(x), ..., fm(x))T is the vector of the m target’s
variables (i.e., a subset of the S/C’s state coordinates at certain epoch), where f(x) is the
vector of the goal functions, and x = (x1, x2, ..., xn)T ∈ Rn is the independent control
variables vector (i.e., the n = 3p velocity components of the p optimized maneuvers) [50].
The optimization problem requires then to find the vector x such that

|f(x) − q|< e (1.14)

where q = (q1, q2, ..., qm)T is the vector of the desired values of s, and e = (e1, e2, ..., em)T

is the convergence criteria vector. The stated optimization problem is represented in the
scheme of Figure 1.3 where the trajectory search concept can be depicted. The solution
to the Equation 1.14 can be found by solving the approximate equation

r(x) = (r1(x), r2(x), ..., rm(x))T = f(x) − q ≃ 0 (1.15)

where r(x) is the residual vector. The minimization problem for the Equation 1.15 is
defined as

min
x∈ℜn

h(x) = 1
2

m∑
i=1

(r(x))T r(x) (1.16)

which is a least square minimization of the residual vector r.
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Figure 1.3: Optimal search of a maneuver’s ∆v vector to arrive at the target f(x) [50].

The described optimization problem can be solved iteratively with the linear Gauss-
Newton method whose the k-th iteration can be computed as

xk+1 = xk − (AT (xk)A(xk))−1AT (xk)r(xk) (1.17)

where A(x) = ∂f(x)/∂x is the partials derivatives matrix of the goal functions with
respect to the control variables. In the proposed case where the control variables are the
maneuver’s components, the matrix A(x) actually describes the sensitivity of the selected
target with respect to a variation in the S/C’s velocity at the maneuver’s epoch. In case
of a matrix A that doesn’t have full column rank, than the method should be modified
with a complete orthogonal factorization or singular-value decomposition. The iterative
scheme of Equation 1.17 is then repeated until the convergence criteria of Equation 1.14
is not satisfied.

The Gauss-Newton method may not be locally convergent in case of large residuals
or if the problem is significantly nonlinear. The trajectory of a S/C in deep space rarely
behaves linearly and then an improvement of the solver is required. For instance, if the
Hessian matrix of h(x) = AT (xk)r(xk) is available, the iteration of the Newton quadratic
model can be evaluated as

xk+1 = xk −H−1(xk)g(xk) (1.18)

where H−1(xk) is the inverse of

H(xk) = AT (xk)A(xk) +
m∑

i=1
ri(xk)∇2ri(xk). (1.19)

In case this method is used with a small residual vector or in a linear problem, the Equation
1.19 can be reduced to the Equation 1.17 essentially because the second-order information
of the Hessian matrix is negligible:

m∑
i=1

ri(xk)∇2ri(xk) ≪ AT (xk)A(xk). (1.20)

However, there are other optimal methods that better manage the second-order informa-
tion of the Hessian matrix and behave efficiently with the nonlinear least-square problems.
For instance, the Hanson-Krogh algorithm [51] exploit the use of a trust-region algorithm
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with boxes for optimally solving constrained nonlinear least-squares problems. In this
case, the cost function to be minimized is the Euclidean norm of

m(xk) = −r(xk) + ∂r(xk)
∂(x) (xk − xk+1) + 1

2

q∑
j=1

aj

(
(xk − xk+1)T ∇jxk

)2
(1.21)

subject to the linear constraints ck − ν̂ ≤ ∂c(xk)
∂(x) (xk − xk+1) ≤ c(xk) − µ̂ and the bounds

xk ∈ T ∩ S, where c(xk) is the constraint function, aj are the vector coefficients of the
quadratic model terms, µ and ν the limits of the domain T = {x|µj ≤ xj ≤ νj , j = 1, .., N},
and S is a trust-region box.

Therefore, if the cost function either encounters a value below the set tolerance or
a local minimum, or if its norm experiences a change below the tolerance, the search
for x ends. However, the convergence is not guarantee and then a maximum number of
iterations should be provided, for both Gauss-Newton and Hanson-Krogh methods.

After an optimal control vector x is found, a validation of the result must be performed
using the last OD solution. For instance, if the control vector regard an orbital maneuver,
it must be considered that the execution of this maneuver will increase the uncertainty
of the trajectory prediction at the target. Therefore, the validation of the optimized
maneuver is required to evaluate if the target is correctly reached and if the increased
uncertainty is still compatible with the requirements.

1.3.3 Trajectory Optimization

In the context of the navigation process, the trajectory optimization is typically used for
the reoptimization of the S/C reference trajectory rather than a complete trajectory design
cycle. The reoptimization can be required if there are significant differences between the
navigation high-fidelity model and the dynamical model used for the reference trajectory
design. The former task is performed before the launch and it is used to prevent additional
mismodelling errors, especially if the trajectory is complex [52]. Moreover, in case of
unexpected issues during the mission, a reoptimization of the trajectory may be required
to face such problems and save propellant as well as satisfy the navigation requirements.
For instance, the Cassini-Huygens mission had a major problem with the Huygens lander’s
telecommunication relay. The problem was found during the interplanetary cruise and it
was related with an unexpected behavior of the Huygens receiver onboard the Cassini
orbiter. The bit synchronizer of the receiver was found to have a design issue because its
bandwidth was too narrow to accommodate for the relay signal’s Doppler shift [53]. The
Cassini’s navigators contributed to the recovery by reoptimizing the Cassini’s trajectory
to reduce Doppler shift between the orbiter and probe during the data relay period [54].

The trajectory optimization problem can be described as the research of a S/C tra-
jectory that satisfies certain initial, intermediate and final conditions while minimizing
or maximizing a performance index [55]. Typically, the optimization of a trajectory is
performed by minimizing the total fuel consumption, thus maximizing the S/C’s mass for
the scientific payloads. In other cases, the performance index may also be the time of
flight or other quantities like a geometrical configuration of a fly-by.

The high-level mathematical statement of the trajectory optimization objective can be
written in the Bolza form as

Ju(·) = ϕ(x(tf )) +
∫ tf

t0
L(x(t),u(t))dt (1.22)

with
ẋ(t) = f(x(t),u(t)) (1.23)
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Figure 1.4: Optimization problem structure for an interplanetary trajectory from planet
P1 to P3 with an intermediate gravity assist from the planet P2.

where x(t) ∈ Rn is the trajectory time-dependent function, u(t) ∈ Rm is the vector of the
control variables (e.g. the epoch of an orbital maneuver and its ∆v components), ϕ(x(tf ))
is the terminal penalty, and the integral of the Lagrangian L expresses a cost incurred
during the entire trajectory. Moreover, the optimization cost function of Equation 1.22 is
subjected to the boundary conditions

x(t0) ∈ S0, ψ(x(tf )) = 0 (1.24)

where t0 is the initial time and tf the terminal time.
For instance, the introduced trajectory optimization problem can be applied to the

case of an interplanetary trajectory in which a S/C has to travel from the Earth to an-
other planet of the Solar System exploiting the gravity assist from another body [56]. Let’s
assume that an initial guess of the optimal trajectory is available and it has been obtained
by exploiting the Lambert problem and the patched-conic method [57]. This initial tra-
jectory can then be subdivided into three interdependently propagated legs where a set
of selected components of each initial states compose the vector of the control variables
u(t). The overall structure of the optimization problem can be depicted from Figure 1.4.
The control vector is composed by the components (or just a subset of them) of the initial
states sl1

0 , sl2
3 and sl3

6 , which can be called control points. For example, the control point
related to the departure state could be composed by the following three orbital elements:
characteristic energy C3, right ascension λ and declination δ of the departure asymptote.
Then, for each single leg, the trajectory propagation is performed as follows:

• Departure Leg: forward from sl1
0 to sl1

1 .

• Gravity Assist Leg: backward from sl2
3 to sl2

2 and forward from sl2
3 to sl2

4 .

• Arrival Leg: backward from sl3
6 to sl3

5 .

The constraints e12 < ϵ and e45 < ϵ, where epsilon is the tolerance vector, describe the
error between the states in correspondence of the location in which the legs has to be
connected. In such way, the constraints, which are also called break points, are imposing a
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continuity condition between the independent legs. By assuming that two maneuvers ∆V1
and ∆V2 are placed in correspondence of the break points e12 and e45, the constraints
can be limited to only imposing the continuity in the position. The cost index J of such
problem could be defined as function of the mission’s total ∆V = |∆V1| + |∆V2| and
the imposed constraints e12 and e45. In conclusion, the optimization of the introduced
problem will aim at the minimization of the cost index J by controlling the initial S/C
states of each leg.

The algorithms to solve this kind of problems must be able to perform nonlinear opti-
mization subject to constraints, and bounds on the control variables. Usually, such kind
of algorithms exploit the use of the Hessian matrix in the iterative computation of the
correction to the controls vector. For example, thanks to its well proven efficiency in solv-
ing sparse nonlinear optimization problems, the Sparse Nonlinear OPTimizer (SNOPT)
algorithm is frequently used in the context of the trajectory optimization [58].

1.3.4 Operative Software

The navigation is performed through the use of sophisticated computer software or set of
multiple specific toolkits. Usually, the navigation software implements the entire process
described in the previous sections as well as many other routines and subsystems required
for secondary tasks like the pre-processing of the radiometric data. Moreover, the navi-
gation toolkit may also include features dedicated to the mission analysis activities like
the trajectory design. Typically, the same software is used from the mission design and
analysis phase up to the operative one. This is mainly required by the fact that deep space
missions cannot be "standardized" often requiring to adapt the navigation software to the
specific scenario.

The deep space navigation software selected and used in the work of this dissertation
is MONTE. It is a NASA/JPL’s signature astrodynamic computing platform that has
been employed for over a decade of operational use on the NASA’s most demanding deep
space robotic missions [59, 60], for radio science experiments data analysis [61, 62, 63],
and recently for the deep space navigation of ArgoMoon [1] and LICIACube [64].

MONTE is a versatile group of programs and libraries that supports the design, ana-
lytical, and operational processes necessary for deep space missions. Its primary function
is to provide operational OD and FPC including the high-fidelity modeling and integration
of solar system bodies and forces. Additionally, it enables the processing, conditioning,
and editing of navigation tracking data as well as the estimation of spacecraft and solar
system parameters and maneuver design and optimization.

The user interface of MONTE is presented to as a Python-language package, giving
rise to the nickname MONTE-Python [65]. This software’s toolkit is used as a library
from which users create unique, stand-alone Python apps to address specific deep-space
navigation cases.
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2.1 Introduction

ArgoMoon is an ASI’s mission that has been selected by NASA to be part of the the
Artemis-1 secondary payloads opportunity (Section 1.2.2) as an important technological
demonstrator in the context of the NASA’s SKGs program for the exploration of the Moon
and Mars. The mission’s space segment is based on a 6U CubeSat platform developed
and integrated by the Italian’s company Argotec [66], whose ground based navigation
has been designed and performed by the RSLab of UNIBO [1]. Together with other 9
CubeSat, ArgoMoon has been integrated into the adapter’s ring of the SLS’ upper stage
ICPS, Figure 1.1, and it has been one of the first secondary payloads deployed in space.
ArgoMoon has been the first European CubeSat to flight in the cis-lunar space and the
second full-italian mission in deep space.

The mission’s primary objectives were to autonomously fly the ArgoMoon CubeSat
around the ICPS, take detailed and significant pictures of the stage, and verify the de-
ployment of the other CubeSats within the first six hours of the mission [22]. Then, the
mission foresees to fly the S/C for 180 days in a highly elliptical geocentric orbit with
several encounters with the Moon. The CubeSat platform and ground operations, in-
cluding navigation, are intensively tested and rigorously validated during this phase as a
technological demonstration.

The greatest challenges in the ArgoMoon mission are related to the operations beyond
the Low Earth Orbit (LEO) and the Proximity Operations (ProxOps) near the ICPS
constrained by strict requirements imposed by the SLS’s program [67]. Moreover, the
ArgoMoon S/C has to operate outside the Earth’s magnetic field, crossing the Van Allan
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radiation belts several times during its flight. Therefore, all the S/C subsystems have
been designed to sustain the radiation, thermal and operational loads that are typically
experienced in a deep space mission.

The ProxOps activities consist into a phase where the S/C autonomously tracks the
ICPS and performs orbital maneuvers to control the relative distance, without involving
any human intervention from the ground. To perform this activity, the ArgoMoon CubeSat
has been equipped with an Image Recognition Software (IRS) capable of tracking a target
that is within the Field of View (FOV) of the used camera. Moreover, a laser rangefinder
has been integrated into ArgoMoon to provide a confirmation that the target is effectively
inside the camera’s FOV as well as provide relative distance measurements.

Apart for the ProxOps activities, the ArgoMoon S/C is operated and commanded from
the Earth through the NASA’s DSN for the telecommunications, in particular by using the
70 m and 34 m antennas [68]. The exchange of data between the S/C and the Argotec’s
Mission Control Center (MCC) located in Turin (Italy) is performed with a dedicated
real-time internet connection to the DSN’s ground stations. All the S/C operations have
been performed by Argotec from their MCC, and the navigation has been conducted by
the UNIBO’s team from the flight dynamics control room of the RSLab in Forli (Italy).

The ArgoMoon mission will be an important demonstrator for the CubeSat flight in
deep space providing a relevant heritage for future missions.

In this chapter an overview of the ArgoMoon mission is provided. The first section
provides a description of the S/C subsystems of main interest for the work carried on this
dissertation. Then, a detailed description of the mission timeline is provided in the second
section with a special focus on the characteristics that are relevant for the navigation.
Finally, a final section is dedicated to the reference trajectory of ArgoMoon which is one
of the most important aspects of the designed navigation strategy.

2.2 The Spacecraft

ArgoMoon is a 6U CubeSat (Figure 2.1) based on the HAWK-6 platform developed and
assembled by the aerospace company Argotec [69]. The platform has been designed to
be scalable and flexible, have an efficient radiation hardness (up to 20 Krad) and provide

Figure 2.1: Exterior rendering of the ArgoMoon CubeSat. Courtesy of Argotec.
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a drastically reduced failure rate if compared to other traditional CubeSat buses. The
platform total mass is 14 kg, and it is powered by a Solar Panel Array (SPA) designed
as a couple of double-side retractable wings that provides up to 80 W. The HAWK-6
is customizable and it can accommodate a payload with mass up to 3 kg, a volume of
maximum 3.5 U, and a maximum peak power of 40 W. The orbital PS can be chemical or
electrical providing different maximum ∆V values.

2.2.1 Subsystems Specifications

The ArgoMoon CubeSat is a specific customized HAWK-6 platform whose subsystems
has been chosen based on the planned mission objectives [12]. In this section the Argo-
Moon S/C subsystems will be briefly described by providing also the technical data of
primary interest for this dissertation work. The subsystems’ key hardware components
are represented in Figure 2.2 where the rendering of the assembled S/C interior can be
depicted.

Bus The satellite structure is made of aluminum alloy 7075-T651 and it is designed as
6U CubeSat standardized shape. The size of the body is of 36.6×23.9×11.6 cm when the
SPA is stowed and of 91.1 × 36.6 × 23.9 cm when the solar panels are deployed. To radiate
heat into space and passively control the internal satellite’s temperature, the back side
of the SPA and the Bus have been covered with a specific thermal paint. The reflection
coefficients associated to the structure’s surface with the thermal paint are collected in
Table 2.1. The S/C wet mass at the launch epoch was of 13.261 kg.

Table 2.1: ArgoMoon surface reflection coefficients of the Bus and the SPA.

Component Specular Diffusive
Bus (Front/Back/Top/Bottom) 0.0 0.75 ± 0.02

SPA Front 0.23 ± 0.01 0.0
SPA Back 0.0 0.75 ± 0.02

PL1

PL2

EPS
OBC&DH

Battery

PS

ADCS
Radio

RX/TX Antennas
Sun Sensor

Sun Sensor

RF Accomodation

Figure 2.2: Interior rendering of the ArgoMoon CubeSat. Courtesy of Argotec.
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Payload (PL) The ArgoMoon’s PL is composed by two narrow and wide FOV optical
cameras and a laser RF. The cameras are the core sensors used by the onboard IRS to
recognize, track, and point different objects (i.e., the ICPS, Earth or Moon) lying in the
FOV of the cameras (a detailed explanation of the IRS algorithm can be found on [66]).
The narrow angle camera, named PL1, is characterized by a FOV of ±2.05 deg and its
primary use is to capture high detailed pictures of the tracked target. The wide-angle
camera, named PL2, has a FOV of ±32.5 deg and, since it can capture a bigger section of
the sky, it is used to rapidly scan the space looking for the target to be tracked. The two
optics have a total weight of 1.2 kg and occupy a volume of 1.5 U. The cameras technical
specifications are summarized in Table 2.2. The RF is capable of measuring the distance
from a target up to 5 km with an expected accuracy of 1 m. As well as the two cameras,
the RF is exploited by the autonomous tracking algorithm to evaluate the distance from
the tracked target.

Table 2.2: ArgoMoon cameras parameters.

Parameter PL1 PL2
Focal Length 393.00 mm 22.42 mm
Diagonal FOV ±2.05 deg ±32.5 deg
Wavelength Range 450-700 mm
F/N 5.2 4
Distortion <1%
Vignetting <10%
Relative illumination <80% >50%
Sensor CMV12000
Sensor’s size 4096 × 3072
Color filter Bayer Filter

Telemetry Tracking and Command (TT&C) The telecommunication subsystem of
ArgoMoon is based on the miniaturized X-Band IRIS transponder of NASA/JPL [70]. The
IRIS is a reconfigurable software-defined radio that has been designed for mission requiring
to communicate with the NASA’s DSN using X-band frequencies (1.2). The transponder
is packed in a 1.2 kg package with a volume of 0.5 U and performs conventional uplink and
downlink communications while supporting radiometric tracking with the DSN to deliver
navigational products for precise OD. Then, the IRIS is connected to a Solid-State Power
Amplifier (SSPA) and a Low Noise Amplifier (LNA) to provide the power and signal to the
four patch antennas placed on two opposite sides of the ArgoMoon S/C (top and bottom
faces). The TX antenna has a 3-dB beam-width of 80 deg with a gain of 7 dB where the
RX one has 85 deg beam-width with a gain of 6.2 dB. The use of patched antennas allows
to relax the constraints on the S/C pointing accuracy.

The ArgoMoon’s transponder characterization performed on ground before the launch
has provided a measurement of the average transponder delay of 6883.7 ± 30 ns. This
information is fundamental for the OD since the transponder delay contributes to pro-
duce a bias on the range measurement. The measured transponder delay, if not properly
considered, can produce a bias on the range measurements of 2.081 km.

Furthermore, during the characterization process, it has been that the IRIS is affected
by a bias on the Doppler measurements. This bias was also already seen during the MarCO
mission and it was safely managed by considering its value in the navigation filter [9]. The
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total Doppler bias is expected to be originated by two different contributes:

• Constant Doppler Bias: it is originated from a quantization error which is a
function of the uplink channel frequency and strictly related to the IRIS design
methodology. The expected value for the ArgoMoon’s IRIS was of -0.124 Hz. How-
ever, this bias is constant and it can be calculated and considered in the OD.

• Varying Doppler Bias: it is caused by a misconfigured turn-around ratio resulting
in a scale-error which leads to a systematic, slowly varying bias if the scale-error is
large. This contribute was expected to be smaller than the constant one and it has
been assumed to be function of the IRIS internal temperature.

Moreover, the described constant Doppler bias was expected to be bigger at the power
up of the radio. However, the use of a specific IRIS settings reset command named POKE
allows to remove this bias falling back to the smaller one described above. Therefore,
at each reboot of the IRIS radio a POKE command must be performed to correct this
additional increment. The calculated Doppler bias that was expected to be present during
the mission is then summarized in Table 2.3.

Table 2.3: ArgoMoon calculated Doppler bias characteristics.

Parameter At IRIS power UP After POKE command
Bias +1.334 Hz -0.124 Hz

Scale Error 6.53591 × 10−15 [Hz/Hz] −1.45831 × 10−10 [Hz/Hz]

Propulsion System (PS) The PS of ArgoMoon is based on the VACCO’s hybrid Micro
Propulsion System (MiPS) based on a combined green mono-propellant (LMP-103S) and
cold gas (R134a) propulsion system of 1.8 kg of mass and a volume of 1 U [71].

The main mono-propellant thruster is used for orbital maneuvering and it can provide
up to 0.1 N of thrust with a specific impulse of 192 s. The thruster is capable of performing
a single continuous maneuver with a duration up to 1000 s before requiring a cool-down
period. However, the maximum duration of the single impulse has been limited to 800 s
for safety reasons. The conservative cool-down period that has to be allocated between
two continuous impulses is of 10 minutes. By considering that the maximum mass of
ArgoMoon was of 14 kg, the maximum expected ∆V that the monopropellant thruster
can provide to the S/C is 57 m/s.

The cold gas system, integrated together with the main engine, is used for attitude
control and it is designed as four double-canted cold-gas thrusters with 0.057 N of nominal
thrust. This PS is similar to the one used in the MarCO mission and, due to a leak
experienced by the MarCO-B S/C during the execution of desaturation maneuvers, a
particular attention has been paid to the estimation performance and robustness analyses
about the maneuvers.

Attitude Determination and Control Subystem (ADCS) The attitude is de-
termine and controlled with a 3-axis stabilization system equipped with a star tracker,
sun sensors, an Inertial Measurement Unit (IMU), three Reaction Wheels (RWs), and a
Reaction Control System (RCS). The IMU is used to support the reconstruction of the
satellite’s attitude when the star tracker cannot be used in case of S/C rotational speed
greater than 2 deg/s) or when the Sun or Earth are inside the sensor’s keep out zone. The
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cold-gas system of the MiPS of the PS compose the RCS which is mainly used for the
attitude control during the execution of an orbital maneuver or to perform a desaturation
of the reaction wheels. In the case of ArgoMoon, the expected maximum spin rate of the
RWs is 18 deg/s. The ADCS unit has a mass of 0.8 kg and a volume of 0.5 U where the
expected pointing accuracy that the system should be able to ensure is of ±0.003 deg.

Electrical Power Subystem (EPS) The power generated by the SPA is collected by
the EPS that manage the power demands from the other subsystems as well as the storing
of the power in the battery pack. The maximum power that can be collected by the SPA
during a full Sun exposition is of 80 W. The battery pack has a capacity of 120 Wh with a
mass of 0.9 kg and a volume of approximately 0.7 U. The most power demanding operative
mode is expected to be when the S/C is communicating with the Earth, both uplink and
dowlink, producing a consumption of 57.3 W.

On-Board Computer and Data Handling (OBC&DH) The ArgoMoon S/C mon-
itoring and control is performed by the flight core software that runs on the on-board
computer. The interfaces between all the other subsystems take place in the OBC&DH as
well as the persistent memory for storing all the S/C’s data. This subsystem is responsible
for the management of the telemetries and commands and it also hosts the autonomous
navigation software based on the IRS.

2.3 Mission Timeline

In this section a description of the high-level ArgoMoon mission timeline is provided. The
timing of events is provided relative to the generic launch date as the Artemis-1 mission has
been shifted several times. The conceptual mission profile can be depicted from Figure
2.3, where summary of the relevant mission events timeline described in this section is
reported in Table 2.4.

Figure 2.3: Scheme of the ArgoMoon conceptual mission profile. Courtesy of Argotec.
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The launch of ArgoMoon in space has been performed by sharing a ride as one of the
secondary CubeSat payloads of the SLS that carrying the Orion S/C for the Artemis-1
mission. The Artemis-1 mission timeline begins with the launch of SLS from Launch
Pad 39B at NASA’s Kennedy Space Center. After reaching the Earth’s orbit, the ICPS
provides the powerful thrust the payloads need to depart Earth’s orbit and move toward
the Moon. The former maneuver brings the Orion S/C and the secondary payloads into a
trans-lunar trajectory with a fly-by of the Moon five days after the launch. Approximately
2 hours after the launch, Orion separates from the ICPS to continue the Artemis-1 mission
towards the Moon. Then, at 3 hours and 48 minutes after the launch, the ICPS starts the
countdown for the deployment of the CubeSats.

The mission of ArgoMoon begins at the moment in which the S/C leaves its dispenser
mounted on the ICPS ring’s adapter. ArgoMoon has been scheduled for the deployment at
the BS1, approximately at 3 hours and 54 minutes after the launch. The mission has been
subdivided into three main phases, each lasting a different amount of time. The Launch
and Early Operations (LEOP) phase, named also Phase 1, lasts for the first day of flight
and covers in particular the deployment, the automatic ProxOps close to the ICPS, and the
first signal acquisition from the ground. Then, a Phase 2 begins once the first commanded
orbital maneuver is performed to target the first fly-by of the Moon. This second mission’s
phase covers up to 20 days after the S/C deployment, and it is considered critical for the
navigation since the quality of the fly-by characterize the resulting geocentric trajectory
and the ∆V cost for the rest of the mission. Finally, the Phase 3 starts 20 days after the
deployment, and it covers the rest of the mission. The disposal of the S/C is performed
through a last fly-by of the Moon to enter into a graveyard heliocentric orbit.

2.3.1 Phase 1

At the moment in which ArgoMoon leaves the dispenser (TD) the SPA are automatically
deployed and the separation switches trigger the power drain to the EPS allowing the S/C
to turning on its subsystems approximately in 10 seconds. In this phase the S/C follows
the release path without activating the PS and the TT&C yet for safety reasons. The
ICPS dispenser mechanism releases the ArgoMoon S/C with a resulting ∆V of 1.4 ± 0.07
m/s. However, the deployment direction is not exactly known since the ICPS is spinning.

At TD+10 s, the ArgoMoon’s systems are powered on and the ADCS can starts to
recover the S/C’s attitude. However, it has been expected that ArgoMoon may acquire
a tumbling velocity probably around multiple axis due to the deployment event. The
attitude reconstruction and the detumbling activity should require at least 1 minute to be
performed, depending on the criticality of the tumbling motion. Then, the S/C perform
a rotation of 180 deg using the RW in search of the ICPS using the two payload cameras
and the IRS. The searching activity had to last at least 80 s to have the ICPS properly
tracked and located inside the FOV of the cameras.

In the case that the release, boot up and ICPS tracking operations are performed
nominally, ArgoMoon continues to follow its baseline ProxOps plan. Nominally, it has
been planned to keep ArgoMoon on the side of the ICPS along the deployment direction
in order to guarantee the capture of the desired pictures as well as to safely fly the S/C
in the NASA’s allowed region. In principle, to manage the aforementioned flight plan, the
baseline ProxOps scenario foresees three PMs that are described in Table 2.4.

PM1 is performed to stop the drift of the S/C from the ICPS by using only the RCS
thrusters since the mono-propellant orbital engine requires 15 minutes to be ready to
operate. Then, once the main orbital engine has became ready to operate, the PM2 is
performed to bring the S/C below the 500 m limit from the ICPS to start capturing
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Table 2.4: ArgoMoon summary mission timeline with respect to the launch date.

Event Epoch Details

Launch T0 Epoch of the Artemis-1 launch

BS1 (TBS1) T0 + 3 hours 54 min Begin of the first CubeSats dispensing
phase

Deployment (TD) TBS1 + 6 min Release of ArgoMoon from the ICPS

BS2 (TBS2) T0 + 6 hours 59 min Begin of the last CubeSats dispensing
phase observed by ArgoMoon

PM1 TD + 11 min Reduce the deployment induced drifting
velocity with respect to the ICPS

PM2 TD + 23 min Counteract the drifting velocity to
approach the ICPS

PM3 (KOZ) TD + 75 min Drift away from the ICPS to remain
outside the KOZ region

OTM1 TD + 20 hours Maneuver to trim the first fly-by of the
Moon (M0)

M0 TD + 5.2 days First fly-by of the Moon

Pi
i = 0, . . . , p − 1

N/A Epoch of ArgoMoon’s i-th perigee (with
p as total number of perigees )

Ai
k = 0, . . . , a − 1

N/A Epoch of ArgoMoon’s k-th apogee (with
a as total number of perigees )

M(n− 1) ∼ TD + 180 days Last fly-by of the Moon (with n number
of total Moon encounters)

EOM ∼ TD + 200 days End of the mission (heliocentric
disposal)



2.3. Mission Timeline 27

high-resolution pictures. The 500 m limit has been set in order to consider the PL2
camera resolution and the relative IRS performance. Finally, a KOZ maneuver should be
performed in the opposite direction of the PM2 to make ArgoMoon drifting away from
the ICPS.

The first acquisition of the S/C’s signal has been planned to occur at 30 minutes after
the deployment, when the S/C turns on the IRIS transponder. At that moment, the
allocated 34 m antenna of DSN is pointing in the direction of the ICPS searching for the
carrier of the ArgoMoon’s signal. The research of the carrier signal is performed by the
ground antenna through a series of four frequency sweeps requiring up to 20 minutes.
After the locking of the S/C’s carrier, the link is established and the S/C on-board time is
updated. Then, after activating the start tracker and checking the status of all the other
subsystems, the download of the acquired ICPS photos is performed. However, due to
the 256 kbps downlink data rate limit, the download of the images may require several
communication passes to complete.

The ProxOps are considered finished approximately at TD+6 h, that is the time in
which it is expected that the S/C will be too far away from the ICPS to acquire others
visible pictures of the target. The profile of the S/C’s distance with respect to the ICPS
and the planned PMs of the baseline ProxOps scenario are reported in Figure ??. Phase 1
ends approximately at 22 hours after the deployment, when ArgoMoon is ready to perform
the first orbital maneuver before the fly-by of the Moon.

2.3.2 Phase 2

Phase 2 begins when the S/C is ready to perform the first commanded OTM, named
OTM1. This maneuver has been planned to be executed not earlier than 22 hours after
the deployment. The OTM1 is required to place ArgoMoon on the designed path toward
the Moon. Approximately 5 days after the maneuver, the S/C performs the first fly-by of
the Moon, identified as M0, with a Closest Approach (C/A) at an altitude lower than 10000
km. The correct execution of the M0 encounter is fundamental to maintain ArgoMoon
in orbit around the Earth without escaping in a heliocentric orbit. Furthermore, during
the M0 encounter ArgoMoon is flying close to the far side of the lunar surface while it
is illuminated. Therefore, the opportunity to acquire high-resolution images of the Moon
during this encounter event is of relevant importance for the mission’s outcome.

Then, the M0 fly-by injects the S/C into a geocentric orbit whose first perigee occurs
approximately 3 days after the previous encounter with the Moon. During Phase 2,
ArgoMoon’s flight activities are oriented towards capturing images of the Earth and the
Moon, as well as intensively testing the S/C’s subsystems and the operations, including
navigation. Phase 2 ends 20 days after the beginning of the mission, approximately when
the S/C completes half of his second revolution around the Earth.

2.3.3 Phase 3

Phase 3 starts after the end of the Phase 2, and lasts for the rest of the mission. This last
phase encompasses most of the geocentric trajectory where also other distant encounters
of the Moon may occur, depending on the launch date. In any case, these intermediate
fly-bys are exploited as an additional opportunity for scientific observations of the Moon
as well as for testing the S/C’s payload. During the last week of the Phase 3, not earlier
than 5 months after the deployment, a last fly-by of the Moon has been planned to inject
ArgoMoon into a heliocentric orbit for its final disposal. Finally, the EOM will occur when
the S/C will reach the heliocentric orbit and the tracking activities will be terminated.
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2.4 Reference Trajectory
The reference trajectory for the ArgoMoon mission has been developed with the intention
of flying the S/C throughout the cis-lunar space. The design of the ArgoMoon’s trajec-
tory has been performed by Argotec using the GMAT! (GMAT!) software. The main
requirements that driven the design were the duration of the mission, the disposal of the
S/C at the EOM into a specific heliocentric orbit, and the opportunity to have several
encounters with the Moon during the flight.

According to the Artemis-1 mission profile, the SLS already places the Orion S/C and
the CubeSats in a translunar orbit with the aim of performing the M0 close encounter
[72]. By taking advantage of this first fly-by, the ArgoMoon’s geocentric trajectory has
been optimized such that it would allow for a new encounter with the Moon after at
least 5 months. Moreover, the designed baseline trajectory may had close intermediate
encounters with the Moon or just only distant passes at the limit of the Moon’s Sphere of
Influence (SOI). This approach led to an highly elliptical geocentric orbit whose period
is a fraction of the Moon’s orbital period. However, such kind of orbit is very sensitive to
the initial conditions due to the gravitational attractions of the Moon and the Sun.

For each Artemis-1 launch date provided by NASA in the period 2020-2022, a new
slightly different ArgoMoon’s reference trajectory was then computed. Furthermore, for
each launch date there were at minimum two reference trajectories referred to the opening
and closing times of the launch window. In any case, NASA has planned the launch win-
dows to always provide compatible orbital geometries, making the translunar trajectory
leg almost independent of the chosen launch date. The robustness of NASA’s orbital inser-
tion with respect to the launch date allowed to obtain compatible ArgoMoon’s reference
trajectories even for different launch dates.

The ArgoMoon’s trajectory begins at TD, Table 2.4, with an initial state vector equal
to the one of the ICPS at that epoch. The ArgoMoon’s exact initial state vector after the
deployment cannot be fully characterized a priori. The reason behind this characterization
problem is that the ICPS is uncontrollably spinning around its principal inertia axis before
initiating the dispensing activities. The introduced deployment direction problem with all
the related known quantities is represented in Figure 2.4. However, the dispersion of
the ICPS with respect to the Earth at TD, Table 2.5, is predominant with respect to
the dispersion introduced by the unpredictable direction of deployment. Therefore, it
was acceptable to discard the deployment dynamics and assume that the orbital injection
vector of ArgoMoon is equal to that of ICPS.

Table 2.5: Orbital injection covariance (3-σ) of the ICPS in the Earth-RTN frame at TD.

Axis Radial Transverse Normal
Position (km) 30.0 60.0 15.0
Velocity (m/s) 2.1 2.7 4.2

The ProxOps activities have not been modeled in the design of the reference trajectory
because the PMs cannot be computed before the launch as their direction and duration
depends on the actual deployment direction and magnitude. However, the impact of the
ProxOps on the initial trajectory dispersion is negligible when compared to the ICPS
injection covariance of Table 2.5 as in the case of the deployment.

The trajectory design setup optimizes the last fly-by conditions while minimizing the
∆V cost of the OTM1. The admissible range for the conditions of the last fly-by originated
from the disposal requirement. This requirement depends on the launch date and requires
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Figure 2.4: Representation of the ICPS secondary payloads deployment direction given
the dispenser (DISP) location. The red frame identifies the ICPS body frame and the
purple one is the ICPS non-spinning body frame.

having a heliocentric orbit with negligible probability of intersecting the Earth’s SOI in
the next 25 years. The OTM1 has been maintained fixed at TD + 22 hours since it has
been seen to be an optimal location as a compromise between ∆V cost and operational
readiness time. In fact, the ∆V cost drastically increase by moving towards the fly-by
making the OTM1 to be cheaper if moved back in time. However, it would be too risky
or inconvenient for operational reasons to move the OTM1 too close to the ProxOps.

After the OTM1, the trajectory is purely ballistic and no other deterministic maneuvers
are planned. However, as well described in the Chapter 4, the placement of the correction
maneuvers must be carefully assessed to correct the errors that may affect the actual S/C
trajectory.

The geocentric trajectory is composed by a slightly variable number of revolutions
(REVs) around the Earth, depending on the launch date, where the perigees and apogees
are identified using the capital letters P and A followed by an incremental number starting
from 0 (i.e., P0 is the first perigee, A2 is the apogee of the second REV). A REV can
be then defined as the trajectory’s leg between two successive perigees (i.e., REVi goes
from Pi to P(i + 1)), except for the REV0 where the beginning of the leg coincides with
the ICPS state at TD. Moreover, an additional REVn (with n total number of REVs)
identifies the trajectory’s leg defined from the last perigee Pn up to the EOM.

The summary of the main characteristics, in particular the number of REVs and
Moon’s encounters, of all the ArgoMoon’s reference trajectories can be depicted from
Table 2.6. The plots in the XY plane of the Earth Mean Orbit at J2000 (EMO2000)
frame of all the former trajectories are reported in Figure 2.5 and Figure 2.6. At the time
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Table 2.6: Summary of the main characteristics of the ArgoMoon’s reference trajectories
computed for each opening launch windows dates. The Close Moon’s Encounter (CME)
is intended as a fly-by whose C/A is within the Moon’s SOI radius (whose assume value
is 66000 km).

Launch Date REVs CMEs Max. Apogee Range Min. Perigee Range
2020/06/28 12 4 1332659 km 38926 km
2021/11/23 11 2 1835965 km 25719 km
2021/12/21 11 3 1013660 km 30485 km
2022/02/12 10 2 1050266 km 38836 km
2022/03/12 9 2 1106835 km 38844 km
2022/06/06 10 2 1151622 km 37380 km
2022/08/03 12 3 967946 km 19548 km
2022/08/29 10 3 998029 km 32299 km
2022/09/02 10 3 866479 km 33786 km
2022/09/05 10 3 1053473 km 39251 km
2022/11/14 10 3 1147578 km 22030 km
2022/11/16 10 2 1080740 km 38841 km

of the navigation feasibility assessment described in the next chapters, the most recent
reference trajectory was the one with launch on June 6, 2022.

The last released reference trajectory is the one corresponding to the actual Argo-
Moon’s launch on November 16, 2022. However, as can be seen from the trajectories plots
and the characteristics summary, all the solutions have a similar number of REVs and
Moon’s encounters. The reference trajectory used in the analysis is the one with launch
on 2022/06/06 and it has a total number of 10 REVs, two close encounters with the Moon
(M0 and M3), and two distant encounters with the Moon (M2 and M3) with C/A less
than 90000 km.
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Figure 2.5: ArgoMoon reference trajectories plot in the XY plane of EMO2000 frame for
each launch windows dates from 2020/06/28 to 2022/06/06. The colored dots (i.e., M0,
M1, M2) identify the Moon encounters within 1.5 times the Moon’s SOI radius.
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Figure 2.6: ArgoMoon reference trajectories plot in the XY plane of EMO2000 frame for
each launch windows dates from 2022/08/03 to 2022/11/16. The colored dots (i.e., M0,
M1, M2) identify the Moon encounters within 1.5 times the Moon’s SOI radius.
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Figure 2.7: ArgoMoon reference trajectory with launch on 2022/06/06 in the XY plane of
EMO2000 frame, and the distance of the S/C with respect to the Earth and the Moon.
The Moon encounters within 1.5 times the Moon’s SOI radius are identified by the colored
arcs, while the C/A of the fly-bys are identified with the colored diamonds.
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3.1 Concept
The navigation strategy of ArgoMoon has been designed on the basis of the typical tech-
niques adopted in the deep space navigation of the regular probes that travel through
the Solar System. Deep space navigation cannot be easily automated due to the complex
dynamical environment in which the S/C operates. Therefore, the navigation process is
performed from the Earth by a specific team, namely the navigation team, using a dedi-
cated navigation software. ArgoMoon’s navigation is ground-based, and, as described in
Section 1.3, is subdivided into OD and FPC, as it is done in the regular deep space mis-
sions. In this section an introduction to the principal characteristics of the ArgoMoon’s
navigation system is provided.

3.1.1 Objectives and Procedures

The main objectives of the ArgoMoon’s OD are the routinely reconstruction and prediction
of the S/C’s trajectory, the characterization of the performance of the PS and RCS, and
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the production of a covariance study report after the delivery of an orbital solution. After
acquiring the observables of the S/C, each navigation operator performs the reconstruction
and prediction of the trajectory allowing to have independent solutions. The comparison of
the different independent orbital solutions is then performed during the acceptance phase
allowing an evaluation of the robustness of the consolidated solution. The OD products,
which contain the best estimate of the S/C trajectory, are used in the FPC process to
compute the trajectory correction maneuvers required to follow the planned path.

The main objectives of the ArgoMoon’s FPC are the computation ot the correction
maneuvers necessary to make the S/C follow the designated path, and the re-optimization
of the trajectory if the mission requirements cannot be satisfied with the actual solution.
Usually, the main sources of errors affecting the S/C trajectory are the launcher perfor-
mance, the S/C thrusters’ performance, the dynamical mis-modelling, and the OD errors.
As a result of the non-deterministic nature of the former sources of errors, the corrective
maneuvers are purely statistical and cannot be compute a priori before the beginning
of the mission. Thus, the ArgoMoon’s orbital maneuvers have been distinguished into
OTMs and Statistical Trim Maneuverss (STMs). As seen before, an OTM is a determinis-
tic maneuver that has been computed a priori by the mission analysis in the design of the
reference trajectory. On the other side, a STM is an orbital maneuver scheduled before
launch through the navigation analysis, whose nominal ∆V is zero, and the real value can
only be computed during the operations.

The trajectory estimated by the OD and is also used to update the on-board S/C
ephemeris and used by the DSN to properly point the antennas. Finally, the STM com-
puted during the FPC are processed by the MCC operators and converted into telecom-
mands for the S/C. The entire process have a duration that cannot be exactly determine
since it depends on the quality of the data, on the problems affect the S/C and his trajec-
tory, and on the human factor. Therefore, between the beginning of the OD process and
the delivery of the FPC products for correcting the trajectory, a conservative amount of
time is allocated. The epoch at which the collection of data is stopped to start the process
is usually called DCO and it is described in Section 3.1.3.

Finally, the ArgoMoon navigation is performed by the dividing the trajectory into sin-
gle arcs, encompassing a single REV, to be processed sequentially. The sequential process
consists into considering only the most recent OD solution at the beginning of a new REV
ignoring all the data before that time (whose information should be already contained
in the selected a priori OD solution). Then, each mission’s REV should have several
intermediate coarse OD solutions, theoretically one for each increment of the observables
dataset, and just several consolidated solutions corresponding to the computed STMs.
The navigation system, the pre-launch analysis, and the operations have been designed
and performed using the NASA/JPL’s navigation software MONTE.

3.1.2 Observations

The main observables implemented in the OD of ArgoMoon are two-way coherent Doppler
and two-way range, and one-way Doppler. The acquisition of the radiometric observables
is performed by the DSN using the Deep Space Stations (DSSs) with dish diameters
of 34 m [73, 68]. The DSN antenna complexes are located in Madrid (Spain), Goldstone
(California, United States), and Canberra (Australia), for a total of 16 DSSs. The tracking
of the S/C is a process that is performed in parallel with the downlink/uplink activity at
each communication pass, or tracking pass. Thus, whenever a link is established between
the ground station and the satellite, navigational observables are also obtained. The
ArgoMoon’s tracking passes schedule has been designed by means of a dedicated agreement
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between DSN and ASI. Doppler accuracy level achievable using the IRIS transponder by
tracking from the DSN antennas is expected to be in the order of 0.1 mm/s, at 60 s
integration time [40, 74]. The radiometric data are then corrected for the path delay
due to the Earth’s troposphere and ionosphere using standard GNSS-based calibrations
provided by the DSN [48].

3.1.3 Data Cut-Offs (DCOs)

The ArgoMoon’s navigation routine foresees to nominally perform the OD process after
each tracking pass, when a new data set is available. However, the consolidation and deliv-
ery of an OD solution is performed only after a DCO, which is identified as the epoch of the
last measurement of the dataset used in the analysis. The DCOs are used as checkpoints
to end the data collection for the start of a precise and reliable reconstruction procedure.
Therefore, all the observables acquired after a DCO will not be considered for the solution
delivered at that time. Usually, the DCOs are placed in strategic epochs of the mission
with the aim of maximize the dataset size for the OD and the operational time before the
delivery deadline. In the case of ArgoMoon, the DCOs placement rationale consists into
having a new consolidated navigation solution, thus a new DCO, in correspondence of the
following cases:

• Computation of a new scheduled STM.

• Update of the trajectory to guarantee the proper pointing of the ground antenna.

• Contingency events concerning also the navigation.

The DCOs should nominally be at 4 days prior the event’s epoch to provide the a con-
servative amount of time for the operations [75]. However, in certain moments of the
mission, the operations timeline may be too compressed to fulfill the former requirement.
Therefore, in these cases the DCO should be at minimum 1 day prior the event to provide
sufficient time for executing the whole navigation process and, in the case of a maneuver,
generate and validate the telecommands to send to the S/C.

3.2 Requirements

As stated in Chapter 2, the primary goals of the mission are to safely fly ArgoMoon around
the ICPS in order to gather comprehensive visual data of the upper stage, thoroughly
test the CubeSat platform, and dispose of the S/C in heliocentric orbit at the EOM.
Without directly involving the navigation team, the ArgoMoon autonomous flight control
algorithm will primarily guarantee the ProxOps and the picture acquisition around the
ICPS. Furthermore, there are no other specific requirements for the remaining portion of
the mission. Therefore, a series of Navigation Requirements (NAVREQs) were identified
with the aim of guaranteeing the navigability of the designed reference trajectory.

The following outlines the four OD and FPC related requirements that have been
identified during the design process:

• NAVREQ-1 Impact Avoidance: the S/C shall not fly below the threshold alti-
tudes of 1000 km with respect to the Earth and 100 km with respect to the Moon.
The criterion is applicable throughout the whole mission and might be important
during perigees and Moon’s encounters. The requirement should be satisfied by also
including the 3-σ uncertainty associated with the trajectory estimated by the OD.
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Figure 3.1: B-plane (Appendix A) admissible region for the last Moon’s encounter of the
trajectory with launch on June 6, 2022.

• NAVREQ-2 Heliocentric Disposal: the S/C shall be able to reach the heliocen-
tric disposal orbit by exploiting the last fly-by of the Moon a couple of weeks before
the EOM. With the criteria of having a low probability of crossing the Earth’s
SOI in the following years, the tolerance limits for the disposal were established by
the mission analysis team through a Monte Carlo study for each new launch date.
The requirement is represented as a region of confidence for the B-plane coordinates
(B.T,B.R), Appendix A, associated to the last encounter with the Moon. The dis-
posal requirement relative to the most recent reference trajectory at the time of the
navigation analysis is reported in Figure 3.1. The green dots are the samples with a
correct disposal and the red crosses are the ones that do not satisfy the requirement.

• NAVREQ-3 DSN Pointing Requirement: to ensure the link with the 34 m
DSSs, the pointing uncertainty due to S/C’s OD shall be lower than 0.031 deg, that
corresponds to half of the Half Power Beam Width (HPBW) of the antenna at X-
band [76]. During the first day of the mission, the pointing requirement is relaxed to
1.05 deg, which is half of the HPBW of the 1.2 m aided acquisition antenna mounted
above the subreflector of the DSS-24, DSS-34, and DSS-54 [76].

• NAVREQ-4 Maximum Maneuver Duration and Cool-Down: a single con-
tinuous maneuver cannot be longer than 800 s (roughly corresponding to a ∆V of 6
m/sec) due to the technical specification of the ArgoMoon’s PS as described in Sec-
tion 2.2.1. Moreover, two contiguous maneuvers must be separated by a cool-down
period of at least 10 minutes.
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• NAVREQ-5 Maximum ∆V : the trajectory control through the whole mission
must be performed without exceeding the 57 m/s allocated to the navigation.

All conditions must be met with a 3-sigma confidence level, or greater than 99% if
the distribution is not Gaussian. The NAVREQ-1 and NAVREQ-2 concern the OD and
FPC since the trajectory has to be properly determined and controlled to fulfill that
requirements. In fact, in the event of loss of trajectory controllability due to failure of the
S/C’s PS, the two previous requirements cannot be satisfied. The NAVREQ-3 concerns
only the OD activities since the pointing do not require the trajectory control but only
the knowledge of the S/C’s position. Furthermore, due to the close range of ArgoMoon
with respect to the Earth, NAVREQ-3 was expected to be the most critical requirement
for the OD.

3.3 Tracking Schedule

The communication between the S/C and the ground is not performed continuously due
to the power budget of the S/C and the time availability of the DSN allocated to each
flying probe. The time interval in which the S/C is in view of a DSS, and the tracking
is performed, is called tracking pass. Usually, the radiometric observables are acquired
in almost all the passes in which the S/C establishes a link with a ground station. The
DSN, as well as any other network of deep space antennas on the Earth, has to organize
the tracking time of each managed mission by considering the maximum network capacity
[77]. Therefore, each mission whose satellite is tracked by the DSN has its own agreement
and tracking schedule planned before the launch. Tracking of new S/Cs without affecting
the ones already tracked is major challenge since the scheduling process depends on peer-
to-peer negotiation for modifications, with multiple iterations [78].

The definition of the mission tracking time is an iterative process that starts from an
initial high-level proposal which is then analyzed and optimized by the navigation team.
Through this step, the navigation team identifies the critical tracking passes that must
be guaranteed (i.e., tracking during an orbital maneuver) and evaluate the optimal distri-
bution of the tracking time for the navigation operations. Then, after several iterations
between the navigation team, other mission’s teams, and the DSN, a final optimized track-
ing schedule is consolidated. The actual schedule used for the operations is confirmed by
the DSN a few days before the beginning of the mission. This final schedule will be com-
pliant with the designed one but tailored by the DSN to fit it into the global schedule of
all the other tracked missions.

The ArgoMoon DSN agreement initially foresaw two main time allocations: four hours
per day for the first days of the mission (Phase 1 and Phase 2) and maximum four hours
per week for the rest of the mission (Phase 3). Based on this high-level agreement, a
distribution of the allocated tracking time into several passes was performed to better
cover the trajectory. Nevertheless, the subdivision was maintained to a minimal number of
passes necessary to capture the essential events such as a Moon fly-by, an orbital maneuver,
and the DCOs epochs. The major drawback in the design of the ArgoMoon’s tracking
schedule was the potential overlapping of the first day’s activities with 8 of the other
CubeSats released by the ICPS. As introduced before, the tracking schedule described in
this section should be considered as a baseline configuration since the DSN can limit or
increase the actual tracking time.

During the first day after the CubeSats deployment, the DSN allocated one 34-m DSS
per complex to track the ICPS and the deployed CubeSats. The 34-m DSS can provide



40 Chapter 3. Navigation Design

uplink to only one S/C at a time, while the downlink can be simultaneously performed up
to four S/Cs lying in the same antenna’s HPBW using the Multi-Spacecraft Per Antenna
(MSPA) configuration [79]. In that way, the schedule complexity can be drastically reduced
from the telemetry acquisition point of view. Conversely, the ArgoMoon’s navigation relies
on two-way tracking data, which means both uplink and downlink signals are required.
Therefore, it was initially proposed by the DSN to have continuous MSPA downlink during
the first mission’s pass, and 30 minutes of two-way tracking per CubeSat at each pass
during the first day. At the time of the navigation feasibility assessment, the tracking
schedule of ArgoMoon foresaw 30 minutes of two-way tracking time per pass during the
Phase 1 (ignoring the downlink one-way data that are not considered for the ArgoMoon’s
navigation). However, in the last months before the launch, the ArgoMoon’s two-way
tracking time was extended up to 2 hours per pass thanks to a reorganization of the
CubeSats activities of the first day of Artemis-1. To further increase the tracking time
during the first hours after the CubeSats deployment, the DSN and JPL proposed the
use of differenced one-way Doppler observables, also called Interferometric Narrowband
Spacecraft (INS) tracking data [80]. This kind of observable is evaluated by computing
the difference between one-way Doppler observables acquired simultaneously by two DSN
stations that are tracking the same S/C. The accuracy of the INS is greater than the
one-way Doppler and it can provide much earlier trajectory accuracy improvement after
the launch. Anyway, this measurement requires to have the S/C in view of two stations
from two different DSN complexes on the Earth. However, INS tracking was only proposed
as a support for the first hours of the operations and it was not officially confirmed to be
available, therefore it was not considered for the ArgoMoon’s navigation strategy.

The tracking schedule during Phase 2 consists of two tracking passes per day of two
hours each. These two passes are conveniently placed in the morning and the other in the
evening (European time) to support the navigation team’s shifts. In correspondence of the
launch tentative of December 2021, the DSN expected a drastic reduction of the ArgoMoon
tracking time of the first 7 days due to the overlapping with the NASA’s flagship missions
Psyche and James Webb Space Telescope. Even though the Artemis-1 and Psyche launch
attempts of December 2021 have been scrubbed, the ArgoMoon’s tracking time has been
conservatively assumed to be a maximum of one hour per day for the entire REV0 to keep
account for further potential overlapping with other missions.

The four hours of tracking available every week during Phase 3 have been distributed
into two passes of two hours each. The rationale behind this decision is that it is better to
have more observables distributed throughout the trajectory rather then concentrated in
a short amount of time. To improve the coverage of critical events, the two tracking passes
per week have then been strategically placed in correspondence of DCOs and STMs. In
fact, it is fundamental for the navigation to have an orbital maneuver covered by a tracking
pass in order to accurately reconstruct it. Therefore, each STM has to be performed during
a tracking pass and 4 days before, at the DCO, another pass maximizes the data before
initiating the OD process. The number of STMs and their positioning logic is described
in detail in Section 4.2.

The described tracking schedule was then provided to DSN as baseline for the actual
communication and navigation activities. The specification of the interface characteristics
between the DSN, the S/C and the MCC is provided through a dedicated Operations
Interface Control Document (OICD) [79]. However, a list of critical passes requiring an
elevated support must be provided to DSN to prevent such passes from being lost in the
event of a schedule variation. In the case of ArgoMoon, an L3 elevated support has been
required for the tracking passes of the first day of the mission and in correspondence of
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Figure 3.2: Designed tracking schedule and navigation timeline related to the launch on
2022/06/06. Each table is related to one single REV and it reports the DSN coverage
on the first row, the scheduled tracking passes on the second and third row (Doppler and
range data), the orbital maneuvers timeline on the fourth row, DCOs on the fifth row,
and the fundamental trajectory events on the last row. The red bands identify the part
of the timeline that does not belong to the REV.
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the planned orbital maneuvers. The L3 passes receive real-time support by the DSN as
well as a full redundant configuration [79].

The most recent nominal tracking schedule at the time of the feasibility assessment,
that has been used also for the simulations described in Chapter 4, is the one related to
the launch on June 6, 2022. A representation of the former timeline associated with the
navigation activities is provided in Figure 3.2. As can be seen from the latter schedule, the
tracking time is greatest during REV0 and half of REV1 in accordance with the high-level
agreement, and is distributed such that a tracking pass always covers critical events such
as maneuvers, DCOs and encounters. The location of the maneuvers and the DCOs is
described in detail by Chapter 4.

3.4 Spacecraft Dynamical Model
The success of deep space navigation relies also on the proper definition of the S/C dy-
namical model. The dynamical model comes to play in the numerical integration of the
participating bodies (i.e., the S/C, asteroids, satellites) when the OD and FPC are per-
formed as well as in the trajectory re-optimization. As described in Section 1.3.1, if the
developed dynamical model could perfectly describe the accelerations acting on the S/C,
the OD would provide an almost exact reconstruction and estimation of the S/C trajec-
tory. Therefore, the design of an high-fidelity dynamical model has been a fundamental
part of the ArgoMoon navigation.

3.4.1 Accelerations Budget

In the implementation of the forces acting on the S/C, it is fundamental to take into
account also the computational time and the complexity of the models. Taking all the
possible forces into account in the model would be superfluous as many of them could be
of very small magnitude and negligible if compared to the others. Moreover, as rule of
thumb in the frame of the OD, given the smaller expected noise level of the considered
observables, if an acceleration produces and effect on the trajectory that is lower than the
noise level, then this acceleration may be negligible or less predominant for the navigation.
In the case of ArgoMoon, the minimum noise expected on the Doppler (which is the
observable carrying the most information about the S/C’s accelerations) is 0.1 mm/s
which corresponds to an order of magnitude of 10−13 km/s2 if considered as minimum
level in the acceleration observability.

The accelerations acting on the S/C that have been evaluated for the ArgoMoon’s
navigation model are the following:

• Newtonian gravitational point-mass acceleration due to the following bodies: Sun,
Earth, Moon, the planetary systems, and Pluto.

• Newtonian gravitational acceleration due to the spherical harmonics of the following
bodies:

Earth: EIGEN-GL04C [81] model. Maximum degree and order: 20.
Moon: GL0660B [82] model. Maximum degree and order: 20.

• Newtonian gravitational tides due to the Earth and the Moon.

• Relativistic perturbative accelerations due to Earth, Sun and Jupiter.

• Solar Radiation Pressure (SRP).
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Figure 3.3: ArgoMoon’s acceleration budget through the whole mission using the reference
trajectory with launch on June 6, 2022.

The positions and masses of the point-mass bodies are retrieved from the JPL’s plan-
etary ephemerides DE430 [83]). The trajectory of the Earth and the Moon are not propa-
gated since the JPL’s ephemerides already provides very accurate information that cannot
be improved by the ArgoMoon’s orbital reconstruction.

The Figure 3.3 represents the ArgoMoon’s acceleration budget through the whole mis-
sion based on the reference trajectory with launch on June 6, 2022. As described in
Section 2.4, all the ArgoMoon’s reference trajectories have compatible geometries and
characteristics which make the previous acceleration budget valid for all of them. The
major evidences obtained through the acceleration budget are the following:

• The predominant acceleration during the whole mission is the point-mass gravity
due to the Earth.

• The point-mass gravity of the Moon becomes predominant during the closest ap-
proaches (encounters M0 and M3).

• The point-mass gravity accelerations due to the Moon and Sun are almost of the
same order during the geocentric arcs.

• The SRP is the third predominant acceleration of the mission, as expected for small
satellites such as CubeSats.

• The Newtonian gravitational acceleration due to the spherical harmonics of the Moon
is greater than the Doppler noise reference only during the close encounters.
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• The accelerations due to the Earth and Moon tides are the smallest and, even if
they are included in the dynamical model, they may be irrelevant in the navigation.
However they were included to be consistent with the adopted gravity models of
Earth and Moon.

The evidence concerning the spherical harmonics of the Earth and the Moon allowed to
limit the maximum degree and order to 20 drastically improving the computational time.
However, this limitation had already been implemented following the suggestion provided
by the European Cooperation for Space Standardization (ECSS) regarding missions in
cis-lunar space [84]. Finally, the accelerations due to the Earth’s atmosphere, primary
and secondary albedo, thermal emissions and thermal recoil pressure are neglected due to
their too low magnitude and consequently meaningless implementation from the point of
view of the navigation process.

3.4.2 Accelerations Models

Newtonian Point Mass

The Newtonian Point Mass acceleration model that is derived from the Newton’s universal
law of gravitation. It consider the body that is exerting the gravitational force, called cen-
tral body, as a point in the space with all the mass concentrated on it. The mathematical
representation of the model is the following:

aGM = −GM

r3
s

rs (3.1)

where ag is the acceleration at the time t in the integration frame or reference, G is the
gravitational constant, M is the mass of the central body, rs is the distance from the
central body to the spacecraft and rs is the vector from the central body to the spacecraft
in the integration coordinate frame.

Gravitational Potential

The gravitational acceleration exterted by a non spherical body is evaluated through the
gradient of the body’s gravitational potential U :

aU = ∇U(rs) (3.2)

The gravitational potential of an isolated body, with a generic shape and internal
structure, can be described through the Poisson’s integral

U(x) = −
∫

R3

G

|x − rcg|
ρ(r)dV (3.3)

where x is the position with respect to the body’s center of mass at which the potential is
computed, ρ(r) the density of the elementary volume, rcg is the distance of the elementary
volume element from the body’s center of mass, and G is the gravitational constant. Since
the gravitation potential must satisfy the Laplace’s equation

∇2U = 0 (3.4)

in any region exterior to the attracting mass, the potential is said to be an harmonic
function. Then, the potential can be conveniently expanded, by considering x = r, where
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r is the S/C position with respect to the body, in series of spherical harmonics of degree
l and order m:

U(r) = GM

r

{
1 −

∞∑
l=2

l∑
m=0

Plm(sinϕ)
(
R

r

)l

[Clm cos(mλ) + Slm sin(mλ)]
}

(3.5)

where M is the total mass of the body, Plm(sinϕ) are the un-normalized Legendre poly-
nomials of degree l and order m, ϕ is the geocentric latitude, λ the longitude, R is the
body’s mean equatorial radius, r is the S/C distance from the body, Clm and Slm are
the un-normalized spherical harmonics coefficients. Nonetheless, the spherical harmonics
coefficients are frequently normalized as follows:

P̄lm = NlmPlm Slm = NlmS̄lm Clm = NlmC̄lm

where the normalization factor is

Nlm =
√

(2 − δm0)(2l + 1)(l −m)!
(l +m)! , with δm0 =

{
1 if m = 0
0 if m ̸= 0

(3.6)

Gravitational Tides

The gravitational tide can be described as a force that stretches the body with respect
to the center of mass due to the gradient of the gravitational field of another body. For
instance, the tides on the Earth are raised due to the perturbation of the Moon and Sun.

The tidal potential is created by the presence of a secondary body and it changes the
shape and mass distribution of the primary body. As a result, variations in the structure
of the primary body result in variations in the gravitational potential previously described.
Thereafter, the tides are modeled as a time varying corrections of the normalized spherical
harmonics coefficients of the perturbed body. The spherical harmonics corrections due to
the tides mode are modeled following the International Earth Rotation and Reference
Systems Service (IERS) formalism [85]:

∆J̄n = − kr
l0

2l + 1
∑

j

GMj

GM

(
R

rj

)l+1

P̄lo(uj)

 (3.7)

∆C̄nm − iS̄nm = klm

2l + 1
∑

j

GMj

GM

(
R

rj

)l+1

P̄lm(uj)(sj − itj)m

 (3.8)

where M is the mass of the perturbed body, Mj is the mass of the perturbing body, R
is the mean equatorial radius of the perturbed body, rj is the distance between the two
bodies, and

klm = kr
lm + iki

lm (3.9)

are the Love numbers of degree l and order m. The Love numbers are parameters that
characterize the overall elasticity of the body under the effect of the tidal forces [86].

In the ArgoMoon case, the Love numbers used for the tides mode correction of the
Earth and Moon spherical harmonics are reported in the Table 3.1.
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Table 3.1: Love numbers for the tides correction of the Earth and Moon spherical har-
monics models [82][85].

l m
Earth Moon

kr
lm ki

lm kr
lm ki

lm

2 0 0.3019 0.00000 0.02405 0.0000
2 1 0.2983 -0.00144 0.02405 0.00000
2 2 0.30102 -0.0013 0.02405 0.00000
3 0 0.093 0.00000 0.0089 0.00000
3 1 0.093 0.00000 0.0089 0.00000
3 2 0.093 0.00000 0.0089 0.00000
3 3 0.093 0.00000 0.0089 0.00000

Relativistic Perturbation

The relativistic perturbative acceleration of a body due to other bodies of the Solar System
is computed using the Parameterized Post-Newtonian (PPN) metric, in particular with
the parameters β and γ [87]. This method can be applied to the cases in which the
gravitational fields are weak and produced by bodies that moving slowly with respect to
the speed of light, as in the case of S/Cs, planets, moons, etc.

The relativistic perturbation is then modeled as an additional perturbative accelera-
tion to be summed up with the Equation 3.1. The mathematical representation of the
acceleration is the following:

aβ,γ = −
∑
j ̸=i

µjrij

r3
ij

−2 (β + γ)
c2

∑
l ̸=i

µl

ril
− 2β − 1

c2

∑
k ̸=j

µk

rik
+ γ

(
ṡi

c

)2

+(1 + γ)
(
ṡj

c

)2
− 2(1 + γ)

c2 ṙi · ṙj − 3
2c2

[
rij · ṙj

rij

]2

− 1
2c2 (rij · r̈j)


+ µj

r3
ij

{rij · [(2 + 2γ)ri − (1 + 2γ)rj ]} (ṙi − ṙj) + 3 + 4γ
2c2

∑
j ̸=i

µj r̈k

rij

(3.10)

where ṡ2
j = ṙj · ṙj , c is the speed of light, and rij = ri − rj is the position of the perturbed

body i with respect to the relativistic body j. The position, velocity and acceleration
vectors of the participants i, j, k and l, as well as the gravitational constant µ = GM of a
given body, are referred to the Solar-System barycentric frame of reference.

Solar Radiation Pressure

The SRP origins from the electromagnetic radiation coming from the Sun that impact
on the S/C. It describes the momentum transferred per unit of time on a unit surface
immersed in a radiation field. The resultant of the SRP force acting on the S/C Sun-
exposed surface produces an acceleration on the center of mass that create an effective
orbital perturbation. The implemented mathematical model of the SRP is defined as
follows:

aSRP = SfC

mr2
⊙

FN (3.11)
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Table 3.2: ArgoMoon elementary parts and surface properties implemented in the dynam-
ical model. The normal vector of each elements pointing outward the surface in the S/C
body-fixed frame.

Component Area (m2) Orientation Reflection Coefficients
(S/C Frame) Specular Diffusive

Bus Top W ×D = 0.038 [−1, 0, 0] 0.0 0.75 ± 0.02
Bus Bottom W ×D = 0.038 [+1, 0, 0] 0.0 0.75 ± 0.02
Bus Side (Y+) H ×D = 0.087 [0,+1, 0] 0.0 0.75 ± 0.02
Bus Side (Y-) H ×D = 0.087 [0,−1, 0] 0.0 0.75 ± 0.02
Bus Front W ×H = 0.025 [0, 0,+1] 0.0 0.75 ± 0.02
Bus Back W ×H = 0.025 [0, 0,−1] 0.0 0.75 ± 0.02
Solar Arrays Front 2LSA ×D = 0.286 [−1, 0, 0] 0.0 0.23 ± 0.01
Solar Arrays Back 2LSA ×D = 0.286 [+1, 0, 0] 0.0 0.75 ± 0.02

where f is the shadowing scale factor, S is a scaling factor 1, C is the solar flux at 1 AU,
m is the mass of the S/C impacted by the solar radiation, r⊙ is the distance between the
S/C and the Sun, and FN is the normalized force vector that depends on the geometry
of the S/C. The vector FN depends on the S/C’s geometry and surface properties and it
can be defined using the elementary flat plate approximation as

FN = Fnûn + Frûr

Fn = −A [2κdνd + 4κsνs cos(α)] cos(α)
Fr = −A [1 − 2κsνs] cos(α)

(3.12)

where A is the area of the surface exposed to the incoming radiation, ûn is the unit vector
normal to the surface, ûr is the unit vector from the surface to the Sun, κd and κs are the
diffuse and specular reflectivity degradation factors, νd and νs are the diffuse and specular
reflectivity factors and α is the angle between the vectors ûn and ûr. Then, the S/C’s
surface is approximated using elementary geometries, like plates or spheres, whose normal
vector definition can be easily implemented. Therefore, Equation 3.11 and Equation 3.12
are computed for each S/C’s component composing the total SRP acceleration.

3.4.3 Shape and Surface Properties

As seen in the previous section, the definition of the S/C’s shape and surface properties is
required for the computation of the accelerations due to the SRP. The ArgoMoon’s shape
was modeled as a collection of elementary plates each with his surface properties and
orientation. The Figure 3.4 represents the basic shape of ArgoMoon and the body-fixed
frame implemented in the dynamic model. The body-fixed frame has the z-axis pointing
in the same direction of the ArgoMoon’s cameras boresight, the x-axis points towards the
bottom side of the S/C, and the y-axis completes the orthonorma frame. The geometrical
and surface properties of each shape’s elementary plates are reported in Table 3.2.

3.4.4 Orbital Maneuvers

The orbital maneuvers performed by the S/C, both OTMs and STMs, were implemented
using both the impulsive and the finite models. The impulsive burn model was used

1Nominally S = 1 but it is estimated in the OD to account for geometrical mis-modelling.
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Figure 3.4: ArgoMoon simplified shape and body-fixed used in the navigation high-fidelity
dynamical model.

during the analysis phase and it is modeled as an instantaneous change in the S/C’s
orbital velocity. The model is the following:

∆VI = RI
f ∆Vf = RI

fS

∆Vx

∆Vy

∆Vz


f

(3.13)

where RI
f is the rotation matrix from the maneuver’s frame to the integration frame, and

S is a an overall velocity scaling factor. The variation in the S/C mass after the execution
of the impulsive burn is computed as

∆m = m(t)
(

1 − e
−|∆Vf |

Ispg

)
(3.14)

where m(t) is the mass of the S/C at the burn epoch, Isp is the engine specific impulse,
and g is the gravitational acceleration at the Earth’s surface.

The finite burn model has been used during the operations, in particular in the FPC
for the delivery of the computed burns to be converted into telecommands for the S/C.
The finite burn is implemented as acceleration defined as

aB
I (t) = RI

f

(
DcFf (t)
m(t)

)
(3.15)

where aB
I is the inertial acceleration due to the maneuver, Ff (t) is the force model associ-

ated with the thruster, Dc is the maneuver’s duty cycle (whose value is in between 0 and
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1). The variation in the S/C mass is obtained through

∂m

∂t
= Dc

F (t)
Ispg

(3.16)

which is the mass flow of the maneuver at the time t with F (t) as the magnitude of the
force model of Equation 3.15. The force model can be implemented as a polynomial whose
coefficients are initially taken from a pre-launch characterization of the engine.

In the case of ArgoMoon, the Isp has been set to 192 s for the main engine and 46 s for
the RCS. For the finite maneuvers model a constant force profile has been chosen. The
main engine constant force has been set to 0.1 N and 0.177 N for the RCS. The former
values have been provided by the MiPS constructor after the pre-launch tests performed
on ground.

3.4.5 Stochastic Accelerations

To account for unmodeled accelerations or mismodelling, the addition of stochastic accel-
erations is usually performed. In the context of the OD, the stochastic parameters are
treated as piecewise constant within discrete time intervals called batches. The stochastic
accelerations are considered null by default but they are free to change in an uncorrelated
way at each batch interval. The way in which their value changes depends on the asso-
ciated covariance and result of the filtering process. Based on the duration of the batch
intervals, the stochastic accelerations tends to absorb the signatures on the residuals that
cannot be fitted with the assumed dynamical model. For instance, unpredictable events
like the leakage of a thruster or the outgassing usually occur for a finite time interval
and then cease and reappear at a later time. Therefore, the use of accelerations that can
change differently at each batch interval allow the identification of such events [88].

In the case of ArgoMoon, the stochastic accelerations have been modeled as 8 hours
time-batched white random noise with a standard deviation of 10−11 km/s2. The assumed
standard deviation corresponds to 20 times the ones observed in the reconstruction of
the complete Cassini’s trajectory [89]. However, during the navigation operations the
stochastic accelerations batch time and noise can been conveniently changed in function
of the quality of the data and the observed problems.

3.5 Reference Trajectory Re-optimization
Usually, in the design of the reference trajectory, the mission analysis team use his own
software, dynamical model and integration scheme that may be different from the ones
used by the navigation team. Therefore, when a new reference trajectory is provided, the
navigation team reintegrates it compare the differences between them. Typically, errors
between the two trajectories are present and, based on the entity of such errors, a proper
correction has to be performed to avoid waste of propellant during the navigation [90]. For
instance, the navigation team could perform a constrained re-optimization of the reference
trajectory using the navigation high-fidelity model. Nonetheless, the two trajectories will
always have differences provided that the mission and navigation requirements remain
fulfilled.

3.5.1 Dynamical Model Differences

The ArgoMoon’s reference trajectory was designed by the Argotec’s mission analysis team
using a dedicated software. Since the beginning of the design activities, critical differences
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Figure 3.5: Trajectory differences between mission design and navigation for the last
reference trajectory before the actual launch on November 16, 2022.

were seen between the software used by the navigation team, MONTE, and the one used
by the mission analysis team. As first iteration, the differences between the two dynamical
models have been smoothed out by using the same extended body gravity fields, ephemeris,
planet masses, and similar integration schemes. However, models like the S/C’s shape,
the relativistic perturbation and the space time were differently implemented in the two
software making difficult the matching of the reference trajectories. For instance, in the
software used by Argotec the S/C’s shape can be represented by using the simple cannon-
ball model or by using the Solar Pressure and Aerodynamic Drag (SPAD) model [91]. The
latter model has been developed internally by the Goddard Space Flight Center (GSFC)
and it describes the SRP acting on a S/C by exploiting a pre-computed table of normal-
ized force vectors. On the contrary, as seen in the previous section, MONTE adopt the
elementary geometries collection for the computation of the SRP. Therefore, in that case,
the two dynamical models of mission analysis and navigation were different and cannot
be configured in the same way. Moreover, differently from MONTE, the software of the
mission analysis team does not perform the change of the center of integration when the
S/C moves between different SOIs and only one spherical harmonics field can be used
at a time. The differences between mission design and navigation for the last reference
trajectory before the actual launch are reported in Figure 3.5. As can be seen from the
former plots, the high-fidelity trajectory computed with MONTE tends to diverge from
the reference one. Therefore, an assessment of the ∆V cost to correct these differences
shall be performed.

Nonetheless, as described in Section 2.4, the ArgoMoon’s reference trajectory is very
sensitive to the initial conditions and small perturbations as expected for a three-body
problem. As a result, relevant errors occur in the end part of the trajectory reintegrated
with the high fidelity navigation model due to the differences with the mission analysis
software. In any case, precisely because the sensitivity to small perturbations, small
corrections to the OTM1 and the first fly-by would sufficient to remove the errors.
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3.5.2 Re-optimization Method

To correct the errors due to the differences between the mission analysis and navigation
software a re-optimization of the reference trajectory is performed using the navigation
high-fidelity model. The re-optimization of the ArgoMoon reference trajectory consisted
into correct the OTM1 and the first fly-by of the Moon to exactly match the mission anal-
ysis’ trajectory at the last encounter of the Moon at the EOM. Usually, further constraints
and requirements are imposed but in the case of ArgoMoon the unique trajectory-related
requirement was to guarantee the disposal of the S/C after the last fly-by. Therefore, it
was not an issue if the mission analysis and navigation trajectories were slightly different
in between the beginning of the mission and the last Moon’s encounter.

The re-optimization of the trajectory was performed by using the Computer Optimiza-
tion System for Multiple Independent Courses (COSMIC) tool of MONTE together with
the SNOPT optimization algorithm. The COSMIC tool allows the user an intuitive time-
line of maneuvers, Control Points (CPs) and Break Points (BPs) to describe the trajectory
optimization problem. This timeline is then used by COSMIC to define controls and con-
straints as well as the cost of the optimization. Based on the requirement of having an
exact match of the state at the last encounter with the Moon, the re-optimization timeline
was then structured as follows:

• CP0: S/C injection state taken from the reference trajectory provided by the mis-
sion analysis team. This point is fixed meaning that it is not controlled by the
optimization algorithm as it corresponds to the S/C orbital injection which, in the
case of ArgoMoon, is not controllable. From this control point a forward trajectory
propagation departs to BP1.

• OTM1: impulsive burn controlled in direction and magnitude and fixed in time. As
for the initial state, the first guess value comes together with the reference trajectory
provided by the mission analysis. This maneuver is maintained fixed in time as its
location was constrained by the operations schedule and the mission analysis.

• BP1: first trajectory continuity constraint, both in position and velocity, placed two
days before the encounter M0.

• CP1: S/C state at the C/A of the encounter M0. From this point a backward
trajectory propagation depart to BP1 and forward propagation to BP2. The opti-
mization algorithm controls all the six components of the state using the B-plane
coordinates.

• BP2: second trajectory continuity constraint, both in position and velocity, placed
at two days before the last fly-by of the Moon.

• CP2: S/C state at the C/A of the last encounter with the Moon. To satisfy the mis-
sion and navigation requirements, this control point has been configured to match the
designed B-plane coordinates (B.T,B.R,LTOF ) of the last fly-by. The other three
coordinates, which are related to the orbital velocity and complete the definition of
the CP2 state, are free to be controlled by the optimization algorithm. However,
to maintain an acceptable disposal after the fly-by, these last three coordinates are
bounded by a small range around their nominal value. Finally, from this control
point a backward trajectory propagation depart to BP2 and forward propagation up
to the EOM.
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Figure 3.6: ArgoMoon reference trajectory re-optimization scheme implemented in
COSMIC.

A schematic representation of the described re-optimization scheme is presented in
Figure 3.6. The cost function for the minimization of the problem based on the previous
timeline is the total ∆V of the OTM1. The vector of the controls is then composed by
nine elements, the right ascension, declination and magnitude of the OTM1, and the six
state coordinates of the M0 encounter. The constraints vector is composed by twelve
elements that are the six state continuity errors at BP1 and the other six at BP2. Since
the high-fidelity model is quite complex, the optimization may require several minutes
before reaching convergence. Moreover, the convergence is not always guaranteed but
depends on the configuration of the SNOPT solver and the scaling factors of controls and
constraints. However, by carefully inspecting the results in case of failure, one may find
that the algorithm tends to converge but the tolerances may were too tight. In the case
of ArgoMoon tolerances of 10−3 km and 10−6 km/s were set for position and velocity on
the break points, and they have been correctly satisfied by the optimized solutions.

The errors after the re-optimization for the last reference trajectory before the actual
launch of November 16, 2022, are reported in Figure 3.7 . As can be seen from the for-
mer results, the errors are much lower than before the re-optimization and are below the
imposed tolerances at the last Moon’s encounter. As expected, due to the high sensitivity
of the trajectory to the small perturbations, the ∆V of the OTM1 after the optimization
remained close to the one of mission analysis, as can be seen from Table 3.3. In conclu-
sion, these differences are a result of each teams own software and dynamical model, and
produces an acceptable additional cost in the overall ∆V budget.
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Table 3.3: Comparison between the OTM1 provided by the mission analysis and the one
re-optimized using the navigation high-fidelity model, for the last reference trajectory
related to the actual launch of November 16, 2022.

Maneuver Parameters Mission Analysis Re-optimization
Epoch 17-NOV-2022 12:00:17 UTC

∆V (m/s) 12.78 12.49
Right Ascension (RA) (deg) 207.34 204.45

Declination (DEC) (deg) -9.12 -9.62

Figure 3.7: Trajectory differences after the re-optimization based on the navigation high-
fidelity model of the reference trajectory for the actual launch of November 16, 2022.
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4.1 Introduction
After the study and development of the ArgoMoon’s navigation system, FPC and OD
feasibility assessments were performed to evaluate the expected performance and the ca-
pability of met the navigation requirements with the conceptualized system. Firstly, the
design of a trajectory control strategy was performed to identify the proper targets and
maneuvers schedule to be used in the FPC. Then, multiple simulations were conducted to
validate the developed FPC strategy and evaluate the feasibility in terms of total statistical
∆V cost.

The optimal maneuvers schedule obtained from the FPC analysis was used to consol-
idate the tracking schedule described in Section 3.3. After that, in-depth OD covariance
analyses were carried out to quantify the expected formal uncertainties throughout the
entire mission in order to verify the navigation requirements under various operational
scenarios. Additionally, robustness analyses were carried out to examine the sensitivity of
the OD to all key factors and to determine the most appropriate operations timeline for
the mission.

The first section of this chapter provides a detailed description of the design and
analysis of the FPC strategy. This section begins with an overview of the errors expected
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to be relevant for the ArgoMoon trajectory dispersion and their evaluation through a
a simulated uncontrolled trajectory dispersion.Then, an explanation of the methodology
used to design the optimal control strategy and obtain the nominal STMs schedule is
provided. Finally, the results of the FPC simulations based on the designed optimal
control strategy are discussed.

The second section covers the entire OD analysis performed for the feasibility and
performance assessment using the validated FPC strategy. As for the FPC analysis, the
second section provides a technical discussion about the OD covariance analysis and the
assumptions made for having a realistic but also conservative scenario of the ArgoMoon’s
OD. Then, the section is concluded by presenting the simulation results of the baseline
OD scenario.

The last section of the chapter presents an overview of the conducted sensitivity anal-
ysis both for FPC and OD. The results discussed in at the end of this section allows to
have a comprehension of the most relevant parameters expected to affect the performance
of the ArgoMoon’s navigation.

It is fundamental to point out that the analyses described in this section are related to
the ArgoMoon reference trajectory with launch on June 6, 2022, as it was the most recent
trajectory at the time of the feasibility assessment. However, all the analyses were also
conducted for the trajectories before the latter one and the results were compatible proving
the robustness of the developed navigation system. Therefore, the feasibility assessment
results here described were still valid including the last reference trajectory delivered for
the launch on November 16, 2022.

4.2 Flight Path Control

Evaluating the quantity of propellant required to correct the errors that can potentially
impact the trajectory is necessary for determining whether navigation is feasible. The sta-
tistical errors must then be corrected using an optimal trajectory control strategy without
exceeding the ∆V allocated to the navigation. The FPC analysis described in this sec-
tion was performed with the aim of design a control strategy that significantly reduces
the dispersion with respect to the reference trajectory while minimizing the number of
maneuvers and the total required ∆V . The control strategy was a fundamental part in
the design of the ArgoMoon navigation also because of its importance in the fulfillment of
the navigation requirements.

4.2.1 Methodology

The study was initially conducted using a linear analysis to test different maneuvers sched-
ule, aimpoints and targets’ coordinates [92]. After the optimal solution was found, a non-
linear analysis was performed to validate the trajectory dispersion as well as the ∆V . The
linear method evaluates the dispersion and controllability of the selected targets using the
covariance mapped to future times. The non-linear approach is based on the numerical
propagation of the trajectory using the same high-fidelity model described in Section 3.4.
Both simulations were performed using the Monte Carlo method, which samples from
the covariances designed to describe the expected sources of errors. Each Monte Carlo
was performed using a total number of 10000 samples which was ten times the minimum
number of samples that was seen to be sufficient to characterize the statistics.

Following careful preliminary testing, it was discovered that both methodologies’ re-
sults were consistent with negligible discrepancies except for the uncontrolled dispersion
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that will be treated later. The consistency between the two methods allowed the linear ap-
proach to be validated and used to quickly and confidently analyze thousands of maneuver
combinations, as well as aiming points and targeted coordinates.

The linear method was employed through the Linear Analysis of Maneuvers with
Bounds and Inequality Constraints (LAMBIC) algorithm [93] (which is also directly inte-
grated in MONTE) that has been used and validated in the FPC analysis of relevant deep
space missions [52, 94, 95, 96]. Both linear and non-linear methods exploit the covariance
propagation to simulate the dispersion on the trajectory due to the modeled sources of
errors. A schematic representation of the linear covariance propagation for the statistical
maneuvers analysis is provided in Figure 4.1. By considering a 6 × 6 covariance matrix P
related to the 6 elements of S/C’s state at the time t0, the linear propagation of P to a
time t is performed as

P (t0|t) = Φ(t0, t)P (t0|t0)ΦT (t0, t) (4.1)

where
Φ(t0, t) = ∂x(t)

∂x(t0) (4.2)

is the state-transition matrix defined as the partial derivatives of the state vector x at
the time t with respect to the state vector at time t0. The state-transition matrix is
approximated to the first order leading to the linearization of the problem. The quantities
and the scheme represented in Figure 4.1 are then described as follows:

• P (t0|t0) = P0 is the initial covariance matrix representing the dispersion at the
beginning of the propagation. The mapping of this covariance at the time t0 is equal
to the covariance matrix itself because Φ(t0, t0) = I where I is a 6×6 identity matrix.

• x0 is the initial state vector from which the propagation is performed towards the
target. This state can be tough as the S/C state observed in a OD solution before
the target.

• P (t0, tT ) = Φ(t0, tT )P0ΦT (t0, tT ) is the initial covariance matrix propagated up to
the target’s time tT . This covariance describes the uncontrolled trajectory dispersion
at the target and it is useful to evaluate if the trajectory control is required or not.

• P (tDCO, tT ) = Φ(tDCO, tT )PDCOΦT (tDCO, tT ) is the covariance matrix at the ma-
neuver’s DCO mapped to the target’s time tT . The PDCO is the estimated covariance
matrix obtained by the OD solution at the time tDCO.

• P (tT , tT ) = PT is the actual covariance matrix that describe the trajectory dispersion
at the target’s time tT after the application of the correction maneuver.

• ∆v(tB) is the computed maneuver’s vector based on the difference between the
observed random state vector xOD and the desired one xT , both at the time tT , plus
the error sampled from P (t|t). The maneuver’s vector is computed at the maneuver’s
time tB where the final ∆V magnitude is function of tB.

• qerr is the maneuver’s error vector which is function of the computed ∆v vector.

• x1 is the actual S/C state at the target’s time tT after the entire propagation process.
Then, the state x1 and the covariance PT become the initial conditions for another
analysis with respect to a downstream target after tT .
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Figure 4.1: Representation of the statistical maneuvers analysis method based on the
linear covariance propagation.

Typically, the described process is performed in a chain for each selected targets to which
belong one or multiple planned maneuvers. Therefore, the results related to the down-
stream targets will depend on the maneuvers and dispersion of the previous ones.

The non-linear method simply exploits the covariances previously described to sample
the errors used to perturb the numerical propagation of the single Monte Carlo sample.
Moreover, in this method the maneuvers are computed using exactly the same approach
as the operational FPC using a differential correction. However, the non-linear method
was much slower than the linear one due to the higher computational time required by
the high-fidelity propagation of each Monte Carlo sample. Therefore, the latter was used
only to validate the strategy found using the linear method.

4.2.2 Errors Assumptions

The actual S/C trajectory can’t be expected to be equal to the designed one since there
are obvious uncertainties and errors in the assumed dynamics and initial conditions. For
example, if a launcher deploys a S/C kilometers away from the expected position and
with a slightly different velocity, the resulting trajectory will clearly not be the same as
the reference one. This is a problem of uncertainty on the initial conditions that is derived
from the performance of the launcher and the complexity of the ascent flight. This kind
of uncertainty is described by the so called injection covariance that is usually provided
by who designed the launcher and the ascent trajectory. Usually, the injection covariance
is also employed in the OD as a priori uncertainty on the S/C initial state. Therefore,
the uncertainties related to the S/C dynamics affects both the FPC the OD generating a
statistical dispersion on the navigated trajectory.

In addition to the orbital injection covariance, the other relevant sources of errors
considered in the ArgoMoon FPC analysis are the maneuvers execution error, the OD and
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mis-modelling error. The error due to the execution of an orbital maneuver is derived
from the uncertainty on the performance of the PS and ADCS. As a matter of fact, the
S/C pointing during a maneuver is not perfect because it depends on the ADCS accuracy
in reconstructing and controlling the attitude. Moreover, the ArgoMoon PS relies on a
complex chemical system that cannot exactly generate the commanded ∆V . Consequently,
these errors contribute into make orbital maneuvers that are actually different from the
commanded one an then additional dispersion is generated on the S/C trajectory. The
OD and mis-modelling error contribute to the dispersion since they affect the computation
of the correction maneuver. In fact, during the operations it is evaluated whether or not
to make a planned corrective maneuver on the basis of an OD solution. Therefore, since
the OD solution is not exact and has a predicted uncertainty, the resulting trajectory
retargeting will be inaccurate causing further dispersion in the execution of the orbital
maneuver. The considered sources of error and the relative assumptions for the ArgoMoon
FPC analysis are summarized in Table 4.1. The wide uncertainty on the SLS performance
and ArgoMoon PS capabilities were expected to be the predominant sources of error.

Table 4.1: Trajectory statistical errors considered in the FPC analysis.

Error Source Model

Injection
Covariance

ICPS state (Earth-RTN) uncertainty (3-σ) at disposal epoch:
Position (km) 30.0 / 60.0 / 15.0
Velocity (m/s) 2.1 / 2.7 / 4.2

Maneuvers
Execution Gates Model applied to both OTMs and STMs.

OD and
Mis-Modelling OD covariance mapped from the maneuver’s DCO to the aimpoint.

The described models are then implemented in the linear and non-linear method using
the same approach. The dispersion on the S/C initial state is performed by sampling
the position and velocity errors from the ICPS injection covariance. The maneuver’s
execution error is implemented using the Gates model [97] described in detail in the
following paragraph. The OD error is simulated using the OD covariance mapped from
the maneuver’s DCO to the target’s epoch to generate a randomly sampled error in the
maneuver’s target values. The mis-modelling is included in the OD error computation by
estimating stochastic accelerations during the OD simulation.

Gates Error Model

The Gates execution error model generates randomly sampled execution errors for a spe-
cific commanded ∆v. Then, these generated errors can then be added to the commanded
∆v to simulate the actual ∆va. For various maneuver magnitude ranges, different error
statistics can be defined. The Gates model divides the execution error into two compo-
nents: one parallel to the commanded ∆v named magnitude error, and one called pointing
error which is perpendicular to the ∆v vector. These errors are further broken down into
errors proportional to the ∆V and fixed errors independent of the maneuver size.

Let ∆v be the commanded maneuver’s vector with which the execution errors are to
be generated. The Gates model compute the pointing error standard deviation as

α =
√
σ2

α + ρ2
α|∆v|2 (4.3)



60 Chapter 4. Navigation Simulations

Figure 4.2: Schematic representation of the Gates error model. Source: Monte 149 help
guide - JPL, Caltech.

and the one of the magnitude error as

β =
√
σ2

β + ρ2
β|∆v|2 (4.4)

where σ and ρ are the fixed and proportional magnitude error contribution of their sub-
script components. The error can be then expressed in a coordinate system with the z-axis
aligned with the commanded ∆v direction as presented in 4.2. Given three independent
random realization ζ1, ζ2, and ζ3, of a normal distribution N(0, 1), the maneuver error
can be described as:

e = α · ζ1 · êx + α · ζ2 · êy + β · ζ3 · êz (4.5)

being êz in the computed maneuver direction, êx and êy perpendicular to the computed
maneuver. Therefore, the actual maneuver is simulated as ∆va = ∆v+e where the Gates
error e is a representation of the qerr vector presented in Figure 4.1.

Usually, the standard deviations of the pointing and magnitude errors are empirically
derived from the results of the PS characterization performed before launch. Later, during
the actual flight, it may be possible to specialize the assumed Gates error parameters by
analyzing the OD estimation results of the executed orbital maneuvers [97]. For the Ar-
goMoon mission, the assumed Gates error parameters (Table 4.2) were set to conservative
values derived from a pre-launch analysis of the PS performed by the Argotec’s engineers.

Table 4.2: Gates model assumptions for the maneuvers execution error (1σ coefficients).

Maneuvers Execution Error

Error Component ArgoMoon PS

Magnitude Proportional (%) 3.5
Fixed(m/s) 0.11

Pointing Proportional (deg) 1.1
Fixed(m/s) 0.11

4.2.3 Uncontrolled Trajectory

Initially, a Monte Carlo analysis of the uncontrolled trajectory was performed to determine
the trajectory’s sensitivity to the initial conditions. Furthermore, the analysis enabled
the evaluation of the Earth and Moon impact risks, as well as the heliocentric disposal
capability, without performing any correction maneuvers.

Starting from the reference initial state, a total of 10000 trajectory samples were prop-
agated with the high-fidelity model and perturbed using the assumed injection covariance.
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Figure 4.3: Statistics of the uncontrolled trajectory error with respect to the reference
trajectory from the deployment up to the first apogee A1.

The OTM1 is then executed by adding the maneuver execution error, and the trajectory is
propagated up to the EOM without any other correction maneuvers being simulated. To
generate dispersion statistics, the position and velocity errors with respect to the reference
trajectory are computed for each trajectory sample. The results in Figure 4.3 show the
magnitude of the position error computed with respect to the nominal trajectory up to
A1. Figure 4.4 reports the results of the trajectory dispersion mapped on the B-plane
(Appendix A) of the fly-by M0. The plots have been limited only to the first relevant part
of the mission due to the chaotic behavior of the solutions after P0.

After the closest encounters with the Moon (M0) and the Earth (P0), the initial error
brought on by the injection covariance and the Orbit Trim Maneuver (OTM)1 execution
error soon increases, and it then stays confined between 105 km and 106 km until the
mission’s end. The uncontrolled dispersion provided a probability of about 1.8% to fly
below 1000 km of altitude with respect to the Earth, violating the NAVREQ-1. Moreover,
due to the chaotic behavior of the propagated samples, the last fly-by with the Moon (M3)
is never achieved. The trajectory is indeed particularly sensitive to the starting conditions,
as expected for three-body issues, and the large dispersion after M0 is an indication that
the mission’s first fly-by is crucial. The Sun and the Moon’s third body perturbations
are actually more noticeable because of the geometry of the orbit, and as is well known
for three-body problems, even a minor change in the initial conditions can result in a
significantly different solution.

The B-plane dispersion shows that the linear method (dashed blue ellipse) and the non-
linear one (red ellipse and scattered points) provides almost the same results. However,
the non-linear dispersion after the first apogee A1 starts to diverge from the linear case
meaning that the uncontrolled trajectory behaves fairly linear only during REV0 and part
of REV1. As matter of fact, if the first Moon fly-by was skipped starting the dispersion
one day after it, the differences between the linear and non-linear uncontrolled dispersions
were negligible. This evidence can be expected from the fact that a cis-lunar orbit with an
encounter with the Moon is highly non-linear by the very nature of the problem. Therefore,
it was clear that the targeting analysis of the M0 encounter was the first fundamental step
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Figure 4.4: The 99th percentile of the trajectory dispersion on the B-plane of M0.

to proceed with the research of an optimal control strategy.

4.2.4 Optimal Control Strategy

The dispersion with regard to the reference trajectory must be reduced in order to meet
the navigational requirements. This necessitated the search for a series of aimpoints to
target via impulsive orbital maneuvers. The K-inverse method was used to evaluate the
aimpoint selection and the location of the targeting maneuver [92]. As seen in Section
4.2.1, the state-transition matrix Φ plays an important role in the FPC since it can be
used for mapping a perturbation of the state at the time t0 to a different time t. There-
fore, this matrix expresses the sensitivity of the state parameter to their variation along
time, between two epochs. The K-inverse method exploits this characteristic of the state-
transition matrix to evaluate the controllability of an aimpoint using a specific coordinate
system. An orbital maneuver executed at a time tB is effectively a variation of the three
velocity components at that time. This variation in the orbital velocity produces a certain
change in the state a next time tT > tB. Let’s assume now that the state at the time tT
represents the aimpoint to target using the aforementioned orbital maneuver. Conceptu-
ally, the aimpoint state cannot be targeted in all its six components but only by a subset
of three components as the number of components of the orbital maneuver. In that sense,
the K matrix, which is the core of the K-method, is practically defined as a 3 × 3 block
of the state-transition matrix, mapped to the aimpoint’s epoch in the desired coordinate
system, extracted as

K =



∂c1(tT )
∂ẋ(t)

∂c1(tT )
∂ẏ(t)

∂c1(tT )
∂ż(t)

∂c2(tT )
∂ẋ(t)

∂c2(tT )
∂ẏ(t)

∂c2(tT )
∂ż(t)

∂c3(tT )
∂ẋ(t)

∂c3(tT )
∂ẏ(t)

∂c3(tT )
∂ż(t)


(4.6)
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where c1, c2, and c3 are three targeted coordinates at the aimpoint epoch tT and ẋ(t),
ẏ(t), and ż(t) are the S/C velocity components at an epoch t < tT . Therefore, the K
matrix represents the sensitivity of the targeted coordinates with respect to a change in
the orbital velocity. Then, if ∆x(tT ) represents a perturbation of the aimpoint coordinates
c1, c2, and c3, the variation in the acS/C velocity required to correct this perturbation
can be computed by exploiting the inverse of K as follows:

∆v(t) = K−1∆x(tT ). (4.7)

As a result, finding the minimum of the K-inverse norm provides the optimal maneuver
for minimizing the ∆V . Therefore, by recalling the quantities introduced in Section 4.2.1,
the maneuver ∆v(tB) to correct the error at the target, assuming a realistic scenario with
the OD in the loop, is computed as

∆v(tB) = K(tT |tB)−1(xT − xOD + ∆bOD). (4.8)

where bOD is a the OD error’s vector sampled from the covariance matrix P (tDCO|tT ).
The actual maneuver is then simulated by adding to the commanded vector ∆v(tB) the
Gates error described before.

The use of this linear method has given the possibility to rapidly test many kinds of
aimpoints and coordinates to be targeted, as well as the maneuver’s location. To reduce the
design space as much as possible, the fly-bys with the Moon (M0,M3) and the geocentric
apoapses (A1, A2, ..., A8) were already considered as optimal aimpoints based on previous
studies [92]. Moreover, the analysis of the uncontrolled trajectory was already providing
a confirmation about the targeting of the fly-by of the Moon. Then, by performing the
control of the first encounter M0, it was seen that the linearity after the fly-by was restored
meaning that the analysis for the rest of the mission was widely supported by the linear
method. In addition, to reduce the trajectory dispersion by improving the control on the
S/C orbital velocity, the periapses (P1, P2, ..., P7) of the orbit around the Earth have
been selected as further aimpoints.

As well documented from the experience of many deep space missions, the fly-bys with
the Moon were targeted using the B-plane coordinates (B.R,B.T, LTOF ) whose detailed
explanation is provided in Appendix A. The targeted coordinates of the apsides aimpoints
are the cartesian position at the apogees and the cartesian velocity at the perigees. Then,
to evaluate the location of the maneuvers targeting the chosen aimpoints, the K-inverse
norm analysis was performed. Thus, given a fixed target downstream, the corresponding
K-inverse norm can be rapidly calculated using Equation 4.7 at different times t < tT . This
produces a curve representing the evolution of the K-inverse norm, hence the ∆V order
of magnitude, whose minimums are the optimal locations where to place a maneuver. In
the case of the M0 encounter, the time interval in which the K-inverse norm was studied
covered from the start of the mission up to the C/A of the fly-by. For the last Moon
encounter M3, the time interval was from the penultimate perigee until the C/A of M3 as
done for M0. For the geocentric apoapses and periapses, the chosen time interval covered
the REV to which the aimpoint belong to (i.e., the K-inverse norm analysis for A1 was
through the REV1). This last decision was based on the fact that two successive periapses
or apoapses aimpoints are at most one REV apart. The Table 4.3 reports a summary of
the selected aimpoints and targeted coordinates in particular for the reference trajectory
with launch on June 6, 2022.

The K-inverse norm evolution for the fly-bys M0 and M3 are shown in Figure 4.5.
Where the mission analysis team has positioned the OTM1 before M0 is about where the
minimum of the norm is located. The norm then increases by approaching M0, making
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Table 4.3: Selected aimpoints and targeted coordinates for the optimal control strategy
applied to the reference trajectory with launch on June 6, 2022.

Aimpoints Epochs Target Coordinates Center Frame

M0
M3

12-JUN-2022 02:06 UTC
15-DEC-2022 08:55 UTC

B-plane

Moon EME2000B.T km
B.R km

LTOF s

P0 to P8 Perigees’ epochs

Cartesian Velocity

Earth EME2000VX km/s
VY km/s
VZ km/s

A1 to A8 Apogees’ epochs

Cartesian Position

Earth EME2000X km
Y km
Z km

Figure 4.5: K-inverse norm evolution for the targeting of (B.R,B.T, LTOF ) coordinates
of the B-plane for the fly-bys M0 (left) and M3 (right)..

any maneuvers near to the fly-by more expensive in terms of ∆V . Because of this, STM1
was scheduled 48 hours after OTM1, as early as possible, while still allowing for enough
time to complete the navigation process. As mentioned before, the norm analysis of M3
was performed starting from the beginning of the revolution (REV)8 (corresponding to the
second-last perigee until the C/A). The results about M3 show two local norm minima,
one two days after the apogee A8 and one 12 hours after the last perigee P8, where the
correction maneuvers STM18 and STM19 should be placed.

Figure 4.6 depicts the evolution of the K-inverse norm during REV1, aiming at the
cartesian position at A1 and cartesian velocity at P1. The targeting of the cartesian
position at A1 is optimal if performed at the local minimum two days after the perigee
P0. Close to perigees and apogees there is a local maximum due to the 180-degree transfer
singularity of the Lambert problem [92]. The norm evolution for the cartesian velocity
at P1 shows a minimum close to A1, even if the curve is relatively flat. Close to the
perigees, the norm increases because of the reduction of the orbital velocity. The same
considerations apply to the orbits REV2 to REV8 as can be seen from the Figures 4.7 to
4.13 represent the evolution of the K-inverse norm during each REV from 2 to 8. Finally,
Figure 4.14 reports an high-level schematic representation of the designed optimal strategy
that apply to all the trajectories and not only to the one analyzed in this section.
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Figure 4.6: K-inverse norm evolution for the targeting of the cartesian position at the
apogee A1 (left) and the cartesian velocity at the perigee P1 (right).

Figure 4.7: K-inverse norm evolution for the targeting of the cartesian position at the
apogee A2 (left) and the cartesian velocity at the perigee P2 (right).

Figure 4.8: K-inverse norm evolution for the targeting of the cartesian position at the
apogee A3 (left) and the cartesian velocity at the perigee P3 (right).



66 Chapter 4. Navigation Simulations

Figure 4.9: K-inverse norm evolution for the targeting of the cartesian position at the
apogee A4 (left) and the cartesian velocity at the perigee P4 (right).

Figure 4.10: K-inverse norm evolution for the targeting of the cartesian position at the
apogee A5 (left) and the cartesian velocity at the perigee P5 (right).

Figure 4.11: K-inverse norm evolution for the targeting of the cartesian position at the
apogee A6 (left) and the cartesian velocity at the perigee P6 (right).
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Figure 4.12: K-inverse norm evolution for the targeting of the cartesian position at the
apogee A7 (left) and the cartesian velocity at the perigee P7 (right).

Figure 4.13: K-inverse norm evolution for the targeting of the cartesian position at the
apogee A8 (left) and the cartesian velocity at the perigee P8 (right).
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Pi

Pi+1

Ai

STM→rAi

STM→ṙPi+1

Pi + 2 day

Close to Ai
REV without

Moon encounters

C/A

Mj

STM→(B.T, B.R, LT OF )Mj

Approach Maneuver
C/A - 2 days

REV with
Moon encounters

P : Perigee | A: Apogee | M : Moon Fly-By | STM: Statistical Trim Maneuver

Figure 4.14: Schematic representation (not in scale) of the ArgoMoon’s optimal trajectory
control strategy for a REV without a Moon encounter (left) and with a Moon encounter
(right).
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Figure 4.15: Controlled trajectory 99th percentile dispersion through the whole mission
using the nominal control strategy. The error is computed with respect to the reference
trajectory using the geocentric RTN frame.

4.2.5 Simulation Results

An evaluation of the expected statistical ∆V and controlled trajectory dispersion was
done through a Monte Carlo non-linear analysis employing the discovered optimal STM
locations and targets. In addition to the correction maneuvers, the OTM1 was simulated
in open-loop (executed as provided by the mission analysis) with the addition of the
maneuver’s execution error. For the computation of the SRP, the attitude of the S/C
was considered Earth-pointing during the scheduled tracking passes and Sun-pointing
otherwise. The resulting statistical ∆V for the baseline scenario is reported in Table 4.4
in terms of mean, that is the expected value, and the 99th percentile, that is used for the
validation of NAVREQ-5. The reported ∆V results show that STM1, STM2, STM3 and
STM4 are the most expensive statistical maneuvers. According to the controlled dispersion
of Figure 4.15, the position errors relative to the reference trajectory show a peak during
REV0, especially after the M0 encounter, and reach a maximum value of around 3000 km
at P0. After A1 and before M3, the dispersion remains always below about 400 km (at
perigees), increasing again to 1000 km only at EOM, because of the disposal flyby M3.
Thanks also to the fact that none of the reference trajectories had altitudes with respect to
the Earth lower than 10000 km, the designed control strategy provides a final dispersion
that widely satisfy the NAVREQ-1.

In addition, Figure 4.16 and Figure 4.17 show the trajectory dispersion on the B-plane
of the M0 and M3 encounters. The dispersion at the M0 encounter is quite large after the
OTM1 and drastically reduced after STM1 meaning that injection error shall be corrected
prior the encounter’s C/A. The dispersion at the M3 encounter is well contained in the
NAVREQ-2 requirement region even at the STM18.

As expected, the injection covariance is the main cause of dispersion and M0 serves
as an error amplifier. Unfortunately, as was evident from the K-inverse analysis, there
was not enough time between the S/C deployment and M0 to include further correction
maneuvers to target the fly-by. As a result, the ∆V needed to absorb the injection and
maneuvers execution errors is distributed through the maneuvers up to the STM4. The
majority of the remaining ∆V of the mission is needed to correct the OD and maneuvers’
execution errors.
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Figure 4.16: Trajectory dispersion (99th percentile) at the B-plane of M0 after OTM1
(blue ellipse) and STM1 (green ellipse).

Figure 4.17: Trajectory dispersion (99th percentile) at the B-plane of M3 after STM18
(blue ellipse) and STM19 (green ellipse).
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4.3 Orbit Determination
The ArgoMoon OD expected accuracies and the fulfillment of the mission requirements
were assessed through a covariance analysis. In this method the OD process is performed
exactly as it will be done during the operations except for using simulated data generated
with the same dynamical model adding a synthetic noise. The use of a realistic setup and
assumptions allow to infer the expected accuracy of the estimation. Moreover, by tuning
the setup (i.e., a priori uncertainties, tracking schedule, observable noise) used to generate
and analyze the simulated measurements, it is possible to provide a better understanding
of the effects of the main design parameters on the expected OD performances. However,
the covariance analysis does not account for model errors meaning that the results are
always aligned with their mean values. Therefore, the use of conservative assumptions
and stochastic parameters allow to consider the mis-modelling effects in the computed
uncertainties. The simulation procedure adopted for the OD analysis is structured in the
following steps:

1. Setup of an high-fidelity dynamical and measurements models (Section 3.4).

2. Generation of the simulated observed measurements:

(a) Computation of the S/C trajectory with respect to the Earth by numerically
integrating the equations of motion.

(b) Computation of the simulated observables based on the measurements model.
(c) Computation of the observed observables by adding the assumed noise levels to

the simulated observables.

3. Execution of the Orbit Determination process:

(a) Computation of the predicted observables following the same procedure of 2b.
(b) Generating pre-fit residuals as observed observables minus predicted observables.

Because the same model is adopted for the two set of measurements, the resid-
uals are given by the sum of the simulated noise and the numerical noise.

(c) Cutting of the simulated observables to be considered for the assumed obser-
vation schedule.

(d) Set the filter by defining the estimated and considered parameters, a priori
covariances and stochastic properties.

(e) Run least square filter to compute the estimated value and the covariance matrix
of a set of solve-for parameters.

(f) Covariance mapping to epochs and coordinate systems of interest.

4.3.1 Processing Assumptions

The ArgoMoon’s OD was developed as a batch-sequential single-arc estimation where
each arc encompasses a trajectory’s REV. The batch-sequential approach consist into
process each arc separately but in a sequential order such that an arc uses the estimated
parameters and covariance of the previous arc as the a prior information. As a matter
of fact, the numerical precision of the OD solution degrades considerably as the data arc
length is extended to include two or more REVs where multiple Moon encounters are
also present. With the batch-sequential approach it is therefore possible to consider only
the data related to the processed arc by still including the information obtained from the
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previous arcs. The numerical integration of the S/C’s trajectory of each arc starts where
the preceding arc ended so that the numerical errors are minimized. In the ArgoMoon
case, the trajectory propagation covered 1.5 × REV because of the estimated covariance
mapped to the next apogee epoch required to targeting it with the downstream STM.

The ArgoMoon’s baseline OD scenario was modeled following on a set of conservative
and important assumption. First of all, the S/C state a prior covariance at the beginning
of the first arc (REV0) was assumed to be equal to the ICPS injection covariance intro-
duced in Table 4.1. The dynamics of the unmodeled ProxOps during the first 30 minutes
of the mission as neglected since it did not significantly increase the state covariance. For
the other REVs, the S/C state a priori covariance was obtained mapping the S/C state
estimated covariance of the previous arc, scaled by a safety factor of 4. To account for
mis-modeling of small forces and evaluate their impacts on the expected uncertainties,
the stochastic accelerations were simulated. Moreover, during the actual operations, the
estimated stochastic accelerations are monitored to evaluate the quality of the estima-
tion. As explained in Section 3.1.3, the DCO of an orbital maneuver was considered as
the epoch after which no more data is exploited to compute the maneuver. The time
between the DCO and the correspondent maneuver shall be sufficient to acquire the nec-
essary data, generate the OD solution, compute the maneuver using the FPC, validate
the navigation outputs, generate the S/C commands, and upload them through the DSN
antennas, including the necessary margins. Based on these assumptions, the DCO of the
STMs was set to be nominally of four days prior to the maneuver. However, the DCO
of STM1 was only 32 hours before the maneuver because it could not be placed further
away from the deployment, and so closer to the Moon flyby, due to ∆V cost reasons as
discussed in Section 4.2.4. Therefore, in case of a contingency situation, a DCO of 1 day
before the maneuver was considered the minimum time necessary to perform navigation
safely as also assumed in other studies [98]. Finally, since ArgoMoon cannot activate the
IRIS transponder during the execution of an orbital maneuver, no tracking data were
simulated in correspondence of the maneuvers. By considering the 99th percentile of the
FPC analysis results in Table 4.4, the data cancellation on STM1 to STM4 was of ± 30
minutes around the maneuvers’ epochs where for the other STMs a conservative value of
± 5 minutes was assumed. The introduced baseline assumptions for the OD process are
then summarized in Table 4.5.

Table 4.5: Summary of the baseline OD assumptions.

Arc data Tracking data of a single REV

Tracking data X/X band Doppler 2-way, 60 s of CT
Range 2-way, 1 observable every 300 s

Data noise and weights Doppler 0.1 mm/s at 60 s of CT
Range 2 m

Stochastic accelerations 10−11 km/s2 per axis, uncorrelated white noise
8 hours of batch time

Orbital Maneuvers DCO 96 hours before the maneuver’s epoch (nominal)
24 hours before the maneuver’s epoch (minimum)

Tracking No data during the maneuver execution
REV0

epoch state covariance
ICPS state (Earth-RTN) uncertainty (3-σ)

at disposal epoch
REV1 to REV9

epoch state covariance
Previous arc’s mapped state covariance

scaled by a safety factor of 4
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4.3.2 Observables Assumptions

In the simulation phase, the two-way Doppler and range measurements (X-Band) between
ArgoMoon and the DSN were computed for each complex (Goldstone, Madrid and Can-
berra) every time the S/C is in view of a 34 m antenna. Then, the simulated data were
trimmed using the tracking schedule of Section 3.3 to simulate the real tracking activi-
ties. This approach allowed to quickly vary the nominal tracking schedule to test different
combinations without simulating the measurements again. The Doppler measurements
were simulated with a CT of 60 s where the range was sampled every 300 s. During the
generation of simulated observed measurements, a white Gaussian noise was added. In
the filtering procedure, the data was weighted directly using the input noise level.

The expected noise level on the Doppler was evaluated using simplified models of the
main noise sources [74]:

• plasma noise;

• tropospheric noise;

• antenna mechanical noise;

• ground station electronics;

• S/C’s on-board electronics.

The plasma noise is a source that is mainly function of the carrier frequency at the X/X
band the Sun-Earth-Probe (SEP) angle. The maximum noise contribution due to the
SEP angle occurs in conjunctions, namely when SEP=0 deg, and is at minimum during
oppositions when the SEP angle is 180 deg. The SEP angle throughout the ArgoMoon
mission evaluated at the time of the OD analysis is represented in Figure 4.18a. The
results shows that in the middle of the mission the SEP angle is lower than 30 degrees
and an higher Doppler noise may be expected. An antenna mechanical noise of 0.005
mm/s was assumed from typical values for DSN where the one related to the typical S/C
electronics noise was of 0.001 mm/s [74].

Tropospheric noise also depends on two key factors: the time, which is higher in the
summer and lower in the winter, and the adopted calibration technique. A typical GNSS-
based calibration was considered, which may calibrate up to 10-20% of the noise due to
the Earth’s troposphere. Figure 4.18b illustrates the total expected noise contribution for
each considered source, while Figure 4.18c depicts the overall noise experienced during the
ArgoMoon mission.

4.3.3 Filter Configuration

The OD filter nominal configuration of each arc is reported in Table 4.6 for the estimated
parameters, and Table 4.7 for the considered ones. The filter parameters can be estimated
and updated or have just their error considered in the estimated uncertainties. The full
state covariance of the ICPS at its disposal epoch (Table 4.1) was used to generate the
epoch state a priori uncertainty for the REV0. The filter’s solution’s epoch state covari-
ance was then mapped to the following arc epoch and used as an a priori covariance for
the upcoming OD arc, multiplied by a safety factor of 4, corresponding to a factor 2 in
the sigmas. SRP uncertainty was compensated for by estimating in each arc a scale factor
with a conservative a priori σ. The estimation of stochastic accelerations accounted for
the mis-modeling of the SRP and other unmodeled forces. Because ArgoMoon’s ADCS
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(a) Sun-Earth-Probe angle.

(b) Doppler noise by source.

(c) Total Doppler noise.

Figure 4.18: ArgoMoon mission Doppler noise evaluation.
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and PS have never been deployed in deep space, the orbital maneuvers were estimated with
a high conservative a priori uncertainty. The latter orbital maneuvers uncertainties were
consistent with the Gates error, Table 4.2, used in the FPC analysis. For each tracking
pass and station, a stochastic uncorrelated range bias was estimated. Moreover, to account
for the S/C transponder characteristic delay, a constant range bias was estimated. The
filter considered the uncertainties inferred from the DE430 ephemeris about the masses
of the Earth and Moon. The parameters related to the radiometric tracking observables,
such as the UT1 time bias, Earth Polar Motion, atmospheric delays, and DSN station
locations, were also considered in the filter.

4.3.4 Baseline Results

The evaluation of the OD simulation results was performed by mapping the solution
covariance to times of interest and then evaluated in different coordinate sets. The main

Table 4.6: Baseline filter setup for the estimated parameters adopted in the simulations.

Parameter Unit A priori
Uncertainty Comments

S/C Epoch State (REV0)
Position (1-σ) km 30.0 / 60.0 / 15.0 Diagonal covariance matrix

in geocentric RTN frame.Velocity (1-σ) m/s 2.1 / 2.7 / 4.2
S/C Epoch State (REV1-REV9)
Position km - 4 × estimated covariance

mapped from previous arc.Velocity m/s -
SRP
Scale Factor - 50% Details on Section 3.4.
Deterministic Burns (OTM)
∆v m/s 10%
Ra deg 1.1
Dec deg 1.1
∆t s 3.0
Statistical Burns (STM)
∆vx/ ∆vy/∆vz m/s 0.011
∆t s 3.0
Observables Bias
Per-Pass Range m 2 Ground stations delay.
Constant Range m 500 IRIS transponder delay.
Constant Doppler Hz 0.0124 10% of IRIS Doppler bias.
Stochastic Accelerations
X/Y/Z km/s2 1 × 10−12 Stochastic, assumed from [89]

multiplied by a factor of 2.Time Batch hours 8
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Table 4.7: Baseline filter setup for the considered parameters adopted in the simulations.

Parameter Unit A priori
Uncertainty Comments

Celestial Bodies GMs
Earth km3/s2 5 × 10−4 From DE430 [83].
Moon km3/s2 1.4 × 10−4 From DE430 [83].
Station Locations
DSN cm 3 Per axis, assumed from [89].
Path Delays
Troposphere
(wet/dry) cm 1/1

Assumed from [89].
Ionosphere
(day/night) cm 5/1

Earth Orientation Parameters
Polar Motion deg 8.6 × 10−7

Assumed from [89].
UT1 Bias s 2.5 × 10−4

objective in the evaluation of the results was to assess the obtainable OD accuracy but
most of all the verification of the requirements compliance. Then, the main quantities
that were meant to be analyzed are the following:

• The expected uncertainty in the S/C state in the RTN frame centered on the Earth.

• The expected uncertainty int the S/C state at the Moon encounters in the B-plane.

• The DSN pointing uncertainty evaluated using the Root Sum Squared (RSS) of the
latitude and longitude uncertainties of the S/C with respect to the DSN complexes.

The initial results of the OD analysis have demonstrated the importance of the DSN
pointing uncertainty throughout the mission, especially during the first two days of flight.
Unlike deep space missions to the Solar System, ArgoMoon’s trajectory is relatively close
to Earth, and the 34 m antennas’ 3dB cone captures a smaller region of space around
ArgoMoon when pointing at it. For instance, to track a S/C that is orbiting close to
Mars, it would be sufficient to point the 34 m antenna towards the planet to be able to
search the S/C’s carrier signal. This means that when a S/C is flying trough the Solar
System, the DSN pointing uncertainty should be less important as an higher uncertainty in
the S/C trajectory is allowed. The large a priori covariance of the ArgoMoon’s initial state
causes the pointing uncertainty to be larger than the 34 m antenna’s receiving HPBW but
lower than the one of the 1.2 m aided acquisition antenna, that will be adopted during
the first day of the mission. The optimal delivery schedule was determined by examining
the expected pointing uncertainty at each tracking pass using different DCOs. The first
delivery to DSN (DEL1) has to be performed after the OTM1 tracking pass to fulfill the
NAVREQ-3 in view of the STM1. The DEL1 therefore needs a DCO after the mission’s
first tracking pass in order to provide enough time for OD processing. Then, the other
deliveries to DSN (DEL2, DEL3, ..., DEL19) are made before the tracking passes of
each STMs using the same DCO allocated to the maneuvers (i.e., DEL2 is performed in
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correspondence of the STM1 tracking pass with the DCO 24 hours before the maneuver).
In order to fulfill the NAVREQ-3 up to the EOM, a last delivery DEL20 should take place
following the reconstruction of the last fly-by M3.

Bases on the developed DSN delivery schedule, Figure 4.19 and 4.24 depict the point-
ing uncertainty evolution during REV0 and REV9 (last part of the mission), respectively.
Figures 4.20 to 4.23 give the pointing uncertainty evolution from REV1 to REV8 encom-
passing two REVs per figure. Throughout the mission, the pointing uncertainty exhibited
a sequence of peaks around the perigees that violate the pointing requirement. This phe-
nomenon is induced by the fast reduction in the S/C distance with respect to the Earth
during the closest approaches. However, no tracking passes were planned at the perigees
and by considering the uncertainty only at the epochs of the tracking passes (represented
by the blue dots in the pointing uncertainty plots), the NAVREQ-3 was always satisfied,
at a 3-σ level.

Figures 4.25 and 4.26 depict the S/C ephemeris uncertainties mapped on the B-plane
of the fly-bys M0 and M3, respectively, using different DCOs. The results for M0 demon-
strated that the NAVREQ-1 could not be satisfied when employing only the a priori
uncertainty provided by ICPS dispersion. However, the impact requirement became sat-
isfied even by exploiting just one tracking pass after the S/C release. The uncertainty
improved, adding more data, and the DCO of the STM1 minimized the OD error. The
expected uncertainties for M3 indicated that the NAVREQ-2 was always met since the
OD error was always contained within the allowable zone at 3-σ.

Figures 4.27 to 4.31 depict the S/C ephemeris uncertainties evolution throughout the
whole mission, from the deployment up to the EOM. The results revealed quickly in-
creasing uncertainties following the orbital maneuvers due to the significant uncertainties
assumed in the analysis, which is attributable to the lack of a comprehensive performance
evaluation of the ArgoMoon PS. However, by inspecting the baseline results all over the
mission, it was possible to see that the RSS of the position uncertainty is always below
30 km. In particular, during the initial part of REV1 (Figure 4.28), the ephemeris uncer-
tainties were lower since the tracking schedule was denser than in the Phase 2. Based on
this evidence, it could be confirmed that the assumed OD strategy and tracking schedule
were able to fulfill the NAVREQ-1. The expected uncertainty of the reconstructed S/C
ephemeris at the end of each OD arc, through the whole mission, is reported in Figure
4.32.

Figure 4.19: DSN to ArgoMoon pointing uncertainty evolution (3-σ), during REV0. The
gray line is the uncertainty evolution using the designed delivery schedule, while the blue
dots identify the tracking passes.
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Figure 4.20: DSN to ArgoMoon pointing uncertainty evolution (3-σ), from P0 to P2
(encompasses REV1 and REV2). The gray line is the uncertainty evolution using the
designed delivery schedule, while the blue dots identify the tracking passes.

Figure 4.21: DSN to ArgoMoon pointing uncertainty evolution (3-σ), from P2 to P4
(encompasses REV3 and REV4). The gray line is the uncertainty evolution using the
designed delivery schedule, while the blue dots identify the tracking passes.

Figure 4.22: DSN to ArgoMoon pointing uncertainty evolution (3-σ), from P4 to P6
(encompasses REV5 and REV6). The gray line is the uncertainty evolution using the
designed delivery schedule, while the blue dots identify the tracking passes.
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Figure 4.23: DSN to ArgoMoon pointing uncertainty evolution (3-σ), from P6 to P8
(encompasses REV7 and REV8). The gray line is the uncertainty evolution using the
designed delivery schedule, while the blue dots identify the tracking passes.

Figure 4.24: DSN to ArgoMoon pointing uncertainty evolution (3-σ), from P8 to the
EOM. The gray line is the uncertainty evolution using the designed delivery schedule,
while the blue dots identify the tracking passes.
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Figure 4.25: B-plane uncertainties (3-σ) for the fly-by M0 with DCO at the end of each
tracking (TRK) pass up to the DCO of the STM1 (last maneuver before the fly-by).

Figure 4.26: B-plane uncertainties (3-σ) for the fly-by M0 with DCO at the end of each
tracking (TRK) pass up to the DCO of the STM19 (last maneuver before the fly-by).
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Figure 4.27: Position uncertainty evolution (3-σ) during REV0, in the Earth-centered
RTN frame.

Figure 4.28: Position uncertainty evolution (3-σ) during REV1 and REV2, in the Earth-
centered RTN frame.
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Figure 4.29: Position uncertainty evolution (3-σ) during REV3 and REV4, in the Earth-
centered RTN frame.

Figure 4.30: Position uncertainty evolution (3-σ) during REV5 and REV6, in the Earth-
centered RTN frame.



84 Chapter 4. Navigation Simulations

Figure 4.31: Position uncertainty evolution (3-σ) from the beginning of REV7 up to the
EOM, in the Earth-centered RTN frame.

Figure 4.32: Evolution of the expected S/C ephemeris uncertainty (3-σ, Earth-centered
RTN frame) through the whole mission after a REV by REV single-arc reconstruction.
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4.4 Sensitivity Analysis

A parametric variation of the navigation setup described in Sections 4.3 and 4.2, such
as a priori uncertainties and measurement acquisition schedule, was used to examine
the robustness of the navigation performance. This sensitivity study of the FPC and
OD allowed for the identification of the critical parameters that affect navigation results
in terms of DSN pointing and disposal needs (OD), as well as ∆V cost and trajectory
dispersion (FPC). As a result, it was demonstrated that for each of the tested cases,
the dispersion and OD uncertainty were always able to widely satisfy the NAVREQ-1
always guaranteeing that there was no risk of impact with Earth and Moon. Furthermore,
at the fly-by M3 the dispersion and OD uncertainty were always widely contained in
the required area ,indicating that the variation in the parameters had no impact on the
NAVREQ-2. The results of the OD sensitivity at the B-plane of M3 can be depicted from
Figure 4.33. The sensitivity results related to the FPC dispersion at M3 are not reported
since the dispersion ellipses on the B-plane were almost identical to the OD ones. The
former evidence was meaning that the optimal trajectory control strategy was capable of
minimize the trajectory dispersion at M3 to be at the same order of the OD.

The results of the total statistical ∆V are reported for each relevant case in Table 4.8.
As shown in Figure 4.34, the majority of the ∆V cost is concentrated in the first four
STMs, which are necessary to absorb the dispersion caused by injection uncertainty (as
expected in the discussion of Section 4.2.5). The targeting of the fly-bys without using
the LTOF coordinate (No LTOF targeting case) should allow to save almost 5 m/s at the
99th percentile but at a cost of a slightly larger dispersion at the closest approaches with
the Moon. The number of tracking passes constrained at the beginning of the mission,
the loss of Doppler or range data, and the increase of the OTM1 a priori uncertainty had

Figure 4.33: Relevant parameters variation effect on the B-Plane uncertainties (3-σ) of
the last fly-by (M3) at the DCO of STM18.
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Table 4.8: Full mission ∆V statistics for each FPC relevant sensitivity case.

Case Mean (m/s) Sigma (m/s) 99% (m/s)
Baseline 23.31 7.64 49.52

0.5×Injection Covariance 18.23 3.93 31.61
0.5×Maneuvers Execution Error 21.42 6.25 41.32

No LTOF targeting 22.15 7.26 46.64
5×OTM1 sigmas 23.34 7.77 49.51

Maximum 1 pass per day 23.42 7.63 49.62
No Doppler data 23.67 7.64 49.6
No Range data 23.55 7.66 49.86

10×Stochastic sigmas 24.48 7.68 50.37
5×STM sigmas 26.69 7.69 52.32

2×Maneuvers Execution Error 30.14 12.93 77.75
2×Injection Covariance 34.05 15.21 86.88

a little effect on the overall statistical ∆V .
On the contrary, the former cases did not allow to satisfy the DSN pointing requirement

for certain passes during the REV0 and REV1 (in between the passes 0 to 40) as can be
seen in Figure 4.35. Furthermore, while only adding 3 m/s on the total statistical ∆V ,
the amplification of the a priori uncertainties related to the stochastic accelerations and
the STMs did not permit to satisfy the DSN pointing requirement on different tracking
passes through the whole mission (i.e., the tracking passes 20, 46, 51, etc.).

Regarding the OD expected performance sensitivity not strictly related to the require-
ments, Figure 4.36 shows the ratio of the OTM1 uncertainties with respect to te nominal
case throughout the REV0 for each relevant sensitivity case. In addition, Figure 4.37
represents the same nominal ratio but for the S/C position uncertainty at each mission’s
perigee and apogee. The results related to the OTM1 shown that the reconstruction of
an ArgoMoon’s orbital maneuver should be mostly affected by the lack of Doppler and
range, the biases on the range measurements, and the stochastic accelerations. Based on

Maximum ∆vnav = 57 m/s

Figure 4.34: Full mission cumulated ∆V statistics plot for each FPC relevant sensitivity
case.
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Figure 4.35: Full mission DSN pointing requirement ratio between the expected uncer-
tainty and the NAVREQ-3, for each tracking (TRK) pass, with respect to each relevant
sensitivity case.

Figure 4.36: OTM1 expected reconstruction uncertainties through the REV0 for each
relevant sensitivity case.

that, it was considered fundamental to have Doppler and range data before and after an
orbital maneuver to properly reconstruct the event. The uncertainty on the S/C position
at the apsides was mostly affected by the increment of the stochastic accelerations as well
as the variation in the a priori uncertainties of the STMs.

Summarizing, the injection covariance and the maneuver execution error were the two
critical case areas for the ArgoMoon navigation. The lack of Doppler data and the incre-
ment of mismodeling of S/C accelerations had an impact on the DSN pointing requirement
as well. The uncertainty on the orbital injection is related to the SLS rocket performance
and cannot be controlled, while the performance of the propulsion system was not fully
characterized due to limited resources available to a CubeSat mission. For these reasons,
baseline conservative values have been assumed for the injection covari- ance, the maneu-
vers uncertainties, and the stochastic accelerations. Since the Doppler observables are
crucial for reconstructing orbital maneuvers, a DSN elevated support of Level-3 [79] was
demanded for the tracking passes covering the expected maneuvers’ execution. Thus, the
cases that violate the ∆V constraint and DSN pointing requirement are only statistically
marginal and were considered only to understand the effect of the critical parameters on
the navigation performance.
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Figure 4.37: Ratio between the S/C position uncertainty of each relevant sensitivity case
with respect to the nominal one, at each apogee and perigee of the mission.
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5.1 Introduction

This chapter aims to provide a general overview of the actual ArgoMoon’s navigation
operations from the pre-launch setup up to the results obtained during the flight. The first
sections give an introduction about the interfaces and the nominal setup of the navigation
system. Finally, the results of the performed navigation operations are presented and
discussed for each delivered orbital solution.
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Figure 5.1: Flight dynamics team in the control room at the RSLab in Forli (Italy), about
one hour before the launch of ArgoMoon.

5.1.1 Mission Teams and Responsibilities

In this section a brief introduction of each teams and their relative responsibilities in the
mission operations is provided. Moreover, each paragraph’s title identify the acronym
used during the operations to rapidly identify the former teams.

ARG The mission operations were in charge of Argotec that had its own MCC in Turin
(Italy) where a team of engineers, S/C operators and managers were located. The MCC
core is located in the front room where the Spacecraft Operations Manager (SOM) lead
a team of operators that prepared and sent the telecommands to the S/C and monitored
its status from the acquired telemetry. The MCC also has a backroom where a team of
specialists, who also participated in the development of the S/C, were located to supervise
the state of the subsystems and keep them performing correctly.

UBO The navigation of ArgoMoon was responsibility of a dedicated external team
composed by fight dynamics specialists of the University of Bologna (UNIBO). The UBO
team operated from the RSLab in Forli (Italy) with a dedicated control room always
connected through a real-time video feed and voice loop with the Argotec’s MCC. The
equipment adopted by UBO for the execution of the navigation operations has been called
Navigation facility (NAV). Figure 5.1 shows the flight dynamics team preparing for the
operations in the navigation control room about one hour before the launch of ArgoMoon.

ASI The ArgoMoon mission was under the supervision of ASI. The decision-making
responsibility for the critical aspects of the mission was of then in charge of the ASI team
that maintained a constant monitoring of the activities. Moreover, ASI had also a key
role in moderating the inter-team cooperation as well as providing support in the correct
exchange of the critical information required for the success of the mission.

5.2 Setup

The ArgoMoon’s operative navigation consisted into the practical application of the base-
line system analyzed in the previous chapters. However, the navigation operations perfor-
mance depends not only on the capabilities of the S/C and the navigation strategy but also
on the correct organization of the human resources, interfaces and work routines. More-
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over, the proper setup of hardware and software is fundamental to guarantee redundancy,
accuracy and reliability of the given navigation service.

5.2.1 Staffing

The UBO team was composed by four to five members organized into work shifts. Such
number of members was required to cover in real-time the operations during the first
week as well as provide reliability, redundancy and allow some level of flexibility in case of
personnel unavailability. During this initial period, two or three tracking passes per day
were scheduled, leading to a dense activity period. Therefore, the work of the team was
organized to have work shifts to cover the principal deliveries and conveniently also the
tracking passes in the early morning. The UBO members were all engineers with advanced
degrees in the aerospace engineering and several years experience in astrodynamics and
orbit determination. The most trained member was the team leader with more than
five years of experience in fight dynamics. He was in charge of leading the team and
responsible for the navigation solution approval and delivery. Then, two junior analysts
with a considerable preparation and training in the ArgoMoon setup were dedicated to
the routine operations of OD and FPC. Another senior analyst with several years of
experience in the OD was dedicated to the support of the management activities when
the team leader was not present. Finally, another junior analyst was allocated as backup
support and for the tracking pass monitoring activities.

5.2.2 Data Flow

The ArgoMoon navigation process foreseen two main originators of input data: the DSN
and the MCC. The acquisition of the radiometric observables was performed by the DSN
which then uploaded all the products onto a server accessed via a redundant Virtual Private
Network (VPN) from the MCC. Then, the MCC had a shared dedicated server that was
accessible from the NAV using the SSH File Transfer Protocol (SFTP). This server was
used as a share point where all the navigation inputs and outputs were uploaded. The
primary responsibility of the MCC as navigation data originator was to upload the tracking
data and calibrations on the share point as soon as they were available on the DSN’s
remote server. Then, all the data of attitude, telemetry, maneuvers, events, trajectory
and calibrations had to be uploaded from the MCC within the planned time frame. The
data originated from the navigation process, like the estimated trajectory or the computed
maneuvers, were uploaded by the UBO team from the NAV on the MCC share point to
be available to the ARG and ASI teams.

The correct and reliable exchange of the data between the DSN, MCC, and NAV is
a key aspect for the proper execution of the navigation. For example, if the data related
to the attitude of the S/C or the maneuvers performed are not in the agreed format
or are simply wrong, the processing of such data would fail leading to the impossibility
of having a reliable estimate of the trajectory. Therefore, a dedicated Interface Control
Document (ICD) was prepared by the UBO team with the aim of having a standard format
and naming convention in the exchange of the navigation related products. The diagram
of Figure 5.2 summarizes the data flow concepts described in this section.

5.2.3 Tracking

As introduced in Section 3.3, the configuration of the DSN tracking activities was managed
through the OICD. This document usually includes all the parameters required to properly
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Figure 5.2: Data Flow and Communication of the ArgoMoon mission (courtesy of Ar-
gotec). The UniBo (UBO) navigation team was originally located in the back room but,
for operation optimization reasons, the team actually operated its dedicated control room
at the RSLab in Forli, Italy.

set the communication link with the S/C, including the tracking. The parameters that
are critical for navigation are the Doppler’s count time, the range acquisition frequency
and the frequency with which the DSN has to provide the data to the MCC. The chosen
value for the Doppler’s count time was of 1 s to allow near real-time inspection of events
as well as detectability of rapidly changing dynamics. The 1 s points can be conveniently
compressed to 60 s during the OD process. The range acquisition frequency value was of
at least 1 range measurement every 5 minutes as assumed in the feasibility assessment.
The partials files frequency was of 15 minutes meaning that the DSN had to increment
the tracking data file every 15 minutes with newly acquired data. In such way, the MCC
always detected on the DSN shared server a single tracking data file with a size that
increased every 15 minutes until the end of the tracking pass.

The ArgoMoon tracking schedule changed multiple times due to the shifting in the
launch dates starting from the first launch attempt of August 29, 2022. However, the
events were favorable to the ArgoMoon mission since the DSN was still able to maintain
the baseline schedule and also add several additional tracking passes. In conclusion, the
actual tracking schedule was be able to guarantee two-hours tracking passes twice per day.
The final amount of tracking time was then widely in accord with the DSN agreement and
it was four time the one assumed in the feasibility assessment for the first 7 days.

5.2.4 Processes

The navigation responsibility was to provide the reconstructed and predicted trajectory
of ArgoMoon as well as compute the planned STMs if the correction was required. The
navigation support was planned for the whole mission, from the launch up to the EOM,
included the post-mission trajectory reconstruction and the archiving of the results. These
high-level objectives originated then a set of routine actions and minor objectives in charge
of the navigation team that are summarized as follows:

• Provide a real-time support during the tracking passes in correspondence of critical
mission phases.



5.2. Setup 93

– Critical phases are the mission Phase 1, in particular the first signal acquisition,
the execution of an orbital maneuver, the close encounters of the Moon or the
Earth, and critical events like an unexpected behavior of the S/C.

• Perform a basic and rapid OD after each tracking pass to monitor the predicted
trajectory.

• Deliver a consolidated OD solution before each planned STMs or as soon as possible
when a critical event occurs.

• Verify if the predicted trajectory in correspondence of a planned STM requires to
be corrected.

• Compute and deliver the STM together with the consolidated OD solution if the
correction was required.

• Provide a report of the estimated parameters and fulfillment status of the navigation
requirements.

The process for operational navigation of ArgoMoon was organized on the basis of
the assumptions and strategy originated from the design phase, as well as the objectives
and actions described above, taking inspiration from the techniques adopted by JPL. The
navigation team’s working day usually began with the activities preparation in particular
with the update of the timeline of the events, tracking, S/C attitude, maneuvers and
small forces. The work of each team member was organized to understand the occurred
events, prepare the OD setup for the daily analysis, organize the operations based on the
upcoming deliveries and mission events, and perform the OD and FPC run in view of the
next deadline. The amount of additional data available at the start of a shift was typically
that of two tracking passes since the end of the previous shift. However, there could be
also cases where no new data was acquired since the last process. As a result, the following
actions list the usual process flow followed after a DCO:

1. Setup of a new OD case: a new working environment for the OD software is created
daily by using the case of the previous day or by replicating the operations template
if a new OD arc begun. As seen in Chapter 3, the ArgoMoon OD arc encompasses
a single REV, thus the OD case should contain all the settings and data of the
previous cases up to the beginning of the arc. Usually, an additional OD run is also
performed to replicate the results of the previous solution to validate the new OD
case.

2. Download of the data: the tracking data files, and the S/C data products required
for the OD process are downloaded from the SFTP server of the MCC. Usually, the
download is incremental meaning that all the previous data products had already
acquired in the previous OD runs.

3. Pre-processing: this activity regards the conversion and parsing of all the down-
loaded data to be used in the navigation software. The conversion is performed
through an automated process that in general do not involve a particular human
intervention. However, the converted data are always checked for correctness and
eventually cleaned of outliers or conversion errors. In the conversion of the Doppler
data with CT of 1 s, a compression to a CT of 60 s is also performed to have the data
ready for the later phases. The parsing of products like maneuvers or propagation
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states is conducted with a semi-autonomous tool that required the navigator to se-
lect the right method of conversion as well as the output format. The pre-processing
activity usually involves a quick OD run for the inspection of the quality of the data
and the correctness of the parsed products.

4. Pass-through: the identification of unexpected events, as well as the inspection of
the quality of the data and the correctness of the parsed products, is performed by
computing the so-called pass-through residuals. The latter quantity is the difference
between the pre-processed observables and those computed using the previous esti-
mate model without involving any filtering process. If the pass-through residuals do
not significantly deviate from zero and there are no major signatures, then the actual
dynamical model is giving a good prediction and only minor corrections should be
expected. The pass-through analysis allows to immediately notice if the previously
estimated trajectory is reliable or if in the meantime there were unmodeled events
that deviated the S/C from its path.

5. OD run: once the OD case is ready to work and all the data had been downloaded
and pre-processed, the trajectory reconstruction and prediction could begin. The
OD run is an automated routine that performs the propagation of the trajectory,
computes the predicted observable, executes the filter correction, and updates the
actual dynamical model with the obtained result. As describe in Section 1.3, the OD
run may require multiple iterations before converging to a solution. The convergence
is considered reached when the correction to the solve-for parameters is significantly
smaller than their formal uncertainties.

6. Solution inspection: the converged OD solution is then inspected and analyzed by
the analyst in terms of parameters estimation and residuals. This is usually a critical
activity since it depends also on the expertise and capabilities of the analyst that has
computed the OD solution. Typically, a potential good solution is firstly identified
when there are signatures-free residuals and the ratio between the correction delta of
the estimated parameters and their a priori uncertainties is significantly lower than
1. However, such optimal conditions are rarely met during the operations and then
additional solution evaluations has to be performed. Therefore, a graphical report
of the solution is generated with the aim of helping the navigators to evaluate the
following quantities:

• Representation of the predicted trajectory with respect to the reference one
using different coordinate systems:

– B-plane coordinates if the upcoming encounter is a fly-by of the Moon.
– Cartesian position coordinates if the upcoming encounter is an apogee.
– Cartesian velocity coordinates if the upcoming encounter is a perigee.

• Plots of the estimated parameters and uncertainties with respect to their a
priori values.

• Plot of the antenna pointing difference between the new estimated trajectory
and the latest delivery to the DSN.

The former quantities are chosen also to evaluate the status of the selected solution
with respect to the navigation requirements. The inspection of the solution may
finally lead to a no-go and a reiteration of the OD run changing assumptions, data
weights, a priori values and uncertainties.
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7. Solution approval: after the previous points were all completed by each analyst, the
supervisor collects all the converged good solutions to make a comparison and select
the one to deliver. Usually, this process is required to be sure that all the analysts
have found consistent solutions through their independent analysis meaning that the
obtained results are reliable.

8. FPC run: if the predicted trajectory of the validated OD solution is not achieving
the target aimpoint a STM is computed to correct the trajectory. This step is
nominally performed only for the planned STMs whose schedule is described in
Chapter 4.2.5. However, the FPC was planned to be executed also in contingency
cases where an unplanned trajectory correction has to be performed or an OTM has
to be reoptimized. The computation of the orbital maneuver is performed by means
of a dedicated differential correction tool based on the Hanson-Krogh algorithm
(Section 1.3.2). The dynamical model and the S/C initial state exploited by the
FPC to compute the maneuver are taken directly from the accepted OD solution.
The trajectory propagations performed in the differential corrector end 1 hour after
the target’s epoch such that the computational time is minimized. The target and
goal coordinates are extracted from the reference trajectory based on the designed
trajectory control strategy described in Section 4.2. The computed maneuvers are
implemented in the FPC using the finite model as described in Section 3.4.4 where
the control vector of the differential corrector was composed by the direction of
the maneuver and its duration. Moreover, as requested by the NAVREQ-4, the
computed orbital maneuver had to be subdivided into single burns of maximum 800
s of duration separated by 10 minutes of cool-down period. Therefore, the FPC
routine was refined using the following algorithm:

(a) Optimize a correction maneuver as a single continuous burn.
(b) Subdivide the optimized burn into independent maneuvers as follows:

• Each maneuver will be saturated to a duration of 800 s except the last one
whose duration covers the remaining fraction of time.

• The first maneuver starts from the same epoch of the continuous burn
previously optimized.

• The i-th maneuver start after the end of the previous plus 10 minutes of
cool-down.

• All the subdivided maneuvers share the same direction of execution.
(c) Reoptimize only the last burn’s duration and the global direction shared by the

maneuvers.

Following the described algorithm, the FPC returned a set of independent burns
with a duration of 800 s except the last one whose duration was optimized together
with the direction shared by all the burns of the set. In this way, the MCC could
directly use the FPC outputs to generate the telecommands without carrying out
further post processing.

9. Upload of the outputs: after the OD solution was selected by the supervisor, the
generated outputs, and the computed maneuver are converted into the format agreed
with the MCC. Then, the navigation products are uploaded to the SFTP server of
the MCC so that the operators could generate the maneuvers telecommands to be
sent to the S/C.
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Figure 5.3: Flowchart of the ArgoMoon navigation routine based on the typical deep space
navigation operations.

All the entire navigation routine described in the previous steps was performed when a
consolidated solution had to be delivered. However, in correspondence of the intermediate
tracking passes between planned deliveries, the routine was limited to the points 1 to 6,
while the first point was skipped if the routine was repeated several times in the same day.
Furthermore, during the phases where the real-time support was provided, the routine
was limited to only the points 2 to 4. A detailed flowchart that summarizes the described
routine is represented in Figure 5.3.

5.3 Navigation Results

The preparation of the navigation setup to the early operations begun the day before the
launch. The UBO team took service with all the members one hour before the launch to
fully support the LEOP. The first work shift was prepared to cover the operations up to
the end of the launch day in view of the OTM1A scheduled for the next morning. Since
no OD delivery was expected in the first day of the mission, the activities were focused on
the quasi real-time inspection of the residuals and the execution of a preliminary OD to
evaluate the status of the injection in orbit. However, in the case of failure of the ProxOps,
one member of the team was dedicated to the contingency plan to evaluate the possibility
of performing a safe rendezvous with the ICPS with the data available at that time.

5.3.1 Initial Conditions

The ArgoMoon orbital injection state was set to be equal to the one of the ICPS at its
disposal epoch using the last reference state provided by NASA at that time. Anyway,
as soon as NASA released the reconstructed Interim Cryogenic Propulsion Stage (ICPS)
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state after the injection in orbit, the initial state of the S/C was updated with the latter,
whose values are reported in 5.1. The expected mass of ArgoMoon at the deployment
was updated to 13.261 kg by considering the losses due to the stocking period of almost
1 year inside the ICPS. The predicted attitude was initially assumed to be nominally
Sun-pointing, and Earth-pointing when the S/C was supposed to be communicating with
the ground.

Table 5.1: Initial state of ArgoMoon after the launch.

Parameter Epoch (UTC) Center Frame Value

ArgoMoon
Initial State

16-NOV-2022
10:23:38.921 Earth EME2000

X -35933.99753 km
Y 8640.29677 km
Z 8920.49489 km

VX -4.28744 km/s
VY -0.73689 km/s
VZ 0.05055 km/s

The first signal acquisition was expected to occur within 30 minutes after the deploy-
ment of the S/C, depending on the actual launch time. Due to the characteristics of
the ArgoMoon’s IRIS radio described in Section 2.2, a constant Doppler bias of 0.124 Hz
was implemented in the Doppler model and estimated in the filter. Moreover, due to the
expected IRIS status at the first boot-up, an additional Doppler bias of -1.458 Hz was
implemented but only for the first tracking pass of the mission. This because the MCC
planned to send a POKE command during the second tracking pass to calibrate the IRIS
radio and remove the previous bias. To account for the characteristic IRIS transponder
delay of 6.8837 × 10−6 s measured on ground, a constant bias on the range measurements
equal to 7325.6 Range Units (2.0564 km) was implemented and estimated in the filter.
Furthermore, due to operational purposes, during the first tracking pass no range data
was expected.

5.3.2 Baseline Filter

The baseline configuration of the estimation filter for the operations is reported in Table
5.2 and Table 5.3, for the estimated and considered parameters, respectively. The S/C
epoch state a priori uncertainty was provided using the predicted injection covariance in
geocentric RTN frame of the ICPS at the disposal epoch. Then, since the S/C epoch state
was estimated in the integration inertial frame Earth Mean Equator at J2000 (EME2000),
the ICPS diagonal injection covariance was rotated from the geocentric RTN frame to
EME2000 using the assumed initial S/C state. Unfortunately, NASA had already com-
municated before the launch that it would not deliver an estimated ICPS covariance to
the CubeSats teams as it was an information protected by International Traffic in Arms
Regulations (ITAR). The mis-modelling of the SRP and other unmodeled forces were
managed by estimating the stochastic accelerations and an SRP scale factor. For each
tracking pass, a stochastic uncorrelated range bias was estimated. A correction to the
IRIS transponder delay was estimated as a constant bias on the range measurements. The
described baseline filter configuration was used in each OD process since the LEOP with-
out performing particular changes. As described in the feasibility assessment chapters, in
case of an orbital maneuver, the maneuver estimation was performed in magnitude and
direction using 10% of uncertainty on the ∆V and 1.1 deg on the right ascension and
declination.
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Table 5.2: Baseline filter setup for the estimated parameters during REV0 operations.

Parameter Unit A priori
Uncertainty Comments

S/C Epoch State
Position km 30.0 / 60.0 / 15.0 Diagonal covariance matrix in

geocentric RTN frame.Velocity m/s 2.1 / 2.7 / 4.2
SRP
Scale Factor - 10% Details on Section 3.4.
Observables Bias
Per-Pass Range m 2 Ground stations residual delay.
Constant Range m 500 IRIS transponder residual delay.
Constant Doppler Hz 0.0124 10% of IRIS Doppler bias.
Stochastic Accelerations (S/C body frame)
X/Y/Z km/s2 1 × 10−12 X/Y/Z sigmas assumed from

[89] and multiplied by 2.Time Batch hours 8

Table 5.3: Baseline filter setup for the considered parameters during REV0 operations.

Parameter Unit A priori
Uncertainty Comments

Celestial Bodies GMs
Earth km3/s2 5 × 10−4 From DE430 [83].
Moon km3/s2 1.4 × 10−4 From DE430 [83].
Station Locations
DSN cm 3 Per axis, assumed from [89].
Path Delays
Troposphere
(wet/dry) cm 1/1

Assumed from [89].
Ionosphere
(day/night) cm 5/1

EOP
Polar Motion deg 8.6 × 10−7

Assumed from [89].
UT1 Bias sec 2.5 × 10−4
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5.3.3 Launch and Early Operations

On November 16, 2022, at 06:47:44 UTC, Artemis-1 was successfully launched onboard
the Block 1 variant of the SLS from Launch Complex 39B at the NASA’s Kennedy Space
Center, Florida, United States. At 06:55:59 UTC, the ICPS separated from the SLS core
stage and 45 minutes later it performed the perigee raise maneuver to enter in orbit around
the Earth. Then, after an successful TLI maneuver, the Orion S/C separated from the
ICPS at the 08:45:20 UTC exposing the secondary payloads to the space for the first time.
The ICPS executed the disposal burn at 10:09:20 UTC initiating the activities for the
CubeSats deployment. At the 10:23:38.921 UTC /(disposal epoch), the ICPS became an
uncontrolled body slowly spinning around its primary inertia axis with a rate of about
6 deg/s. The deployment of the CubeSats was automated by a countdown clock started
at the disposal epoch and 6 minutes later the release of ArgoMoon was expected. At the
same time, NASA delivered the estimated state of the ICPS at the disposal epoch to the
CubeSats teams. Nevertheless, the ICPS injection covariance was not provided due to the
ITAR imposed by NASA on the performance of SLS. However, since this was the most
accurate ICPS state available at the ArgoMoon deployment, following the procedures it
was used as the ArgoMoon initial state. Therefore, the quasi real-time pre-fit inspection
during the first tracking pass was performed by exploiting the S/C trajectory propagated
from the updated initial state.

As for many of the other CubeSats, the deployment of ArgoMoon was not completely
free of drawbacks. The release of the S/C took place at 10:36:04 UTC and the first two-
way Doppler points were acquired starting from 10:42:36 UTC by DSS 55 of Madrid’s
DSN complex. The early downloaded telemetry was telling that the S/C was not properly
charging its batteries and it was tumbling with a global spin rate of about 11 deg/s.
The tumbling was caused by the 6 deg/s spin rate of the ICPS plus a contribution of 5
deg/s due to the dispenser mechanism. The complete opening of the SPA was initially
impeded by the satellite rotation, which caused a fast battery drain during this phase.
To stop the tumbling motion and regain the control of the attitude, the S/C performed
two desaturation (DES) maneuvers, named DES1 and DES2, at the 11:10 UTC and 11:16
UTC. Unfortunately, the detumbling took approximately 15 minutes during which the
S/C was put in safe mode, and it was unable to safely perform the planned ProxOps. The
End of Tracking (EOT) on the DSS 55 occurred at the 13:34 UTC. The main events from
the launch up to the end of the first tracking pass are collected in Table 5.4.

Table 5.4: Summary of the main events during the first hours after the launch on November
16, 2022.

Event Time (UTC) Comments
Launch 06:47:44 Actual SLS launch epoch.

ICPS disposal 10:23:39 Last known orbital state of the ICPS.
Deployment 10:36:04 Release of ArgoMoon from the ICPS.

Signal acquisition 10:42:36 Beginning of the first tracking pass.
DES1 11:10:00 First maneuver to offload the RWs.
DES2 11:16:00 Second maneuver to offload the RWs.
EOT 13:34:00 End of the first tracking pass.

Figure 5.4 reports the very first pre-fit residuals of the mission computed from the first
partial dataset received by the DSS 55 approximately 16 minutes later the signal acquisi-
tion. As can be seen from the local trend of the presented data, the S/C tumbling motion



100 Chapter 5. Navigation Operations

Figure 5.4: Pre-fit two-way Doppler residuals (CT = 1 s) of the first 15 minutes of data
acquired by the DSS 55 after the S/C deployment.

was producing a clear and distinguishable signature. Such evidence was an important
confirmation of the status of the S/C communicated by the telemetry. However, these
events have made the initial data very difficult to process and use for the OD because
the removal of the signatures requires the knowledge of the antenna phase center position
in the body-fixed frame (can be estimated) and the attitude motion (not known). The
complete pre-fit residuals of the first pass of the mission are reported in Figure 5.5. In-
spection of the pre-fit residuals allowed to identify the Doppler steps due to the DES1 and
DES2 as well as the frequent discontinuities in the data due to the loss of the carrier lock,
probably as a consequence of the bad attitude. In principle, a DES maneuver should not
produce a variation in the S/C’s velocity, but the ArgoMoon’s attitude control thrusters
were not planar in the rear face; hence some parasitic thrust was also generated during the
RWs desaturation. The execution of an orbital maneuver produces a single evident step
in the pre-fit Doppler residuals. This residuals’ step is two times (for two-way Doppler
observables) the variation of the S/C velocity in the direction of the Line Of Sight (LOS)
between the ground antenna and the S/C itself. Therefore, by analyzing this pre-fit resid-
uals’ steps, it is possible to preliminary evaluate the performance of an orbital maneuver
and its effective ∆V . For DES1 and DES2, as can be seen in Figure 5.5, the Doppler steps
were approximately 100 mm/s each, meaning that the ∆V along the LOS of each DES
maneuver was about 50 mm/s.

Due to the events happened during the first tracking pass, the DSN required support
from European Space Tracking (ESTRACK) to track ArgoMoon for approximately 1 hour
before the next nominal tracking pass that was expected at the 19:20 UTC. This addi-
tional tracking pass was successfully performed by the ESTRACK’s 35 m antenna of the
Malargue complex in Argentina. However, since the communication through ESTRACK
was not expected, the DSN personnel had to manually retrieve the tracking data from the
ESTRACK’s servers before uploading them on the DSN’s share point. Therefore, due to
the additional time required by the latter action, the Malargue’s data was not available
to the navigation team during the first day and then it was not possible to exploit them
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DES1

DES2

Spin

Figure 5.5: Pre-fit two-way Doppler residuals (CT = 1 s) of the first mission’s tracking
pass on the DSS 55.

in the evaluation of an initial OD solution.
The very first OD analysis was performed using all the data of the DSS 55 tracking pass

compressed with a CT of 10 s and the outliers removed. To fit such noisy and disturbed
data, a deweighting was necessary by dividing the pass into four separate batches where
each of them had its own weight, as can be seen from Table 5.5. Moreover, as expected from
the IRIS radio characterization described in Section 2.2, this first OD solution included
the correction to the initial pre-POKE Doppler bias of -1.458 Hz plus the global one of
0.124 Hz. Unfortunately, no range data was available at that time since to acquire them
an update of the IRIS settings was required. The update of the IRIS was scheduled on
the second tracking pass of the mission to avoid the loss of the locking during the first
communication pass. Therefore, without the range data, it was not possible to immediately
constraint the S/C position with respect to the Earth. The estimation included the two
DES maneuvers as well as the release dynamics modeled as an impulsive maneuver with no
mass reduction. The release maneuver was modeled as described in Section 2.4 using the
ICPS attitude provided by NASA at the disposal epoch. The uncertainty associated with
the release direction was of 180 deg for the right ascension to account for the unknown
spinning of the ICPS and of 10 deg on the declination (assuming the nominal inclination
of the dispenser). In any case, such release was not observable and then the former
modelization was later abandoned.

Table 5.5: Weights applied to single batches of the data of the first tracking pass of
November 16, 2022, for the computation of the UBO001 solution.

Batch From (UTC) To (UTC) Weight (Hz) Comments
1 11:40 11:10 0.6287 Spin
2 11:10 11:15 0.3021 After DES1
3 11:15 11:25 0.0898 After DES2
4 11:25 13:34 0.0028 Remaining Data
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Figure 5.6: Post-fit two-way Doppler residuals (CT = 10 s) of the UBO001 solution.

The obtained solution, named UBO001, was very rough due to the corrupted data, the
expected biases, and the lack of range data. However, this estimation was necessary to
assess that the injection in orbit was not leading ArgoMoon to an impact with the Moon.
Moreover, since the ProxOps were not performed, a contingency plan was activated, and it
was necessary to also confirm if ArgoMoon could intercept the ICPS again for a rendezvous.

The UBO001 solution post-fit residuals are provided in Figure 5.6 while the trajectory
estimation mapped on the B-plane of M0 encounter is reported in Figure 5.7. The UBO001
showed that the injection in orbit provided by the ICPS placed ArgoMoon in a trajectory
that, if left uncorrected, would lead five days later to a Moon fly-by very close to the
surface. In fact, the error ellipse mapped on the B-plane is very close to the impact radius
(Appendix A) meaning that statistically there was a marginal impact risk and then further
data was necessary to confirm this solution.

Regarding the ICPS rendezvous opportunity, no useful ArgoMoon-ICPS relative mo-
tion data was available after the deployment, making impossible to precisely estimate the
trajectory of ArgoMoon with respect to the ICPS with only the noisy ground based data.
Indeed, the ArgoMoon trajectory estimation mapped on the relative velocity plane of the
ICPS, Figure 5.8, showed that the relative 3-σ position uncertainty with the ICPS was too
large to fit within the admissible region and thus guarantee a safe rendezvous. Based on
the results provided by the UBO001 solution, the navigation team recommended to not
perform any rendezvous maneuver to intercept again the ICPS. In accordance with the
recommendation, the final decision of ARG and ASI teams was to discard the contingency
rendezvous with the ICPS to ensure the safe continuation of the ArgoMoon mission.

The UBO001 solution was not delivered as final due to the described problems and
the lack of data to validate it at that time. The UBO001 estimated trajectory was then
used as backup for the DSN pointing in case of carrier locking problems.
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Figure 5.7: Predicted trajectory and 3-σ uncertainty mapped to the Moon B-plane after
launch (UBO001 solution).

Figure 5.8: Predicted trajectory and 3-σ uncertainty mapped to the relative velocity plane
of the ICPS (UBO001 solution).



104 Chapter 5. Navigation Operations

5.3.4 Solution UBO002

In the early morning of the second day of operations, a new intermediate solution, UBO002,
was determined using a DCO right after the third tracking pass of the mission. This third
pass was provided by the DSS 43 while the data from the Malargue complex was still not
available at that time. The UBO002 solution was computed to evaluate if the OTM1 had
to be corrected, and to provide support to the DSN pointing in case of poor reception of
the S/C’s downlink signal. The pass-through of all the two-way Doppler data available for
the UBO002 solution, generated using the UBO001 solution, is presented in Figure 5.9a,
while a detail of only the data of the DSS 43 is provided in Figure 5.9b.

(a) Data from DSS 55 and DSS 43.

POKE-1

DES3

(b) Detail of the data from DSS 43.

Figure 5.9: Pre-fit two-way Doppler residuals (CT = 1 s) using the UBO001 solution.
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During the pass on the DSS 43, a command identified as POKE-1 was performed to
calibrate the IRIS radio at 19:35 UTC of November 16, 2022. In fact, by inspecting the pre-
fit residuals, it is possible to see a step on the Doppler at that time of about 1.469 Hz (55
mm/s), meaning that the calibration was successful. Thanks to the radio calibration, the
DSS 43 pass was also the first of the mission having the range measurements. Nonetheless,
to reduce the spin rate of the RWs and ensure the satellite’s operability, an additional
maneuver named DES3 was performed at 20:04:10 UTC. This DES maneuver successfully
helped to reduce the spin rate, but it further complicated the trajectory reconstruction and
estimation. Therefore, in the computation of UBO002, it was decided the ignore all the
data before the DES2 maneuver to improve the OD and reduce the number of unmodeled
events. Furthermore, also the data acquired in the vicinity of the IRIS radio calibration
and the DES3 were discarded. The removal of the release and DES1-2 maneuvers from
the model was then absorbed by the S/C injection covariance in the fit of the residuals.
In any case, the range was successfully acquired after the POKE-1 command and then
further data to constrain the solution were available. It is fundamental to point out that
the UBO002 was able to fit only by constraining the Doppler biases of the DSS 55 and
pre-POKE DSS 43 passes to be equal. After POKE-1, the initial Doppler bias of -1.458
Hz was removed and then only the global Doppler bias was required to be estimated.

The UBO002 post-fit residual of both Doppler and range are reported in Figure 5.10,
while the predicted trajectory and its related uncertainty mapped on the B-plane of M0
are represented in Figure 5.11. The analysis of the B-plane results confirmed that the
injection was acceptable because the trajectory with nominal OTM1A was compatible with
the target within 3-σ and then no additional FPC was required. The blue ellipse of the
nominal burn solution is larger than the No-Burn one due to the maneuver’s uncertainty.

Figure 5.10: Two-way Doppler (top) and range (bottom) post-fit residuals of the UBO002
solution.
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Figure 5.11: Predicted trajectories and 3-σ uncertainties of the UBO002 solution, with
the nominal OTM1A in blue and No-Burn in black, mapped to the Moon B-plane.

5.3.5 Solution UBO003

The first orbital maneuver OTM1A was planned for the 11:43 UTC of November 17, 2022,
with the aim of targeting the reference B-plane coordinates of the M0 encounter. As seen
in the UBO001 and UBO002 solutions, if left uncorrected the path of ArgoMoon would
lead to a dangerous close approach of the Moon and a successive escape into heliocentric
orbit. The OTM1A was expected to occur during the third tracking pass of the mission in
view of the DSS 53. However, the ARG team decided to scrub this maneuver and proceed
with the backup maneuver OTM1B on the next pass. In that way it was possible to
acquire more tracking data to have a more robust solution in view of the most important
orbital maneuver of the mission. Moreover, the data of the Malargue station acquired
during the first day was then available to the navigation team. The pass-through of the
Malargue and DSS 53 passes using the previous UBO002 solution is reported in Figure
5.12a. Unfortunately, during the DSS 53 pass an unexpected reboot of the IRIS radio
brought back the configuration to the pre-POKE one. Then, the reboot of the IRIS
caused the Doppler bias of about -1.458 Hz to be present again as can be seen from the
detail of the pre-fit data in Figure 5.12b. Furthermore, the IRIS reboot had again reset the
settings for the correct acquisition of the two-way range that was not available anymore
after that time.

For UBO003, the navigation team decided to use all the data since the DES2 maneuver,
as done for UBO002. The Doppler data together with the new range data of the last two
passes would certainly have improved the estimation and so they were used. Anyway,
processing all data required constraining the Doppler bias to be the same before the
POKE-1 command and after the reboot of the IRIS radio. In between the POKE-1 and
the first IRIS reboot event, the estimated Doppler bias remained the global one. The
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Malargue

DSS 55 DSS 43
DSS 53
(IRIS REBOOT 1)

(a) Data from DSS 55, DSS 43, Malargue, and DSS 53.

IRIS REBOOT 1 ∼ −1.46 Hz

(b) Detail of the effect of the first IRIS reboot on the data from DSS 53.

Figure 5.12: Pre-fit two-way Doppler residuals (CT = 1 s) from Malargue (black) and
DSS 53 using the UBO002 solution.
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Figure 5.13: Two-way Doppler (top) and range (bottom) post-fit residuals of the UBO003
solution.

correction of the Doppler problem with that approach was named correlated per-pass
Doppler bias estimation. The post-fit residuals of the UBO003 solution are shown in
Figure 5.13. The UBO003 No-Burn trajectory uncertainty mapped on the B-plane of the
M0 encounter is compared with the UBO001 and UBO002 solutions in Figure 5.14. The
B-plane results show a lower estimated uncertainty for UBO003 whose nominal value was
compatible to the previous solutions.

The UBO003 solution was particularly important since it was the first after which the
FPC was performed. The OTM1B was planned in backup of the OTM1A and it was
scheduled for the 23:50 UTC of November 17, 2022. The OTM1B was the backup of the
unique deterministic maneuver of the mission and therefore had been calculated before
launch. Even if the maneuver was only 7 hours away from the DCO, the navigation team
was still able to provide an additional support by recomputing the OTM1B using the
UBO003 solution. In fact, by looking to Figure 5.15, it becomes clear that the nominal
OTM1B was off target by more than 3-σ, and the intervention of the FPC was important to
save fuel. The computation algorithm of the FPC produced a corrected OTM1B composed
by three single burns similarly as the nominal one. The detail of the computed maneuver
and the comparison with the nominal one is reported in Table 5.6. The UBO003 and the
corrected OTM1B were successfully delivered for the telecommands generation at 21:20
UTC of November 17, 2022.

5.3.6 Solution UBO004

Solutions UBO001 to UBO003 were computed using Doppler data at 10 s and 1 s of CT,
which tend to mask the signatures due to unmodeled dynamics and events. When the
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Figure 5.14: Comparison of the UBO001, UBO002 and UBO003 predicted trajectories
and 3-σ uncertainties mapped to the Moon B-plane.

Figure 5.15: Predicted trajectories and 3-σ uncertainties mapped to the Moon B-plane for
the UBO003 solution with the nominal OTM1B and with the one computed in the FPC.
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Table 5.6: Comparison between the nominal OTM1B and the one computed through the
FPC with the UBO003 solution.

Maneuver Burn Time ∆T ∆V Direction (deg)
(ET) (s) (m/s) RA DEC

OTM1B
Nominal

1 17-NOV-2022 23:44:45 712.7 5.47

206.51 -8.432 18-NOV-2022 00:06:36 712.3 5.48
3 18-NOV-2022 00:28:28 711.9 5.50
- - 2136.9 16.45

OTM1B
UBO003

1 17-NOV-2022 23:44:45 800.0 6.04

209.46 -14.142 18-NOV-2022 00:08:05 800.0 6.06
3 18-NOV-2022 00:31:25 583.18 4.43
- - 2183.18 16.53

Doppler data are compressed to 60 s the signatures becomes more evident and the OD
process can be improved in terms of accuracy. The UBO004 solution was computed on
November 18, 2022, using the Doppler data compressed at 60 s to obtain a more accurate
and robust solution. The DCO of the UBO004 was at 07:30 UTC of November 18, 2022.
A total of three tracking passes occurred after the delivery of the UBO003, where the first
was on the DSS 36, the second on the DSS 43 and the last on the DSS 55 right before the
DCO. Firstly, during the DSS 36 pass, the MCC sent a POKE-2 command at 21:20 UTC
of November 17 to the IRIS radio for resetting the Doppler bias and enable the acquisition
of two-way range data again. The DSS 36 pass ended just 20 minutes before the one on
the DSS 43 where the OTM1B was planned. The execution of the maneuver, as computed
from UBO003, was finally approved and the telecommands were sent by the MCC and
successfully received by the S/C.

The first partial burn OTM1B1 started at 23:42 UTC of November 17 and lasted
about 62 s resulting into a ∆V , reconstructed using telemetry data, of about 1.02 m/s.
For operational and safety reasons, the ARG team decided to cancel the second partial
burn and perform only the remaining OTM1B3. Even in this case, the S/C ignited the
thruster at 00:27:27 UTC of November 18 and burned for 57 s of the expected 583.18 s.
The pass-through of the UBO004 Doppler data with the UBO003 solution are reported in
Figure 5.16. The pre-fit residuals of the DSS 43 were observed almost in real time by the
navigation team, confirming the behavior of the engine.

The direction of the OTM1B was very close to the LOS with the Earth allowing to
have an optimal observability of the performed ∆V . Through the analysis of the pre-fit
residuals of Figure 5.16, the ∆VLOS values were evaluated by measuring the steps in the
residuals. Table 5.7 reports the LOS-∆V values extracted from the telemetry and from
the Doppler residuals of the UBO003 pass-through, compared to the commanded values.

Table 5.7: Comparison of the commanded and telemetry reconstructed values of the
OTM1B with the one observed from the Doppler residuals.

Burn
Commanded

LOS-∆V
(m/s)

Telemetry
LOS-∆V

(m/s)

Observed
LOS-∆V

(m/s)

Telemetry
LOS-∆V

angle (deg)
OTM1B1 5.9612 1.0123 0.7815 170.5361
OTM1B3 4.3288 0.6809 0.6185 167.6574
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The first tentative of fitting the new data with OTM1B was unsatisfactory and the
correlation between the Doppler biases, the maneuvers and the SRP was starting to affect
the convergence and the results. Then, provided also that the available time after the
UBO004 DCO to the next pass was only 10 hours, it was necessary to adopt a safer
and faster solution to fit the recent data and compute a new correction maneuver. As
previously seen in the FPC analysis, the cost of the ∆V to target the B-plane of M0
rapidly increases as the fly-by approaches. Therefore, differently from what was planned,
it was necessary to work faster without having the time of analyzing in detail all the
events occurred since that time. The navigation team decided then to ignore the Doppler
and range data before the POKE-2 command and in between OTM1B1 and OTM1B3 to
improve the reconstruction. As for the UBO002 solution, all the uncertainties related to
the previous events were absorbed in the estimation of the S/C initial state by enlarging
the injection covariance by a factor of 3. The estimation of the burns 1 and 3 of the
OTM1B was performed using the impulsive model as for the DES burns. Moreover,
to reach convergence in the UBO004, the OTM1B a priori sigmas were increased by a
factor of 3 leading to a 30% of uncertainty on the ∆V , 5.5 deg in the direction (both
right ascension and declination), and 300 s in the execution time. In addition, only the
global post-poke doppler bias was needed to be estimated since the Doppler data before
the POKE-2 command were discarded. The converged UBO004 post-fit residuals are
reported in Figure 5.17, while the uncertainty on the M0 B-plane is represented in Figure
5.18 together with the UBO002 and UBO003 solutions.

The UBO004 solution showed that the OTM1B approximately moved the (B.T,B.R)
of the S/C to -6340 km and -920 km respectively, where the effect on the LTOF was
negligible. However, the new B-plane aimpoint was approximately 6802 km away with
respect to the reference target, thus still far from the nominal trajectory. Hence, together
with ARG, the UBO team decided to compute for a correction maneuver, named STM0,
to be executed and monitored in the next available communication window. The first
available tracking pass in which perform such maneuver was in the evening of November
18, leaving only 10 hours to finalize the OD and perform the FPC. As expected, the
computed STM0 had a ∆V magnitude bigger than the OTM1B and it was necessary to
split the maneuver into four burns as from the NAVREQ-4. At the time of UBO004, it
was decided together with the ARG team to continue with the targeting of the nominal
B-plane conditions in the hope of being able to accumulate enough ∆V even with shorter
burns. The parameters of the computed STM0 that was then uploaded on the S/C are
reported in Table 5.8.

Table 5.8: Parameters of the STM0 computed through the FPC with the UBO004 solution.

Maneuver Burn Time ∆T ∆V Direction (deg)
(ET) (s) (m/s) RA DEC

STM0

A 18-NOV-2022 19:36:09 800.0 6.06

209.36 -11.97
B 18-NOV-2022 19:59:29 800.0 6.08
C 18-NOV-2022 20:22:49 800.0 6.10
D 18-NOV-2022 20:46:09 501.17 3.83
- - 2901.17 22.07

As shown by Figure 5.19, the addition of the STM0 into the predicted uncertainty on
the B-plane produced a bigger covariance ellipse with respect to the UBO003 solution with
the computed OTM1B. The reason behind the worsening of the predicted uncertainty is
due to the greater ∆V , thus a bigger uncertainty on its value, of the STM0 compared
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(a) Data of UBO003 and the new one from DSS 36, 43 and 55.

OTM1B1

OTM1B3

(b) Detail of the new data with a focus on the effect of OTM1B on the residuals.

Figure 5.16: Pre-fit two-way Doppler residuals (CT = 1 s) using the UBO003 solution.
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Figure 5.17: Two-way Doppler (top) and range (bottom) post-fit residuals of the UBO004
solution.

OTM1B1+OTM1B3

Figure 5.18: Comparison of the UBO002, UBO003 and UBO004 predicted trajectories
and 3-σ uncertainties mapped to the Moon B-plane.
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Figure 5.19: Comparison of the UBO003 and UBO004 predicted trajectory and 3-σ un-
certainties mapped to the Moon B-plane after the FPC.

to the previous OTM1B. Moreover, since the UBO004 used less data than the UBO003,
there was no possibility to further improve the predicted uncertainty.

5.3.7 Solution UBO005

The solution UBO005 was determined the day after UBO004 with the DCO at 00:00 UTC
of November 19, 2022. The additional data available at the DCO was only the one from
the tracking pass on the DSS 24 in which the execution of the STM0 was planned. The
maneuver was successfully commanded and this time the S/C’s telemetry was telling that
each partial burn of the STM0 was correctly performed. However, by considering the S/C
attitude provided by the telemetry, the inspection of the pass-through residuals computed
using the UBO004 solution confirmed that the STM0 produced a total ∆V of about 5
m/s.

Figure 5.20a reports the pre-fit residuals of the new Doppler data using the UBO004
solution while Figure 5.20b provides a focus on the pre-fit residuals in correspondence of
the STM0 execution during the pass on DSS 24. As can be seen from the pass-through,
it was possible to observe only the Doppler steps due to the sum of STM0A and STM0B
(named STM0A+B), and the sum of STM0C and STM0D (STM0C+D), because of the
lack of data within the two pairs of burns. The observed Doppler steps were 7.6281 m/s
for STM0A+B and 2.1721 m/s for STM0C+D, while the detailed results are reported in
Table 5.9.

The pre-fit data presented in Figure 5.20 was compressed with a CT of 60 s and used
for the computation of UBO004 solution. Unfortunately, the range data during the STM0
was not available and then only Doppler data was used for the reconstruction of the
maneuver. STM0 was estimated as a single impulsive burn by removing the intermediate
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(a) Data of UBO004 and the new one from DSS 24.

STM0A+STM0B

STM0C+STM0D

(b) Detail of the new data from DSS 24 where the STM0 took place.

Figure 5.20: Pre-fit two-way Doppler residuals (CT = 1 s) using the UBO004 solution.
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Table 5.9: Comparison of the commanded and telemetry reconstructed values of the STM0
with the one observed from the Doppler residuals.

Burn
Commanded

LOS-∆V
(m/s)

Telemetry
LOS-∆V

(m/s)

Observed
LOS-∆V

(m/s)

Telemetry
LOS-∆V

angle (deg)
STM0A 5.9964 6.9602 N/A 171.4172
STM0B 6.0166 6.5589 N/A 171.4729

STM0A+STM0B 12.0131 13.5191 3.8140 N/A
STM0C 6.0371 6.6459 N/A 171.5283
STM0D 3.7925 3.1361 N/A 171.5831

STM0C+STM0D 9.8296 9.7820 1.0860 N/A

points between the two pairs of burns described before, to facilitate convergence. The
UBO005 post-fit residuals are presented in Figure 5.21, while the predicted trajectory
uncertainty mapped on the B-plane of M0 is shown in Figure 5.22.

Based on the results of the UBO005, the ARG and ASI teams decided to continue
with the tentative of performing a correction maneuver at each tracking pass until the
day of the M0 encounter. At the time of the contingency plan definition, there were three
remaining tracking passes before the day of the fly-by on November 21, 2022.

Therefore, a new FPC was then performed using the UBO005 solution providing three
new maneuvers named STM1, STM2 and STM3. The details about the computed ma-
neuvers are reported in Table 5.10. As expected, by approaching the M0 encounter the
cost of the ∆V rapidly increases. Thus, the last feasible maneuver was the STM3 with a
∆V of about 54 m/s, close to the limit of the NAVREQ-5.

Table 5.10: Parameters of the STM1, STM2 and STM3 computed through the FPC with
the UBO005 solution. The last two maneuvers were not divided since it was not anymore
needed by the MCC at that time.

Maneuver Burn Time ∆T ∆V Direction (deg)
(ET) (s) (m/s) RA DEC

STM1

A 19-NOV-2022 19:31:09 800.00 6.08

221.29 -7.55B 19-NOV-2022 19:54:29 800.00 6.10
C 19-NOV-2022 20:17:49 800.00 6.12
D 19-NOV-2022 20:41:09 800.00 6.14
E 19-NOV-2022 21:04:29 687.55 5.29
- - 3887.55 29.72

STM2 N/A 20-NOV-2022 07:31:09 5375.60 41.26 223.53 -8.09
STM3 N/A 20-NOV-2022 13:16:09 6582.05 54.65 225.69 -8.53

5.3.8 Solution UBO006

After the delivery of the UBO005, the MCC prepared and sent the telecommands for
the STM1 to the S/C. The telemetry communicated that the first two burns A and B
terminated before reaching the commanded duration, so the MCC decided to cancel the
other burns C, D and E. Then, in the night of November 20, 2022, the tracking data



5.3. Navigation Results 117

Figure 5.21: Two-way Doppler (top) and range (bottom) post-fit residuals of the UBO005
solution.

STM0

Figure 5.22: Comparison of the UBO004 and UBO005 predicted trajectories and 3-σ
uncertainties mapped to the Moon B-plane.
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acquired since the last DCO were analyzed by means of a pass-through using UBO005
solution. Since the DCO of the UBO005 a total of three tracking pass were acquired: the
first pass was on the New Norcia station of ESTRACK, the second on the DSS 54, and the
last one was on the DSS 25 during which the STM1 was executed. During the tracking
passes of New Norcia and DSS 25, the S/C performed two automatic RWs offloading
maneuvers named DES4 and DES5. Then, by evaluating the pre-fit residuals presented
in the Figures 5.23a and 5.23b, it was possible to observe that the effective ∆V after the
STM1 was significantly lower than the one requested by the navigation team.

The observed Doppler steps were 0.9531 m/s for STM1A and 1.6554 m/s for STM1B,
much less than the commanded/telemetry ∆V as can be seen in the detailed results re-
ported in Table 5.11. The observation of the Doppler step was not feasible for DES4
because it was performed before the beginning of the tracking pass. DES5 was executed
right after the STM1B and before the re-acquisition of the signal, thus it was not di-
rectly observable. However, from the navigation point of view, the DES5 maneuver was
considered part of the STM1B due to its proximity to the latter.

Table 5.11: Comparison of the commanded and telemetry reconstructed values of the
STM1 with the one observed from the Doppler residuals.

Burn
Commanded

LOS-∆V
(m/s)

Telemetry
LOS-∆V

(m/s)

Observed
LOS-∆V

(m/s)

Telemetry
LOS-∆V

angle (deg)
STM1A 5.9632 1.4424 0.4765 168.5745
STM1B 5.8855 7.0141 0.8277 164.6432

Furthermore, the trend of the pre-fit residuals on New Norcia and DSS 54 with respect
to the previous solutions was immediately telling that there were unmodeled accelera-
tions. In the tentative of fitting the data for an UBO006 solution, it was assumed that
the mismodelling effects were probably due to a leakage of the ArgoMoon’s thruster. Fur-
thermore, inspection of the stochastic accelerations estimation supported the hypothesis
that an unmodeled acceleration was raised after the last ignition of the thruster. Based
on this assumption, the leakage was modeled as a polynomial acceleration starting after
the execution of the STM0. Unfortunately, that strategy was not able in providing sat-
isfactory post-fit residuals and it was not possible to further investigate the problem in
view of the M0 encounter. On the morning of November 20, 2022, no new OD solution
was still available due the numerous problems that occurred, while in the meantime the
S/C was executing the STM2 in a last attempt to recover the nominal fly-by of the Moon.
Furthermore, during the DSS 53 pass where the STM2 was performed, five additional DES
maneuvers took place to reduce the spin rate of the S/C and ensure its operativity. The
STM2 was the last maneuver attempt since the ArgoMoon’s thruster became definitively
unusable approximately 6 hours later. The reason was due to the complete exhaustion of
the RCS propellant needed to control the attitude during the execution of a maneuver.

By exploiting again the UBO005 solution, a pass-through of the tracking data from the
DSS 53 during the which the STM2 was performed, and the obtained pre-fit results are
reported in Figure 5.24. As already expected by analyzing the telemetry, the STM2 was
not correctly performed and the inspection of the pass-through with UBO005 allowed to
measure the actual ∆V as reported in Table 5.12. The DES6 and DES7 occurred one after
the other at the beginning of the tracking pass showing a Doppler step of 10.7 mm/s. The
DES8 was executed before the STM2 making it not directly observable and, like DES5
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STM1A

STM1B

New Norcia DSS 54

(a) The data after the DCO of UBO005 up to the STM1 pass.

STM1A

STM1B

(b) Detail of the new data from DSS 25 where the STM1 took place.

Figure 5.23: Pre-fit two-way Doppler residuals (CT = 1 s) using the UBO005 solution.
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Table 5.12: Comparison of the commanded and telemetry reconstructed values of the
STM1 with the one observed from the Doppler residuals.

Burn
Commanded

LOS-∆V
(m/s)

Telemetry
LOS-∆V

(m/s)

Observed
LOS-∆V

(m/s)

Telemetry
LOS-∆V

angle (deg)
STM2 6.0836 6.7594 1.0237 179.5461

STM2

DES6+DES7

DES9

Figure 5.24: Pre-fit two-way Doppler residuals (CT = 1 s) in correspondence of the STM2
using the UBO005 solution.

with STM1B, it was considered part of the STM2. The DES9 took place during the end
of the tracking pass and its observed Doppler step was 5.7 mm/s.

The UBO006 was computed by fitting only the STM2 tracking pass while all the rest
of the data of the mission was neglected. The decision of ignore all the previous data
was based mainly on the mismodelling problems related with the leakage. The result
was a safe OD solution where the S/C initial state was taken from UBO005 at 22:00
UTC of November 19, 2022, a couple of hours after the STM1. The S/C state covariance
presented in 5.2 was mutated to a simple diagonal matrix in the EME2000 frame with 5000
km of uncertainty on the position and 5 m/s on the velocity. The OD solution included
the estimation of the observable DES maneuvers and the STM2. The resulting post-fit
residuals are presented in Figure 5.25 where the Doppler data was compressed with a CT
of 60 s. Due to the assumptions made, and the presence of multiple maneuvers, UBO006
resulted into a higher predicted trajectory uncertainty with respect to UBO005, as it can
be seen in Figure 5.26.

5.3.9 Solution UBO007

At the time of the UBO006, the M0 fly-by was estimated to occur at 16:00 UTC of Novem-
ber 21, 2022, at 1993.18 km of altitude with respect to the Moon’s surface. By considering
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Figure 5.25: Two-way Doppler (top) and range (bottom) post-fit residuals of the UBO006
solution.

Figure 5.26: Comparison of the UBO006 and UBO005 predicted trajectories and 3-σ
uncertainties mapped to the Moon B-plane.
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the reference timeline with launch on November 16, the M0 had been anticipated of 47
minutes where the altitude was 4100 km lower than the desired one. Unfortunately, such
predicted fly-by was leading ArgoMoon to a heliocentric trajectory after the first perigee
P0. However, the orbit controllability was lost after STM2 and then the navigation routine
was aimed at the reconstruction and prediction of the trajectory mainly for DSN pointing.
Therefore, deliveries had to take place when there was a deviation from the DSN trajectory
in order to guarantee the fulfillment of the NAVREQ-3.

Figure 5.27 reports the pre-fit residuals of the Doppler data acquired after the UBO006
up the 00:00 UTC of November 21. The residuals were providing again the evidence of an
unmodeled acceleration that was probably originated by the thruster’s leakage happened
another time after the STM2. Accordingly, UBO006 and the subsequent data presented
in Figure 5.27 were not reliable. On November 21, at 16:07 UTC, ArgoMoon performed
the fly-by M0 and the contact with the S/C was re-established by the DSS 24 at 20:50
UTC of the same day. However, the DSS 24 had received only a weak signal form the
S/C meaning that there might have been problems with the direction of pointing or with
the S/C’s attitude. It was then assumed that the UBO006 solution may not be correct or
too inaccurate due to the occurred thruster leakage. Therefore, to avoid further problems
with the pointing of the S/C, the navigation team decided to start a new analysis with
a DCO at 22:00 UTC of November 21 using the new acquired tracking data. This new
OD delivery was performed rapidly to correct any possible pointing issue. Then, due to
the leakage occurred before the encounter, the navigation team decided to restart with a
new OD solution using only the data after 00:00 UTC of November 21. The idea was that
through the former method the reconstruction of M0 would be mismodelling-free since
the leakage was supposed to be terminated. Therefore, the S/C initial state was retrieved
from UBO006 at the epoch 07:00 UTC of November 21 and the data was considered only
after the epoch of the initial state. Unfortunately, no range data was available during the
M0 encounter and therefore the OD processing of UBO007 would have involved Doppler

Figure 5.27: Pre-fit two-way Doppler residuals (CT = 1 s) up to 00:00 UTC of November
21, 2022, using the UBO006 solution.
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Figure 5.28: Pre-fit two-way Doppler residuals (CT = 1 s) up to 00:00 UTC of November
22, 2022, using the UBO006 solution.

data only. The pass-through residuals of the considered data using the UBO006 solution
are presented in Figure 5.28.

UBO007 was successfully obtained by fitting the Doppler data compressed with a CT
of 60 s. UBO007 was identified as the fly-by solution since it was based only on the
data around the encounter to reconstruct the event and predict the post fly-by trajectory.
The post-fit residuals of UBO007 are presented in Figure 5.29, while the reconstructed
trajectory and the associated uncertainty on the Moon B-plane are shown in Figure 5.30.
The angle between the UBO007 and UBO006 trajectories as seen from the DSN is reported
in Figure 5.31. The results clearly showed that the angle between the two solutions
was exceeding the HPBW of the 34 m antennas and then the UBO007 solution had to
be delivered to DSN for the next tracking activities. The delivery of the solution was
performed on 23:25 UTC of November 21, 2022, approximately 8 hours after the C/A
with the Moon. After that time, the DSN would use the UBO007 trajectory to proper
pointing the antennas towards ArgoMoon.

5.3.10 Solution UBO008

At the time of the UBO007 delivery, there were two additional tracking passes, respectively
on DSS 35 and New Norcia, that had been scheduled for the night of November 22, 2022.
During the tracking pass on the DSS 35 a substantial drop in power of the received S/C’s
carrier signal was seen again. Furthermore, the next pass on the New Norcia station was
failed due to the loss of the carrier lock for the same power problems. However, in the night
of November 2022, the MCC promptly notified the navigation team that on November 21,
before the first tracking pass used for UBO007, a reset command was sent to the IRIS
radio. Hence, all the tracking data around M0 used for UBO007 were affected again by
the pre-POKE Doppler bias of -1.458 Hz. Thus, UBO007 was assumed to be not reliable
for the DSN pointing and a new solution was required.

The UBO008 solution was then computed to update the trajectory for the DSN point-
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Figure 5.29: Post-fit two-way Doppler residuals (CT = 60 s) of the UBO007 solution.

Figure 5.30: UBO007 reconstructed trajectory and 3-σ uncertainty mapped to the Moon
B-plane.
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Figure 5.31: Angle between UBO007 and UBO006 trajectories as seen from the DSN with
the associated pointing uncertainty shaded above the angle line. The black rectangles
above the angle line represents the past and future tracking passes. The DCO epoch
represented by the vertical red line refers to that of the UBO007 solution.

ing activities after the fly-by. The DCO of the UBO008 was at 15:00 UTC of November
23, 2022, where all the data before 13:00 UTC of November 22 was discarded, and the
S/C’s initial state was maintained the same as for UBO007. Moreover, at 13:30 UTC of
November 22, the MCC sent a new POKE-3 command to restore the status of the IRIS
radio and remove again the large bias on the Doppler data. The cancellation of all the data
during the fly-by and before was to ignore the critical events happened in the previous
days and focus only on the post fly-by trajectory prediction. In fact, as described in the
UBO007 section, the navigation aim was mutated to mainly focus on the fulfillment of
NAVREQ-3 for which it was acceptable to neglect the data acquired during and before
the encounter M0.

Since the critical events had been removed, the S/C was no longer leaking, and the IRIS
radio was reconfigured, the UBO008 post-fit residuals were good in fewer iterations than
previous solutions. The estimated parameters were reduced to only the S/C’s initial state
and the SRP scale factor since no other maneuvers or events were expected to be present.
The post-fit residuals of UBO008 are presented in Figure 5.32, while the reconstructed
trajectory and the associated uncertainty on the Moon B-plane are reported Figure 5.33.

As it can be seen from the B-plane results, UBO007 and UBO008 solutions were close
but, due to the amplification of small errors after a fly-by, the predicted trajectories could
diverge with the risk of losing the correct pointing from the DSN. Figure 5.34 shows the
angle between the UBO007 and the UBO008 as seen from the DSN ground complexes.
The two solutions were in fact still compatible with the NAVREQ-3 up to the first perigee
P0 after which the error would have exceeded the HPBW of the 34 m antennas. Therefore,
the navigation team delivered UBO008 to the DSN on 23:00 UTC of November 23, 2022,
to ensure the correct pointing activities for the weeks following the DCO.
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Figure 5.32: Two-way Doppler (top) and range (bottom) post-fit residuals of the UBO008
solution.

Figure 5.33: Comparison of the UBO008 and UBO007 reconstructed trajectories and 3-σ
uncertainties mapped to the Moon B-plane.
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Figure 5.34: Angle between UBO008 and UBO007 trajectories as seen from the DSN with
the associated pointing uncertainty shaded above the angle line. The black rectangles
above the angle line represents the past and future tracking passes. The DCO epoch
represented by the vertical red line is referred to the one of the UBO008 solution.

5.3.11 Solution UBO009

After UBO008, the navigation team monitored the DSN pointing status by observing the
angle between the updated OD solutions after each tracking pass and UBO008. It was
then seen that the NAVREQ-3 was still fulfilled after each OD update meaning that the
UBO008 was a good and robust solution in the prediction of the ArgoMoon trajectory.
Therefore, a new last OD delivery named UBO009 was performed simply by extending
the UBO008 trajectory propagation up to 6 months. Figure 5.35 shows the pass-through
of all the Doppler data after the UBO008 delivery up to November 29, 2022.

5.3.12 Solution UBO010

The pre-fit residuals after the fly-by were much better than the ones before meaning
that the S/C dynamics was more stable, and no other critical events occurred. Then, a
UBO010 solution was computed using all the good tracking data after the fly-by of the
Moon and the resulting post-fit residuals are presented in Figure 5.36. As for UBO008-9,
the estimated parameters were only the S/C’s initial state and the SRP scale factor. The
angle between the UBO009 and the UBO010 solutions as seen from the DSN is reported
in Figure 5.37. The angle between the two solutions and its related uncertainty were well
below the HPBW of the 34 m antennas meaning that the NAVREQ-3 was fulfilled with all
the three solutions UBO008, UBO009 and UBO010. In fact, the DSN did not encountered
particular problems in track and lock the S/C’s carrier signal after the UBO008 delivery.
UBO010 has been the last OD delivery performed and it is still considered as the best
solution for the proper pointing of the 34 m antennas towards ArgoMoon up to June 6,
2023.
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Figure 5.35: Pre-fit two-way Doppler residuals (CT = 1 s) up to November 29, 2022, using
the UBO008 solution.

Figure 5.36: Two-way Doppler (top) and range (bottom) post-fit residuals of the UBO010
solution.
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Figure 5.37: Angle between UBO010 and UBO009 trajectories as seen from the DSN with
the associated pointing uncertainty shaded above the angle line. The black rectangles
above the angle line represents the past and future tracking passes.

5.4 Summary

ArgoMoon was successfully launched and released in space by the SLS on November
16, 2022. The S/C performed 4 orbital maneuvers for a total of 9 independent partial
burns. The fly-by of the Moon was successfully performed at 16:07 UTC of November 21,
approximately 48 minutes before the planned epoch. Due to the different ∆V provided
by the S/C, the error on the B-plane with respect to the reference trajectory was ∼5000
km. After the fly-by, ArgoMoon passed close to the Earth at 18:38 UTC of November 24
at 165880 km. Due to the different geometry of the Moon’s fly-by, ArgoMoon was unable
to remain in a geocentric orbit and after the C/A with the Earth it was following a path
towards an heliocentric orbit. Based on the last OD solution UBO010, ArgoMoon entered
the interplanetary space after leaving the Earth’s SOI on December 10, 2022.

ArgoMoon navigation operations lasted for 13 days, from the launch of the S/C up
to the last contact after overtaking the orbit of the Moon on November 28, 2022, on
its way to a heliocentric orbit. However, mission operations still continued for a while
in an intense search for the S/C signal in collaboration with the DSN, after the loss of
the lock on 28 November 2022. The latter research operations performed by the DSN
confirmed that the loss of communication was not related to the navigation. During the
operations, the navigation team worked night and day for very long shifts trying to solve
all the encountered problems in the best possible way. The navigation team delivered a
total of 10 OD solutions and 5 orbital maneuvers by successfully fulfilling the NAVREQ-3.
The latter was the last applicable navigation requirement as the others were no longer
compatible with the mission after the technical problems occurred in the PS.

During the flight activities a total of 13 tracking passes were provided, 10 of which by
DSN and the other 3 by ESTRACK. All the tracking passes had two-way Doppler data
with 1 s of CT while only 9 of them also provided the range observables. The quality of
the ArgoMoon radiometric data was mostly affected by the S/C’s rotational dynamics,
the IRIS radio design and configuration, and the frequently reboots of the S/C. The range
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data had frequent significant biases whose origin is still under investigation. A summary
timeline of all the tracking passes and relevant events related to the navigation operations
is reported in Figure 5.38.

Figure 5.38: ArgoMoon navigation operations timeline showing the DSN coverage on the
first row, the actual tracking passes on the second and third row (Doppler and range data),
the performed orbital maneuvers on the fourth row, DCOs of the OD solutions on the fifth
row, and the fundamental trajectory events on the last row.



Chapter 6

Conclusions and Future Works

CubeSats are already gaining access to cis-lunar and interplanetary space as happened in
the MarCO, LICIACube, and ArgoMoon missions. Breakthrough miniaturized technolo-
gies are already being developed to solve the significant technological challenges of deep
space missions. However, using CubeSats in deep space also requires addressing many
operational challenges, particularly those related to the navigation. The achievement of
complex objectives as in a regular deep space mission, given the limitations of the Cube-
Sats platform, requires navigation as precise as that adopted for interplanetary exploration
missions. Therefore, extensive investigations, analysis, and experimentation are required
to properly navigate and operate a CubeSat in deep space.

This dissertation covers the design and execution of the navigation for the ArgoMoon
mission. The conducted work has been described in this thesis in a part dedicated to the
pre-launch analysis and a comprehensive description of the actual navigation operations
and obtained results. All the software and numerical models used for navigation design and
execution has been developed using the NASA/JPL’s signature astrodynamic computing
platform named MONTE.

In order to follow the reference ArgoMoon’s trajectory and fulfill the mission objec-
tives, the navigation procedure has been designed with the goal of reconstructing the S/C
trajectory and computing the correction maneuvers. The estimation of the trajectory is
performed on ground by the navigation team through a single-arc batch-sequential OD
process using the radiometric observables Doppler and range. The tracking of the S/C
is performed alongside the telecommunications by the DSN using the 34 m antennas lo-
cated in the complexes of Madrid, Goldstone and Canberra. The estimated trajectory is
then compared with the reference one to evaluate if correction maneuvers have to be com-
puted. The correction maneuvers were scheduled by means of an optimal control strategy
designed before the launch.

The designed trajectory control strategy allows to minimize the error with respect
to the reference trajectory, as well as the statistical ∆v, by using the following targets:
the nominal B-plane coordinates (B.R,B.T, LTOF ) for the fly-bys with the Moon, the
position at the apogee and the velocity at the perigee when orbiting the Earth. The
search of the norm’s local minima of the K-inverse matrix for each target allowed to find
the optimal maneuvers location that minimizes the ∆v. The position at the apogee is
optimally targeted with a maneuver placed two days after the preceding perigee, whereas
a maneuver at the apogee targets the velocity at the following perigee. Through a non-
linear Monte Carlo simulation, the optimal control strategy has been validated giving that
the reference trajectory can be flown with a ∆v of 49.5 m/s at the 99th percentile.

Examining the OD analysis’ results identified the optimal schedule for delivering the
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estimated trajectory to the DSN required to properly point the antennas towards the
S/C. To ensure a pointing uncertainty from the Earth to the S/C within the beamwitdh
of the DSN’s 34 m antennas, a new estimated trajectory should be provided to DSN at
least once each REV. To meet the pointing requirement, the delivery to DSN during the
REV0 should be carried out at least three times. Additionally, due to the high level of
uncertainty during the launch phases, the first two tracking passes should be supported
by an X-Band aided acquisition antenna with a wider beamwidth in order to fulfill the
pointing requirement. The S/C ephemeris uncertainty mapped on the B-plane of the last
Moon encounter shows that the selected trajectory and navigation strategy can fulfill the
disposal requirement at the 99% of confidence.

The sensitivity study revealed that the orbital propulsion system’s performance and
the injection inaccuracy have a significant impact on the trajectory controllability. The
DSN pointing requirement is instead impacted by uncertainties in stochastic accelerations,
orbital maneuvers, and tracking data shortages. However, by varying the schedule of the
deliveries to DSN, the degradation of the S/C pointing uncertainty can be controlled.
Finally, all the tested cases of the sensitivity analysis have widely satisfied the impact’s
risk and disposal requirements.

The pre-launch analysis demonstrated that the navigation of ArgoMoon was feasible,
under realistic assumptions on the mission scenario and the technological capabilities of
the space and ground segment. The main challenges were expected to be the performance
of the propulsion system as well as the injection accuracy provided by SLS.

The navigation operations of the ArgoMoon were under the responsibility of the flight
dynamics team of the University of Bologna. The team has been composed by five
aerospace engineers with experience in deep space navigation, in particular for the OD.
The operations were organized taking inspiration from the heritage of ESA and JPL deep
space missions activities. The navigation facility was at the Radio Science and Planetary
Exploration Laboratory of the UNIBO, in Forli’ (Italy) where the flight dynamics team
had its own control room in loop with the ArgoMoon’s MCC in Turin (Italy).

ArgoMoon was then launched on November 16, 2022, at 06:47:44 UTC by the SLS
as secondary payload in the context of the Artemis-1 mission. According to the DSN,
ArgoMoon was released by ICPS at 10:36 UTC and the first signal acquisition was suc-
cessfully occurred at 10:37 UTC. The first received Doppler data was noisy due to a
tumbling motion of the S/C induced by the spin of ICPS plus a contribution from the
dispenser mechanism. However, using the designed navigation process and strategy the
UNIBO team has fitted the Doppler data delivering the first solution just 12 hours after the
launch. The day after the launch ArgoMoon performed the first orbital maneuver named
OTM1B. The pass-through analysis of the Doppler data acquired in correspondence of
the maneuver revealed an underperforming PS not capable of executing the commanded
∆v. After that event, the navigation team delivered 5 reliable OD solutions and three cor-
rection maneuvers to bring ArgoMoon on its designed path. Unfortunately, the PS failed
all the commanded maneuvers preventing ArgoMoon to reach the desired aimpoint on
the B-plane. Moreover, several reset of the IRIS transponder and a leakage of the engine
further increased the complexity of the OD. On November 21, at 16:07 UTC, ArgoMoon
successfully performed the fly-by of the Moon, taking some spectacular pictures of the
Moon’s surface. After the encounter with the Moon, the navigation team reconstructed
the trajectory and delivered another set of 5 OD solutions verifying that the S/C was
leaving the Earth-Moon system, entering a heliocentric orbit.

The operations results proved the reliability and accuracy of the designed navigation
process and strategy. Despite the critical events occurred during the flight, the postfit
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residuals after the fly-by shown a Root Mean Square (RMS) of 0.1 mm/s for Doppler
and 30 cm for range, better than assumed in the pre-launch analysis. Due to the lack of
a proper orbital propulsion, the only applicable navigation requirements were the DSN
pointing and the impact risk. The navigation team was capable of met both of them
even with a very stringent contingency timeline. As expected during the design phase,
the DSN pointing requirement was a major challenge requiring a constant monitoring of
the angle between the last delivered solution to DSN and the actual estimated orbit. The
optimal organization of the navigation team and activities was a key factor in the success-
fully determination of the ArgoMoon’s trajectory. Even if not fully employed and tested
during the operations, the FPC strategy always provided optimal maneuvers capable of
retargeting the ArgoMoon’s trajectory towards the reference one.

In the context of the ArgoMoon mission, future works will include a complete recon-
struction of the trajectory using all the data since the deployment of the S/C. Through
this analysis would be possible to reconstruct the leakage events as well as confirm the
reliability of the delivered solutions and the robustness of the designed navigation process.
Also, the reconstruction will help find potential flaws in the navigation setup and software
to provide a relevant heritage for the upcoming deep space CubeSats missions.





Appendix A

B-plane

The B-plane is defined as the plane orthogonal to the inbound asymptote of a hyperbolic
osculating orbit with respect to a chosen target [99]. The trajectory of a S/C that is
performing a fly-by of a planet can be approximated to the motion of a particle that is
traveling along the asymptotes of a hyperbola. The only factors that affect the angle
of deflection between the asymptotes are the particle’s energy, the central force, and the
distance of the inbound asymptote from the center of motion.

Let’s now assume that a S/C is approaching a planet (whose gravitational parameter
is µ = GM) on an hyperbolic trajectory with an inbound excess velocity vector v∞. Then,
the inbound asymptote direction is defined as

Ŝ = v∞
|v∞|

= 1
e

P̂ +
√
e2 − 1
e

Q̂ (A.1)

where P̂ = e/e and Q̂ = h × P̂/h are the unit vectors pointing to the periapsis position
and velocity, h = |h| = |r × v| is the orbit’s angular momentum, and

e = |e| = v × h
µ

− v
|r|

(A.2)

is the orbital eccentricity.
The B-plane is orthogonal to the vector Ŝ where his origin is at the planet’s center.

The vector B is defined as that vector which departs from the origin and arrives at the
point of intersection between the B-plane and the incoming asymptote:

B = Ŝ × h
|v∞|

(A.3)

By using a third vector k not parallel to Ŝ (i.e., the planet’s spinning pole), it is possible
to define an orthonormal base in which project the vector B and visualize it as looking at
the B-plane along the Ŝ direction. This orthonormal frame is defined by the vectors Ŝ,
and

T̂ = Ŝ × k
|Ŝ × k|

, R̂ = Ŝ × T̂. (A.4)

Then, since the B vector lies on the B-plane, it can be expressed in the defined frame as
a combination of the B-plane coordinates (B.R,B.T ) defined as follows:

B.T = B · T̂ = T̂ · h
|v∞|

, B.R = B · R̂ = −R̂ · h
|v∞|

(A.5)
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Figure A.1: Representation of the B-plane structure and the mapping of the uncertainty
ellipsoid on the plane.

The schematic representation of the B-plane and the described quantities can be depicted
from Figure A.1.

As can be seen from the scheme, the actual trajectory of the S/C is obviously bent
due to the central body’s gravity. Therefore, the (B.R,B.T ) coordinates may provide a
misleading information if an impact assessment has to be performed. In fact, one may
erroneously think that if the B point is outside the surface of the central body then also
the actual trajectory is without impact. To avoid this problem, an impact parameter
related to the B-plane coordinates can be computed. By exploiting the conservation of
angular momentum

h = rpvp = |B|v∞ (A.6)
and the conservation of the energy

v2
p

2 − µ

rp
= v2

∞
2 (A.7)

a relation between B = |B| and the radius at the C/A is found

B = rp

√
1 + 2µ

rpv2
∞
. (A.8)

The impact is verified when rp ≤ Rcb, where Rcb is the radius of the central body. There-
fore, the B-plane impact condition can be defined as

B ≤ Rcb

√
1 + 2µ

Rcbv2
∞
. (A.9)
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which practically identify the radius of the central body enlarged by a factor dependent
on its own gravitational field.

Another important quantity, that is frequently used to complete the B-plane coordi-
nates set, is the Linearized Time of Flight (LTOF) [100]. This parameter can be seen as the
time to periapsis for a rectilinear trajectory coincident with the incoming asymptote and
traveled with a velocity v∞. The time to periapsis, or Time of Closest Approach (TCA),
for an osculating hyperbolic trajectory can be computed as

tp = t− 1
n

(e sinhF − F ) (A.10)

where n is the hyperbolic mean motion, F is the hyperbolic eccentric anomaly and t is
the reference epoch from which the tp is computed. Then, for t → −∞, also F → −∞,
r → ∞, and

coshF ≃ − r

ae
, sinhF ≃ r

ae
, F ≃ − log

(−2r
ae

)
(A.11)

such that the Equantion A.10 can be approximated to

tp ≃ t− 1
n

[
r

a
+ log

(−2r
ae

)]
(A.12)

where a is the semi-major axis of the hyperbolic orbit. Then, for a rectilinear trajectory
e = 1 and the previous equation becomes

tL ≃ t− 1
n

[
r

a
+ log

( −2r
a

)]
→ tL = tp − log e

n
(A.13)

where tL is the LTOF. However, this parameter may be complex to be rapidly understood
in certain cases and therefore the TCA can be used as the third coordinate of the B-plane
system.

In conclusion, by using the triplet of coordinates (B.T,B.R,LTOF ), or (B.T,B.R, TCA),
it is possible to uniquely determine the geometry of an encounter with an intuitive visu-
alization of the desired aimpoint on the B-plane.
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