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Abstract 

Global warming and climate change have been among the most controversial topics after the industrial 

revolution. The main contributor to global warming is carbon dioxide (CO2), which increases the 

temperature by trapping heat in the atmosphere. Atmospheric CO2 concentration before the industrial 

era was around 280 ppm for a long period, while it has increased dramatically since the industrial 

revolution up to approximately 420 ppm. According to the Paris agreement it is needed to keep the 

temperature increase up to 2°C, preferably 1.5° C, to prevent reaching the tipping point of climate 

change. To keep the temperature increase below the range, it is required to find solutions to reduce CO2 

emissions. The solutions can be low-carbon systems and transition from fossil fuels to renewable energy 

sources (RES). This thesis is allocated to the assessment of low-carbon systems and the reduction of 

CO2 by using RES instead of fossil fuels. One of the most important aspects to define the location and 

capacity of low-carbon systems is CO2 mass estimation. As mentioned, high-emission systems can be 

substituted by low-carbon systems. An example of high-emission systems is dredging. The global CO2 

emission from dredging is relatively high which is associated with the growth of marine transport in 

addition to its high emission. Thus, ejectors system as alternative for dredging is investigated in chapter 

2. For the transition from fossil fuels to RES, it is required to provide solutions for the RES storage 

problem. A solution could be zero-emission fuels such as hydrogen. However, the production of 

hydrogen requires electricity, and electricity production emits a large amount of CO2. Therefore, the last 

three chapters are allocated to hydrogen generation via electrolysis, at the current condition and scenarios 

of RES and variation of cell characteristics and stack materials, and its delivery. 
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IAGOS In-Service Aircraft for a Global Observing System 1 

IASI Infrared Atmospheric Sounding Interferometer 1 

IMG Interferometric Monitor for Greenhouse Gases  1 
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INTEX-NA Intercontinental Chemical Transport Experiment-North America 1 

KPI Key Performance Indicators 1 

LCA Life cycle assessment 4 

LCIA Life cycle impact assessment 4 

LCOTH Levelized cost of transporting hydrogen 5 

LDEO Global Surface pCO2 1 

LH liquid hydrogen 5 

LHV Lower heating value 3 

Lo Low price 5 

LOHC Liquid organic hydrogen carriers 5 

MWD Mean wave direction 2 

NCEI National Centers for Environmental Information 1 

NG Natural gas 5 

NOAA National Oceanic and Atmospheric Administration 1 

OCADS Ocean Carbon Data System 1 

OCO-2 Orbiting Carbon Observatory-2 1 

OCO-3 Orbiting Carbon Observatory-3 1 

PEM Proton exchange membrane 3, 4 

ppm Parts per million 1 

RES Renewable energy sources  3, 4 

SCIAMACHY Scanning imaging absorption spectrometer for atmospheric 

cartography 

1 

SMR Steam methane reforming 3, 4 

SOEC Solid oxide electrolysis cells 3, 4 

SOOP Ships Of Opportunity Program 1 

TCCON Total Carbon Column Observing Network 1 

TES Thermal Emission Sounder 1 

UCTE Union for the Coordination of Transmission of Electricity (Europe) 4 

XCO2 Column average carbon dioxide concentration 1 
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Introduction to PhD thesis 

Climate change can be due to natural and anthropogenic activities. Since the industrial revolution, 

anthropogenic activities have dramatically increased which has resulted in the release of large quantities 

of green house gases (GHG) and other forms of pollutants. GHG trap heat in the atmosphere and cause 

global warming. The main contributor to global warming and climate change is carbon dioxide (CO2) 

which is a long-lasting GHG. Currently, the atmospheric CO2 concentration is around 420 ppm while 

the records show the concentration at around 281 ppm before the industrial revolution era. According to 

the Paris agreement, the temperature rise is limited to 2° C compared to the pre-industrial level, however, 

it is pursued to keep the level less than 1.5° C. Greater values of temperature increase could lead to the 

tipping point of climate change which is an irreversible condition. Therefore, carbon neutrality targets 

have attracted more attention in previous years. The main question is “How is it possible to reduce 

carbon dioxide emissions and mitigate climate change? “. Low carbon systems and the transition from 

fossil fuels to renewable energies could be the solutions for climate change mitigation and adaptation. 

Thus, the focus of this PhD thesis is systems with low carbon emissions and transition from fossil fuels 

to renewable energy sources (RES).  There are various low-carbon technologies and fossil fuel 

alternatives. Considering the defined scope of this PhD course, a low-carbon system (ejectors system), 

and an alternative to fossil fuels (hydrogen) are investigated in this thesis. 

The activities performed in the PhD course and summarized in the thesis have been financed both by 

the UNIBO central budget and by the Department of Industrial Engineering.  

This thesis is divided into five chapters as follows: 

• Chapter 1: Modification of Fraser’s Method for the Atmospheric CO2 Mass Estimation by Using Satellite 

Data.  

The available method for the estimation of atmospheric carbon dioxide mass based on observation and 

measurement was proposed by Fraser in 1980. In Fraser’s method only 21 ground stations were used to 

estimate the atmospheric CO2 mass. In addition, no stations were in Europe, Asia, Africa, and South 

America, resulting in unbalanced earth surface coverage. Furthermore, it is not possible to calculate the 

CO2 mass geographical distribution by Fraser’s method, because average concentration and not local 

concentration is used by the model. To propose practical solutions for climate change mitigation and 

adaptation such as low carbon systems, the transition from fossil fuels to RES, and carbon capture 

systems, CO2 concentration is required but not enough. Concentration can be used to determine the 

capability of a system for a specific concentration, but for scale and capacity determination of a system, 

it is necessary to know the amount of carbon dioxide mass. Moreover, high concentrations in a 
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measurement station might be due to a local anthropogenic activity in which the CO2 mass could be very 

low or high depending on the area of the region. In addition, concentrations slightly below the average 

global concentration seem to be acceptable, while, considering the area of the study, the total amount of 

carbon dioxide could be significant. Therefore, there are uncertainties in defining the significance of 

carbon dioxide in a location based on its concentration. These uncertainties can be addressed by using 

carbon dioxide mass. In this chapter, the amount of carbon dioxide mass is estimated for the whole world 

by using the information extracted from satellite data, OCO2 satellite. In this study the whole world is 

divided into small cells compatible with the spatial resolution of the OCO2 satellite, the CO2 is estimated 

for each cell and finally, the total global carbon dioxide mass is reported. OCO2 satellite observations 

are from the Earth’s surface up to the satellite altitude, around 700 km. Carbon dioxide mass decreases 

considering that the air mass is decreasing by increasing altitude from the Earth’s surface. The main air 

mass is in the troposphere layer and a small portion of the stratosphere, approximately less than 20 km 

in total, however, higher air density is related to the lower altitudes of the troposphere. Therefore, the 

result of the proposed method in this study is mostly related to the carbon dioxide mass at the troposphere 

layer. Since the calculation are done for various cells, it is possible to use this method to define the 

regions with high carbon dioxide mass to plan for carbon capturing or installation of the systems with 

low carbon emissions.  

• Chapter 2: Assessment of an Innovative Ejector Plant for Port Sediment Management. 

Dredging is one of the high-emission and hard-to-abate anthropogenic activities. Considering the 

necessity of removing sediment from the port entrance and navigation path of ships and boats, and the 

growth of marine transportation, overall global CO2 emission from dredging is significant. Reducing the 

emissions of traditional technologies such as dredging is very challenging. Therefore, innovative 

technologies, e.g., the ejectors, are necessary for this purpose. Therefore, in this chapter, the 

effectiveness of the first demo plant of ejectors is investigated. The ejectors system was designed in 

2002 at the University of Bologna. The location of the demo plant is port Cervia, in Italy, and the project 

name is STIMARE project. To check the effectiveness, temporal sediment volume variation is assessed 

based on the bathymetries data. The acceptable performance of this technology, which consumes a low 

amount of electricity and has low CO2 emission, can be the proof to be used in other ports all around the 

world. 

• Chapter 3: CO2 emission of hydrogen generation via PEM and Alkaline electrolysers, and sensitivity 

analysis regarding cell characteristics and energy source.  

Hydrogen as a zero-emission fuel can be a suitable alternative to fossil fuels. In addition, hydrogen can 

support the energy system in the decarbonization process by acting as storage for RES. Hydrogen 

generation carbon dioxide emission, which is currently mostly based on the steam methane reforming 
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(SMR) method, is not low. Therefore, other hydrogen production methods such as water electrolysis 

should be considered. PEM and alkaline, as the most mature water electrolysis technologies, are 

compared in this chapter to assess the carbon dioxide emission of hydrogen generation at the stack 

operational level. This comparison is made to choose the technology with lower operational emission to 

investigate the whole life cycle in the other part of this study. Since the electricity for water electrolysis 

can be supplied by the grid, the environmental impact depends on the energy mix existing in the specific 

country. Therefore, carbon dioxide emission for the current condition, i.e., using the electricity from the 

current grid, and prediction of 2030 for several countries are estimated in this study. In addition, 

sensitivity analysis is performed regarding the source of electricity to evaluate the impact of the 

transition from fossil fuels to RES. Furthermore, sensitivity analysis is performed regarding cell 

characteristics, such as cell voltage, and current density to define the most effective parameter to be 

focused on in future studies. 

• Chapter 4: Life Cycle Assessment (LCA) of hydrogen generation via PEM electrolyser. 

In chapter 3 it will be shown that the PEM technology has lower carbon dioxide emission in comparison 

to the alkaline technology. Therefore, the LCA is applied on a 1 MW PEM plant for hydrogen production 

in 3 regions, Italy, Australia, and the whole world. In this chapter, in addition to carbon dioxide emission 

(global warming potential), other environmental indices are considered. It is important to estimate the 

other pollutant emissions because it is likely, in some methods, that carbon dioxide emission is reduced 

while the other pollutant emissions increase which is undesirable. Several scenarios regarding the 

variation of stack materials mass and variation in electrical energy source, including the transition from 

fossil fuels to solar, wind, or hydro, and their combination, are provided and assessed in this chapter. 

Furthermore, the comparison with SMR method emissions is provided to define the best alternative of 

the SMR method for hydrogen generation. 

• Chapter 5: Hydrogen delivery.  

Hydrogen delivery is an integral part of hydrogen technology regarding its cost and environmental 

emissions. In this chapter, a general overview of hydrogen delivery pathways is provided. Based on the 

collected information a comparison is made to define the highest hydrogen content of the same volume 

of hydrogen carriers among mature and immature delivery methods. In addition, a general guide for 

pathway choice regarding the demand and distance of delivery is provided. Low-cost hydrogen is usually 

obtained in remote areas; thus, its delivery affects the end users' final costs. Optimization is, therefore, 

necessary to ensure competitiveness concerning traditional fuels.   

A transportation model is recommended in this chapter which considers carbon tax for hydrogen 

generation and hydrogen delivery. The result of this model is the determination of the amount of 

hydrogen which is delivered from each hydrogen generation plant to each end-user in the network by 
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the optimization of the cost. Therefore, the carbon tax which is included in the cost is also optimized, 

and as a result, the amount of carbon dioxide emission could be optimized.  

It should be noted that, despite the positive results of investigations in this PhD thesis regarding carbon 

dioxide emission reduction, a lot of research is still needed in order to reach the Paris agreement 

objectives. 
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1 CHAPTER 1: Modification of Fraser’s Method for the Atmospheric CO2 

Mass Estimation by Using Satellite Data 
 

ABSTRACT 

Carbon dioxide (CO2) is one of the most important greenhouse gases (GHG) in the atmosphere, which 

plays an important role in global warming, because of its long-lasting and negative impact on climate 

change. The global atmospheric monthly mean CO2 concentration is currently greater than 410 ppm, 

around 419 ppm, which has varied dramatically since the industrial era. To define suitable climate 

change mitigation and adaptation strategies it is required to determine the CO2 mass distribution and 

global atmospheric carbon dioxide mass. The available method, without using the transportation 

models, to estimate the global atmospheric CO2 mass was proposed in 1980. In this chapter, to 

improve the accuracy of the available method, comparison of various observation platforms such as 

ground-based stations, ground-based tall towers, aircrafts, balloons, ships, and satellites is provided 

to choose the best available observations dataset, regarding the temporal and spatial resolution. In the 

method proposed in this study, satellite observations (OCO2 data), from January 2019 to December 

2021, are used to calculate the atmospheric CO2 mass. The global atmospheric CO2 mass is estimated 

around 3.24 × 1015 kg in 2021. In addition, Global atmospheric CO2 mass is estimated by applying 

Fraser’s method to NOAA data for the mentioned study period. The proposed methodology in this 

study estimated slightly higher amounts of CO2 compared to Fraser’s method. This comparison 

resulted in 1.23% and 0.15% maximum and average difference, respectively, between the proposed 

method and Fraser’s method. The proposed method provides the opportunity to estimate the required 

capacity of the plant for carbon capturing. In addition, it can be applied to smaller districts to 

determine the most critical locations in the world for climate change mitigation and adaptation 

planning. 

Keywords: 

climate change; CO2 concentration; climate change mitigation and adaptation; global atmospheric 

CO2 mass; satellite data; OCO2 
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1.1  Introduction 

Greenhouse gases (GHGs) in the atmosphere trap heat and lead to global warming. One of the most 

important GHGs is carbon dioxide (CO2) which has attracted more attention for researchers than other 

GHGs because of its long-lasting presence in the atmosphere and negative impact on climate change. 

In addition, carbon dioxide concentration is increasing each year. In 6000 Before Common Era 

(BCE), based on high-accuracy Antarctic ice-core records, the concentration of CO2 is assumed 20 

parts per million (ppm) [1]. During the Industrial Revolution, between the 17th and 18th centuries, 

more than fourteen times greater concentrations, i.e., up to around 281 ppm, were recorded [2, 3]. 

The global monthly mean CO2 concentration is currently greater than 410 ppm, approximately 419 

ppm, based on the information provided by the National Oceanic and Atmospheric Administration 

(NOAA) website [4]. However, a simple correlation cannot be recognized between global warming 

and available CO2 concentration data. Therefore, new carbon dioxide indices should be introduced 

for the global warming issue investigation. Carbon dioxide concentration is a complex balance of 

sources and sinks, such as, e.g., natural phenomena and anthropogenic activities [5, 6, 7]. Thus, 

several parameters must be taken into account, as shown in Table 1.A. 2 in the Appendix section. 

Considering the current atmospheric CO2 concentration some questions arise as follow: 

- Is CO2 concentration the best representative parameter for climate change planning? 

- If CO2 concentration is not the best choice, what could be a better parameter for climate change 

planning regarding carbon dioxide? 

- Is the methodology to use alternative parameter accurate? 

Despite considerable efforts for CO2 concentration measurement, limited studies have been done 

regarding CO2 mass calculation. For example, a preliminary estimation of approximately 7.15 × 1011 

tons was reported in 1980 by Fraser et al. [8], while a more recent publication of the Global Carbon 

Budget in 2019 estimates this amount up to 8.60 × 1011 tons [9]. Thus, around 1.45 × 1011 tons of 

carbon dioxide seems to be the balance of carbon dioxide sinks and sources in approximately 39 

years. It results in a mean annual net positive flux to the atmosphere of 3.7 Gton/year (= 1.45 × 

1011/39). The annual growth rate in the atmospheric carbon dioxide mass was calculated and reported 

based on the concentration data reported by Dlugokencky and Tans [4], i.e., from the Global 

Greenhouse Gas Reference Network (GGGRN) (including 84 active sites in 37 countries). The 

GGGRN sites’ list is reported in Table 1.A. 3 in the Appendix section. Despite the number of GGGRN 

sites increasing through the years with a maximum number of active sites up to 116 in 2011 (Figure 
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1.A. 1 in the appendix), the currently active 85 observatory sites seem insufficient to evaluate the 

global carbon dioxide mass.  

Using data from more datasets and not limited to the one currently used could be the first 

improvement step in carbon dioxide mass estimation. According to Jiang and Yung [10], various CO2 

databases exist even if not included in the algorithms used for mass calculation. The list of existing 

surface-based and aircraft-based CO2 concentration databases is reported below: 

Ground-based CO2 concentration observations: 

• The Earth System Research Laboratory of the National Oceanic and Atmospheric Administration 

(NOAA ESRL) [11]; 

• Total Carbon Column Observing Network (TCCON) [12]. 

• Airborne based CO2 concentration observations: 

• The Earth System Research Laboratory of the National Oceanic and Atmospheric Administration 

(NOAA ESRL) [11]; 

• Comprehensive Observation Network for Trace Gases by Airliner (CONTRAIL) [13]; 

• Intercontinental Chemical Transport Experiment-North America (INTEX-NA) [14]; 

• High-performance Instrumented Airborne Platform for Environmental Research Pole-to-Pole 

Observations (HIPPO) [15]; 

• In-Service Aircraft for a Global Observing System (IAGOS) [16]; 

• Carbon in Arctic Reservoirs Vulnerability Experiment (CARVE) [17]. 

Data sets from ships can be acquired by means of research ships or commercial ones. As an example, 

the NOAA National Centers for Environmental Information (NCEI) hosts a data management project, 

the Ocean Carbon Data System (OCADS), in this project data from deep and shallow waters are 

recorded to analyse carbon dioxide fluxes between the oceans and atmosphere. The following list 

includes ship-based observation under the OCADS project: 

• Ships Of Opportunity Program (SOOP) Data [18]; 

• Global Surface pCO2 (LDEO) [19]. 
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Moreover, there are atmospheric carbon dioxide concentration data sets produced in the open ocean 

sites via a moored autonomous system [20]. 

Providing an accurate and reliable estimation and location of carbon dioxide mass quantity through 

simple algorithms is a research gap that needs to be filled. For the application of simple algorithms 

avoiding the use of state-of-the-art algorithms, big data for CO2 is needed. It is not economically 

feasible to construct new measuring sites around the world, therefore, the elaboration of the datasets 

from satellites is the best alternative. The benefits and the challenges of carbon dioxide observation 

satellites for climate governance and applications at national/regional, megacity, and point source 

levels were already reviewed by Pan et al. [21]. To define the best satellite choice various satellites 

are checked, the list of satellites is provided as follow:  

• The Orbiting Carbon Observatory-3 (OCO-3) [22]; 

• The Orbiting Carbon Observatory-2 (OCO-2) [23]; 

• The Greenhouse Gases Observing Satellite (GOSAT) [24]; 

• Thermal Emission Sounder (TES), measurement instrument installed on Aura satellite by NASA 

[25]; 

• Atmospheric InfraRed Sounder-Aqua satellite (AIRS) [26]; 

• The Infrared Atmospheric Sounding Interferometer (IASI) is an instrument flown on METOP 

satellite [27]; 

• The Atmospheric Chemistry Experiment (ACE) SciSat [28]; 

• The scanning imaging absorption spectrometer for atmospheric cartography (SCIAMACHY) 

onboard the Environmental Satellite (ENVISAT) [29]; 

• Other satellite missions are launched or will be launched in the future, such as Tansat, Carbonsat, 

MERLIN, Sentinel-5p, MicroCarb, and ASCENDS [3], which would increase the amount of available 

information. 

More data would be available in the future from satellites’ observations, thus, a new methodology for 

atmospheric carbon dioxide mass estimation is described in this chapter. To the best knowledge of 

the author, there has not been any study that uses only satellite data to estimate global atmospheric 
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CO2 mass. It should be noted that there are some studies based on satellite data and simulation such 

as the atmospheric chemical transport model, but transport models are not in the scope of this study.  

The proposed method in this study provides the opportunity to perform a comparative analysis of the 

atmospheric CO2 mass for different locations and periods. In addition, the proposed method results 

could be used for the evaluation of the required capacity for systems to capture carbon dioxide based 

on the CO2 mass. Furthermore, since the methodology is based on the division of the Earth’s surface 

into smaller cells proportional to satellite resolution, there is a possibility to apply the method to 

smaller districts to recognize the most critical locations in the world for proper planning regarding 

climate change mitigation and adaptation. 

The purpose of this chapter is the proposed model validation using the most suitable observation 

platforms considering the resolution, coverage, and accuracy of the data to define the global 

atmospheric CO2 mass, which considers the mass distribution on the Earth with higher precision 

compared to Fraser’s method. Satellites’ observations are considered as input for the methodology, 

therefore, the validation of satellite data with respect to other platforms introduced in the Materials 

and Method section, i.e., ground-based stations, airborne and ships observations, is provided in the 

Results and Discussion sections. In the last section, the new methodology for atmospheric carbon 

dioxide mass described in the Materials and Method section is validated with state-of-the-art 

quantities. 

1.2 Materials and Method 

1.2.1 Simplified Fraser’s Method for the Calculation of CO2 Atmospheric Mass 

The global atmospheric carbon content was estimated at around 7.15 × 1014 kg in 1980 by Fraser et 

al. [8]. Figure 1. 1 is suggested as a schematic representation of the procedure which was used in [8] 

to estimate the global atmospheric carbon dioxide mass in Fraser’s study. The estimated value is 

checked based on the following steps. The first step is the calculation of the number of dry air moles 

(block c) in the atmosphere by dividing the global atmospheric mass of dry air (block a) by dry air 

mean molecular weight (block b), which is shown in Eq 1. 1: 

Airdry,mol =
Airdry,mass

Airdry,mw
 

Eq 1. 1 
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where: 

Airdry,mol = Dry air moles (mol) 

Airdry,mass = Global atmospheric mass of dry air (kg), that is 5.12 × 1018 kg; 

Airdry,mw = Dry air mean molecular weight (kg/mol), that is 0.02897 kg/mol. 

 

Figure 1. 1 Building blocks for the global atmospheric carbon dioxide content calculation. Letters a-g are used to label the blocks to simplify 

mentioning the steps in the text. 

The number of carbon dioxide moles in the atmosphere is calculated (block e) in the second step. 

This number is the product of the average global carbon dioxide concentration (block d) and the 

number of dry air moles (block c), Eq 1. 2: 

CO2,mol = CO2,con,avg,vol × Airdry,mol × 10−6 Eq 1. 2 

where: 

CO2,mol = CO2 moles (mol) 

CO2,con,avg,mol = Average global CO2 concentration (ppmv—part per million by volume) 

The average global CO2 concentration is calculated as the ratio between the CO2 and the dry air as 

follow: 
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𝐶𝑂2,𝑐𝑜𝑛,𝑎𝑣𝑔,𝑣𝑜𝑙 =
𝐶𝑂2,𝑣𝑜𝑙

𝐴𝑖𝑟𝑑𝑟𝑦,𝑣𝑜𝑙
× 106 Eq 1. 3 

where: 

CO2,vol = The volume of carbon dioxide (m3) 

Airdry,vol = The volume of dry air (m3) 

The desired parameter is the number of CO2 moles, therefore, Eq 1. 3 is manipulated by using the 

ideal gas law to obtain Eq 1. 4, then Eq 1. 2 is obtained by manipulating Eq 1. 4: 

𝐶𝑂2,𝑐𝑜𝑛,𝑎𝑣𝑔,𝑣𝑜𝑙 =
𝐶𝑂2,𝑚𝑜𝑙

𝐴𝑖𝑟𝑑𝑟𝑦,𝑚𝑜𝑙
× 106 Eq 1. 4 

The final step is the calculation of the global atmospheric carbon dioxide mass (block g). It is 

calculated by Eq 1. 5 as the product of the number of CO2 moles in the atmosphere (block e) and the 

CO2 molecular weight (block f). 

𝐶𝑂2,𝑔𝑎𝑐 = 𝐶𝑂2,𝑚𝑜𝑙 × 𝐶𝑂2,𝑚𝑤 Eq 1. 5 

where: 

CO2,gac = The global atmospheric carbon dioxide content (kg) 

CO2,mw = CO2 molecular weight (kg), that is 44.01 × 10−3 kg/kmol. 

By substitution of Eq 1. 2 and Eq 1. 1 in Eq 1. 5, Eq 1. 6 is obtained: 

𝐶𝑂2,𝑔𝑎𝑐 = 𝐶𝑂2,𝑐𝑜𝑛,𝑎𝑣𝑔,𝑣𝑜𝑙 ×
𝐴𝑖𝑟𝑑𝑟𝑦,𝑚𝑎𝑠𝑠

𝐴𝑖𝑟𝑑𝑟𝑦,𝑚𝑤
× 𝐶𝑂2,𝑚𝑤 × 10−6 Eq 1. 6 

1.2.2 Data Sources for the Comparison of Existing Platforms for CO2 Concentration’s 

Measurement 

Fraser’s study used only 21 sites for the calibration of their proposed model for CO2 atmospheric 

concentration. After their study, more observation platforms have been established to measure CO2 
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concentration, such as ground-based platforms (including ground-based stations and tall towers), 

aircraft, balloons, ships, and satellite-based observations. 

Ground-based measurement is a fixed platform for the observation and measurement of carbon 

dioxide in a specific location on the earth. Depending on the location of the instrument in these kinds 

of platforms, the earth coordinates (latitude and longitude), and the elevation of the sampling vessel, 

i.e., the height regarding the level of the sea, are fixed. Ground-based stations are research stations 

mostly located at remote sites such as islands, mountains, and coasts. However, several stations have 

been constructed within a short distance from cities for urban greenhouse gas emission monitoring. 

The first station where the carbon dioxide concentration was measured is the Mauna Loa observatory 

site. Mauna Loa site is located on the north flank of Mauna Loa Volcano on the main island of Hawaii 

(19.54° N, 155.58° W, 3397 m above the sea level (a.s.l)) [26]. Mauna Loa is one of the so-called 

“Baseline Observatories” of the NOAA network. In other words, Mauna Loa is representative of the 

background air for a large region that is not affected by local sources of pollution. Other baseline 

stations are observatories located at Barrow (Alaska), American Samoa, and the South Pole. Other 

ground-based stations are currently monitoring and measuring carbon dioxide concentration. Among 

the ground-based stations, the abovementioned baseline stations and TCCON stations seem to be 

more reliable according to the literature [30]. The list of the worldwide ground-based stations is 

provided in Table 1.A. 5 in the appendix. Tall towers are used since the 1990s to assess the vertical 

carbon dioxide concentration gradient in continental areas and to minimize the impact of local sources 

and sinks [31]. It is possible to consider the impact of remote and local emission sources by means of 

tall towers [32]. It should be noted that the construction of a new tall tower costs millions of dollars 

[33], thus, investment in new towers to increase existing spatial resolution is not economically 

feasible. The list of the worldwide ground-based tall towers in the NOAA Earth System Research 

Laboratory’s Global Greenhouse Gas Reference Network is provided in Table 1.A. 6  in the 

Appendix. 

Airborne measurement is assessed in several studies as a method for CO2 concentration data 

collection and validation of satellite and ground-based observations due to its high precision. 

Airborne measurement means of transport could be aircraft, helicopters, and balloons. The 

measurement can be performed by flask sampling and/or in-situ methods. As reported by Bischof 

[34], the measurement of carbon dioxide concentration in air samples from aircraft began in 1957 at 

the Institute of Meteorology in Stockholm. A specific program was performed until 1961 to take air 

samples at 1000 m a.s.l. Airborne measurement by means of aircraft has limitations such as the height 
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of flight and the path, while the measurement by means of helicopter and balloons can provide 

samples at the various desired elevations (vertical profile), and times, due to their ability to fly 

vertically; however, it will be influenced by the capability of the helicopter and balloon. Another 

issue related to aircraft observation is related to the limited number of measurements, only one 

measurement for each set of spatial coordinates is allowed in aircraft observation. Thus, more than 

one flight is needed to take different measurements in a desired location. In addition, the sampling 

time interval is related to the type of observation, such as in-situ or flask sampling, and also the travel 

duration. In some cases, to prevent the effect of time on the accuracy of the result, sampling with a 

flask is performed on the return path to minimize the time between measurements and the analysis. 

Ships are another way for sample collection which covers relatively wide regions. The issue with this 

measurement is the necessity of many ships to cover the whole world’s water; moreover, long times 

are needed to cover all the world’s water surfaces. The advantage of this method is its relatively low 

cost. The sampling time interval and the sampling location depend on the ship and the program, e.g., 

some sampling flasks or analysers are attached onboard the commercial ships, and the path and times 

of the observation are the same as the defined path and timetable of the journey. In some cases, 

research ships can be used which makes it possible to plan to sample. Because of the issues regarding 

the limitation in the time intervals and sampling path of this platform, a detailed assessment of this 

platform will not be carried out in this study. 

Because of the low coverage of the airborne and ground observation platforms, it is difficult to 

measure the carbon dioxide concentration globally; thus, the use of satellite retrieval was 

recommended by several authors, especially for the regions with a low density of observing stations. 

Yanfang Hou et al. [35] stated that the first satellite instrument with the aim of CO2 measurement in 

the lowest atmospheric layers, i.e., up to 50 km a.s.l is the Scanning Imaging Absorption Spectrometer 

for Atmospheric Cartography (SCIAMACHY) on board ENVISAT, which was launched in 2002. 

The first carbon dioxide concentration in the upper troposphere (less than 20 km), using satellite, was 

obtained by the Advanced Earth Observing Satellite (ADEOS) in 1996, by using the Interferometric 

Monitor for Greenhouse Gases (IMG)) [36]. Satellite observations have several benefits compared to 

other means of observation, such as high coverage. Despite its advantages, there are several 

challenges such as the accuracy of the data, data filtration (e.g., in case of the presence of clouds), 

and the satellite life span (e.g., the mission duration of the ADEOS satellite was less than a year). 

Furthermore, the data observation in the satellite is relatively fast due to the method which is used in 

satellites, e.g., it is not necessary to have flask samples. 
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The most usual method to validate the data retrieved by means of satellites is the comparison with 

calibrated ground-based data. Comparison of OCO2 satellite and ground-based was made by Wunch 

et al. [37], Bi et al. [38], Timofeyev et al. [39], Wu et al. [40], O'Dell et al. [41], Liang et al. [42], 

Liang A. [43], considering various parameters such as modes of observation, satellite data version 

and different bands, i.e., the channel which the OCO2 satellite measures the sunlight backscattered 

by the Earth’s surface and atmosphere. Comparison of GOSAT satellite and ground-based 

observations was done by Qin et al. [44], Dan-dan et al. [45], Velazco et al. [46], Eguchi et al. [47], 

Ohyama et al. [48], Rokotyan et al. [49], Yates et al. [50], Qu et al. [51], Zeng et al. [52], Wunch et 

al. [53].  In several papers, the observation of several satellites was simultaneously compared with 

the ground-based data. Yuan et al. [54] compared the data of in-situ measurement and satellite ones, 

SCIAMACHY on ENVISAT, TANSO-FTS on GOSAT, and OCO2. Buchwitz et al. [55, 56], in the 

GHG-CCI project (Climate Change Initiative (CCI)), compared TCCON data with the observation 

from SCIAMACHY/ENVISAT and TANSO/GOSAT satellites. Miao et al. [57] compared GOSAT, 

SCIAMACHY, and AIRS with TCCON. They found that the AIRS data perform better in coverage 

and accuracy compared to the two others, in the case of the monthly mean. The validation of data 

from AIRS and GOSAT at mid-atmosphere with ground stations was performed by Avelino and 

Arellano [58]. Zhang et al. [59, 60] compared the data from ground stations with AIRS, 

SCIAMACHY, and GOSAT. Jiang et al. [61] compared GOSAT, TES, AIRS, and TCCON. Reuter 

et al. [62] and Michael Buchwitz et al. [63] researched the difference between 

SCIAMACHY/ENVISAT, TANSO-FTS/GOSAT, and TCCON. Dils et al. [64] compared various 

algorithms in different satellites with TCCON data and found a precision of approximately 2.4–2.5 

ppm for almost all algorithms. Various algorithms in GOSAT were assessed by Kim et al. [65], 

Wunch et al. [30], Dongxu Yang et al. [66], and Lindqvist et al. [67]. The available information on 

concentration differences of satellites and TCCON stations in these studies is provided in Section 3. 

Several studies compared data obtained from satellites with airborne measurements. It is not possible 

to measure the concentration of carbon dioxide with aircraft at altitudes higher than 15 km a.s.l., 

therefore, stratospheric balloons are used in the range of 15–35 km a.s.l. [68]. Tadic and Michalak 

[69] compared the data from aircraft, GOSAT, and OCO2 satellites and concluded that the difference 

could be above 0.5 ppmv between aircraft and satellites. Maddy et al. [70] made a comparison among 

all available data from NOAA ESRL/GMD aircraft and AIRS during 2005, they found an agreement 

of approximately 0.5%. The annual cycle from AIRS and CONTRAIL over the western Pacific is 

done by Chahine et al. (2005) [71], they found a good agreement with AIRS in both hemispheres. 

Uspensky et al. [72] applied an improved scheme for XCO2 on AIRS data in Siberia and cloud-cleared 



 

15 

 

IASI data, comparing it with the YAK-AEROSIB aircraft campaign; they found an error of around 

2.2 ppmv. In another study, Kukharskii and Uspenskii [73] worked on a numerical solution for the 

XCO2 data retrieved from AIRS and compared it with airborne data over the areas of boreal forests 

(the Novosibirsk region) and ecosystems (the region of Surgut); they reached an error not worse than 

1%. Data from HIPPO flights with GOSAT, TES, and AIRS is compared by Frankenberg et al. [74]; 

they concluded that over the remote Pacific Ocean the GOSAT satellite, with about 0.5 ppm accuracy, 

shows the best performance among the three mentioned satellites. 

To define the difference between the measurement of carbon dioxide concentration by satellites and 

other platforms, i.e., the error of the data, the average value, and the standard deviation reported by 

each study were taken into account. The average mean and the pooled standard deviation are used to 

combine all data sets because the number of samples in each of the referenced studies is different. 

The average mean of CO2 concentration difference between satellites and other platforms is 

calculated according to Eq 1. 7: 

𝜇𝑝 =
∑ 𝑛𝑖. 𝜇𝑖

𝑁
𝑖=1

𝑁
 Eq 1. 7 

where: 

µp = The average mean difference between satellites and other platforms CO2 concentration 

µi = Mean difference between satellites and other platforms CO2 concentration in each data set 

ni = Number of measurements (samples) per data set 

N = Total number of measurements 

The pooled standard deviation value is calculated by Eq 1. 8 as suggested by [75]: 

𝜎𝑝 = √
1

𝑁 − 𝐾
∑ (𝑛𝑖 − 1)

𝑁

𝑖=1
. 𝜎𝑖

2 Eq 1. 8 

where: 

σp = Pooled standard deviation 
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σi = Standard deviation in each data set 

K = Number of data sets 

1.2.3 The New Proposed Model for Atmospheric CO2 Mass Calculation 

The main objective of this study is to validate the proposed method for the calculation of the 

atmospheric CO2 mass; thus, the whole Earth’s surface is considered as the area of study. The main 

parameters to define the global atmospheric mass of CO2 are (i) its concentration, (ii) total dry air 

mass, and (iii) air molecular weight. Because of the limitation in the number of stations and 

observations in Fraser et al. [8] and the uncertainties in the listed factors, a new approach which is a 

modification of Fraser’s method to calculate CO2 mass is designed in this study. The methodology is 

illustrated as a block diagram in Figure 1. 2. The main difference with Fraser’s methodology is that 

the proposed method uses higher resolution data for CO2 concentration. Therefore, estimation is not 

limited to values calculated by elaborating the data coming from a few stations located around the 

world (block a). 



 

17 

 

 

Figure 1. 2 Building blocks for the proposed methodology to reach a higher accuracy of the results for global atmospheric carbon 

content. Letters a-j are used to label the blocks to simplify mentioning the steps in the text. 

Desired information from satellite observation was selected to allocate to each cell. For this purpose, 

OCO2 and OCO3 satellites were investigated because they are the latest satellites launched for the 

CO2 observation goal. instead of direct measurement, OCO2 measures atmospheric CO2 [76] from 

the Earth’s surface up to the satellite elevation [77] by means of spectrometers using the reflected 

sunlight intensity from CO2 in a column of air. Wavelength bands that are measured by OCO2 are 

0.765 μm, related to oxygen, and two CO2 bands at 1.61 μm and 2.06 μm. For the separation of the 

reflected light energy into a spectrum of multiple component colours diffraction grating is used [78]. 
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OCO2 was launched on 2 July 2014, and it orbits at 705 km; it captures around 1 million soundings 

each day. Among the soundings, approximately 10% are aerosols-/cloud-free which can be used to 

measure XCO2 [77]. The spatial resolution of OCO2 is 2.25 km  1.29 km and the temporal resolution 

is 16 days [76]. 

It was decided to use 4-day data as the complete Earth’s surface coverage, based on the coverage of 

the satellite daily observation. OCO2 requires almost four days to cover the entire Earth’s surface 

(Figure 1.A. 3, in the appendix). It is assumed that the global CO2 atmospheric mass change is 

negligible in four days. Thus, the 4-day observation was chosen as a representative to calculate the 

CO2 global atmospheric mass. The observation related to the 5th day has overlap with the 1st day. 

Bias-corrected data from both OCO2 and OCO3 satellites were assessed to investigate the 

applicability of the data. OCO2 and OCO3 satellites’ bias-corrected files, version 9r, were 

downloaded from the NASA website [76]. The downloaded data were in the netCDF format. R 

programming language was used for data extraction. The desired parameters are the longitude, 

latitude, quality flag, XCO2 (that is the column average carbon dioxide concentration in each cell), 

total water vapor column, and surface pressure. For data cleaning the quality flag is used, it defines 

if the data are acceptable or not. Only data with a quality flag equal to zero was acceptable in 

accordance with OCO2 and OCO3 documentation [79] and considered in the following calculations. 

Based on an initial analysis, it was decided to use only data from OCO2. The main reason is the low 

number of observations that passed the quality flag filtration Approximately 40,000 observations on 

average for each day of 4-day observation are used for OCO2 for the calculations. In addition, OCO3 

data were available since August 2019, and there were considerable missing data.  

A grid compatible with the data’s resolution was designed to divide the Earth’s surface into cells 

(block b) for computational purpose. Approximately 177,500,000 cells (514,720,000/2.90) are 

considered. The Earth’s surface is 514,720,000 km2 and each cell has an area of 2.90 km2 (=2.25 km 

× 1.29 km, the spatial resolution of the satellites) 

The following steps (from block c to block i) are almost the same as Fraser’s methodology. Instead 

of applying the calculations to the whole Earth’s surface, they are applied to each cell. Codes were 

written in MATLAB for data elaboration while the available “curve fitting” was applied for 

regression. To calculate the atmospheric mass of dry air in each cell (block c), data about the total 

surface pressure and the column of water vapor was taken from the NASA website [76]. The dry air 
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pressure in each cell was calculated according to Dalton’s Law. Therefore, the dry air mass, which 

can be used in Eq 1. 1, is calculated, considering the cell area and gravity. 

The final step is the integration of the cell values to calculate the global CO2 atmospheric mass by Eq 

1. 9: 

𝐶𝑂2,𝑔𝑎𝑐 =
∑ (

𝐶𝑂2,𝑐𝑎𝑐,𝑖

2.25 × 1.29
) 

𝑁𝑐
𝑖=1

𝑁𝑐
× 𝑆𝑒𝑎𝑟𝑡ℎ 

Eq 1. 9 

where: 

CO2,cac,I = CO2 mass in the i-th cell 

Nc = number of cells 

Searth = Earth surface, i.e., 510.1 × 106 km2 

For the validation of the proposed model, Fraser’s model [8] was applied by using data from NOAA. 

CO2 concentration data from NOAA is used and the global CO2 atmospheric mass was estimated for 

the period between 1980 and 2021. However, the global carbon dioxide atmospheric mass from 

OCO2 was calculated for 2019 and 2020 because the elaboration of the model is time-consuming. 

1.3 Results and Discussion 

1.3.1 Validation of the Simplified Fraser’s Method for the Calculation of CO2 

Atmospheric Mass 

The global amount of CO2 mass in Fraser’s study is calculated by assuming an average CO2 

atmospheric concentration of 337.04 ppmv, based on a two-dimensional global atmospheric CO2 

transport model calibrated through the data from 21 stations [80].  

Based on Eq 1. 6, and the average global concentration calculated by Fraser et al., the global CO2 

mass was calculated as in Eq 1. 10.  

𝐶𝑂2,𝑔𝑎𝑐 = 337.04 ×
5.12 × 1018

0.02897
× 10−6 × 44.01 × 10−3

= 2.62 × 1015𝑘𝑔 

Eq 1. 10 
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The global carbon mass is calculated also equal to 7.15 × 1014 kg, by the substitution of the CO2 

molecular weight with carbon molecular weight in Eq 1. 6. 

According to Eq 1. 6, the effective parameters on CO2 mass estimation are the average global carbon 

dioxide concentration, the global atmospheric mass of dry air, and dry air mean molecular weight. 

Fraser et al. [8] stated a probable uncertainty of 0.5 to 1% relating to carbon mass calculation as 

follows: 

‐ 0.4–0.9% related to carbon dioxide concentration. Only 21 stations were used to design and 

calibrate the model. In addition, there was not any station in Europe, Asia, Africa, and South America, 

resulting in unbalanced earth surface coverage. Furthermore, the number of observations in which 

the annual mean CO2 concentration is estimated is not mentioned in Fraser’s study. Therefore, it is 

not possible to check if the reported values cover all diurnal, daily, weekly, monthly, and seasonal 

variations or not. 

‐ 0.1% is the contribution of the air’s global atmospheric mass and the air mean molecular weight 

in the uncertainty. Concerning the global atmospheric mass of dry air, 5.12 × 1018 kg was used in the 

model. However, in 1994, Trenberth and Guillemot [81] estimated the mass of dry air in a more 

accurate way and stated its amount as around 5.132 × 1018 kg. However, in 2005, Trenberth and 

Smith [82] estimated the dry air mass equal to 5.1352  0.0003 × 1018 kg. The difference with respect 

to Fraser’s model is around 0.29%. It should be noted that concerning the dry air average molecular 

weight, the effect of boundary conditions such as temperature and humidity is not taken into account. 

‐ By comparing the result of global atmospheric carbon dioxide mass in Fraser’s study and the 

result achieved by applying the information from this study in Eq 1. 6, it is assumed that the procedure 

used in Fraser’s study is as depicted in Figure 1. 1.  

1.3.2 Assessment and Comparison of Existing Platforms 

The comparison of existing platforms through the definition of suitable Key Performance Indicators 

(KPI) is provided in Table 1. 1. In this table, “ground-based stations”, “aircraft, helicopter and 

balloon”, “satellites” and “ships” are compared based on the available literature at the state of the art, 

including measurement accuracy, precision, coverage, and time. Based on the information provided 

in the literature, as shown in Table 1. 1, the accuracy of the data is almost the same, less than 0.5 

ppm, except for ships. It is worth mentioning that due to utilizing different instruments in ships by 

researchers the result is a wide interval of accuracy. 
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Table 1. 1 KPI table of the means of observations. 

Means of 

Observation 
Accuracy (a) Precision Cost (b) Coverage Time Scale 

Ground-based 

stations 

Could be ± 0.5 

ppm 

Better than 

0.25% for 

TCCON 

low-high (c) 
local-

regional (d) 

Sampling and 

Analysing duration 

Aircraft, 

Helicopters 

and Balloons 

Could be less 

than ± 0.25 ppm 

(± 0.1, ± 0.05 

ppm are also 

obtained) 

Could be ± 

0.1 ppm 
low-high (c) regional 

Flight and Analysing 

duration (e) 

Ships N/A (a) 

Could be 

better than 

0.6% 

low regional 
Travel duration + 

Analysing duration (c) 

Satellites 

−0.08 ppm 

regarding 

TCCON 

according to the 

calculations 

Less than 2 

ppm is 

needed 

high global 

OCO2 & OCO3-16 

days  

GOSAT-3 days 

Notes: (a) It depends on the utilized instrument. (b) The satellite cost is assumed to be the comparison base. (c) In case 

of network it is expensive. (d) Regarding the elevation of the sampling vessel and filtering approach, this can be 

representative of local or regional. In case of combination of the stations in a network with models it is possible to have 

the global coverage. (e) It can be only sampling and analysing duration if the analysing instruments are installed in the 

means of observation. 

It is seen that almost all platforms can have high accuracy and precision, and the distinctive indices 

which make a difference between the platforms seem to be the coverage and the time scale required 

for observation. According to the objective of this chapter which is the global mass calculation 

satellite coverage is the best choice. However, other platforms and global atmospheric transport 

models can be used to calculate the global atmospheric carbon dioxide concentration, which is not in 

the scope of this study. 

The temporal resolution of satellites, shown in this table, is related to the operating satellites, in which 

the data are available. The temporal resolution of the satellites is higher in comparison to other 
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platforms if global coverage is desired. Other platforms can provide global observation, but it takes 

more time to integrate regions. 

Approximately 1–2 ppm precision is required for satellite retrievals because the variation in the CO2 

concentration related to the surface sinks and sources are typically less than 1 ppm, and seasonal and 

annual XCO2 variation are smaller compared to the mean atmospheric concentration [83]. 

1.3.3 Comparison of CO2 Concentration Measured by Satellites with TCCON 

Figure 1.A. 2 shows the satellite observations and TCCON stations comparison based on the data 

provided in Table 1.A. 4. Since satellites’ observations are compared in Table 1. 1 to indicate the 

accuracy and reliability, several satellites are compared with TCCON in this figure. By using the 

mentioned formulas in the previous sections, and the data represented in Table 1.A. 4 in the appendix, 

it is possible to calculate the average mean and pooled standard deviation of the datasets. It is seen in 

this figure that the mean difference ranges between −2 and 2 ppm and the mean ± standard deviation 

ranges between −5 and 4 ppm. According to Eq 1. 7 and Eq 1. 8, the mean average of the comparison 

between satellites and TCCON is −0.08 ppm and the pooled standard deviation is ±1.66 ppm. 

1.3.4 Global Atmospheric CO2 Mass Calculation 

The result of the application of Fraser’s methodology to the NOAA data is shown in Figure 1.A. 4 in 

the appendix. As shown, a continuously upward trend occurs in the period. The atmospheric carbon 

dioxide mass increased up to 3.22 × 1015 kg in 2021, the estimated yearly increase is around 1.44 × 

1010 tons per year between 1980 and 2021. 

The result of the proposed model application to OCO2 data is shown in Figure 1. 3 for the period 1 

January 2019 to 31 November 2020. The yellow curve is the global CO2 atmospheric mass calculated 

using the data from the satellite based on the methodology proposed in this chapter. The blue curve 

is a 12th polynomial regression curve for the global atmospheric carbon dioxide mass calculated by 

using satellite data (R2 = 0.71). The black line is the curve obtained from the elaboration of data from 

NOAA after applying Fraser’s methodology (R2 = 0.86). The last part is neglected because the 

polyline regression with high degrees results in huge anomalies in the boundary of data. For the end 

of the blue curve, a trend is assumed, which is shown in the dashed red line. The available carbon 

dioxide average concentrations, provided in the NOAA database are weekly and monthly, of which 

the monthly one is used for the calculation in this study. It is seen that there is less fluctuation in the 

NOAA database curve which is related to the difference between the time frames. 
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Figure 1. 3 OCO2 global 4-day carbon dioxide mass estimation in the period 2019–2021. The orange is 4-day global atmospheric carbon dioxide 

mass estimation, the black curve is related to NOAA data, and the blue is the fitting curve. The red dashed line is the prediction of global carbon 

dioxide mass since the data was not available for OCO2. 

Carbon dioxide mass reaches its peak around March and May, while the minimum value occurs in 

the period between August and November. In general, an upward seasonal trend of global 

atmospheric carbon dioxide mass appears. The seasonal variations are probably because of various 

natural and anthropogenic parameters, which are different between the NH and SH. Global 

atmospheric carbon dioxide mass reaches its annual maximum value during spring and the beginning 

of summer in the NH. At the same time, the minimum occurs at the end of summer and during the 

NH’s autumn. 

Figure 1. 3 covers the 2019–2021 period; the same cyclic trend appears in the global mass calculation 

using Fraser’s method and NOAA data. In this figure, a good agreement can be seen between the two 

methodologies. A slight difference can be seen between Fraser’s methodology using the NOAA 

dataset and the proposed methodology. By comparing the fitting curve and black curve it is seen that 

May-July is the period with the best consistency of results and the whole results are almost the same 

except for extremums. 

Table 1. 2 shows the summary of the differences between methods during the period 2019–2020. As 

shown, a slightly higher amount of carbon dioxide is calculated with the proposed methodology in 

this study. A maximum difference of 1.25% is calculated for August 2019, while the maximum 
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difference is around 0.3% for 2020. Finally, the average difference of 0.15% is calculated for the 

entire period. These differences could be the result of various factors such as the assumptions made 

in Fraser’s method, a lower number of observations, and the amount of total water vapor column and 

surface pressure in each cell for the calculation of dry air moles in each cell instead of the whole 

Earth. It is not possible to strictly determine which method is more accurate. However, given the use 

of more observation and the process of considering parameters separately for each observation 

column in the methodology proposed in this study, it can be claimed that the proposed method of this 

study is more accurate. 

Table 1. 2  Comparison of the global atmospheric carbon dioxide mass using NOAA data and OCO2 data, 2019–2020. 

 

NOAA CO2 Mass 

Results 

OCO2 Data CO2 

Mass Results 

Average value (kg) 3.201 × 1015 3.206 × 1015 

Maximum value (kg) 3.226 × 1015 3.248 × 1015 

Minimum value (kg) 3.167 × 1015 3.167 × 1015 

Maximum difference ((OCO2-–NOAA)/NOAA) 1.23% 

Average difference 0.15% 

Based on the abovementioned results, the validation of the methodology proposed in this study is 

assumed successful. One of the most attractive aspects of the proposed methodology in this study is 

its Spatio-temporal flexibility; which is possible to estimate the global atmospheric CO2 mass with 

acceptable accuracy for specific dates; Furthermore, it is possible to define the CO2 mass and its 

variation in desired locations because the amount of CO2 mass is calculated for each cell. A similar 

approach for carbon dioxide column-averaged concentrations was investigated by Prasad et al. [84] 

to define the trend over the Indian region. For this purpose, data from SCHIAMACHY and GOSAT 

satellites were used. They defined the potential links between seasonal concentration trends and 

anthropogenic behaviour. Similarly, Rossi et al. [85] investigated the spatial distribution of the annual 

average atmospheric carbon dioxide for the state of Mato Grosso (Brazil) using data from the OCO2 

lite version (V8r). Both studies do not estimate the CO2 mass quantity in the atmosphere as done by 

the proposed model in this study. Thus, they cannot be used to determine the nominal capacity of the 

CO2 carbon capture, storage, and utilization systems. Furthermore, the flexibility of the method 
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proposed in this study can be used for anthropogenic activities control and monitoring the 

performance of the mitigation and adaptation strategies. 

1.4 Conclusions 

Carbon dioxide plays an important role in global warming and climate change because of its long-

lasting presence in the atmosphere and negative impact on climate change. Carbon dioxide 

concentration can be used to define the capacity of carbon capturing systems for climate change 

mitigation, but to define the size of the plants it is required to know the quantity of carbon dioxide. 

In addition, in some cases, high concentration could be due to temporary local emission and decision 

making based on concentration could lead to waste of investment. Thus, the accurate estimation of 

the atmospheric CO2 mass is essential to define mitigation measures and assess their impact. The 

method of carbon dioxide mass calculation has not changed since 1983, even though new measuring 

platforms such as satellites are available, and more data are accessible. Especially, satellite 

observation is more reliable for global scale estimation, due to its spatial and temporal resolution. 

The mean average of the comparison between satellites and TCCON is calculated as −0.08 ppm, and 

the pooled standard deviation is reported as ±1.66 ppm in this study. Among the satellites capable of 

CO2 measurement, the most recently launched satellites, OCO2 and OCO3, were investigated to 

assess their applicability in the methodology proposed in this study. Due to a low fraction of 

acceptable data (after quality flag filtration and data cleaning), and the high number of missing days 

in the OCO3 observation, it was decided to use only data from the OCO2 satellite. 

The proposed methodology in this chapter ensures high resolution to calculate the global atmospheric 

carbon dioxide through a wide range of observations from satellites and better results compared to 

the ones that can be obtained by Fraser’s methodology as currently applied. The maximum and the 

average difference between the proposed method and the results of Fraser’s method application on 

NOAA data were 1.23% and 0.15%, respectively.  

It is possible to assess the local and global atmospheric carbon dioxide mass distribution by using the 

proposed method in this study because the Earth’s surface is divided into cells according to the 

satellite spatial resolution. The main issues in this study are related to the availability of data from 

satellites and passing the quality check, which might be solved by the combination of satellites or 

using proper algorithms to reproduce missed data. The result of this study could be useful in decision-

making for the installation of systems for carbon capture. In addition, the result can be used to find 
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the most critical locations in the world to make a proper plan for climate change mitigation and 

adaptation. 

 

1.5 Appendix 1.A 

 

Figure 1.A. 1 The number of active observation sites at the beginning of each year. Data elaborated from the information reported in Table 1.A. 

3 in the Appendix. 
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Figure 1.A. 2 Comparison of satellite observations and TCCON stations (References detail are provided in the Table 1.A. 4 in the Appendix.). The 

different studies are labelled based on references. 

 

Figure 1.A. 3 OCO2 4-day observation, 22.04.2019–25.04.2019. 
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Figure 1.A. 4 Global atmospheric carbon dioxide mass 1980–2021. 
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Table 1.A. 1 Stations data adapted with permission from Fraser et al. [8] for 1980. Copyright 1983 by the American Geophysical Union.flask is sampling and in-situ is the measurement performed in 

the site. 

No. Name Symbol Latitude Longitude Flask (F) or In Situ (I) Concentration a, [ppmv] 

1 Bass Strait BAS −40° 150° F 336.7 

2 Cape Grim CGO −41° 145° 

F 335.5 

I 336.5 

3 Macquarie Island MAQ −54° 159° F 336.9 

4 Mawson MAW −68° 61° F 335.5 

5 Amsterdam Island AMS −38° 78° F 337.4 

6 Ascension Island ASC −8° −14° F 338.5 

7 Azores AZO 38° −27° F 340.2 

8 Barrow BRW 71° −157° 

F 340.7 

I 339.7 

9 Cape Kumukahi KUM 20° −145° F 340 

10 Cold Bay CBA 55° −163° F 340.2 
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11 Guam GUA 13° 145° F 340.9 

12 Key Biscayne KEY 26° −80° F 340.7 

13 Mauna Loa MLO 20° −156° 

F 341.2 

I 338.1 

14 Mould Bay MOB 76° −119° F 340.5 

15 Niwot Ridge NWR 40° −105° F 340.4 

16 Point Six Mount PSM 47° −114° F 341 

17 Samoa SMO −14° −170° 

F 337.9 

I 337.9 

18 Seychelles SEY −5° 55° F 338.6 

19 South Pole SPO −90° 0 

F 336.1 

I 335.9 

F 337 
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20 St. Croix AVI 18° −65° F 339.9 

21 Fanning Island FAN 4° −159° F 339.1 

Note: (a) the concentration was referred to 1980.



 

32 

 

Table 1.A. 2  Effective parameters on carbon dioxide concentration. 
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1 M. N. Patil et al. [86] 2020                       ✓ 

2 Yanfen Li et al. [87] 2019                       ✓ 

3 Zhaleh Siabi et al. 

[88] 

2019   ✓   ✓                 

4 Ivakhov V. et al. [89] 2019                   ✓     

5 Swma Jamalalden Al-

jaf, Osama Tareq Al-

Taai [90] 

2019       ✓                 

6 Irène Xueref-Remy et 

al. [91] 

2018 ✓ ✓ ✓                   

7 Mahesh Patakothi et 

al. [92] 

2018   ✓                     

8 Shuai Yin et al. [93] 2018   ✓   ✓             ✓   

9 Michael Buchwitz et 

al. [63] 

2018   ✓                     

10  Nian Bie et al. [94] 2018           ✓           ✓ 

11 Ge Han et al. [95] 2018                 ✓       

12 Xun Jiang et al. [96] 2017   ✓                     

13 Seyed Mohsen 

Mousavi et al. [97] 

2017       ✓                 

14 Samereh Falahatkar 

et al. [98] 

2017   ✓   ✓                 

15 LEI Li Ping et al. 

[99] 

2017 ✓                       

16 Debra Wunch et al. 

[37] 

2017           ✓           ✓ 
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17 Jacob K. Hedelius et 

al. [100] 

2017 ✓ ✓ ✓                   

18 Koorosh Esteki et al. 

[101] 

2017 ✓ ✓                     

19 Chen Pan et al. [102] 2016 ✓     ✓                 

20 Thomas E. Taylor et 

al. [103] 

2016                       ✓ 

21 Yeonjin Jung et al. 

[104] 

2016                       ✓ 

22 Hernández-Paniagua 

et al. [105] 

2015   ✓                     

23 Min Liu et al. [106] 2015 ✓                       

24 LIU Xiao-Man et al. 

[107] 

2015 ✓     ✓                 

25 H. Ohyama et al. [48] 2015                       ✓ 

26 Loretta Gratani and 

Laura Varone [108] 

2014 ✓     ✓                 

27 Moon-Soo Park et al. 

[109] 

2014   ✓ ✓     ✓             

28 S. X. Fang et al. 

[110] 

2014   ✓                     

29 Qin XC et al. [111] 2014                 ✓       

30 Yanli Li et al. [112] 2014 ✓ ✓         ✓           

31 M. Górka and D. 

Lewicka-Szczebak 

[113] 

2013 ✓           ✓           

32 Li Yan-li et al. [114] 2013   ✓                     

33 Christian Büns and 

Wilhelm Kuttler 

[115] 

2012 ✓ ✓                     

34 Jiabing Wu et al. 

[116] 

2012   ✓   ✓                 

35 Ma Ángeles García et 

al. [117] 

2012   ✓                     

36 Yanfang H. [118] 2012 ✓     ✓     ✓           
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37 Andrew Rice and 

Gregory Bostrom 

[119] 

2011 ✓   ✓ ✓                 

38 Ramamurthy P. and 

Pardyjak ER. [120] 

2011       ✓                 

39 Irène Xueref-Remy et 

al. [121] 

2011       ✓                 

40 Ke Wang et al. [122] 2011 ✓ ✓         ✓           

41 Nawo Eguchi et al. 

[47] 

2011 ✓     ✓             ✓ ✓ 

42 Y. Yoshida et al. 

[123] 

2011           ✓     ✓     ✓ 

43 C. Sirignano et al. 

[124] 

2010               ✓         

44 Ch. Gurk et al. [125] 2008       ✓                 

45 George L. H. Ziska et 

al. [126] 

2007 ✓       ✓               

46 I. Aben et al. [127] 2007                       ✓ 

47 Yang Y. et al. [128] 2006   ✓                   ✓ 

48 Loretta Gratani and 

Laura Varone [129] 

2005 ✓ ✓                     

49 Hassan A. Nasrallah 

et al. [130] 

2003 ✓ ✓   ✓                 

50 P. Chamard et al. 

[131] 

2003   ✓                     

51 Yuesi et al. [132] 2002               ✓         

52 Elizabeth A. Wentz et 

al. [133] 

2002 ✓       ✓               

53 Richard J. Engelen et 

al. [134] 

2001                       ✓ 

54 T. J. Conway et al. 

[135] 

1988     ✓                   

 

  

1.anthropogenic sources such as urban sources (heating, and traffic), industry 

2.wind speed and direction, precipitation, humidity, temperature, pressure, solar radiation and drought, La Niña and El Niño events  

3. depends on the elevation of the location 

4. in the afternoon for well mixing of the air 
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Table 1.A. 3 Sites that are currently included in the global gas reference network [136]. 

Site Name Location 
First Carbon 

Dioxide Dataset 
Status Carbon Dioxide Dataset 

Air Sample Collection 

Method 

1 Airborne Aerosol Observatory Bondville (USA) 07.06.2006 Terminated 18.09.2009 Airborne Flasks * 

2 Arembepe, Bahia Brazil 27.10.2006 Terminated 13.01.2010 Surface Flasks * 

3 Alaska Coast Guard United States 30.04.2009 Terminated 21.10.2017 Airborne Flasks * 

4 Alert, Nunavut Canada 10.06.1985 ongoing Surface Flasks 

5 Amsterdam Island France 05.01.1979 Terminated 07.12.1990 Surface Flasks * 

6 Argyle, Maine United States 

18.09.2003 

22.11.2008 

Terminated 29.12.2008 

ongoing 

In Situ Tall Tower 

Surface Flasks 

7 Anmyeon-do Republic of Korea 03.12.2013 ongoing Surface Flasks 

8 Ascension Island United Kingdom 27.08.1979 ongoing Surface Flasks 
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9 Assekrem Algeria 12.09.1995 ongoing Surface Flasks 

10 St. Croix, Virgin Islands United States 16.02.1979 Terminated 29.08.1990 Surface Flasks * 

11 Terceira Island, Azores Portugal 26.12.1979 ongoing Surface Flasks 

12 Baltic Sea Poland 31.08.1992 Terminate 22.06.2011 Surface Flasks * 

13 
Boulder Atmospheric 

Observatory, Colorado 
United States 16.08.2007 Terminated 06.07.2016 

In Situ Tall Tower * 

Airborne Flasks * 

Surface Flasks * 

14 Bradgate, Iowa United States 13.09.2004 Terminated 18.11.2005 Airborne Flasks * 

15 Baring Head Station New Zealand 14.10.1999 ongoing Surface Flasks 

16 Bukit Kototabang Indonesia 08.01.2004 ongoing Surface Flasks 

17 St. Davids Head, Bermuda United Kingdom 13.02.1989 Terminated 25.01.2010 Surface Flasks * 

18 Tudor Hill, Bermuda United Kingdom 11.05.1989 ongoing Surface Flasks 

19 Beaver Crossing, Nebraska United States 15.09.2004 Terminated 11.05.2011 Airborne Flasks * 



 

37 

 

20 
Barrow Atmospheric Baseline 

Observatory 
United States 25.04.1971 ongoing 

In Situ Observatory 

Surface Flasks 

21 Black Sea, Constanta Romania 11.10.1994 Terminated 26.12.2011 Surface Flasks * 

22 Brentwood, Maryland United States 25.09.2018 ongoing Surface Flasks 

23 Briggsdale, Colorado United States 09.11.1992 ongoing Airborne Flasks 

24 Cold Bay, Alaska United States 21.08.1978 ongoing Surface Flasks 

25 Cape Grim, Tasmania Australia 19.04.1984 ongoing Surface Flasks 

26 Christmas Island  Republic of Kiribati 08.03.1984 ongoing Surface Flasks 

27 Cherskii Russia Not for CO2 Not for CO2 Surface In Situ * 

28 
Centro de Investigacion de la 

Baja Atmosfera (CIBA) 
Spain 05.05.2009 ongoing Surface Flasks 

29 Offshore Cape May, New Jersey United States 17.08.2005 ongoing Airborne Flasks 

30 Cape Meares, Oregon United States 10.03.1982 Terminate 18.03.1998 Surface Flasks * 

31 Cosmos Peru 23.06.1979 Terminate 28.05.1985 Surface Flasks * 
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32 Cape Point South Africa 11.02.2010 ongoing Surface Flasks 

33 

Carbon in Arctic Reservoirs 

Vulnerability Experiment 

(CARVE) 

United States 29.06.2012 ongoing 

In Situ Tall Tower 

Airborn Flasks * 

Surface Flasks 

34 Crozet Island France 03.03.1991 ongoing Surface Flasks 

35 Dahlen, North Dakota United States 21.09.2004 Terminated 15.11.2016 Airborne Flasks 

36 Drake Passage N/A 07.04.2003 ongoing Surface Flasks 

37 Dongsha Island Taiwan 05.03.2010 ongoing Surface Flasks 

38 Easter Island Chile 04.01.1994 ongoing Surface Flasks 

39 Estevan Point, British Columbia Canada 22.11.2002 ongoing Airborne Flasks 

40 East Trout Lake, Saskatchewan Canada 15.10.2005 Terminated 22.03.2020 Airborne Flasks * 

41 Falkland Islands United Kingdom 31.10.1980 Terminated 04.02.1982 Surface Flasks * 

42 Fortaleza Brazil 09.12.2000 Terminated 25.03.2003 Airborne Flasks * 
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43 Fairchild, Wisconsin United States 20.09.2004 Terminated 18.11.2005 Airborne Flasks * 

44 Mariana Islands Guam 24.09.1978 ongoing Surface Flasks 

45 Dwejra Point, Gozo Malta 11.10.1993 Terminated 12.02.1999 Surface Flasks * 

46 Molokai Island, Hawaii United States 31.05.1999 Terminated 22.04.2008 Airborne Flasks * 

47 Halley Station, Antarctica United Kingdom 17.01.1983 ongoing Surface Flasks 

48 Harvard Forest, Massachusetts United States 02.03.2016 ongoing 

Airborne Flasks * 

Surface Flasks 

49 Homer, Illinois United States 16.09.2004 ongoing Airborne Flasks 

50 Hohenpeissenberg Germany 06.04.2006 ongoing Surface Flasks 

51 Humboldt State University United States 17.05.2008 Terminated 31.05.2017 Surface Flasks * 

52 Hegyhatsal Hungary 02.03.1993 ongoing Surface Flasks 

53 Storhofdi, Vestmannaeyjar Iceland 02.10.1992 ongoing Surface Flasks 

54 
INFLUX (Indianapolis Flux 

Experiment) 
United States 09.10.2010 ongoing Airborne Flasks * 



 

40 

 

Surface Flasks 

55 Grifton, North Carolina United States 30.07.1992 Terminated 09.06.1999 

In Situ Tall Tower * 

Surface Flasks * 

56 Izana, Tenerife, Canary Islands Spain 16.11.1991 ongoing Surface Flasks 

57 Kaashidhoo Republic of Maldives 02.03.1998 Terminated 15.07.1999 Surface Flasks * 

58 Key Biscayne, Florida United States 13.12.1972 ongoing Surface Flasks 

59 Kitt Peak, Arizona United States 20.12.1982 Terminated 31.10.1989 Surface Flasks * 

60 Cape Kumukahi, Hawaii United States 12.01.1971 ongoing Surface Flasks 

61 Sary Taukum Kazakhstan 12.10.1997 Terminated 15.08.2009 Surface Flasks * 

62 Plateau Assy Kazakhstan 15.10.1997 Terminated 05.08.2009 Surface Flasks * 

63 LA Megacities United States 05.11.2014 Terminated 08.10.2017 Surface Flasks * 

64 Park Falls, Wisconsin United States 

29.11.1994 

05.10.2006 

ongoing 

ongoing 

In Situ Tall Tower 

Airborne Flasks 
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Surface Flasks 

65 Lewisburg, Pennsylvania United States 28.02.2013 ongoing Surface Flasks 

66 Lac La Biche, Alberta Canada 30.01.2008 Terminated 26.02.2013 Surface Flasks * 

67 Lulin Taiwan 01.08.2006 ongoing Surface Flasks 

68 Lampedusa Italy 12.10.2006 ongoing Surface Flasks 

69 
Mould Bay, Northwest 

Territories 
Canada 13.04.1980 Terminated 26.05.1997 Surface Flasks * 

70 Mt. Bachelor Observatory United States 

14.10.2011 

03.05.2012 

ongoing 

ongoing 

Surface Flasks 

Surface in situ 

71 McMurdo Station, Antarctica United States 04.12.1985 Terminated 28.10.1987 Surface Flasks * 

72 
High Altitude Global Climate 

Observation Center 
Mexico 09.01.2009 ongoing Surface Flasks 

73 Mace Head, County Galway Ireland 03.06.1991 ongoing Surface Flasks 

74 Sand Island, Midway United States 03.05.1985 ongoing Surface Flasks 
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75 Mt. Kenya Kenya 23.12.2003 Terminated 21.06.2011 Surface Flasks * 

76 Mauna Kea, Hawaii United States N/A N/A Surface Flasks * 

77 Mauna Loa, Hawaii United States N/A N/A Surface Flasks * 

78 Mauna Loa, Hawaii United States 20.08.1969 ongoing 

In Situ Observatory 

Surface Flasks 

79 Marcellus Pennsylvania United States 03.08.2015 ongoing 

Airborne Flasks * 

Surface Flasks 

80 Mashpee, Massachusetts United States 11.05.2016 ongoing Surface Flasks 

81 
Marthas Vineyard, 

Massachusetts 
United States 27.04.2007 Terminated 04.03.2011 Surface Flasks * 

82 Mt. Wilson Observatory United States 30.04.2010 ongoing Surface Flasks 

83 Farol De Mae Luiza Lighthouse Brazil 12.09.2010 Terminated 11.03.2020 Surface Flasks * 

84 NE Baltimore, Maryland United States 04.04.2018 ongoing Surface Flasks 
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85 
Offshore Portsmouth, New 

Hampshire (Isles of Shoals) 
United States 12.09.2003 ongoing Airborne Flasks 

86 Gobabeb Namibia 13.01.1997 ongoing Surface Flasks 

87 NW Baltimore United States 17.04.2018 ongoing Surface Flasks 

88 Niwot Ridge Forest, Colorado United States 20.01.2006 Terminated 08.11.2009 Surface Flasks * 

89 Niwot Ridge, Colorado United States 

18.05.1967 

16.09.2005 

ongoing 

ongoing 

Airborne Flasks * 

Surface Flasks 

90 Kaitorete Spit New Zealand 26.10.1982 Terminated 09.04.1985 Surface Flasks * 

91 Oglesby, Illinois United States 16.09.2004 Terminated 19.11.2005 Airborne Flasks * 

92 Olympic Peninsula, Washington United States 06.01.1984 Terminated 30.05.1990 Surface Flasks * 

93 Ochsenkopf Germany 13.03.2003 Terminated 04.06.2019 Surface Flasks * 

94 
Pallas-Sammaltunturi, GAW 

Station 
Finland 21.12.2001 ongoing Surface Flasks 

95 Pico, Azores Portugal 02.08.2010 Terminated 18.07.2011 Surface Flasks * 
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96 Poker Flat, Alaska United States 27.06.1999 ongoing Airborne Flasks 

97 Pacific Ocean (0 N) N/A 20.12.1986 Terminated 10.07.2017 Surface Flasks * 

98 Pacific Ocean (5 N) N/A 19.12.1986 Terminated 11.07.2011 Surface Flasks * 

99 Pacific Ocean (10 N) N/A 14.01.1987 Terminated 12.07.2017 Surface Flasks * 

100 Pacific Ocean (15 N) N/A 17.12.1986 Terminated 13.07.2017 Surface Flasks * 

101 Pacific Ocean (20 N) N/A 16.12.1986 Terminated 14.07.2017 Surface Flasks * 

102 Pacific Ocean (25 N) N/A 15.12.1986 Terminated 15.07.2017 Surface Flasks * 

103 Pacific Ocean (30 N) N/A 14.12.1986 Terminated 16.07.2017 Surface Flasks * 

104 Pacific Ocean (35 N) N/A 21.01.1987 Terminated 18.06.2007 Surface Flasks * 

105 Pacific Ocean (40 N) N/A 04.06.1987 Terminated 14.08.1996 Surface Flasks * 

106 Pacific Ocean (45 N) N/A 05.06.1987 Terminated 15.08.1996 Surface Flasks * 

107 Pacific Ocean (5 S) N/A 21.12.1986 Terminated 09.07.2017 Surface Flasks * 

108 Pacific Ocean (10 S) N/A 22.12.1986 Terminated 08.07.2017 Surface Flasks * 
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109 Pacific Ocean (15 S) N/A 25.12.1986 Terminated 07.07.2017 Surface Flasks * 

110 Pacific Ocean (20 S) N/A 28.12.1986 Terminated 05.07.2017 Surface Flasks * 

111 Pacific Ocean (25 S) N/A 29.12.1986 Terminated 04.07.2017 Surface Flasks * 

112 Pacific Ocean (30 S) N/A 29.12.1986 Terminated 03.07.2017 Surface Flasks * 

113 Pacific Ocean (35 S) N/A 30.12.1986 Terminated 03.01.2012 Surface Flasks * 

114 Palmer Station, Antarctica United States 27.01.1978 ongoing Surface Flasks 

115 Point Six Mountain, Montana United States 28.04.1978 Terminated 24.12.1982 Surface Flasks * 

116 Point Arena, California United States 05.01.1999 Terminated 25.05.2011 Surface Flasks * 

117 Ragged Point Barbados 14.11.1987 ongoing Surface Flasks 

118 Rarotonga Cook Islands 16.04.2000 ongoing Airborne Flasks 

119 Santarem Brazil 07.12.2000 Terminated 20.08.2003 Airborne Flasks * 

120 
Offshore Charleston, South 

Carolina 
United States 22.08.2003 ongoing Airborne Flasks 

121 South China Sea (3 N) N/A 05.07.1991 Terminated 07.10.1998 Surface Flasks * 
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122 South China Sea (6 N) N/A 05.07.1991 Terminated 09.10.1998 Surface Flasks * 

123 South China Sea (9 N) N/A 06.07.1991 Terminated 10.10.1998 Surface Flasks * 

124 South China Sea (12 N) N/A 06.07.1991 Terminated 10.10.1998 Surface Flasks * 

125 South China Sea (15 N) N/A 07.07.1991 Terminate 15.10.1998 Surface Flasks * 

126 South China Sea (18 N) N/A 08.07.1991 Terminated 14.10.1998 Surface Flasks * 

127 South China Sea (21 N) N/A 08.07.1991 Terminated 14.10.1998 Surface Flasks * 

128 Beech Island, South Carolina United States 14.08.2008 ongoing 

in Situ Observatory 

Surface Flasks 

129 Shangdianzi China 03.09.2009 Terminated 02.09.2015 Surface Flasks * 

130 Mahe Island Seychelles 15.01.1980 ongoing Surface Flasks 

131 Bird Island, South Georgia United Kingdom 02.02.1989 Terminated 13.08.1992 Surface Flasks * 

132 Southern Great Plains, Oklahoma United States 

02.04.2002 

29.10.2010 

ongoing 

ongoing 

Airborne Flasks 

Surface Flasks 
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133 Shemya Island, Alaska United States 04.09.1985 ongoing Surface Flasks 

134 La Jolla, California United States 01.01.1968 Terminated 25.09.1986 Surface Flasks * 

135 Tutuila American Samoa 15.01.1972 ongoing 

in Situ Observatory 

Surface Flasks 

136 Shenandoah National Park United States 26.08.2008 ongoing Surface in Situ 

137 South Pole, Antarctica United States 21.01.1975 ongoing 

in Situ Observatory 

Surface Flasks 

138 Ocean Station Charlie United States 21.11.1968 Terminated 12.05.1973 Surface Flasks * 

139 Ocean Station M Norway 08.03.1981 Terminated 27.11.2009 Surface Flasks * 

140 
Sutro Tower, San Francisco, 

California 
United States 02.10.2007 ongoing Surface Flasks 

141 Summit Greenland 23.06.1997 ongoing Surface Flasks 

142 Syowa Station, Antarctica Japan 25.01.1986 ongoing Surface Flasks 

143 Tacolneston United Kingdom 06.06.2014 Terminated 04.01.2016 Surface Flasks * 
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144 Tae-ahn Peninsula Republic of Korea 24.11.1990 ongoing Surface Flasks 

145 Tambopata Peru N/A N/A Surface in Situ 

146 Offshore Corpus Christi, Texas United States 09.09.2003 ongoing Airborne Flasks 

147 Trinidad Head, California United States 19.04.2002 Terminated 01.06.2017 

Airborne Flasks 

Surface Flasks * 

148 
Hydrometeorological 

Observatory of Tiksi 
Russia 15.08.2011 Terminated 03.09.2018 Surface Flasks * 

149 Thurmont, Maryland United States 01.08.2017 ongoing Surface Flasks 

150 Taiping Island Taiwan 28.05.2019 ongoing Surface Flasks 

151 Ulaanbaatar Mongolia 25.03.2004 Terminated 05.03.2009 Airborne Flasks * 

152 Ushuaia Argentina 14.09.1994 ongoing Surface Flasks 

153 Wendover, Utah United States 06.05.1993 ongoing Surface Flasks 

154 Ulaan Uul Mongolia 01.01.1992 ongoing Surface Flasks 

155 West Branch, Iowa United States 28.06.2007 ongoing In Situ Tall Tower 
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Airborn Flasks 

Surface Flasks 

156 Walnut Grove, California United States 20.09.2007 ongoing 

In Situ Tall Tower 

Airborne Flasks * 

Surface Flasks 

157 
Weizmann Institute of Science at 

the Arava Institute, Ketura 
Israel 27.11.1995 ongoing Surface Flasks 

158 Moody, Texas United States 

11.02.2001 

07.07.2006 

Terminated 01.10.2010 

ongoing 

In Situ Tall Tower 

Surface Flasks 

159 Mt. Waliguan Peoples Republic of China 05.08.1990 ongoing Surface Flasks 

160 Western Pacific Cruise (0 N) N/A 10.05.2004 Terminated 27.05.2013 Surface Flasks * 

161 Western Pacific Cruise (5 N) N/A 11.05.2004 Terminated 29.05.2013 Surface Flasks * 

162 Western Pacific Cruise (10 N) N/A 11.05.2004 Terminated 29.05.2013 Surface Flasks * 

163 Western Pacific Cruise (15 N) N/A 12.05.2004 Terminated 30.05.2013 Surface Flasks * 
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164 Western Pacific Cruise (20 N) N/A 12.05.2004 Terminated 31.05.2013 Surface Flasks * 

165 Western Pacific Cruise (25 N) N/A 13.05.2003 Terminated 01.06.2013 Surface Flasks * 

166 Western Pacific Cruise (30 N) N/A 14.05.2004 Terminated 01.06.2013 Surface Flasks * 

167 Western Pacific Cruise (5 S) N/A 09.05.2004 Terminated 27.05.2013 Surface Flasks * 

168 Western Pacific Cruise (10 S) N/A 08.05.2004 Terminated 26.05.2013 Surface Flasks * 

169 Western Pacific Cruise (15 S) N/A 08.05.2004 Terminated 25.05.2013 Surface Flasks * 

170 Western Pacific Cruise (20 S) N/A 07.05.2004 Terminated 25.05.2013 Surface Flasks * 

171 Western Pacific Cruise (25 S) N/A 06.05.2004 Terminated 24.05.2013 Surface Flasks * 

172 Western Pacific Cruise (30 S) N/A 05.05.2004 Terminated 23.05.2013 Surface Flasks * 

173 Ny-Alesund, Svalbard Norway and Sweden 11.02.1994 ongoing Surface Flasks 

*–Indicates discontinued site or project. 

 
 
 
 
 
 

Table 1.A. 4  Comparison of satellite data and TCCON stations. 



 

51 

 

No. location coordination period Satellite name 
Satellite difference 

with ground station 

number of 

observations 
note reference 

1 China NH 2010 to 2016 GOSAT  -1.04±2.10 ppm chinese text 
correlation 

coefficient of 0.90 
  

Deng A. et al. 

2020 [137] 

2 
27 TCCON 

stations 
  

July 2009-

May 2016 
GOSAT  0.24 ± 1.68 ppm 

1913 NH 

575 SH 

0.349±1.699 ppm  

NH 

-0.128±1.561 ppm  

SH 

2488 matched 

observations 

Yawen Kong et al. 

2019 [138] 

Sep 2014- 

July 2017 
OCO-2 0.34 ± 1.57 ppm 

779 NH 

294 SH 

0.283±1.584 ppm  

NH 

0.494±1.127 ppm  

SH 

1073 matched 

observations 

3 Tsukuba 
36.05°N, 

140.12°E 

Sep 2014 – 

August2016  
GOSAT 0.07± 2.36ppm  N/A     

Qin et al. 2019 

[44] 

4 

Various 

TCCON 

stations 

Both 

Hemisphere 

Sep 2014 and 

July 2016 
OCO-2 -0.02 ± 1.36ppm  34560 

RemoTeC algorithm 

version 7 data 
  

Lianghai Wu et al. 

2018 [139] 

5 

Burgos, Ilocos 

Norte, 

Philippines  

18.52°N, 

120.65°E 
2017 

GOSAT -0.86 ± 1.06 ppm  N/A 

    

Voltaire A. 

Velazco et al. 2017 

[140] OCO-2 -0.83 ± 1.22ppm  164 

6 

Various 

TCCON 

stations 

    OCO-2 0.4± 1.50ppm  2790     
Wunch et al. 2017 

[37] 

7 
global TCCON 

stations 
    GOSAT 0.01 ± 1.22 ppm       

Zhao-Cheng Zeng 

et al. 2017 [52] 
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8 

Various 

TCCON 

stations 

Both 

Hemisphere 

2009-2016 GOSAT 
-0.4107±2.216 

ppm  

1813 NH 

596 SH 

-0.214±2.009 ppm  

NH 

-1.016±1.956 ppm  

SH 

  

Ailin Liang et al. 

2017 [141] 
2014-2016 GOSAT -0.62±2.3 ppm  

563 NH 

151 SH 

-0.312±2.006 ppm  

NH 

-1.778±2.096 ppm  

SH 

  

September 

2014 to 

December 

2016 

OCO-2 0.2671±1.56 ppm  
730 NH 

321 SH 

0.175±1.402 ppm  

NH 

0.476±1.065 ppm  

SH 

  

9 
11 TCCON 

stations 

Both 

Hemisphere 
2009-2014 

GOSAT 0.73±1.83 ppm  
1484 NH 

634 SH 

0.959±1.724 ppm  

NH 

0.209±1.706 ppm  

SH 

Photon path length 

Probability Density 

Function-

Simultaneous 

(PPDF-S) retrieval 

method Chisa Iwasaki et 

al. 2017 [142] 

GOSAT -0.32±2.16 ppm  
1484 NH 

634 SH 

-0.299±1.860 ppm  

NH 

-0.384±2.104 ppm  

SH 
standard products for 

General Users (GU) 

of XCO2  

10 
Tsukuba and 

Saga  
NH 

  GOSAT 1.25 ± 2.12 ppm 207 NIES algorithm   Woogyung Kim et 

al. 2016 [65]   GOSAT 1.94 ± 1.89 ppm 205 ACOS algorithm   

11 

Various 

TCCON 

stations 

  
Sep 2014- 

Nov 2015 
OCO-2 0.87 ± 1.8 ppm  

not provided in 

the paper 
    

Liang A. et al. 

2016 [143] 
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12 
11 TCCON 

stations 

45°S–80°N 
Jun 2009–Apr 

2014 
GOSAT ±1.7 ppm 

not provided in 

the paper 
ACOS b3.5   

Susan Kulawik et 

al. 2016 [144] 

45°S–80°N 
Jan 2003–Apr 

2012 

ENVISAT 

(SCIAMACHY) 
±2.1ppm 

not provided in 

the paper 

Bremen Optimal 

Estimation DOAS, 

BESD v2.00.08 

  

13 
12 TCCON 

stations 
  

2010 to 2012 GOSAT 0.21 ± 1.85 ppm  
2409 NH 

915 SH 

0.062±1.815 ppm  

NH 

0.597±1.684 ppm  

SH 

ACOS data 

Anjian Deng et al. 

2016 [145] 

2010 to 2012 GOSAT -0.69 ± 2.13 ppm  
407 NH 

191 SH 

-0.679±2.103 ppm  

NH 

-0.720±1.401 ppm  

SH 

NIES data (National 

Institute for 

Environmental 

Studies of Japan) 

14 

Izaña 

Ascension 

Island 

Darwin 

Reunion Island 

Wollongong  

28.3°N, 16.5°W 

7.9°S, 14.3°W 

12.4°S, 130.9°E 

20.9°S, 55.5°E 

34.4°S, 150.8°E 

Apr 2009–

May 2014 
GOSAT 

-0.184 ± 0.028 

ppm  

1137 NH 

5877 SH 

-0.064±0.032 ppm  

NH 

-0.207±0.027 ppm  

SH 

NIES version 02.21 

Minqiang Zhou et 

al. 2016 [146] 

Apr 2009–

Dec 2013 
GOSAT 0.038 ± 0.032 ppm  

726 NH 

6532 SH 

0.057±0.056 ppm  

NH 

0.035±0.028 ppm  

SH 

SRON/KIT 

algorithm, SRFP 

v2.3.5 

Apr 2009–Jun 

2014 
GOSAT 

-0.006 ± 0.019 

ppm  

1519 NH 

8960 SH 

-0.001±0.026 ppm  

NH 

-0.007±0.018 ppm  

SH 

ACOS version 3.5 
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15 
TCCON 

stations 
    GOSAT 0.15±1.48 ppm 

not provided in 

the paper 

modification of the 

algorithm from 

Institute of 

Atmospheric 

Physics, Chinese 

Academy of 

Sciences 

  
Dongxu Yang et 

al. 2015 [66] 

16 

Various 

TCCON 

stations 

  2004-2013 

GOSAT -0.38 ± 1.992 ppm  
5522 NH 

1530 SH 

-0.364±2.078 ppm  

NH 

-0.439±1.640 ppm  

SH 
Bremen Optimal 

Estimation DOAS 

(BESD) algorithm 

J. Heymann et al. 

2015 [147] 

ENVISAT 

(SCIAMACHY) 

-0.105 ± 2.017 

ppm  

32619 NH 

15336 SH 

-0.071±2.097 ppm  

NH 

-0.179±1.836 ppm  

SH 

17 

Eureka, Park 

Falls, Lamont, 

Sodankyla, 

Bialystok, 

Orleans and 

Garmisch  

NH 
April 2010 to 

March 2012 

GOSAT -0.94 ± 2.26 ppm  659 ACOS   

ZHANG Miao et 

al. 2014 [148] 
GOSAT -1.49 ± 2.27 ppm  755 NIES   

ENVISAT -1.52 ± 2.91 ppm  378 SCIAMACHY   

18 

Various 

TCCON 

stations 

  

  GOSAT -8.85 ± 4.75 ppm  62 
SWIR L2 product 

version 01.xx 

The old version with 

low accuracy and 

precision (neglected 

in calculations and 

figure) I. Morino et al. 

2011 [149] 

Y. Yoshida et al. 

2013 [150] 

April 2009 to 

May 2011 
GOSAT -1.48 ± 2.09 ppm  

567 NH 

152 SH 

-1.485±1.734 ppm  

NH 

-1.447±2.276 ppm  

SH 

SWIR L2 product 

version 02.xx 

719 observations 
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19 

Bialystok, 

Bremen, 

Orleans, Park 

falls, Lamont, 

Darwin, 

Wollongong  

  2009-2011 GOSAT  -0.20 ± 2.26 ppm  
467 NH 

110 SH 

0.214±2.197 ppm  

NH 

-0.035±2.391 ppm  

SH 

577 observations 
A. J. Cogan et al. 

2012 [151] 

20 

Bialystok, 

Orleans, Park 

Falls, Lamont, 

Darwin, 

Wollongong  

  
April 2009 

and July 2010 
GOSAT 

-0.05 ± 0.37 %  

-0.203 ± 2.654 

ppm  

759 NH 

128 SH 

-0.528±2.586 ppm  

NH 

1.721±3.029 ppm  

SH 

TANSO‐FTS 

887 observation 

A. Butz et al. 2011 

[152] 

 

NH = Northern Hemisphere, SH = Sothern Hemisphere. 
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Table 1.A. 5  worldwide ground-based station. 

No. location coordination 

elevation 

*a.s.l: above 

sea level 

period instrument note reference 

1 

Bharati, the Indian 

Antarctic research 

station  

69.24° S, 76.11° E 35m a.s.l* 

austral summer 

(January–

February) of 

2016 

Li-Cor CO2/H2O analyzer 

(model Li-840A)  
  Mahesh Patakothi et al. 2018 [92] 

2 
Bahir Dar and 

Hawassa  

11°36′N, 37°23′E 

07°15′N, 38°45′E 

1786-1886m 

1708 m a.s.l 
  

Aeroqual Series 500 

portable gas monitor and 

YuanTe SKY 2000-M4 

handheld multi-gas detector  

correlation coefficient 

between instrument was 

0.986 

Oluwasinaayomi Faith Kasim et al. 2018 [153] 

3 
Peterhof station (St. 

Petersburg, Russia) 
59.88° N, 29.82° E   2009-2017 

Fourier transform IR 

spectrometry (FTIR) using a 

Bruker 125HR 

total error of 4.18 ± 

0.02%, with 0.36 ± 

0.06% and 4.16 ± 

0.02% for random and 

systematic errors 

respectively 

Virolainen Ya. A. 2018 [154] 

4 Hefei, China 
31°54′ N, 117°10′ 

E 
29m a.s.l 

July 2014-April 

2016  

Bruker IFS 125HR 

spectrometer and solar 

tracker 

InGaAs detector from July 

2015 

similar variation phase 

and seasonal amplitude 

with Tsukuba  TCCON 

station 

Wei Wang et al. 2017 [155] 

5 Ny-Ålesund 78.92° N, 11.92° E   2005-2015 
Bruker IFS 120HR FTIR 

spectrometer 

lower sensitivity in the 

troposphere in 

comparison to TCCON 

(by a factor of 2)  

 

Matthias Buschmann et al. 2016 [156] 

6 Karlsruhe 
49.094° N, 8.4336° 

E 
133m a.s.l 

3 February 

2012-22 June 

2012 

EM27 spectrometer 

commercial low-

resolution (0.5 cm-1) 

(FTS) 

agreement with 

Karlsruhe TCCON 

station, (0.12 ± 0.08) %  

Gisi M. et al. 2012 [157] 
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7 

China: 

Lin’an, 

Longfengshan, 

Shangdianzi, and 

Waliguan 

    
January 2009 to 

December 2011 

cavity ring-down 

spectroscopy systems 

(G1301, Picarro Inc.)  

according to Chen et al., 

2010; Crosson, 2008, 

this type of instrument 

is suitable for making 

precise measurement 

S. X. Fang et al. 2014 [110] 

8 Kitt Peak, Arizona 31.9° N, 111.6° W 2070 m a.s.l 1977-1995 

Fourier transform 

spectrometer on the 

McMath telescope. 

precisions better than 

0.5% 

similar behavior to the 

Mauna Loa 

Zhonghua Yang et al. 2002 [158] 

9 

Tsukuba, 

Meteorological 

Research Institute  

36°04’ N, 140°07’ 

E 
25m a.s.l 1986-1996 

NDIR analyzer (Beckman 

model 864) from 1986-1992 

NDIR analyzer (Beckman 

model 880) from 1992-1994 

  
Hisayuki Yoshikawa Inoue and Hidekadzu Matsueda 

1996 [159] 

10 
Mt. Cimone Station, 

Italy 
44°11’ N, 10°42’ E 2165 m a.s.l 1979-1992 

URAS-2T NDIR analyzer, 

from 1979 

ULTRAMAT- 5E NDIR 

from 1988 

URAS-3G NDIR (to 

control) 

URAS-2T NDIR 

precision is 

±0.3p.p.m.v. 

ULTRAMAT- 5E 

NDIR precision is 

±0.1p.p.m.v. 

V.Cundari et al. 1995 [160] 

11 
Izaña, Tenerife, 

Canary Islands  

28°18’ N, 16°29’ 

W 
2367 m a.s.l 1984-1988 

Siemens Ultramat -3 

NADIR  

the samples were 

representative of free 

troposphere in the 

southern part of the 

North Atlantic because 

of the high altitude of 

the location 

Beatriz Navascués et al. 1991 [161] 

12 Amsterdam island  37°47’ S, 77°31’ E   1980-1989 
non-dispersive infrared 

analyzer URAS 2T  
  A. Gaudry et al. 1991 [162] 

13 

 

La Jolla, California 

Mauna Loa, Hawaii 

Cape Kumukahi, 

Hawaii 

Fanning island 

and South pole 

32.9° N, 117.3° W 

19.5° N, 155.6° W 

19.5° N, 154.8° W 

3.9° N, 159.3° W 

90°S, 59°E 

  
March 1977-

February 1982 

non-dispersive infrared gas 

analyzer 
  Illem g. Mook and Marjan Koopmans 1983 [163] 
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14 
Shetland Isles, 

Scotland  
60.2°N, 1.2°W   1992–1996 

Carle  Series  400  gas  

chromatograph 

Finnigan MAT 252 mass 

spectrometer with MT Box-

C gas preparationsystem 

a part of CSIRO 

network 
R.J. Francey et al. 1998 [164] 

15 
Schauinsland station, 

southwest Germany 
47°55' N, 7°55' E 1205 m a.s.l 1972-2002 

nondispersive infrared 

analysis (NDIR) 

Until August 1980,URAS-2 

(Hartmann & Braun), 

from September 1980 until 

the end of 1993,Ultramat-3 

(Siemens) 

 and from 1994 onward with 

URAS-3 (Hartmann & 

Braun) 

The accuracy of the data 

was estimated: better 

than ±1 ppm for the 

period 1972– 

1991 and better than 

±0.5 ppm later on. 

M. Schmidt et al. 2003 [165] 

16 

Kasprowy Wierch 

Kraków 

in southern Poland 

49°14’N, 19°59’E 

50°04’N, 19°55’E 

1989m a.s.l 

220 m a.s.l 
1996-2006 

Automated gas 

chromatographs (Hewlett 

Packard, Series 5890, with 

FID detector and Ni catalyst 

for conversion of CO2 to 

CH4 and Porapak Q 

column)  

  L. Chmura et al. 2008 [166] 

17 
Moscow to 

Khabarovsk  
    1997–2004  

LI6262 gas analyzer 

(LICOR, United States)  

mobile measurement at 

surface layer with the 

error of ±1 ppm at a 

CO2 concentration of 

350 ppm. 

The intrinsic noise was 

0.2 ppm 

I. B. Belikov et al. 2006 [167] 

18 

ZOTTO international 

observatory, 

Krasnoyarsk krai, 

Russia 

60° N, 90° E 114 m a.s.l 
January 2006-

December 2013 

NDIR CO2 Analyzer 

(Siemens AG, Ultramat 6F) 

up to April 2007 

EnviroSense 3000i gas-

analyzing system (Picarro 

Inc., USA) from May 2009 

using the tall tower (302 

m) 

measurement error does 

not exeed 0.1 ppm 

A. V. Timokhina et al. 2015 [168] 

E. A. Kozlova and A. C. Manning 2009 [169] 

19 Cabauw 
51.971° N, 4.927° 

E  
-0.7m a.s.l 1992-2010 

Siemens Ultramat NDIR 

1992-2004 

NDIR (LICOR 7000) after 

2004 

sampling in tall tower 

Siemens Ultramat 

NDIR resolution in the 

range of 0-500 ppm was 

0.5 ppm 

A. T. Vermeulen et al. 2011 [170] 
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20 Barrow (Alaska) 
71.32° N, 

156.61°W 
11.00 m a.s.l 

stablished in 

1973 

non-dispersive infrared 

analyzer 
  

https://www.esrl.noaa.gov/gmd/obop/brw/  

21 American Samoa 14.24°S, 170.56°W 42.00 m a.s.l 
stablished in 

1974 

non-dispersive infrared 

analyzer 
  

https://www.esrl.noaa.gov/gmd/obop/smo/  

 

https://cdiac.ess-dive.lbl.gov/trends/co2/sio-sam.html 

22 South Pole  90°S, 59°E 2,837 m a.s.l 
stablished in 

1957 

non-dispersive infrared gas 

analyzer 
  

https://www.esrl.noaa.gov/gmd/obop/spo/ 

 

Illem g. Mook and Marjan Koopmans 1983 [163] 

23 
Ascension Island 

(SH) 
7.92°S, 14.33°W 10 m a.s.l 

Available data 

from 

22.05.2012-

31.10.2018 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

24 Anmeyondo (KR) 36.54°N, 126.33°E 30 m a.s.l 

Available data 

from 

02.02.2015-

18.04.2018 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

25 Bialystok (PL) 53.23°N, 23.025°E 180 m a.s.l 

Available data 

from 

01.03.2009-

01.10.2018 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 
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26 Bremen (DE) 53.10°N, 8.85°E 27 m a.s.l 

Available data 

from 

22.01.2010-

23.08.2019 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

27 Burgos 
18.533°N, 

120.650°E 
35 m a.s.l 

Available data 

from 

03.03.2017-

31.01.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

28 Caltech (US) 
34.136°N, 

118.127°W 
230 m a.s.l 

Available data 

from 

20.09.2012-

03.10.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

29 Darwin (AU) 
12.42°S, 130.89°E 

12.46°S, 130.93°E 

30 m a.s.l 

37 m a.s.l 

Available data 

from 

28.08.2005-

31.01.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

30 Edwards (US)     

Available data 

from 

20.07.2013-

03.10.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

31 East Trout Lake 
54.35 °N, 104.99 

°W 
501.8 m a.s.l 

Available data 

from 

07.10.2016-

06.09.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 
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32 Eureka (CA) 80.05°N, 86.42°W 610 m a.s.l 

Available data 

from 

24.07.2010-

06.07.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

33 Four Corners (US) 36.80°N, 108.48°W 1643 m a.s.l 

Available data 

from 

16.03.2013-

04.10.2013 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

34 Garmisch (DE) 
47.476°N, 

11.063°E 
740 m a.s.l 

Available data 

from 

16.07.2007-

18.10.2019 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

35 Hefei (PRC) 31.90°N, 118.67°E 29 m a.s.l 

Available data 

from 

18.09.2015-

31.12.2016 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

36 Indianapolis (US) 39.86°N, 86.00°W 270 m a.s.l 

Available data 

from 

23.08.2012-

01.12.2012 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

37 Izana (ES) 28.3°N, 16.5°W 2370 m a.s.l 

Available data 

from 

18.05.2007-

02.11.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 
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38 
Jet Propulsion 

Laboratory (US) 

34.20°N, 

118.175°W 
390 m a.s.l 

Available data 

from 

31.07.2007-

22.06.2008 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

39 
Jet Propulsion 

Laboratory (US) 

34.20°N, 

118.175°W 
390 m a.s.l 

Available data 

from 

19.05.2011-

14.05.2018 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

40 Saga (JP) 33.24°N, 130.29°E 7 m a.s.l 

Available data 

from 

28.07.2011-

04.08.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

41 Karlsruhe (DE) 49.10°N, 8.44°E 116 m a.s.l 

Available data 

from 

19.04.2010-

31.10.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

42 Lauder (NZ) 45.04°S, 169.68°E 370 m a.s.l 

Available data 

from 

29.06.2004-

09.12.2010 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

43 Lauder (NZ) 45.04°S, 169.68°E 370 m a.s.l 

Available data 

from 

02.02.2010-

31.10.2018 

  TCCON station 
https://tccondata.org/  

https://tccon-wiki.caltech.edu/Main/TCCONSites 

44 Lauder (NZ) 45.04°S, 169.68°E 370 m a.s.l 

Available data 

from 

03.10.2018-

31.07.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 
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45 Manaus (BR) 3.21°S, 60.59°W 50 m a.s.l 

Available data 

from 

01.10.2014-

24.06.2015 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

46 Nicosia 35.14°N, 33.38°E 185 m a.s.l 

Available data 

from 

31.08.2019-

31.01.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

47 Lamont (US) 36.60°N, 97.48°W 320 m a.s.l 

Available data 

from 

06.07.2008-

03.10.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

48 Orléans (FR) 47.97°N, 2.11°E 130 m a.s.l 

Available data 

from 

29.08.2009-

18.09.2019 

  TCCON station 

https://tccondata.org/  

https://tccon-wiki.caltech.edu/Main/TCCONSites 

49 Park Falls (US) 45.94°N, 90.27°W 440 m a.s.l 

Available data 

from 

02.06.2004-

03.10.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

50 Paris (FR) 48.84°N, 2.35°E 60 m a.s.l 

Available data 

from 

23.09.2014-

24.01.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 
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51 Réunion Island (RE) 20.90°S, 55.48°E 87 m a.s.l 

Available data 

from 

16.09.2011-

18.07.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

52 Rikubetsu (JP) 
43.45 °N, 143.77 

°E 
380 m a.s.l 

Available data 

from 

16.11.2013-

30.09.2019 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

53 Sodankylä (FI) 67.37°N, 26.63°E 188 m a.s.l 

Available data 

from 

16.05.2009-

30.09.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

54 Ny Ålesund 78.9°N, 11.9°E 20 m a.s.l 

Available data 

from 

06.04.2014-

15.09.2019 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

55 Tsukuba (JP) 36.05°N, 140.12°E 30 m a.s.l 

Available data 

from 

04.08.2011-

30.09.2019 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

56 Wollongong (AU) 34.41°S, 150.88°E 30 m a.s.l 

Available data 

from 

26.06.2008-

31.01.2020 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 

57 Zugspitze (DE) 47.42°N, 10.98°E 2960 m a.s.l 

Available data 

from 

24.04.2015-

17.10.2019 

  TCCON station 

https://tccondata.org/ 

https://tccon-wiki.caltech.edu/Main/TCCONSites 
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Table 1.A. 6  Tall towers in the NOAA Earth System Research Laboratory’s Global Greenhouse Gas Reference Network [171]. 

No. Name Location Coordination Surface Elevation Intake Height 
Carbon Dioxide 

Measurement Period 
Note 

1 
Argyle, Maine Tower 

(AMT) 
Argyle, Maine 45.03° N, 68.68° W 50 m a.s.l. 12, 30, 107 m above ground 2003-ongoinssg 

 

2 
Boulder Atmospheric 

Observatory (BAO) 
Erie, Colorado 40.05° N, 105.01° W 1584 m a.s.l. 22, 100, 300 m above ground 2007–2016 Discontinued 

3 
Barrow Observatory 

(BRW) 
Barrow, Alaska 

71.323° N, 156.6114° 

W 
11 m a.s.l. 16.46 m above ground 1971-ongoing 

 

4 WITN Tower (ITN)  Grifton, North Carolina 5.53° N, 77.38° W 9 m a.s.l. 51, 123, 496 m above ground 1992–1999 Discontinued 

5 WLEF Tower (LEF) Park Falls, Wisconsin 
45.9451° N, 90.2732° 

W 
472 m a.s.l. 

1, 30, 76, 122, 244, 396 m above 

ground 
2003-ongoing 

 

6 
Mount Bachelor 

Observatory (MBO) 

Mount Bachelor, 

Oregon 

43.9775° N, 121.6861° 

W 
2731 m a.s.l. 11 m above ground 

2011-ongoing 

2012-ongoing  

7 
Mauna Loa Observatory 

(MLO) 
Mauna Loa, Hawaii 

19.5362° N, 155.5763° 

W 
3397 m a.s.l. 40 m above ground 1969-ongoing 
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8 
South Carolina Tower 

(SCT) 

Beech Island, South 

Carolina 
33.406° N, 81.833° W 115 m a.s.l. 30, 61, 305 m above ground 2008-ongoing 

 

9 
American Samoa 

Observatory (SMO) 

Tutuila Island, 

American Samoa 

14.2474° S, 170.5644° 

W 
42 m a.s.l. 18 m above ground 1972-ongoing 

 

10 
Shenandoah National 

Park (SNP) 

Shenandoah National 

Park, Virginia 
38.617° N, 78.35° W 1008 m a.s.l. 5, 10, 17 m above ground 2008-ongoing 

 

11 
South Pole Observatory 

(SPO) 
South Pole, Antarctica 89.98° S, 24.8° W 2810 m a.s.l. 11 m above ground 1975-ongoing 

 

12 
West Branch, Iowa 

(WBI) 
West Branch, Iowa 41.725° N, 91.353° W 242 m a.s.l. 31, 99, 379 m above ground 2007-ongoing 

 

13 
Walnut Grove, 

California (WGC) 

Walnut Grove, 

California 

38.265° N, 121.4911° 

W 
0 m a.s.l. 30, 91, 483 m above ground 2007-ongoing 

 

14 WKT Tower (WKT) Moody, Texas 31.32° N, 97.33° W 251 m a.s.l. 30, 122, 457 m above ground 2003-ongoing 
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2 CHAPTER 2: Assessment of an Innovative Ejector Plant for Port Sediment 

Management 

ABSTRACT 

The necessity of removing deposited materials from the seabed is common and has been done since 

the earliest settlements along coasts and rivers. The most widely used method of sediment deposit 

removal is dredging, which is a reliable and widespread technology. Although dredging restores the 

desired water depth, it does not have any impact on the reasons for sedimentation, therefore it cannot 

guarantee navigability over time. In addition, dredging operation has a huge environmental impact 

and it is relatively expensive. Therefore, market demand for alternative sustainable sediment removal 

technology is growing. In this chapter, an innovative technology which is called the ejector plant is 

investigated to assess the effectiveness of guaranteeing a minimum water depth over time at the port 

entrance at Marina of Cervia (Italy). This demo plant is the first industrial-scale ejector demo plant 

that has been installed and operated since June 2019. This system is designed to remove continuously 

the sediments which are naturally settling in a certain area and cause navigability problems. The focus 

of this study is on a three-year analysis of bathymetries from 2017 to 2020 at the port inlet before and 

after the ejector demo plant installation. In addition, metocean data are considered to define the 

possible net impact of the ejector plant. The assessment of effectiveness is carried out based on the 

variation in the water depth which is calculated based on the bathymetry data and using QGIS. It is 

found that in the period from January to April 2020, the water depth in the area of influence of the 

ejectors increased by 0.72 mm/day, while in the whole port inlet area a decrease of 0.95 mm/day was 

calculated. The estimated variation of volume in this period ranges from 245 to 750 m3.  

Keywords: 

ejectors; sediment transport rate; port sediment management; effectiveness assessment 



 

79 

 

2.1 Introduction 

Anthropogenic activities in the coastal area affect significantly waves, currents, and sediment 

transport pattern. Especially, extreme wave-induced currents and sediment transport paces can be 

seen near ports and influence recreational and commercial activities. The accumulated sediments lead 

to navigation problems inside the channel on the one hand and cause erosional effects on the leeside 

coasts on the other. Thus, harbours need frequent maintenance dredging to remove the accumulated 

sediments [1]. Dredging is a consolidated and mature technology but has considerable weaknesses 

[2, 3, 4, 5]. Dredging impacts the marine environment, as a result, contributes to the mobility and 

diffusion of pollutants present in the accumulated sediments. Furthermore, it becomes an obstacle for 

navigation during its operational phases. For the determination of the timing and number of 

maintenance dredging, periodic hydrographic surveys of the harbour area are required. Since 

maintenance dredging is usually executed on an as-needed basis, periodic surveys become a necessary 

tool to properly schedule the work [6]. Moreover, for the estimation of the removed sediment volume 

bathymetries are surveyed before and after dredging. In other words, dredging assists the 

measurement of the dredged material, which is usually defined by a contract. 

Considering the high carbon dioxide emission of dredging the research questions are: 

-Is there any reliable technology as an alternative to dredging? 

-How the alternative technology performance can be approved? 

-Do the natural phenomena affect the result? 

-Is the proposed technology sustainable? 

Various technologies have been developed over the past years as alternative methods of dredging. 

Bianchini et al. [7] He classifies alternative solutions of dredging into three categories: (i) anti-

sedimentation structures, (ii) remobilizing sediment systems, and (iii) sand by-passing plants. Anti-

sedimentation structures reduce significantly the volume of sediment which should be removed from 

harbour inlets, though present environmental troubles and still sediment removal is necessary [8]. 

Remobilizing sediment systems lift and separate the grains from the seabed by means of the injection 

of water or the movement of mechanical devices such as dredger propellers. An important advantage 

of water injection dredging is its low cost and less environmental impact compared with traditional 

dredging, which leads to wide application of this technology [9]. However, environmental problems 

due to the lack of resuspended sediment control require further investigation [10, 11], Sand by-

passing plants have limited environmental impacts, but the problem is its high installation costs and 

often uncertain operational costs. 
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An innovative sand by-passing technology tested in the framework of the LIFE MARINAPLAN 

PLUS and STIMARE projects [12, 13, 14], which is based on ejector technology. Ejector technology 

provides the opportunity to keep the designed draft of the entrance channel over time through the 

continuous removal of settling sediments. By proper sediment management, it is possible to 

eventually produce benefits by counteracting neighbouring erosion processes. The ejector which is 

shown in Figure 2. 1 is an open jet pump (which does not have a closed suction chamber and mixing 

throat) with a converging section instead of a diffuser and a series of nozzles positioned circularly 

around the ejector. The diameter and whole length of ejector are around 250 mm, and 400 mm, 

respectively. Each ejector is located on the seabed and transfer sediments by transferring momentum 

from a high-speed primary water jet flow to a secondary flow which is a mixture of sediment and. 

The water-sediment mixture is conveyed via a pipeline and discharged to an area far from the port 

inlet, where it is not an obstacle for navigation. Both water inlet and outlet pipelines are DN80 spiral 

tubes (external diameter of around 90 mm). according to the preliminary test performed in 2017 [14], 

it is known that with a primary water input flowrate of approximately 27 m3/h, a working pressure of 

2.4 bar, and a 60-meter discharge pipeline, it is possible to transfer of about 2 m3/h sediment at the 

discharge pipeline while using a water pump with the power consumption of about 3.5 kW. At this 

condition, the whole discharge flowrate of one ejector is about 34 m3/h of water–sediment mixture, 

or approximately peak sediment concentration of about 6% (volume). Each ejector has specific 

influence radius and can work on a limited circular area which is created by the pressurized water 

outgoing from the central and circular nozzles. It is possible to manage the seabed level and maintain 

the path suitable for navigation by integration of ejectors in series and parallel. 

This technology is reliable because it is based on the jet pumps which have been applied since 

the 1970s for coastal applications. The ejector technology has been invented and tested in 2001 at the 

University of Bologna. The first experimental plant was installed and tested in 2005 at the port of 

Riccione (Italy). The second experimental plant was installed in 2012 [15, 16] in Portoverde Marina 

(Italy). Both installations have been installed at port inlet and were designated to manage sand. The 

third experimental plant was in 2018 in Cattolica (Italy), which was the first time that the ejectors 

were applied for the silt and clay sediments management and installed in a river channel [17]. 
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Figure 2. 1 (a) Sketch of the ejector [14] and (b) underwater picture of the ejector in operation. 

An ejector demo plant has been installed at the port inlet of the Marina of Cervia (Italy) and 

operated from June 2019 to September 2020.  

The aim of this chapter is to assess the ejector demo plant effectiveness, in other words, to define 

the ability of successful maintaining of the navigability at the port entrance over time. The novelty of 

the approach which is used in this study is related to the methodology applied to evaluate the impact 

of the ejector demo plant on both water-depth and sediment volume changes at the harbour entrance. 

The benefit of ejector system in comparison to dredging is the possibility of continuous monitoring 

the effect over a long period while for dredging it is necessary to compare bathymetries of the 

interested area before and after sediment removal to determine the impacts. Thus, natural sediment 

transport should be considered in the effectiveness assessment. Sediment transport prediction is very 

complex, and accurate phase of calibration and validation based on measurements is required, in 

addition, a suitable sediment transport model driven by reliable input data of waves and currents, 

initial bathymetry, sediment characteristics, etc. is needed. Several pieces of literature are available 

which provide useful examples [18, 19, 20, 21, 22]. However, the analysis of effectiveness of a 

continuous working sand by-passing system has never been investigated, and in previous studies the 

by-passed amount of sediment has been always evaluated starting from dredging needs [23]. In this 

study comparison of water-depth and sediment volume changes over time is performed, during the 

periods before and after ejector demo plant installation, through the analysis of bathymetries and 

metocean data. For this purpose, the sediment transport pace in the area of Cervia port inlet was 

assessed by using the bathymetries analysis in the last 3 years. In addition, the assessment of 3-year 

metocean climate on the Cervia site was used and discussed together with the bathymetric 

information. Furthermore, the operational period of the ejector demo plant is compared with the two 

previous years, from June 2017 to June 2019. The effectiveness of the demo plant is evaluated based 

on the different operation and control strategies. 
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2.2 Description of the Ejector Demo Plant 

2.2.1 Description of the Study Site: Cervia, North Italy 

Cervia harbour is located in the coast of Emilia-Romagna region, Italy (Figure 2. 2). It was 

designed along an artificial canal to convey the salt produced in the near salt flats. Thus, the harbour 

played a very important role in the past by interconnecting the land and the maritime markets. 

Maintenance dredging have been used since the first half of nineteenth century.  In 1970s local 

municipality decided to modernize the existing infrastructure and redesigned the harbour. 

The area of Marina of Cervia currently is approximately 43,000 m2 with a capacity of around 

300 berths. A further lengthening of the docks (20 m for the southern dock and 40 m for the northern 

dock) was planned and constructed in 2009 by the municipality to prevent coast advancement and 

port inlet sedimentation.  

 

Figure 2. 2 Cervia position (a) and harbour aerial picture of the study area (b). 

Sediment handling through dredger propellers, that is the remobilizing sediment technique in 

which dredger propellers are used to remobilize the sediment, and Traditional dredging have been 

still planned and periodically operated at the port inlet [14]. In the period 2009–2015, the removed 

sediment was approximately more than 17,000 m3 per year. The cost of dredging was EUR 1 million, 

i.e., a weighted average cost of EUR 8.31 per dredged cubic meter of sediment. In addition, the cost 

of propeller operation was around EUR 350,000, almost once a year. The physical-chemical 

characterization of the sediment indicates that, at the port inlet, the sediment is mainly sand (97%), 

and the specific weight is 1.9 g/mL. 
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The total annual longshore sediment transport in the area offshore Cervia port is estimated to be 

equal to zero [24]. Which means that the Cervia port area can be considered as a convergence point 

for the annual longshore sediment transport, with the convergence point position being affected by 

annual wave climate. As in all the Northern Adriatic Sea, the wave climate is characterized by severe 

storms mainly generated by north-easterly winds, called Bora, even if Sirocco, south-easterly winds, 

might have relevant seasonal impacts [25, 26], the latter generally causes the highest surge levels 

[27]. Details on the wave buoy can be found at [28]. Figure 2. 3 shows the wave roses of the annual 

distribution of the significant wave height (a) and the peak period (b) versus the mean wave directions 

at the buoy. It shows: (i) the most energetic waves, up to 4.0 m in height, propagating from the sector 

50–60° N; (ii) the most frequent conditions, with wave heights up to 1.0 m, coming from 90° N; (iii) 

the high-wave periods with values ranging from 9 to 11 s, coming from 90° N; (iv) the most frequent 

values range from 5 to 7 s. 

 

Figure 2. 3 Wave rose from the Nausicaa buoy in the period 2010–2020: polar distribution of the significant wave height (a) and peak 

period (b) [29].. 

2.2.2 The Ejector Demo Plant of Cervia 

The ejector demo plant in Cervia was tested from 13 June of 2019 as a possible alternative 

solution of the port sedimentation problem. The main objective of this demo plant was guaranteeing 

navigability at the port entrance while operating. This plant includes 10 ejectors located at the port 

entrance, as shown in Figure 2. 4 in green boundary. In- and out-flow pipelines laying on the seabed, 

which deliver the water and water-sediment mixture, respectively. Discharge pipelines convey 

sediments and water to a location at the south of the port entrance channel. 
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Figure 2. 4 Location of ejectors in the demo plant of Cervia. 

The Cervia plant includes a fully automated and remotely accessible pumping station. There are 

two submersible pumps, each one is allocated to five ejectors. The pumped water flowrate is 

controlled by an inverter, while electrovalves are used to control the flowrate of each ejector. It is 

possible to use an air compressor to inject compressed air in the line to identify the positions of the 

ejectors on the seabed. The total installed power is around 80 kW. To relate plant operation with sea 

weather conditions a meteorological station installed which measure wind speed and direction. When 

wind speed becomes higher than the the predefined threshold, the water flowrate feeding the ejectors 

is set at the maximum value (approximately 30 m3/h per ejector) to guarantee a sufficient sediment 

suction and transfer capacity. 

2.3 Materials and Methods  

2.3.1 Ejector Demo Plant Operation and Monitoring 

Cervia’s ejector demo plant was operated continuously in the period between June 2019 to 

September 2020, according to the objective of the LIFE MARINAPLAN PLUS project, the 

monitoring of performance and impacts produced [14] for a minimum 15-month operation. Ejector 

demo plant operation was divided to five phases which is shown in Figure 2. 5. At the first and second 

phases, the ejector demo plant was operated with a lower load, 25% and 50%, respectively, and 

manual control; these strategies were considered to limit pressure and power consumption, since some 

demo plant devices showed lower performances than the declaration of the suppliers. At the third and 

fourth phases, demo plant operated at the full load. However, at these two phases there was a growing 

problem related to mussels (Mytilus galloprovincialis) fouling in the pipes and filters. The 
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performance of the demo plant was significantly affected by fouling, since a reduced water flowrate 

was pumped for the ejectors, and a higher pressure was needed. As a result, dramatically higher power 

was required. This is the reason that only 2 ejectors were in operation in the fifth phase. Therefore, 

only the bathymetric survey related to the period from June 2019 (before ejector demo plant 

operation) to April 2020 have been considered and analysed to investigate the effectiveness of the 

ejector demo plant. The bathymetries after May 2020 refer to the demo plant in operation with only 

two ejectors and are not comparable with the others. 

 

Figure 2. 5 Classification by phases of the ejector demo plant operation in Cervia. 

2.3.2 Analysis of Bathymetries: Water Depth and Sediment Volume Variation over Time 

The analysis of the sediment transport at the port entrance was carried out over 3 years, from 

June 2017 to June 2020 for two periods: (i) with propeller operation and dredging (2017–2019) and 

(ii) during the operation of ejectors (2019–2020). The chosen periods are characterized by similar 

wave climates as shown in the frequency tables in Appendix 2.A. All the bathymetries collected was 

provided by the Municipality of Cervia and carried out through a digital hydrographic ultrasound 

system (Hydrotrac model, manufactured by Odom Hydrographic Systems, Baton Rouge, Louisiana, 

U.S.) with narrow emission cone, with the resulting error estimated as not more than 3 cm. The mean 

water level is the water depths reference. 

Table 2. 1 provides information about 10 bathymetries (see Appendix 2.B) considered for the 

aim of the study, including timeframe and the relationship with sediment movement method, i.e., 

dredging, propellers, and ejector demo plant operations. 

The provided bathymetries by the Municipality of Cervia include information about the water 

depth and the corresponding coordination in AutoCAD files format. QGIS 3.14 built-in Python is 

used to generate a model. TIN interpolation is used since it is more useful for elevation. To have more 

accurate result the area is divided to the cells with 5 m dimensions. The X and Y coordinate numbers 

are in the Project Coordinate Reference System (CRS) of WGS 84 (EPSG:4326) and the chosen unit 

is meters. In all the bathymetries, a common area can be identified (Figure 2. 6). This common area 

is defined by comparing all available bathymetries. 

Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep

2019 2020
Demo plant operation regime

Phase 1 - Manual, partial load (25% of maximum)

Phase 2 - Manual, partial load (50% of maximum)

Phase 3 - Manual, full load

Phase 4 - Automatic -10 ejectors

Phase 5 - Automatic - 2 ejectors
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Table 2. 1 Bathymetries considered in the analysis for the period June 2017–April 2020. 

Bathymetry ID Date Note 

01 13 June 2017 
Realized after dredging (2200 m3 of removed sediments) and 5 

days of propellers operation completed in April–June 2017 

02 28 December 2017  

03 7 April 2018  

04 11 May 2018 
Realized after 5 days of propeller operation, completed in April 

2018 

05 10 October 2018  

06 10 April 2019 

Realized after 2.5 days of propeller operation and dredging 

(20,000 m3 of removed sediments), completed in January–April 

2019  

07 12 June 2019 
Realized one day before the ejector demo plant was put into in 

operation 

08 6 September 2019 Ejector demo plant in operation (phase 1, see Figure 2. 5) 

09 9 January 2020 Ejector demo plant in operation (phase 2, see Figure 2. 5) 

10 30 April 2020 Ejector demo plant in operation (phase 3, see Figure 2. 5) 

 

 

Figure 2. 6 Grids in the common area of the analysed bathymetries. The box identifies the area primarily impacted by ejector 

operation. The black dots represent the mooring points of inlet (north) and outlet (south) ejectors’ pipes. 

The point water depth measurements in the common area are present in all analysed bathymetry. 

Cells determination and interpolation was necessary, because comparing water depth variation at each 

measured point of the available bathymetries is rather impossible due to the relatively low accuracy 

in measured point. The whole area of common region is approximately 12,150 m2. The size of the 

cell (5 × 5 m) is compatible with the area of the influence of one ejector. There is a red in Figure 2. 6 
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which shows the area directly impacted by ejector demo plant operation, which is composed of 32 

cells and the area is 800 m2. The black dots represent the mooring points of the inlet (north) and outlet 

(south, outside the surveyed area) ejectors’ pipes (see also Figure 2. 4).  

QGIS built-in Python is used to calculate the average water depth and volume for each cell at 

each bathymetry. The base level was assumed to be −7 m which is only for computing purposes. After 

calculation, it is possible to compare water depth and volume change over time by considering 

subsequent bathymetries. In case of the period related to dredging and/or propeller operation, after 

each operation the relative bathymetry was considered as the baseline for the following ones.  

2.3.3 Analysis of 3-Year Metocean Climate on the Cervia Site  

According to Aguzzi et al. [24] the annual net longshore sediment transport in the area offshore 

of the port of Cervia is estimated to be zero, in addition, sea storms are the most contributor to driving 

forces leading to sediment transport and coastal changes; Thus, it is important to identify each single 

sea storm to be able to define the impact of ejectors on the port sediment management in Cervia. 

According to the studies including the information about the sea storm in the port Cervia [30, 31, 29] 

a sea storm is defined for the storm which the wave height is higher than 1.5 m (the chosen threshold 

value) and remaining for at least 6 h over this height. Two storms are considered as separate if the 

wave height decays below the threshold for 3 or more consecutive hours.  

According to Pellegrini et al. [29] the total energy E of each storm can be calculated using Eq.2. 

1, which means through the integration of the significant height of the wave Hs for the duration of the 

storm (dur): 

𝐸 = ∫ 𝐻𝑠
2𝑑𝑡

𝑑𝑢𝑟
  

Eq.2. 1 

The sea storm is classified based on Dolan et al. study [32], which is shown in Table 2. 2, it 

includes the energy classification scale. This classification is done only to provide the opportunity of 

comparison of the periods in which the sea storm characterization is similar. For this purpose, some 

assumptions are made: (i) the longshore sediment transport can be considered constant in the area and 

(ii) the higher the storm energy registered in a certain period, the lower the contribution to 

sedimentation or erosion of longshore sediment transport. These assumptions are made based on 

Pellegrini et al. [29] study. 
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Table 2. 2 Energy-based classification of the sea storm. 

Class Storm Energy (m2 h) 

I—weak E ≤ 58.4 

II—moderate 58.4 < E ≤ 127.9 

III—significant 127.9 < E ≤ 389.7 

IV—severe 389.7 < E ≤ 706.9 

V—extreme E > 706.9 

  

Table 2. 3 which is extracted from Pellegrini et al. [29] study includes a list and characteristics 

of the identified sea storms occurring in the period 2017–2020, which is under investigation in this 

study, together with the contemporary sea level and the maximum sea level during storm measured 

at a close tidal station, and with the bathymetry surveys and sediment movimentation actions at the 

port entrance.  
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Table 2. 3 Sea storm events in the period 2017–2020, together with the list of bathymetry surveys and sediment movimentation at the 

port entrance: peak wave significant height (Hs), mean (Tm), and peak (Tp) wave period, mean wave direction (MWD), compass sector, 

storm duration (dur), storm energy (E), energetic class, sea level at the Hs instant, and maximum sea level during storm. [a] Sea level 

data not available; [b] Nausicaa data not available. [29] 

Date 
Hs Tm Tp MWD Compass 

Sector 

dur E 
Class 

Level Level Max 

(m) (s) (s) (° N) (h) (m2 h) (m) (m) 

April–June 2017 Propeller movimentation 

13 June 2017 Bathymetry 01 

6 November 2017 2.79 5.6 8.3 61 I 19.5 89.68 II—moderate 0.53 0.83 

13 November 

2017 
3.68 6.7 9.1 59 I 50.5 302.96 III—significant 0.44 0.93 

26 November 

2017 
3.07 5.0 7.7 46 I 11 50.77 I—weak 0.13 0.36 

2 December 2017 2.39 5.3 7.7 58 I 22 86.48 II—moderate 0.27 0.69 

28 December 2017 Bathymetry 02 

3 February 2018 2.51 5.3 8.3 55 I 9.5 36.15 I—weak 0.29 0.70 

13 February 2018 1.78 4.4 6.2 24 I 7 20.33 I—weak 0.40 0.52 

18 February 2018 2.70 5.6 8.3 59 I 15 70.10 II—moderate 0.10 0.45 

24 February 2018 3.00 6.0 8.3 75 I 67.5 331.37 III—significant 0.36 0.70 

26 February 2018 2.49 5.5 7.1 48 I 59 248.20 III—significant 0.28 0.61 

21 March 2018 3.10 6.0 9.1 65 I 37 182.44 III—significant 0.43 0.83 

23 March 2018 2.13 5.1 7.1 42 I 12.5 42.66 I—weak 0.38 0.72 

7 April 2018 Bathymetry 03 

April 2018 Propeller movimentation 

11 May 2018 Bathymetry 04 

26 August 2018 2.00 5.1 7.7 37 I 9 28.14 I—weak 0.27 0.53 

24 September 

2018 
2.75 5.8 8.3 316 IV 47 188.87 III—significant 0.14 0.59 

2 October 2018 2.36 5.3 7.7 23 I 11.5 49.20 I—weak 0.32 0.40 

10 October 2018 Bathymetry 05 

21 October 2018 2.76 5.6 7.1 340 IV 20 73.58 II—moderate 0.26 0.57 

29 October 2018 2.63 6.2 9.1 46 I 16.5 75.98 II—moderate 0.79 1.06 

17 November 

2018 
2.33 5.5 7.7 44 I 34.5 121.52 II—moderate [a]  [a]  

20 November 

2018 
2.66 5.4 7.7 42 I 11.5 55.93 I—weak [a]  [a]  

27 November 

2018 
2.30 5.1 6.2 66 I 16.5 53.12 I—weak [a]  [a]  

January 2019 Propeller movimentation 

23 February 2019 2.84 6.1 9.1 66 I 32 145.29 III—significant −0.39 0.04 

20 March 2019 1.89 4.8 7.1 63 I 6.5 20.10 I—weak −0.07 0.15 

26 March 2019 3.60 6.3 8.3 38 I 7.5 67.50 II—moderate 0.56 0.83 

4 April 2019 1.94 6.2 9.1 82 I 8 22.13 I—weak 0.34 0.57 

March–April 2019 Dredging sand volume of 20,000 m3 

10 April 2019 Bathymetry 06 

5 May 2019 2.77 5.6 7.1 52 I 19.5 80.04 II—moderate 0.42 0.48 

12 May 2019 2.75 5.3 7.1 32 I 31 143.70 III—significant 0.30 0.46 

14 May 2019 2.02 4.9 6.7 38 I 23.5 28.65 I—weak 0.07 0.14 

12 January 2019 Bathymetry 07 
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18 January 2019 Ejectors on 

3 September 2019 1.85 4.8 6.7 55 I 6.5 18.8 I—weak 0.22 0.33 

6 September 2019 Bathymetry 08 

3 October 2019 2.5 5.4 7.7 28 I 9 38.4 I—weak 0.56 0.56 

17 November 

2019 
1.87 6.5 9.1 83 I 7.5 22.8 I—weak 0.76 0.90 

24 November 

2019 
1.77 5.5 8.3 82 I 13.5 34.8 I—weak 0.55 0.68 

10 December 2019 1.75 5.1 6.7 66 I 11 30.9 I—weak 0.20 0.20 

23 December 2019 [b]  [b]  [b]  [b]  [b]  [b]  [b]  [b]  [b]  1.0 

9 January 2020 Bathymetry 09 

20 January 2020 1.73 4.7 5.9 61 I 21 55.1 I—weak 0.12 0.13 

6 February 2020 2.54 5.3 7.1 44 I 18.5 84.1 II—moderate −0.05 0.19 

25 March 2020 4.05 7.8 25 58 I 76.5 369.6 III—significant −0.13 0.25 

31 March 2020 2.24 5.2 7.1 48 I 17 56.0 I—weak 0.16 0.18 

1 April 2020 1.88 4.7 6.2 61 I 10.5 29.9 I—weak 0.05 0.07 

14 April 2020 2.58 5.5 7.7 59 I 16 58.5 I—weak −0.04 0.0 

30 April 2020 Bathymetry 10 

 

The yearly analyses of the sea storm event which is shown in Figure 2. 7 indicates the similarity 

among the considered years, with an average 13 sea storm events per year. However, the temporal 

distribution during each year is different, Figure 2. 8. It can be seen that: 

- the most energetic year (E > 1400 m2 h) was 2017–2018, with the higher amount of storm energy in 

winter and autumn, 700 m2 h and 520 m2 h, respectively. 

- 2018–2019 shows the most energetic sea in autumn, more than 600 m2 h; 

- 2019–2020 shows the lowest energy approximately 800 m2 h, the highest amount is seen in spring, 

500 m2 h; 

- In all years, the low level of energy values was observed in summer, as expected.  

To evaluate the net impact of ejectors plant it is necessary to find periods which the sea storm 

energy is the same. According to Table 2. 4 the first (13 June 2017–28 December 2017) and last (9 

January 2020–30 April 2020) periods have almost similar released energy, 530 and 650 m2 h, 

respectively. In addition, the number of sea storms are close, four and six, respectively. Therefore, 

these two periods could be useful for the assessment of ejector demo plant performance. 
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Figure 2. 7 Annual number of sea storm events in the period 2017–2020. [29] 

 

Figure 2. 8 Seasonal distribution of the sea storm energy in the period 2017–2020: winter (DJF), spring (MAM), summer (JJA), and 

autumn (SON). [29] 

Table 2. 4 Summary of number of storms, related energy in periods under analysis, and the mean energy per day. [29] 

Period N° of Storms 
Energy Released in the  

Period (m2 h) 

Mean Energy Per Day  

(m2 h/day) 

13 June 2017–28 December 2017 4 530 2.68 

28 December 2017–7 April 2018 7 930 9.30 

11 May 2018–10 October 2018 3 266 1.75 

10 April 2019–12 June 2019 4 275 4.37 

12 June 2019–6 September 2019 1 19 0.22 

6 September 2019–9 January 2020 4 127 1.02 

9 January 2020–30 April 2020 6 653 5.83 
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2.4 Results 

2.4.1 Analysis of Water Depth Variation before and after Ejector Demo Plant Operation  

The water depth at the port entrance after operation of propellers began in June 2017is shown in 

Figure 2. 9, where the navigation channel presented a draft around −4 m, with 100 m width and 200 

m length, while the northern area had a water depth less than 2 m. The black dots indicate the positions 

of the mooring points of the ejectors’ inlet and outlet pipelines in Figure 2. 9. 

Figure 2. 10 shows the maps of water depth changes between two consecutive surveys from June 

2017 to April 2018, where a hot–cold colour scale is representative of accumulated or eroded 

sediment volumes, as it is seen in the legend. In Figure 2. 10 a, seabed modification after summer and 

autumn seasons was observed, shows that the navigation channel is impacted, while in the second 

figure, the water depth variation was focused very close to the port docks with higher sedimentation.  

In May 2018, propeller operation was required due to substantially closure of the port entrance 

i.e., water depth under 2 m at the port inlet. Figure 2. 11 depicts the bathymetry after propeller 

operation, which is similar to the one obtained in Figure 2. 9. The water depth changes measured in 

the following bathymetry are shown in Figure 2. 12 and reveal the same behaviour as observed in 

Figure 2. 11; the sedimentation is higher in the central navigation channel, while sediment moved 

from the surrounding areas. 

 

Figure 2. 9 Maps of water depth at the port entrance after dredging and propeller operation on 13 June 2017. The positions of the 

mooring points of the ejectors’ inlet and outlet pipelines are also reported as black dots. 
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Figure 2. 10  Water depth changes in the period: (a) 13 June 2017–28 December 2017 and (b) 28 December 2017–7 April 2018. The 

positions of the mooring points of the ejectors’ inlet and outlet pipelines are also reported as black dots for reference purposes. 
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Figure 2. 11 Maps of water depth at the port entrance after propeller operation on 11 May 2018. The positions of the mooring points 

of the ejectors’ inlet and outlet pipelines are also reported as black dots. 

 

Figure 2. 12  Water depth change in the period 11 May 2018–10 October 2018. The positions of the mooring points of the ejectors’ 

inlet and outlet pipelines are also reported in black dots. 

The last dredging and propeller operation before ejector demo plant installation was from January 

to April 2019. Figure 2. 13 shows the bathymetry of 10 April of 2019. During this period, the sediment 

management activities affected a wider area, including the entrance to the docks and the inner 

channel. However, after 2 months, sedimentation occurred in the area in front of the port entrance 

(see Figure 2. 14a). 
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On 13 June 2019, the ejector demo plant was activated. The reference bathymetry which is used 

to assess the performance of the plant is related to 12 June 2019 (Figure 2. 14b). The minimum water 

depth at the port entrance to guarantee navigability was 2.5 m because below this level there could 

be navigability issue for fisherman and leisure boats that use the Marina of Cervia. Figure 2. 15 is 

provided based on the bathymetries from June 2019 to April 2020 (included in Appendix 2.B), it 

provides information about the occurrence of the minimum water-depth and its location in the 

common area at the port inlet.  

It is seen that at the end of the monitoring period (end of April 2020) there is still a navigable 

channel (i.e., water depth over 2.5 m) to enter the port of Cervia. It should be noted that in January 

2020 the situation appeared critical in the area of influence of the ejectors. However, it should be 

considered that until February 2020, the ejector demo plant was not operating at full load, while 

starting from February 2020, the technical issues that limited the operation of the demo plant were 

solved. 

 

Figure 2. 13 Maps of water depth at the port entrance after dredging and propeller operation on 10 April 2019. The positions of the 

mooring points of the ejectors’ inlet and outlet pipelines are also reported as black dots. 
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Figure 2. 14  (a) Water depth change in the period 10 April 2019–12 June 2019, and (b) water depth measured on 12 June 2019. The 

positions of the mooring points of the ejectors’ inlet and outlet pipelines are also reported as black dots. 
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Figure 2. 15 Critical areas (i.e., water depth < 2.5 m) during the ejector operation (12 June 2019–30 April 2020). The positions of the 

mooring points of the ejectors’ inlet and outlet pipelines are also reported as black dots. 

2.4.2 Analysis of Volume Variation before and after Ejector Demo Plant Operation  

Volume variation over time is shown in common area and ejector area in Figure 2. 6. The mean 

water depth variation is considered as the parameter for comparison, expressed in mm per day, which 

is calculated by dividing the volume change between two consecutive bathymetries by the area under 

consideration (i.e., common area or ejector area) and by the number of days between two consecutive 

bathymetries. The results are shown in Figure 2. 16. 
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Figure 2. 16 Mean water depth variation per day (in mm/day) between two consecutive bathymetries in the common area and in the 

ejector area before and after ejector demo plant operation. 

To check if the positive water depth variation observed in Figure 2. 16 might somehow be 

influenced by the natural sediment transport dynamic the volume variation has been related to the 

metocean data. For this purpose, the parameter computed for the comparison is the water depth 

variation per storm energy unit, expressed in mm per m2 h, which is calculated by dividing the volume 

variation between two consecutive bathymetries by the area under consideration and by the cumulated 

energy produced by the storms registered between two consecutive bathymetries (see Table 2. 3 for 

metocean data). The results are shown in Figure 2. 17. 

It is seen in Figure 2. 17 that implicitly storm is the main reason for sediment transport in both 

areas under investigation. Thus, different periods considered in the analysis can be compared only if 

similar storm conditions occur.  
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Figure 2. 17 Mean water depth variation per energy of storms in the period (in mm/m2 h) between two consecutive bathymetries in the 

common area and in the ejector area before and after ejector demo plant operation. 

2.5 Discussion 

By the analysis of Figures 9–14, it is realized that dredging and propeller operation in the centre 

of the navigation channel partially solve the problem of navigability of the port inlet. In a few months 

the hole at the centre of the channel was covered by sediment. Part of the sediment came from the 

surrounding area, as it is expected that the natural sediment transport in the area produced by storm 

and longshore transport also contributes.  The effect of dredging and propeller operation on the water 

depth change pace is confirmed by the analysis of Figure 2. 16 and Figure 2. 17. These two figures 

indicate sediment dynamics that seem to affect more the area of ejectors rather than the whole 

common area. The ejector area is directly influenced by dredging and propeller operation, which 

means that after artificial deepening of the seabed the ejector area is characterized by a water depth 

that is higher than the mean value of the common area. It is realized that the ejector area works as a 

sediment trap after dredging or propeller operation. In addition, in the ejector area, in the first period 

after dredging or propeller operation (13 June 2017–28 December 2017, 11 May 2018–10 October 

2018, 10 April 2019–12 June 2019 periods), a higher water depth variation is observed than in the 

common area, while during the period 28 December 2017–7 April 2018, which is characterized by 

the highest number of storms, related energy in the period as well as energy per day, the water depth 

changes in both areas are comparable. It is seen in Figure 2. 17 that there is a relevant decreasing 

water depth change rate per storm energy unit in the two consecutive periods from June to December 
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2017 and from December 2017 to April 2018. The rate is −1.31 mm/m2 h and−0.34 mm/m2 h in the 

first and second period, respectively. It is concluded that after a faster water depth variation in the 

ejector area, mainly affected by dredging and propeller operation, the water depth changes tend to 

homogenize in the common area. Therefore, the increase in water depth which is provided artificially 

modifies the natural sediment transport by collecting the sediment from nearby which is naturally 

transported to the area. Thus, it is better to work on the sediment in southern or northern areas instead 

of dredge or move the sediment via propeller operation along the navigable channel.  

Figure 2. 16 shows that there is not a constant relationship between the water depth change in the 

ejector area and the common areas. This figure indicates that water depth variation in the common 

area, before and after ejector demo plant operation has a considerable intensity, −0.5 ÷ 2.5 mm/day 

of mean variation, with the exception of the period 10 April 2019–12 June 2019, in which the water 

depth variation in the common area reaches −6.5 mm/day. This huge water depth variation rate is 

related to combination of the effects of (i) dredging and propeller operation realized on a wide area 

at the port entrance (Figure 2. 13) and (ii) high storm energy measured in the period. In the 12 June 

2019–6 September 2019 period the storm energy is almost zero and has the highest value in Figure 

2. 17. In this case, probably it is related to natural longshore sediment transport. 

By a detailed look at Figure 2. 16 and Figure 2. 17 it can be recognized that in the last period of 

ejector demo plant operation, which overlaps with phase 3 of operation, a positive water depth 

variation in the area of the ejectors can be observed, while in the common area, a negative water depth 

change was observed at the same period. This period can be compared to the first period 13 June 

2017–28 December 2017 since the two periods show similar energetic forcing from sea and similar 

metocean characteristics (see Table 2. 3 and Table 2. 4). It is worth mentioning that, in the comparing 

period, there is a relevant negative water depth change, especially in the common area. It shows the 

impact of ejector demo plant operation which helps to keep the water depth almost constant in the 

ejector area. 

If the same mean rate of water depth variation for the period 13 June 2017–28 December 2017 

is assumed, −1.31 mm/m2 h, it can be estimated that, without the ejector demo plant the water depth 

would vary by about −0.855 m in the ejector area in the period 9 January 2020–30 April 2020, while 

a mean water depth variation of about 0.081 m has been calculated. Thus, the contribution of the 

ejector demo plant could be calculated with a maximum water depth variation of 0.936 m 

(0.081+0.855), which is equivalent to a maximum volume of sediment by-passed of about 750 m3. 

However, the water depth change rate in the period of 13 June 2017 to 28 December 2017 might be 
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affected by the previous dredging operation, the potential impact of the ejectors has been calculated 

by assuming the same mean rate of water depth variation of 28 December 2017–7 April 2018, i.e., 

−0.34 mm/m2 h. By application of this water depth variation rate, it can be estimated that without the 

ejector demo plant in operation in the similar period, 9 January 2020–30 April 2020, the water depth 

would vary by about −0.223 m in the ejector area. Therefore, the net contribution of the ejector demo 

plant can be calculated in a maximum water depth variation of 0.304 m, which the maximum volume 

of sediment would be around 245 m3. 

2.6 Conclusions 

An innovative sediment management technology, as an alternative to dredging systems, has been 

installed in the first industrial sized demo plant at the port entrance of the Marina of Cervia (Italy) 

and the performance assessment is performed in this chapter. This study evaluates the effectiveness 

achieved and it is found that the ejector demo plant was able to guarantee navigability at the port 

entrance after almost one year of operation (June 2019–April 2020). Especially, in the period between 

January and April 2020 the maximum impact of the ejector demo plant by keeping the water depth at 

the desired level (i.e., over the minimum threshold of 2.5 m) was observed. In this period the ejector 

demo plant was operated at the design water flowrates and the total by-passed sediment volume is 

estimated between 245 and 750 m3. This estimation is based on the consideration of the storm energy 

and its probable sediment movement at the same period. Since the proposed technology has very low 

electricity consumption, carbon dioxide emission is very low. Furthermore, electricity source can be 

renewable energies, which could lead to a zero emission sediment removal. Therefore, the proposed 

technology is a sustainable alternative to dredging technology. 

Considering the acceptable performance of the ejector demo plant in the last period of operation 

(January–April 2020), ejectors arrangement modification could be evaluated to optimize demo plant 

operation. It can be done by spacing out the ejectors and, at the same time, move them closer to the 

port entrance. In addition, number of ejectors installed can be reduced to reduce whole power 

consumption, however, it needs deep investigation.  
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2.7 Appendix 2.A Frequency Tables of the Sea Climate 
  
Table 2.A. 1 Frequency table of significant wave heights Hs and mean direction MWD for the year 2017–2018 [29]. 

MWD [°N] 

Hs [m] 

<0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.5 1.5–1.75 1.75–2.00 2.00–2.25 2.25–2.5 2.5–2.75 2.75–3 >3.00 Total 

0–15 2.43 0.36 0.10 0.03 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 2.94 

15–30 3.27 0.78 0.26 0.24 0.04 0.09 0.06 0.00 0.03 0.00 0.00 0.00 4.78 

30–45 4.36 1.28 0.54 0.53 0.34 0.22 0.27 0.10 0.03 0.02 0.01 0.01 7.71 

45–60 3.79 1.32 1.05 0.79 0.63 0.40 0.49 0.58 0.48 0.15 0.02 0.01 9.70 

60–75 4.61 1.33 0.81 0.52 0.39 0.29 0.43 0.63 0.25 0.21 0.21 0.02 9.70 

75–90 9.64 2.44 1.36 1.25 0.87 0.16 0.01 0.01 0.00 0.00 0.00 0.01 15.74 

90–105 16.46 3.73 1.37 0.46 0.18 0.07 0.00 0.00 0.00 0.00 0.00 0.00 22.26 

105–120 10.53 1.42 0.26 0.11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 12.32 

120–135 2.23 0.16 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.45 

135–150 0.54 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.58 

150–165 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 

165–180 0.07 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.08 

180–195 0.15 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.16 

195–210 0.17 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.17 

210–225 0.11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.11 

225–240 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 

240–255 0.27 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.35 

255–270 0.32 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.33 

270–285 0.68 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.68 

285–300 0.98 0.04 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.05 

300–315 1.71 0.05 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.78 

315–330 1.69 0.03 0.06 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.79 

330–345 1.63 0.13 0.07 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.84 

345–360 2.68 0.33 0.09 0.07 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.18 

Total 68.62 13.53 6.06 4.05 2.48 1.23 1.26 1.32 0.79 0.37 0.24 0.05 100 
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Table 2.A. 2  Frequency table of significant wave height Hs and mean direction MWD for the year 2018–2019 [29]. 

MWD [°N] 

Hs [m] 

<0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.5 1.5–1.75 1.75–2.00 2.00–2.25 2.25–2.5 2.5–2.75 2.75–3 >3.00 Total 

0–15 3.16 0.53 0.16 0.06 0.03 0.02 0.01 0.05 0.03 0.01 0.01 0.00 4.06 

15–30 4.78 1.13 0.55 0.20 0.12 0.02 0.02 0.03 0.05 0.02 0.01 0.00 6.92 

30–45 4.86 1.38 0.99 0.57 0.37 0.26 0.21 0.19 0.06 0.04 0.01 0.00 8.94 

45–60 5.34 1.49 1.39 0.92 0.79 0.39 0.32 0.15 0.07 0.04 0.01 0.00 10.92 

60–75 5.42 1.34 1.35 1.08 0.95 0.50 0.23 0.11 0.08 0.09 0.02 0.00 11.16 

75–90 6.02 1.31 0.89 0.86 0.43 0.22 0.03 0.02 0.00 0.00 0.00 0.00 9.80 

90–105 9.81 2.56 1.01 0.49 0.24 0.05 0.01 0.00 0.00 0.00 0.00 0.00 14.19 

105–120 5.89 0.86 0.31 0.04 0.01 0.06 0.03 0.00 0.00 0.00 0.00 0.00 7.21 

120–135 3.07 0.25 0.05 0.00 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.00 3.40 

135–150 2.21 0.10 0.02 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.33 

150–165 1.54 0.06 0.01 0.00 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 1.65 

165–180 1.41 0.02 0.01 0.00 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 1.46 

180–195 1.09 0.03 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 1.13 

195–210 0.73 0.01 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.75 

210–225 0.95 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.96 

225–240 0.84 0.00 0.01 0.00 0.01 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.86 

240–255 0.70 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.71 

255–270 0.95 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.96 

270–285 1.13 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 1.14 

285–300 1.64 0.02 0.01 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.01 0.00 1.69 

300–315 1.93 0.06 0.00 0.00 0.01 0.02 0.01 0.02 0.01 0.01 0.00 0.00 2.06 

315–330 1.81 0.08 0.02 0.00 0.01 0.02 0.03 0.05 0.01 0.00 0.01 0.00 2.03 

330–345 2.00 0.08 0.01 0.00 0.03 0.01 0.04 0.03 0.01 0.00 0.01 0.00 2.21 

345–360 2.95 0.16 0.10 0.05 0.03 0.05 0.05 0.05 0.02 0.01 0.00 0.00 3.47 

Total 70.22 11.49 6.90 4.28 3.06 1.64 1.06 0.72 0.34 0.22 0.08 0.00 100 
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Table 2.A. 3 Frequency table of significant wave height Hs and mean direction MWD for the year 2019–2020 [29]. 

MWD [°N] 

Hs [m] 

<0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.5 1.5–1.75 1.75–2.00 2.00–2.25 2.25–2.5 2.5–2.75 2.75–3 >3.00 Total 

0–15 3.27 0.41 0.09 0.03 0.03 0.01 0.01 0.01 0.01 0.00 0.00 0.00 3.86 

15–30 4.40 0.55 0.17 0.10 0.02 0.02 0.02 0.02 0.02 0.01 0.00 0.00 5.32 

30–45 4.38 0.78 0.56 0.24 0.10 0.08 0.08 0.10 0.05 0.02 0.02 0.00 6.42 

45–60 3.90 1.39 1.42 0.97 0.52 0.49 0.25 0.20 0.14 0.17 0.01 0.00 9.46 

60–75 4.91 1.49 2.00 0.86 0.50 0.66 0.18 0.10 0.08 0.04 0.00 0.00 10.84 

75–90 7.48 2.11 1.33 0.93 0.63 0.24 0.05 0.00 0.01 0.00 0.00 0.00 12.77 

90–105 17.20 4.54 1.32 0.42 0.04 0.02 0.01 0.00 0.00 0.00 0.00 0.00 23.55 

105–120 10.82 1.07 0.25 0.04 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 12.19 

120–135 2.79 0.35 0.07 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.23 

135–150 0.33 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.37 

150–165 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09 

165–180 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09 

180–195 0.08 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09 

195–210 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09 

210–225 0.05 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.06 

225–240 0.14 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.18 

240–255 0.28 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.34 

255–270 0.38 0.03 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.42 

270–285 0.46 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 

285–300 0.91 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.91 

300–315 1.52 0.02 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.55 

315–330 1.78 0.03 0.02 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.84 

330–345 1.77 0.08 0.03 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.91 

345–360 3.43 0.29 0.17 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.92 

Total 70.57 13.31 7.47 3.67 1.88 1.50 0.60 0.43 0.31 0.23 0.03 0.00 100 
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2.8 Appendix 2.B. Bathymetric Maps of the Study Area 
 

 

Figure 2.B. 1 Bathymetry of 28 December 2017. 

 

Figure 2.B. 2 Bathymetry of 7 April 2018. 
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Figure 2.B. 3  Bathymetry of 10 October 2018. 

 

Figure 2.B. 4  Bathymetry of 6 September 2019. 
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Figure 2.B. 5  Bathymetry of 9 January 2020. 

 

Figure 2.B. 6 Bathymetry of 30 April 2020. 
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3 CHAPTER 3: CO2 emission of hydrogen generation via PEM and Alkaline 

electrolysers, and sensitivity analysis regarding cell characteristics and 

energy source 
 

ABSTRACT 

The major hydrogen business worldwide is related to industrial consumers. Currently, hydrogen is 

almost entirely generated from fossil fuel energy sources. In the last few years, interest in hydrogen 

has grown for the decarbonization of multiple sectors, such as industry, transport, and buildings. 

However, the mix of various technologies and energy sources applied for hydrogen production affects 

the substitution of natural gas and other fossil fuels with hydrogen. 

This chapter's objective is the investigation of current carbon dioxide emissions related to hydrogen 

production in Australia and Italy through PEM and alkaline electrolysers, and to assess the potential 

impact regarding cell characteristics variation and three energy scenarios. A sensitivity analysis is 

performed to determine the critical parameters. Based on experimental data extracted from the 

literature and the equation obtained for sensitivity analysis it is found that the energy consumption 

for hydrogen production using PEM technology is more sensitive to cell voltage compared to current 

density. This result indicates the importance of cell manufacturing and electrolyte resistance. 

Furthermore, by performing sensitivity analysis regarding energy sources scenarios it is found that 

carbon dioxide emission in Australia has higher sensitivity to renewable energy sources rather than 

in Italy. 

Keywords: 

Hydrogen, CO2, Electrolysis, Australia, Italy, Renewable energy sources (RES) 
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3.1 Introduction 

The growth of human population and increase in anthropogenic activities have significantly 

impacted the total world energy consumption, which is mostly based on fossil fuel sources. The result 

of more fossil fuel consumption is more Greenhouse gas (GHG) emissions which cause climate 

change and global warming. To reach the Paris agreement objective, which is limiting the global 

mean temperature increase to 2°C it is estimated that approximately 80% of GHG emissions should 

be reduced by 2050, compared to 1990 [1]. In 2021, the global carbon dioxide emissions from energy 

generation are estimated around 33885 million tonnes of carbon dioxide [2]. Due to the increase in 

global energy demand, the potential diminishing of fossil fuels, and huge environmental impact of 

fossil fuels, researchers and industries have focused on the transition from fossil fuel sources to low 

carbon systems and sources of energy, especially renewable energy sources (RES). In recent decades, 

renewable energies such as wind, solar, and hydropower have significant contributions to world 

energy production. Figure 3. 1 presents the electricity generation via various sources in the period 

between 1985 and 2020. The data are extracted from the BP Statistical Review of World Energy [2]. 

It is seen that a bit lower than 60% of the world’s electricity in 2020 was generated by fossil fuels, 

and the fluctuation of contribution ranges between 60 to 70 during the mentioned period. However, 

RES contribution to the total energy production of Australia in 2020, according to the Department of 

Industry, Science, Energy, and Resources, was around 24% [3]. While the percentage of RES 

contribution in Italy in 2019 was 18% [4]. 

 

Figure 3. 1 Electricity production by source, World (data from [2]).  
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The contribution of different energy sources arises several research questions as follow: 

-How to increase the contribution of RES for climate change mitigation? 

-Which technology can be the possible solution for low contribution of RES? 

-What are the effective parameters on the performance of the proposed technology? 

-Is the proposed technology sustainable? 

The issue associated with RES is its intermittency and unpredictability, which results in contribution 

restriction in the supply chain. To raise the contribution and increase the ability of RES to supply 

energy demand it is required to use energy storage systems. There are several challenges for storage 

systems to be able to supply immediately when it is required [5]. Hydrogen technology could be 

considered as a solution to store energy generated from RES. However, it is required to prove 

hydrogen technology as a solution for reaching net zero emission and an alternative to fossil fuels. 

For this purpose, various aspects should be assessed, such as hydrogen applications, production, and 

environmental impact, which are discussed in this chapter. This first section of the chapter includes 

hydrogen applications, production, literature review of proton exchange membrane (PEM) and 

alkaline electrolysers, energy consumption, and manufacturers to find out the reason of this study 

regarding the lag of previous studies, which are explained in the scope section. The main scope of 

this study is the carbon dioxide footprint of hydrogen generation using PEM and alkaline electrolyser 

at operational lever and sensitivity analysis regarding cell characteristics and source of energy which 

are discussed in section  3.23.3. 

3.1.1 literature review 

3.1.1.1 Hydrogen application 

Application of hydrogen could be in internal combustion engines as fuel in transport, such as 

hydrogen-fuelled buses, or in fuel cells. It can be used for industrial consumption, such as production 

of ammonia, methanol, pharmaceutical [6],  petroleum refining, metal treating [5], and the food and 

beverages sector. In the near future it is predicted that hydrogen can be utilized in power generation, 

transport sector, and heating in residential, although even if many technical and regulatory gaps are 

still unsolved [5]. In addition, hydrogen can be considered as solution for the integration of gas and 

electricity sectors. This integration can be achieved by injecting hydrogen into the natural gas 

network. However, specific values of hydrogen concentration are provided in legislation documents 

of different countries. The application of hydrogen integration to the natural gas network in real 

networks is hindered due to several challenges such as gas leakages check, material degradation, 

safety, quality management, and appliance proper and safe performance [7]. 
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Hydrogen combustion products is large amount of water and energy. In addition, hydrogen 

combustion does not release GHG. Another benefit of the hydrogen industry is related to social 

impact by creating employment [6].In comparison to other hydrocarbons it has high combustion 

temperatures which leads to the need of special material or combustion control to avoid material 

degradation.  

3.1.1.2 Hydrogen production 

Although hydrogen is not a primary energy source [8] it can be considered a source of energy that 

is capable of producing direct energy that facilitates energy production [6]. Hydrogen can be 

considered a suitable net zero-emission alternative to fossil fuels since it is the only carbon-free with 

the highest energy content per kg in comparison to any known fuel [5]. 

3.1.1.2.1 Production methods 

If the input source is considered for the classification of hydrogen generation, there are two main 

categories of hydrogen production: conventional and renewable technologies. The conventional class 

contains the consumption of fossil fuels and methods of hydrocarbon reforming and pyrolysis. The 

process could be steam reforming, dry reforming, cracking natural gas, coal gasification, and partial 

oxidation which are highly energy-consuming processes [5, 6]. The second type includes hydrogen 

generation using water or biomass. Water can be split by various methods such as electrolysis, 

thermolysis, and photo-electrolysis [5]. There are several electrolysis technologies: Alkaline, PEM, 

solid oxide electrolysis cells (SOEC), and Anion exchange membrane (AEM). Alkaline and PEM 

technologies are the most widespread. Currently, 96% of the hydrogen generation in the world is 

based on conventional class and the most commonly used hydrogen generation technology is the 

steam methane reforming (SMR) method. The cheapest technology is SMR and around half of the 

world’s hydrogen is produced by this method [9, 10]. However, Hurtubia et al. [11] stated that the 

contribution of fossil fuels is 98% in 70 Mt of annual hydrogen production, including 75% natural 

gas and 23% coal, and only 2% is produced by electrolysis. Hydrogen produced through SMR is 

called grey hydrogen. If the emitted carbon dioxide in SMR process is captured by carbon capture 

and storage technologies, it results in blue hydrogen. If RES is used as the electricity source for 

hydrogen production, this hydrogen is called green hydrogen. Green hydrogen is known as the 

cleanest energy carrier [5]. 

To reduce the carbon dioxide emission of hydrogen generation it is recommended to use RES as an 

energy source [12], however, there are other methods without GHG emission, such as microalgae,  

which are under the early stage of investigation [11]. 
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3.1.1.2.2 Hydrogen production challenges 

One of the main challenges in hydrogen generation is its unavailability in nature in pure form. 

Hydrogen can be found only in compound form. However, very low concentrations of hydrogen 

molecule can be found in the atmosphere in gaseous form which is not affordable to be captured. 

Another important challenge which has played an essential role over the past two decades is policies 

in investment, market development, and renewable energy-related industries development [9]. Cost 

of hydrogen production is another challenge which should be taken into account to reach a sustainable 

technology. Hydrogen generation cost is reported differently in various studies. Kopteva et.al [13] 

reported that the cost of hydrogen production ranges approximately from 2 to 5 US dollars per kg. 

While, in another study, [5, 14], the range of hydrogen generation cost from solar thermal, solar PV, 

nuclear, and wind, in 2010, for electrolysis was reported 4.15 to 23.27 dollars per kilogram of 

hydrogen. One kg hydrogen contains 33.33 kWh primary energy, therefore, the energy will be 0.06 

to 0.7 US dollars per kWh which is higher than the price of fossil fuel. Australia objective is reaching 

under $2 per kilogram of hydrogen production which can be competitive with conventional fuels, 

however, there would be other expenses such as compressing, storing, and transportation of hydrogen 

which could cost up to $2 per kilogram of hydrogen [15]. The projection of the Australian government 

for 2030 is 2 to 4 A$ per kilogram of clean hydrogen [16].  Janssen et. al [17] predicted that the cost 

of hydrogen generation by means of RES can be less than 2 €/kg until 2050 in several countries in 

Europe. This wide range of hydrogen generation costs through electrolysis indicates that the 

production considerably depends on RES availability and its cost. 

Hydrogen blending with natural gas is another issue with hydrogen technology. It is impossible to 

blend considerably high quantities of pure hydrogen into the natural gas network. Only a few 

countries allow direct injection into the infrastructure under determined circumstances and below the 

defined threshold. Thus, separate distribution infrastructures or suitable hydrogen carriers are needed 

which could be another challenging issue [7]. 

Therefore, applicable, and sustainable methods and efficient distribution network are needed to 

produce and deliver affordable clean hydrogen. This chapter focuses on hydrogen production via 

electrolysis and the impact assessment of using RES as energy source. Market-ready technologies, 

i.e., PEM and alkaline electrolysers, and their operational environmental and GHG impact are 

assessed in this study. 
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3.1.1.2.3 PEM electrolysis 

The core of a PEM electrolyser cell is membrane, which is usually sulfonated tetrafluoroethylene is 

located at the centre of each cell. The anode and cathode layers are located on two sides of the 

membrane. The most common materials of anode and cathode are Iridium and platinum, respectively, 

which are used as noble metal catalysts. The next layer right after anode and cathode layers is porous 

transport layer (sometimes called the gas diffusion layer, or current collectors), which titanium is 

mostly used on the anode side and carbon paper is used on the cathode side. The last layer of each 

cell is the bipolar plate, which is attached on both sides, titanium is mostly used as a bipolar plate. It 

is possible to connect several single cells in series to reach the desired capacity of the system, which 

provide the PEM stack. To fix the cells in a stack end plates, bolts, nuts, and sealings are used [18]. 

In this study, hydrogen generation at the stack level is investigated. 

The water electrolysis overall reaction is as in Eq.3. 1, which is an endothermic reaction: 

H2O → 1
2⁄ O2 + H2 Eq.3. 1 

In PEM technology water is oxidized on the anode side which oxygen is produced while the 

reduction reaction occurs on the cathode side to generate hydrogen, as it is seen in Eq.3. 2 and Eq.3. 

3. 

H2O → 1
2⁄ O2 + 2H+ + 2e− Eq.3. 2 

2H+ + 2e− → H2 Eq.3. 3 

PEM technology can produce dry hydrogen with a purity of 99.99% [19] at a pressure of less than 

30 bar and a temperature of 323–353 K [20]. The efficiency of the PEM system can be around 70 % 

and the stack energy consumption could be 4.2-5.6 kWh/m3 [20]. Based on Zhao et al. [21] study, 

considering the electricity production from a 3 MW wind plant in Denmark and using the ecoinvent 

database for the emissions factors, electricity consumption contribution to the global warming 

potential (GWP) index of hydrogen generation through the PEM technology is around 90%, which 

indicates the importance of stack operational level assessment. 

To produce pure hydrogen other units are required in the PEM electrolysis plant, such as water 

pump, water purification, heat exchanger, ion exchanger, circulation pump, gas/water separator, 

demister, and deoxidizer which are not in the scope of this study and are discussed in chapter 4. 
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The solid polymer electrolyte which is used in the PEM system eliminates the necessity of 

circulating aqueous electrolyte and resists against gas bubbles [21]. The thickness of a PEM cell with 

can be around 20–300μm, which is capable of operating at high pressures, more than 30 bar. 

Furthermore, since PEM system can operate with high energy density, the gases have high purity, 

and this technology is effective at high voltages the operational cost of PEM is lower in comparison 

to other electrolysis [6]. In comparison to alkaline technology, PEM system can operate more flexible 

regarding load range, which makes this technology more reliable for RES electricity production, in 

addition, PEM technology has higher cell efficiency [11]. Moreover, PEM electrolyser can operate 

with higher current density [21]. SOEC technology operates at significantly greater temperature in 

comparison to PEM technology. Furthermore, SOEC has some issues in terms of degradation and 

stability which should be solved before commercialization for large-scale industrial projects [22]. 

Despite the advantages of the PEM electrolyser compared with other electrolysis technologies, it 

has several drawbacks. PEM system components, such as catalyst materials, are relatively expensive. 

In addition, PEM system is complex due to high-pressure operation. The other issues are high water 

purity, low durability, and significant corrosion in systems with high capacity which require profound 

study in future research to find solutions [6, 11]. 

3.1.1.2.4 Alkaline electrolyser 

The most mature and oldest water electrolysis method is alkaline technology [23]. The overall 

reaction of electrolysis in an alkaline electrolyser is the same as PEM electrolyser while the reactions 

in the cathode and anode are different as in Eq.3. 4 and Eq.3. 5, respectively [24]: 

2H2O + 2e− → H2 + 2OH− Eq.3. 4 

2OH− → 1
2⁄ O2 + H2O + 2e− Eq.3. 5 

Two configurations of the alkaline cell are available, conventional and zero-gap. In conventional 

configuration, there is a specific distance between electrodes, while in zero-gap, electrodes are 

directly pressed to the separator to minimize ohmic losses in the electrolyte. Various parameters 

influence the ohmic resistance of the cell such as the electronic conductivity of the electrode material 

, the ionic conductivity of the separator membrane, the specific conductivity of the electrolyte, and 

gas bubble effects. The separator could be a ZIRFON product (Agfa) or dense anion exchange 

membrane. The widely used type of electrodes are made of nickel. Nickel causes overvoltage for 

reactions which could be reduced by adding catalysts such as iron and molybdenum to anode and 

cathode reactions, respectively. KOH (Potassium hydroxide, 20-30% at 50-80°C) is mostly used as 
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an electrolyte which is an aqueous solution. Cheaper choice is diluted sodium hydroxide for the 

electrolyte, but it has lower conductivity. The hydrogen gas products purity without any additional 

purification is higher than 99.9 vol.% through alkaline electrolyser and it is between 99.0 to 99.5 

vol.% for oxygen gas. Alkaline system operates under 1 to 20 bar pressure and the current density of 

0.05 to 0.7 A.cm-2 [24]. The operating temperature ranges between 20-100 °C [25]. This range can 

be up to 150 °C which could be proper for large-scale hydrogen production [26]. Alkaline system 

efficiency could be 65-75 % and the stack energy consumption can be 4.2-5.9 kWh/m3 [20]. 

According to Zhao et al. [21] study, considering the electricity production from a 3 MW wind plant 

in Denmark and using the ecoinvent database for the emissions, the contribution of electricity 

consumption to the GWP index of hydrogen generation through alkaline technology is more than 

95%. 

Relatively low cost (electrodes can be made of inexpensive and abundant materials), long-term 

service life, limited water purification requirements, simple design, and high reliability in operation 

are some of alkaline electrolyser advantages. Despite the advantages it has an important issue which 

is related to its high energy consumption which needs improvement [27]. 

3.1.1.2.5 Cell characteristics and hydrogen yield 

3.1.1.2.5.1 PEM electrolyser 

Table 3.A. 1 and Table 3.A. 2 in the appendix includes studies about PEM technology which 

provided direct or indirect information about cell voltage, current density, and hydrogen yield. In this 

chapter, “Case” term refers to various experimental test conditions in each study. 

The range of cell voltage and current density in studies provided in the Table 3.A. 1 is, 1.63-2.46 V 

and 0.5-3 A/cm2, respectively. The minimum current density was used in Kumar et al. [28], and Millet 

et al. [29] studies, and the maximum one was used by Bareiß et al. [30], Rakousky et al. [31], and 

Bernt and Gasteiger [32]. The maximum and minimum cell voltage were studied by Di Blasi et al. 

[33] and Kumar et al. [28], respectively. 

Power density is calculated by the product of cell voltage level and current density. Cell efficiency 

range according to the studies provided in Table 3.A. 1 is 0.85-6.3. To provide a comparison between 

studies it is assumed that the experimental units are modular, and it is possible to add them together 

to reach 1 MW capacity without any impact on performance. The active area for 1 MW in each study 

is calculated as in Eq.3. 6: 
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𝐴𝐴(𝑚2) = 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦(106𝑊)/(𝑝𝑜𝑤𝑒𝑟 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (
𝑊

𝑚2
)) 

Eq.3. 6 

Where AA is the active area (m2) 

Cell efficiency regarding lower heating value, 𝜼cell (LHV), is calculated as follow [30]:  

𝜂𝑐𝑒𝑙𝑙,𝐿𝐻𝑉 = 1.23𝑉/𝐸𝑐𝑒𝑙𝑙 Eq.3. 7 

Where Ecell is cell voltage (V). 

The range of cell efficiency based on the studies provided in Table 3.A. 1 is 0.5-0.75. The cell 

voltage under typical operating conditions is reported between 1.5 to 2V by Buttler and Spliethoff 

[34], which lead to 62% to 82% based on LHV. 

Theoretical and experimental energy consumptions for hydrogen generation are provided in Table 

3.A. 1 and Table 3.A. 2 in the appendix. 

The theoretical hydrogen yield of the cell (l/h) is calculated by modification of the equation in Atlam 

and Kolhe [35] study after unit conversion as follow: 

𝑣𝐻 = 𝑣𝑀 (
3600𝑠

1ℎ
) (

𝐼

2𝐹
) 

Eq.3. 8 

Where: 

𝑣𝐻  = Theoretical hydrogen yield of cell [l/h]; 

𝑣𝑀 = one molar volume which can be calculated by ideal gas expression 𝑣𝑀 =
𝑅(𝑇)

𝑃
; 

R = ideal gas constant 0.08206 [
𝑙.𝑎𝑡𝑚

𝑚𝑜𝑙.𝐾
]; 

T = temperature [K]; 

P = pressure [atm]; 

I = current [A] or [C/s], calculated by the product of single cell area and current density; 

F = Faraday constant [C/mol], 96,485.332; 

Theoretical total hydrogen yield (m3/h) is calculated as follow: 
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𝑣𝑇,𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 = 𝐴1𝑀𝑊 ×
𝑣𝐻

𝑐𝑒𝑙𝑙 𝑎𝑟𝑒𝑎(𝑚2)
× 10−3 

Eq.3. 9 

Where: 

A1MW = active area for 1MW (m2) 

𝑣𝑇,𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 = Theoretical total hydrogen yield [m3/h]; 

Theoretical specific energy consumption (kWh/kg) to produce 1 kg hydrogen can be calculated by 

the following equation, considering that each kg of hydrogen is equal to 11.1 Nm3: 

𝐸𝑐,𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 = (1000 𝑘𝑊/ 𝑣𝑇,𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙) × 11.1 (
𝑚3

𝑘𝑔
) 

Eq.3. 10 

The information about the experimental hydrogen yield of the cell is extracted directly from 

literature or calculated by means of the faradaic efficiency and theoretical yield. Experimental total 

hydrogen yield and experimental specific energy consumption are calculated with the same method 

as the theoretical one, it should be noted that the experimental hydrogen yield of cell is used instead 

of the theoretical one. The ratio between the experimental hydrogen yield and the theoretical one is 

called faradaic efficiency. Faradaic efficiency range according to the studies provided in Table 3.A. 

2 is 83.39-93.81 %. The average experimental and theoretical hydrogen yields in the studies in the 

Table 3.A. 2 are approximately 250 and 285 m3/h, respectively. The maximum theoretical hydrogen 

yield is estimated for Millet et al. [29] study, 323 m3/h, and the maximum experimental was obtained 

by Di Blasi et al. [33], 306 m3/h.  

3.1.1.2.5.2 Alkaline electrolyser 

Table 3.A. 3 provides information of studies about alkaline electrolysis which include information 

about electricity consumption for 1 kg hydrogen production and cell efficiency and hydrogen yield 

are represented. Cell voltage and current density information in these studies is not enough to be 

shown in the table. The cell efficiency range, referred to LHV, in these studies is 0.5-0.78.  The 

average experimental hydrogen yield is 25 m3/h. It is not possible to use Eq.3. 8 to calculate the 

theoretical hydrogen yield since the information on current density is not completely provided in 

these studies. 

Energy consumption and the source of energy for electricity generation are the most important 

concerns regarding hydrogen production. “Theoretical specific energy consumption kWh/kg” and 

“experimental specific energy consumption kWh/kg (using Faradaic efficiency or data in articles)” 
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columns from Table 3.A. 2 are used to produce Figure 3. 2, which can be used to visually compare 

the reviewed literature in terms of energy consumption. Change in Gibbs free energy can be calculated 

as the following equation [36]. Change in Gibbs free energy is considered 237.22 kJ/mol as in Kumar 

and Himabindu study [22]. This value is also considered by Millet et al. [37] and Selamet et al. [38]: 

∆𝐺 = ∆𝐻 − 𝑇∆𝑆 Eq.3. 11 

Where: 

∆𝐺 = change in Gibbs free energy, kJ/mol 

∆𝐻 = change in enthalpy, 285.83 kJ/mol [36] 

T = temperature in Kelvin 

∆𝑆 = change in entropy kJ/mol.K  

The minimum required energy to produce 1 kilogram of hydrogen is calculated 32.95 kWh/kg, 

which is calculated considering that the Gibbs free energy in the hydrogen production reaction, 

237.22 kJ, is used to produce 2 grams of hydrogen. It is shown as the theoretical minimum required 

energy based on Gibbs free energy in Figure 3. 2 and Figure 3. 3. 

It is possible to use the change of enthalpy instead of Gibbs free energy in hydrogen production 

reaction to define the theoretical minimum required energy based on enthalpy. The amount of change 

of enthalpy in this reaction is 285.83 kJ, which is used to produce 2 grams of hydrogen. Therefore, 

the energy required to produce 1 kilogram of hydrogen is 39.70 kWh/kg, which is shown as the 

theoretical minimum required energy based on enthalpy in Figure 3. 2 and Figure 3. 3. 

By applying cell voltage greater than 1.23 V the required Gibbs free energy is supplied and the 

thermal energy from the environment helps the water split. A minimum voltage of 1.48 V is required 

to supply the whole reaction  enthalpy [30], which is compatible with the voltages shown in Table 

3.A. 1. 

It is seen in Figure 3. 2 and Figure 3. 3 that all results of collected literature are in the mentioned 

range or above it. By comparing these figures, it can be recognized that, generally, PEM electrolysers 

uses less energy than alkaline electrolysers to generate 1 kg hydrogen.  
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3.1.2  Manufacturers 

Several manufacturers all around the world produce PEM and alkaline electrolysis systems. 

Information about power consumption for hydrogen generation is available in their public datasheet. 

However, it should be noted that several additional units are installed to ensure proper operations of 

the electrolysers like, for example, but not limited to water pumps, cooling fans, and control system 

components that increases the total electricity consumption. Table 3.B. 1 is provided as the best 

knowledge of the author and the availability of data. The energy consumption ranges from 42.2 to 

65.6 kWh/kg of hydrogen which is generally higher than the experimental values shown in Figure 3. 

2 and Figure 3. 3. This difference could be due to various reasons such as difference in stack 

characteristics, scaling and balance of plant, and the system efficiency. The average energy 

consumption for alkaline and PEM technology technologies is 54.7 and 53 kWh/kg, respectively. 

 

 

Figure 3. 2 Specific energy consumption kWh per kilogram of hydrogen production using PEM electrolyser 
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Figure 3. 3 Specific energy consumption kWh per kilogram of hydrogen production using Alkaline electrolyser 

3.1.3 Scope of the chapter 

Previous studies focused mainly on the techno-economic analysis [22], [39], [40], [41], life cycle 

assessment of hydrogen production, and defining the most important contributor to carbon dioxide 

emission among the components and procedures of hydrogen generation. Furthermore, the main 

comparison review has been related to the materials, methods, and components in publications [42]. 

Considering the difference in electrolysers characteristics and the variety of input energy sources in 

different countries, lack of comprehensive comparative assessment of environmental impact and 

sensitivity analysis of cell characteristics and energy sources is obvious and is discussed in this 

chapter. 

The aims of this study are 1) the assessment of the minimum amount of various fuel types for 

hydrogen generation via PEM and alkaline technologies and their CO2 emission, 2) the estimation of 

the CO2emission to produce 1 kg hydrogen through PEM and alkaline technologies in Europe and 

Australia by means of the current electricity generation condition, 3) projection of the carbon dioxide 

emission to produce 1 kg hydrogen using PEM and alkaline systems in Europe and Australia in 2030, 

4) sensitivity analysis of energy consumption for hydrogen production via PEM and alkaline 

regarding cell characteristics, and 5) sensitivity analysis of energy consumption for hydrogen 

generation via PEM and alkaline regarding energy scenarios. 

In this chapter, carbon dioxide emissions regarding the fuel type and the location of energy 

production for the current grid condition and prediction for 2030 are assessed. In addition, empirical 
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equations to define the most effective cell characteristics and the impact of the transition from fossil 

fuels to RES in hydrogen generation through PEM and alkaline electrolysis are provided as a result 

of sensitivity analysis regarding cell characteristics and energy sources. 

3.2 Methodology 

3.2.1 Environmental impact 

In this Chapter carbon dioxide footprint of hydrogen generation at the stack operational level through 

PEM and alkaline electrolysers is investigated. Emission factors vary regarding energy sources and 

the location of energy generation. 

3.2.1.1 Energy sources 

The electrical energy input to generate hydrogen can be provided by means of different fuel types 

and RES. The Australian government, Department of Industry, Science, Energy, and Resources [43] 

provides the energy content of various fuels which is listed in Table 3.C. 1  in the appendix. 

By using “experimental required energy” reported in Table 3.A. 2 and Table 3.A. 3 and the energy 

contents in Table 3.C. 1, the minimum required amount of each fuel to generate 1 kg hydrogen can 

be calculated as in Eq.3. 12: 

𝐹𝑚 =
𝐸𝑒𝑠𝑐  × (0.0036 (𝐺𝐽)/1 𝑘𝑊ℎ)

𝐸𝑐
×

1000 (𝑘𝑔)

1 (𝑡)
/𝜂𝑓 

Eq.3. 12 

Fm = Minimum required fuel (kg) 

Eesc = Experimental specific energy consumption (kWh) 

Ec = Energy content (GJ/t) 

𝜂𝑓 = Thermal to power energy conversion efficiency of fuel kind 

Thermal to power energy conversion efficiency of fuel kind varies regarding the fuel type, generator 

type, and process of electricity generation. In this study, for simplification, a combined gas/steam 

turbine with an average efficiency of thermal to mechanical energy of 50% [44] is assumed for any 

fuel type, and mechanical to electrical conversion efficiency of 98% is considered. Thus, thermal to 

power energy conversion, which is the product of thermal to mechanical energy efficiency and 

mechanical to electrical conversion efficiency, is considered 49% for the calculations 

(590%98%=49%). 
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It is assumed that 100% of energy from fuel combustion is used to generate hydrogen, energy 

consumption in other units of the plant is not considered in this study.  

3.2.1.2 Carbon dioxide emission based on fuel type 

The Australian government, Department of Industry, Science, Energy, and Resources [43] provides 

also the emission factor of various fuels which is listed in Table 3.C. 1 in the appendix. By using the 

emission factor and the experimental required energy represented in Table 3.A. 2 and Table 3.A. 3, 

CO2 emission amount of 1 kg of hydrogen generation using various fuel sources can be calculated as 

follow: 

𝐸𝑓𝑢𝑒𝑙 = 𝐹𝑚(𝑘𝑔) ×
1 (𝑡)

1000 (𝑘𝑔)
× 𝐸𝑐 × 𝐸𝑓 

Eq.3. 13 

Where: 

Efuel = Carbon dioxide emission regarding fuel type (kg CO2) 

Ef = Emission factor (kg CO2/GJ) 

3.2.1.3 CO2 emission of electricity generation for hydrogen production, Australia states, current 

situation 

Australia has a high potential for hydrogen generation via RES. In addition, its geographical location 

provides the opportunity to supply the hydrogen demand of Asian countries. Thus, a part of this study 

is allocated to carbon dioxide emission from electricity production to produce hydrogen in this 

country. The “current situation” term in this study refers to the current condition of electricity 

generation which is transferred via electricity grid. Scope 2 and Scope 3 Electricity emission factors 

are provided by the Australian government, Department of Industry, Science, Energy, and Resources 

[43] since 1989 for Australia and its states. The last estimate of the combination of carbon dioxide 

emission for Scope 2 and Scope 3 in Australia is used at the same time with the required energy for 

electrolysis represented in Table 3.A. 2 and Table 3.A. 3 to estimate the carbon dioxide emission. 

3.2.1.4 CO2 emission of electricity generation for hydrogen production, Europe, current situation 

 Europe region, like Australia, is one of the most important regions in terms of hydrogen generation 

using RES to reach net zero emission.  The same method, as for the Australian states, is applied to 

European countries. Similarly, electricity generation CO2 emission factor and studies in Table 3.A. 2 

and Table 3.A. 3 are used for the estimation of carbon dioxide emission of 1 kg hydrogen generation 

in Europe. The carbon dioxide emission estimation is performed on EU28 countries. Furthermore, 
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carbon dioxide emission of 1 kg hydrogen generation in seven European countries is assessed to 

provide the possible range of emission. 

3.2.1.5 CO2 emission of electricity generation for hydrogen production, Australia, 2030 Prediction 

Governments have struggled to reduce CO2 emissions regarding the Paris agreement goals. 

According to the Australian government, Department of Industry, Science, Energy, and Resources 

[45], the emission reduction aims in Australia up to 2030 is 26%-28% lower than 2005 levels. It is 

possible to define the CO2 emission trend of hydrogen generation over the years by using electricity 

emission factors since 1989, which is provided by the Australian government, Department of 

Industry, Science, Energy, and Resources [43]. This information could be used to predict carbon 

dioxide emissions in the future. 

Electricity generation carbon dioxide emission prediction for 2030 by using a linear trend is provided 

in Table 3. 1. The highest reduction trend is predicted for South Australia. Tasmania is predicted to 

have negative values, which means that the emission is projected to increase. It means that the linear 

trend for this state is inappropriate for prediction. In addition, Victoria has supplied a part of 

Tasmania’s electricity in previous years which could be the reason for the inappropriately chosen 

trend as this supply was not constant. The prediction for Australia is 18% reduction in carbon dioxide 

emissions in 2030 compared to 2019. It is achievable by proper management regarding the source of 

electricity production and using more efficient and sustainable technologies. 

 

 

State 
Scope 2 and 3 predictions for 2030 

kg CO2 e/kWh 
reduction respect to 2019 

New South Wales and 

Australian capital 

territory 

 

0.777 9% 

Victoria 0.847 15.3% 

Queensland 0.804 12.6% 

South Australia 0.003 99.0% 

Western Australia-

south west 

0.447 35.2% 
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interconnected system 

(SWIS) 

Tasmania 0.218 -36.3% 

Northern territory 0.490 15.6% 

Australia 0.664 18.0% 

Table 3. 1 Prediction of CO2 emission for electricity generation in 2030 

3.2.1.6 CO2 emission of electricity generation for hydrogen production, Europe, 2030 Prediction 

The same procedure as for Australia is applied to the European countries for the prediction of the 

emission factor in 2030. To predict the CO2 emission for hydrogen generation through PEM and 

alkaline electrolysers in 2030 the predicted emission factors and required energy for electrolysis 

provided in  Table 3.A. 2 and Table 3.A. 3 are used in this study. 

3.2.2 Sensitivity analysis 

Cell characteristics and energy sources are investigated as the parameters for sensitivity analysis of 

electricity consumption and carbon dioxide emission in this study. Italy and Australia have a high 

potential for green hydrogen generation, furthermore, their strategic geographical position allows 

supplying hydrogen to numerous countries. Therefore, in this study, for the energy sources sensitivity 

analysis, energy sources in Australia and Italy are considered. 

3.2.2.1 Sensitivity analysis- Cell characteristics 

3.2.2.1.1 PEM electrolyser 

To perform sensitivity analysis, in this section, the first step is to define the parameters in Table 3.A. 

1 which have a logical relationship with experimental energy consumption. These parameters are 

used to define the general equation which can be used for sensitivity analysis. 

Figure 3. 4 and Figure 3. 5 represent experimental energy consumption to produce 1 kg hydrogen 

through a PEM electrolyser versus “cell voltage, cell efficiency, and current density” and “cell 

faradaic efficiency”, respectively. The linear trendline is shown in Figure 3. 4 for each parameter. It 

is seen that cell voltage and current density have almost linear relationships with experimental energy 

consumption, the coefficient of determination is 0.77 and 0.57, respectively. The maximum residual 

(difference between actual value and trendline) occurs around 45 kWh/kg energy consumption for all 

3 parameters. According to Eq.3. 7, the cell voltage is the denominator of the cell efficiency equation, 

therefore, it is logical when cell voltage has a linear relationship with experimental energy 
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consumption there could not be a linear relation between cell efficiency and experimental energy 

consumption. According to the Figure 3. 5, specific relationship between experimental energy 

consumption and cell faradaic efficiency is not recognized. Thus, cell voltage, and current density are 

considered the parameters to find the general equation for the sensitivity analysis. Figure 3. 5 shows 

a sudden drop in the faradaic efficiency at approximately 45-50 kWh/kg that can be used as a criterion 

to have two clusters to formulate the estimated experimental specific energy including faradaic 

efficiency. It requires more investigation and is not considered in this study. 

 

Figure 3. 4  Experimental energy consumption for 1 kg hydrogen production by means of PEM electrolyser versus cell voltage, cell 

efficiency and current density 

Eq.3. 14  is provided based on the information provided in Table 3.A. 1 and Table 3.A. 2, the relation 

between current density, cell voltage, and experimental specific energy consumption for 1 kg 

hydrogen generation through the PEM electrolyser (R2=0.82). This equation is created by the 

application of multiple regression in python, using pandas and sklearn libraries. The correlation 

coefficient is 0.91, which is shown in Figure 3. 6. This figure represents the relation between the 

experimental and estimated energy consumption. The black line is the linear trendline, and the 

maximum residual occurs almost around experimental energy consumption equal to 45 kWh/kg. 



 

129 

 

 

Figure 3. 5   Experimental energy consumption for 1 kg hydrogen production by means of PEM electrolyser versus cell faradaic 

efficiency 

𝐸𝑒,𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙,𝑃𝐸𝑀  

= −6.90 × 𝐼𝑑𝑒𝑛𝑠𝑖𝑡𝑦 + 35.63 × 𝐸𝑐𝑒𝑙𝑙 − 17.59 

Eq.3. 14 

where: 

Ee,experimental,PEM = Estimated experimental specific energy consumption for 1 kg hydrogen generation 

(kWh) by means of PEM electrolyser 

Ecell = cell voltage (V) 

Idensity = current density (A/cm2) 
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Figure 3. 6    correlation between experimental and estimated energy consumption for 1 kg hydrogen production by means of PEM 

electrolyser 

Eq.3. 14 can be modified by combination with Eq.3. 7 as follow: 

𝐸𝑒,𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙,𝑃𝐸𝑀  =
44.07

𝜂𝑐𝑒𝑙𝑙,𝐿𝐻𝑉
− 6.90 × 𝐼𝑑𝑒𝑛𝑠𝑖𝑡𝑦 − 17.59 

Eq.3. 15 

 

The average current density and cell voltage are considered 1.025 (A/cm2) and 1.967 (V) 

respectively (average of 12 cases with information about experimental energy consumption, current 

density, and cell voltage) as initial values to perform the sensitivity analysis of energy consumption. 

The corresponding Cell efficiency of the cell voltage equal to 1.967V is %62.5. For each sensitivity 

analysis regarding the desired parameter, the other parameter in Eq.3. 14 and Eq.3. 15 is considered 

as the fixed one. In the last step, -30% to 30% tolerance is applied to the variable parameter for the 

sensitivity analysis. 

3.2.2.1.2 Alkaline electrolyser 

For the alkaline electrolyser the same procedure, as in PEM sensitivity analysis, is used. The only 

available information for the alkaline system, according to the literature review, is cell efficiency and 

experimental energy consumption. The obtained equation between estimated experimental energy 

consumption and cell efficiency is shown in Eq.3. 16 (R2=0.64) 
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𝐸𝑒,𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙,𝑎𝑙𝑘𝑎𝑙𝑖𝑛𝑒  = −53.16 × 𝜂𝑐𝑒𝑙𝑙,𝐿𝐻𝑉 + 88.33 Eq.3. 16 

where: 

Ee,experimental,alkaline = Estimated experimental specific energy consumption for 1 kg hydrogen 

production (kWh) by means of alkaline electrolyser 

This equation has only one variable, moreover, the coefficient of determination is low; Thus, it is 

not reliable to investigate the sensitivity analysis by this equation. It requires in-depth research that 

could be covered in future studies. 

3.2.2.2 Sensitivity analysis- Energy source 

The method of sensitivity analysis of CO2 emission regarding renewable energy sources, including 

solar, wind, and hydro energies in Australia and Italy, is provided in this section. The median values 

of carbon dioxide emission for hydrogen generation through PEM and alkaline technologies in 

Australia and Italy are extracted from Figure 3. 13 and Figure 3. 14. The median emissions for PEM 

technology in Australia and Italy are 38.1 and 13.15 kg CO2/kg hydrogen, respectively. And the 

median emissions for alkaline technology in Australia and Italy are 43.01 and 15.4 kg CO2/kg 

hydrogen, respectively. 

Three energy scenarios are considered as follow: 

1) Constant share of wind and hydro, and replacement of the other sources with solar 

2) Constant share of solar and hydro, and replacement of the other sources with wind 

3) Constant share of solar and wind, and replacement of the other sources with hydro 

According to the IPCC report, 2018, Annex III, table AIII.2, CO2 emissions for 1MWh electricity 

generation by solar (utility), wind (onshore), and hydropower are 48, 11, and 24 kg, respectively [46]. 

According to the Department of Industry, Science, Energy, and Resources, RES contribution to total 

energy production in Australia in 2020, was 24% (Solar 9%, wind 9%, hydro 6%) [3]; While RES 

contribution in Italy in 2019 was 18 % (Solar 1.7%, wind 1.4%, hydro 3.4%, other renewable sources 

11.5%) [4]. 

To estimate the average emission of the other sources of CO2 emission, the following equation is 

used: 
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 𝐸𝑇 = 𝐸𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 × (𝐶𝑠 ×  𝐸𝑠 + 𝐶𝑤 ×  𝐸𝑤 + 𝐶ℎ ×  𝐸ℎ + 𝐶𝑜 ×  𝐸𝑜) Eq.3. 17 

Where: 

ET = Total carbon dioxide emission, (kg CO2) 

Econsumption = Average electricity consumption for 1 kg hydrogen generation, (kg CO2/MWh) 

Cs = solar contribution, (percentage of the total, in MWh) 

Es = electricity production carbon dioxide emission by means of solar energy, (kg CO2/MWh) 

Cw = wind contribution, (percentage of the total, in MWh) 

Ew = electricity production carbon dioxide emission by means of wind energy, (kg CO2/MWh) 

Ch = hydro contribution, (percentage of the total, in MWh) 

Eh = electricity production carbon dioxide emission by means of hydro energy, (kg CO2/MWh) 

Co = other energies contribution, (percentage of the total, in MWh) 

Eo = electricity production carbon dioxide emission by means of other sources of energy, (kg 

CO2/MWh) 

According to the studies provided in Table 3.A. 2 and Table 3.A. 3, the average electricity 

consumption is 45.44 and 53.29 kWh/kg hydrogen in PEM and alkaline technology, respectively. 

Table 3. 2 shows the contribution of other sources and their average CO2 emission using Eq.3. 17 and 

average electricity consumption. Co is calculated by subtracting solar, wind, and hydro contribution 

from 100%. The only unknown parameter is Eo, which is calculated by using Eq.3. 17 

To perform the sensitivity analysis, considering the defined scenarios, contribution variations is 

applied to each energy source (reduction of Co at the same time), and the CO2 emission is calculated 

using Eq.3. 17. 
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Italy 

(PEM) 

Australia 

(PEM) 

Italy 

(alkaline) 

Australia 

(alkaline) 

ET (kg CO2/kg 

Hydrogen) 
13.15 38.1 15.4 43.01 

Cs 1.70% 9.00% 1.70% 9.00% 

Es (kg 

CO2/MWh) 
48 48 48 48 

Cw 1.40% 9.00% 1.40% 9.00% 

Ew (kg 

CO2/MWh) 
11 11 11 11 

Ch 3.40% 6.00% 3.40% 6.00% 

Eh (kg 

CO2/MWh) 
24 24 24 24 

Co 93.50% 76.00% 93.50% 76.00% 

Eo (kg 

CO2/MWh) 
307.6 1094.37 307.16 1053.08 

Table 3. 2 Contribution of energy sources and average emission of sources 

3.3 Result and discussion 

3.3.1 Environmental impact 

3.3.1.1 Energy sources  

The minimum amount of required fuel to generate 1 kg of hydrogen using PEM and alkaline 

electrolysers at stack level is calculated according to Eq.3. 12 and shown in Figure 3. 7 and Figure 3. 

8. The real required amount of fuel, in reality, is more than the reported quantities in Figure 3. 7 and 

Figure 3. 8. By comparing Figure 3. 7 and Figure 3. 8 it is realized that the minimum required fuel 

amount in Alkaline technology is greater than in PEM. 
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Figure 3. 7 Minimum required fuel to generate 1 kg hydrogen (based on experimental energy values) by means of PEM technology, 

numbers in the x axis is the fuel row number in Table 3.A. 1. Highlighted part is related to zero emission fuels. 

 

Figure 3. 8 Minimum required fuel to produce 1 kg hydrogen (based on experimental energy values) by means of Alkaline technology, 

numbers in the x axis is the fuel row number in Table 3.A. 1. Highlighted part is related to zero emission fuels. 

The boxplot of each number in x axis represents the results based on studies provided in Table 3.A. 

2, and Table 3.A. 3, and using the relevant fuel type in Table 3.A. 1. Figure 3. 7 and Figure 3. 8 show 

that, in general, the required mass of fuels with zero emission factor is considerably higher than fuels 

with non-zero emissions, except some fuels, such as brown coal, “non-biomass municipal materials, 

if combusted to produce heat or electricity”, and charcoal. The minimum required fuel is related to 

coal tar; however, its emission is dramatically high. Among the zero emission fuels, charcoal is the 
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fuel with the minimum weight required to generate 1 kg of hydrogen because of its high energy 

content. It should be noted that fuel type and its energy content are not the only parameters to 

determine the amount of fuel consumption; the other parameters, such as technology type plays an 

important role in the determination of fuel consumption. As an example (see Figure 3. 7), the 

minimum fuel amount of dry wood which is zero emission fuel is around 15 kg fuel/kg hydrogen 

which is almost equal to or less than the maximum values of bituminous coal, sub-bituminous coal, 

coal briquettes, coal coke, “Solid fossil fuels other than those mentioned in the items above”, and 

“industrial materials and tyres that are derived from fossil fuels, if recycled and combusted to produce 

heat or electricity”. Thus, charcoal is not the only fuel with zero emission factor with a low amount 

of fuel consumption if charcoal is sourced from sustainably managed biomass. 

3.3.1.2 Carbon dioxide emission based on fuel type 

CO2 emission corresponding to fuel type to generate 1 kg hydrogen via PEM and alkaline 

electrolysers at stack level is provided in Figure 3. 9 and Figure 3. 10. CO2 emission at stack level, if 

non-zero emission fuels are used in hydrogen generation, assuming 100% efficiency of burning fuels, 

could be approximately 25-40 kg for 1 kg of hydrogen generation through PEM technology and 

around 30-40 kg for alkaline, except coal coke which is a bit greater. Coal coke has the greatest carbon 

dioxide emission, while coal tar and “industrial materials and tyres” have the lowest values among 

the non-zero fuels. The abovementioned ranges are related only to fuel burning, without consideration 

of other emissions such as extraction and transportation. It is seen that the CO2 emission associated 

with alkaline technology is around 5 kg higher than PEM.  

 

Figure 3. 9 CO2 emission of 1 kg hydrogen generation only from fuel burning (based on experimental energy values) by means of 

PEM technology, numbers in the x axis is the fuel row number in Table 3.A. 1. 
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3.3.1.3 Australia states, current situation 

The last estimate of the combination of carbon dioxide emission for Scope 2 and Scope 3 in Australia 

and its states to produce 1 kg hydrogen, based on studies provided in Table 3.A. 2 and Table 3.A. 3 

are shown in Figure 3. 11 and Figure 3. 12. These figures can be used to define the range of carbon 

dioxide emission in Australia and its state to generate 1 kg of hydrogen via PEM and alkaline 

electrolyser at the stack operational level. 

 

Figure 3. 10 CO2 emission of 1 kg hydrogen generation only from fuel burning (based on experimental energy values) by means of 

Alkaline technology, numbers in the x axis is the fuel row number in Table 3.A. 1. 

The emission quantities of the alkaline technology are higher than PEM. The overall range of CO2 

emission to generate 1 kg hydrogen, using electricity from the grid, in the current condition, is around 

30-45 and 38-50 kg CO2 via PEM and alkaline systems, respectively., Tasmania has the lowest 

emission intensity among the Australian states and Victoria has the greatest one. 

There is a significant difference between the range in “Figure 3. 9 and Figure 3. 10 “, and “Figure 

3. 11 and Figure 3. 12” which can be due to the consumption of other fuel types and the powerplants 

efficiency. Moreover, Figure 3. 9 and Figure 3. 10 are based only on the emission related to fuel 

combustion, not other emissions such as transportation and extraction. Therefore, if the technologies 

represented in Table 3.A. 2 and Table 3.A. 3 are used, the carbon dioxide emission to produce 1 kg 

of hydrogen in Australia could be approximately 30 to 40 kg and 40-50 kg, at stack level, via PEM 

and alkaline technologies, respectively. 
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Annually approximately 350 kt of hydrogen is generated in Australia, including export to other 

countries such as Japan and Korea (according to the council of Australian government (COAG) 

energy council report) [47]. Only 55 t of generated hydrogen in Australia is clean hydrogen [16]. If 

fuels with zero-emission and RES are not completely used as energy sources, the results would be 

10.5 to 14 and 14 to 17.5 Mt of carbon dioxide emission for PEM and alkaline technologies, 

respectively. If the required energy represented in the manufacturer list in Table 3.C. 1 is considered 

instead of the experimental required energy, carbon dioxide emission can be closer to the upper 

boundary of this range; because the required energy in the manufacturer list is closer to the maximum 

quantities in experimental tests. Thus, it is expected to have annually 17.5 Mt of CO2 emission due 

to hydrogen generation using PEM and alkaline technology in Australia. 

 

Figure 3. 11 Scope 2 and Scope 3 combination CO2 emission of 1 kg hydrogen generation in Australia and its states based on studies 

provided in Table 3.A. 2 (last estimate after 2019), PEM technology 

3.3.1.4 Europe, current situation 

Based on the information provided in Table 3.A. 2 and Table 3.A. 3 and the GHG emission factor of 

the electricity sector for the electricity generation, extracted from the ISPRA report [48], the carbon 

dioxide emission, at the current situation, to produce 1 kg hydrogen through PEM and Alkaline in 

Europe and main countries is calculated. The results are shown in Figure 3. 13 and Figure 3. 14. For 

the sake of comparison, Australia is included in these figures.  
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Figure 3. 12  Scope 2 and Scope 3 combination CO2 emission of 1 kg hydrogen generation in Australia and its states based on studies 

provided in Table 3.A. 3 (last estimate after 2019), Alkaline technology 

 

Figure 3. 13  CO2 emission of the generation of 1 kg hydrogen in Europe and Australia based on studies provided in Table 3.A. 2, 

PEM technology. 

Australia has dramatically higher carbon dioxide emissions for hydrogen production in comparison 

to European countries on average; the difference is around 25 and 30 kg of carbon dioxide emission 

via PEM and alkaline, respectively. Despite the significant difference between Eu28 and Australia, 

some countries like Poland could have high emissions close to Australia’s emissions.  However, 

countries like Sweden and France show significantly lower carbon dioxide emissions to produce 

hydrogen by PEM and Alkaline. 
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Figure 3. 14 CO2 emission of the production of 1 kg hydrogen in Europe and Australia  based on studies represented in Table 3.A. 3, 

Alkaline technology 

3.3.1.5 Australia, 2030 prediction 

According to the information provided in Table 3.A. 2 and Table 3.A. 3, carbon dioxide emission 

for 1 kg hydrogen generation using PEM and alkaline technology in Australia, if electricity is drawn 

from the national and State grids, in 2030, is predicted and provided in Figure 3. 15 and Figure 3. 16. 

It is seen that carbon dioxide emission to produce 1 kg of hydrogen in Australia via PEM electrolyser 

at stack operational level is projected to be approximately 25-35 kg in 2030 and 30-40 kg for Alkaline 

technology. Hydrogen generation in Australia in 2030 is predicted to be approximately 1 Mt per year 

(according to COAG energy council report) [47]. It results in 25 to 35 and 30 to 40 Mt of carbon 

dioxide emission via PEM and Alkaline technologies, respectively, if the trend is the same as 

predicted values. According to Figure 3. 15 and Figure 3. 16, it is anticipated that, in 2030, South 

Australia would almost reach zero-emission hydrogen production while Victoria might have the 

highest CO2 emission for hydrogen production. Thus, energy production patterns and management in 

South Australia could be applied as a guide in other states for the overall carbon dioxide emission 

reduction in Australia. 
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Figure 3. 15  Emission for 1 kg hydrogen generation using PEM technology (based on experimental energy values)-2030 prediction, 

Australia states 

 

Figure 3. 16  Emission for 1 kg hydrogen generation using alkaline technology (based on experimental energy values)-2030 

prediction, Australia states 

3.3.1.6 Europe, 2030 prediction 

The carbon dioxide emission prediction in 2030 for European countries is shown in Figure 3. 17 and 

Figure 3. 18. For the sake of comparison, these figures contain predicted emissions related to 

Australia. 
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Figure 3. 17 Emission for 1 kg hydrogen generation using PEM technology (based on experimental energy values)-2030 prediction, 

European countries and Australia 

 

Figure 3. 18 Emission for 1 kg hydrogen generation using PEM technology (based on experimental energy values)-2030 prediction, 

European countries and Australia 

It is recognized that Australia could have dramatically higher emissions for hydrogen generation 

using PEM and alkaline electrolysers in comparison to European countries. Poland might have the 

highest emission among European countries, with values close to Australia’s emission. Therefore, it 

is required to make proper decisions in countries like Australia and Poland to reach the Paris 

agreement objectives. The emission difference between Australia and EU28 in 2030, could be around 

20 and 25 kg of carbon dioxide via PEM and alkaline, respectively. This difference is almost 5 kg 

lower than the current situation. 
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3.3.2 Sensitivity analysis 

3.3.2.1 Sensitivity analysis- Cell characteristics-PEM technology 

The result of the sensitivity analysis of estimated energy consumption to produce 1 kg hydrogen via 

PEM electrolyser is shown in Figure 3. 19. It is seen that energy consumption for hydrogen generation 

is more sensitive to the cell voltage and cell efficiency, which are related concepts according to Eq.3. 

7. Sensitivity of estimated energy consumption to current density is very low. The variation of 

estimated energy consumption is around -46 to 46%, 65 to -35%, and 4.6 to -4.6% for cell voltage, 

cell efficiency, and current density variation, respectively. It is realized that the impact of cell voltage 

could be almost 10 times greater than the current density effect with an inverse direction. 

 

Figure 3. 19 variation of parameters (-30 to 30%) and variation of estimated energy consumption for 1 kg hydrogen generation through 

PEM electrolyser 

According to Faraday’s 1st law, the amount of generated hydrogen is proportional to the current 

density, not the cell voltage. The result of sensitivity analysis, based on experimental test results in 

the literature, shows more sensitivity of energy consumption to cell voltage compared to current 

density. It indicates the importance of cell manufacturing and electrolyte resistance that could lead to 

lower faradaic efficiency due to undesirable reactions or electrolyte impurities. 

3.3.2.2 Sensitivity analysis- Energy source 

The result of sensitivity analysis based on energy source is shown in Figure 3. 20 and Figure 3. 21 

for Italy and Australia, respectively. The maximum amount of contribution increment is determined 

based on the Co values. 
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Figure 3. 20 variation of energy source contribution and impact on CO2 emission for 1 kg hydrogen production by means of PEM 

and alkaline electrolyser in Italy. 

It is seen in Figure 3. 20 that the result of a 90 % increment of renewable sources can be in the range 

of 1-3 kg CO2/kg hydrogen production and the minimum CO2 emission can be reached by scenario 2 

via PEM technology. However, the most considerable change is related to scenario 2 with alkaline 

technology (according to the lines’ slope). Furthermore, by comparing the line slopes, it is recognized 

that scenario 1 via PEM technology has the lowest sensitivity. The result of 70% increment of RES 

in Australia could be 3.5-5.5 kg CO2/kg hydrogen production and the minimum emission and most 

considerable change are like Italy. By comparing the lines’ slope, it can be recognized that carbon 

dioxide emission in Australia is more sensitive to RES rather than in Italy. By comparing the CO2 

emission, considering the maximum contribution percentage in Australia, 70 %, it is realized that the 

emission range for both countries would be 3.5-6 kg CO2, at this percentage.  It is worth mentioning 

that Australia can reach this condition with an initial amount of around 40 kg CO2 emission, while 

Italy’s initial emission value is around 14 kg CO2 emission. 

 



 

144 

 

 

Figure 3. 21 variation of energy source contribution and impact on CO2 emission for 1 kg hydrogen generation by means of PEM and 

alkaline electrolyser in Australia. 

Considering the net zero emission goal of Australia by 2050, a complete transition from fossil fuels 

to RES in hydrogen generation will be required. This transition is achievable, considering 262,000 

square kilometers of land suitable for hydrogen generation using renewable electricity. This area is 

about 3% of Australia’s total land area [15]. 

3.4 Conclusion 

RES has low contribution to global electricity generation which roots from the storage problem. 

Hydrogen technology can be a solution to solve electricity storage problem and increase the RES 

contribution to global electricity contribution. Hydrogen generation using PEM and alkaline 

electrolysers and their potential CO2 emission are investigated in this chapter. The minimum energy 

required to generate 1 kilogram of hydrogen based on the Gibbs free energy and enthalpy is 32.95 

kWh/kg and 39.70 kWh/kg, respectively. However, the experimental quantities and the ones provided 

by manufacturers are greater due to variations in stack configuration and system efficiency. The 

energy consumption range reported by manufacturers is 42.2 to 65.6 kWh/kg of hydrogen. Various 

fuel sources with different carbon dioxide emissions could be consumed to provide electricity for 

water electrolysis. Considering the current consumption of various fuel types in Australia, with 

different contributions, if PEM and alkaline technologies represented in Table 3.A. 2, and Table 3.A. 

3 are used, the carbon dioxide emission to generate 1 kg of hydrogen in Australia could be 

approximately 30 to 40 kg and 40 to 50 kg, at stack operational level, through PEM and alkaline 

technologies, respectively. Considering the current amount of hydrogen generation in Australia, if it 
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is produced by the PEM electrolyser the emission equivalent is 10.5 to 14 Mt of CO2 and the emission 

for alkaline technology could be 14 to 17.5 Mt of CO2. It is anticipated that in 2030, compared to 

2019, there would around 18% reduction in carbon dioxide emissions of the national electricity grid 

in Australia. It could result in around 25 to 35 kg of CO2 emission for 1 kg of hydrogen generation 

by PEM technology and 30-40 kg for Alkaline technology. The current carbon dioxide emission for 

1 kg of hydrogen generation in Italy is around 12 to 15 kg CO2 and the projected emission in 2030 is 

5 -10 kg CO2 using PEM or alkaline technologies. To overcome the CO2 emissions problem, the 

transition from fossil fuels to RES is necessary, which can be achieved by the hydrogen technology. 

A sensitivity analysis is performed for the identification of the critical parameters regarding energy 

consumption and carbon dioxide emission. The results of sensitivity analysis, regarding cell 

characteristics, show more sensitivity of PEM energy consumption to cell voltage in comparison to 

current density. It might be due to undesirable reactions or electrolyte impurities that amplify the 

importance of cell manufacturing and electrolyte resistance. Furthermore, by performing sensitivity 

analysis regarding energy sources scenarios it is concluded that CO2 emission in Australia is more 

sensitive to RES in comparison to Italy.  
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3.5 Appendix 3.A 
Table 3.A. 1 PEM electrolyser characteristics in literature 

Row 
Name in 

diagrams 

Year of 

estimation 

Active 

area for 

1MW 

(m2) 

Cell 

area 

(single 

cell 

format) 

(cm2) 

Cell 

voltage 

level (V) 

Current 

density 

(A/cm2 ) 

Power 

density 

(W/cm2) 

𝜼cell 

(LHV) 
Reference 

1 Zhao et al. 2020 2020 39 800 1.7 1.5 2.6 0.72 [21] 

2 
Bareiß et al. 

2019 Case 1 
2017 37 500 1.79 1.5 2.7 0.69 [30] 

3 
Bareiß et al. 

2019 Case 2 

Near 

future 
18.5 1000 1.79 3 5.4 0.69 [30] 

4 
Rakousky et al. 

2018 
2018 16 17.64 2.1 3 6.3 0.59 [31] 

5 
Kumar et al. 

2018 Case 1 
2018 22 25 2.26 2 4.52 0.54 [49] 

6 
Kumar et al. 

2018 Case 2 
2018 31 25 2.14 1.5 3.21 0.57 [49]  

7 
Kumar et al. 

2018 Case 3 
2018 50 25 2 1 2 0.62 [49]  

8 
Kumar et al. 

2018 Case 4 
2018 110 25 1.82 0.5 0.91 0.68 [49]  

9 
Kumar et al. 

2018 Case5 
2018 20.5 25 2.46 2 4.92 0.5 [28] 

10 
Kumar et al. 

2018 Case6 
2018 29.5 25 2.25 1.5 3.375 0.55 [28] 

11 
Kumar et al. 

2018 Case7 
2018 49.5 25 2.03 1 2.03 0.61 [28] 
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12 
Kumar et al. 

2018 Case8 
2018 110 25 1.82 0.5 0.91 0.68 [28] 

13 
Bernt and 

Gasteiger 2016 
2016 19.5 5 1.72 3 5.16 0.72 [32] 

14 
Di Blasi et al. 

2013 
2013 102 100 1.63 0.6 0.98 0.75 [33] 

15 
Siracusano et al. 

2011 
2011 100 100 1.67 0.6 1 0.74 [50] 

16 
Millet et al. 

2010 Case 1 
2010 117.5 250 1.7 0.5 0.85 0.72 [29] 

17 
Millet et al. 

2010 Case 2 
2010 53 250 1.88 1 1.88 0.65 [29] 

18 
Siracusano et al. 

2010 
2010 91 100 1.83 0.6 1.1 0.67 [51] 
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Table 3.A. 2 PEM electrolyser theoretical and experimental energy consumption for hydrogen production 

in literature 

Row 
Name in 

diagrams 

Theoretical Experimental 

Faradaic 

efficiency 

% 

Reference 

hydroge

n yield of 

cell (l/h) 

Total 

hydrogen 

yield 

(m3/h) 

Specific 

energy 

consumption 

kWh/kg 

hydrogen 

yield of cell 

(l/h) 

total 

hydrogen 

yield 

(m3/h) 

specific 

energy 

consumption 

kWh/kg 

  

1 
Zhao et al. 

2020 
648.76 316.3 34.9 - - - - [21] 

2 
Bareiß et al. 

2019 Case 1 
405.47 300.1 36.8 - - - - [30] 

3 
Bareiß et al. 

2019 Case 2 
1621.9 300.1 36.8 - - - - [30] 

4 
Rakousky 

et al. 2018 
28.61 259.5 43.1 - - - - [31] 

5 

Kumar et 

al. 2018 Case 

1 

27.03 237.9 46.4 25.96 228.4 48.3 96.04 [49] 

6 

Kumar et 

al. 2018 Case 

2 

20.27 251.3 43.9 19.4 240.6 45.9 95.7 [49]  

7 

Kumar et 

al. 2018 Case 

3 

13.52 270.4 41.1 12.92 258.4 43 95.63 [49]  

8 

Kumar et 

al. 2018 Case 

4 

6.76 297.4 37.4 6.42 282.5 39.3 95.11 [49]  

9 

Kumar et 

al. 2018 

Case5 

27.03 221.6 50.5 23.26 190.7 58.7 86.05 [28] 
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10 

Kumar et 

al. 2018 

Case6 

20.27 239.2 46.2 17.53 206.9 53.4 86.48 [28] 

11 

Kumar et 

al. 2018 

Case7 

13.52 267.7 41.7 11.52 228.1 48.9 85.39 [28] 

12 

Kumar et 

al. 2018 

Case8 

6.76 297.4 37.4 5.76 253.4 43.8 85.33 [28] 

13 

Bernt and 

Gasteiger 

2016 

8.11 316.3 35.3 - - - - [32] 

14 
Di Blasi et 

al. 2013 
31.52 321.5 34.4 30 306 36.2 95.18 [33] 

15 
Siracusano 

et al. 2011 
31.98 319.8 34.7 30 300 37 93.81 [50] 

16 
Millet et al. 

2010 Case 1 
68.73 323 34.3 52.5 246.8 44.9 99.98 [29] 

17 
Millet et al. 

2010 Case 2 
137.07 290.6 38.1 - - - - [29] 

18 
Siracusano 

et al. 2010 
31.98 291 38.2 26.67 242.7 45.8 83.39 [51] 
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Table 3.A. 3 Alkaline electrolyser energy consumption in literature 

Row Name in diagrams 
Year of 

estimation 

Cell 

efficiency 

(referred 

to LHV) 

Experimental 

total hydrogen 

yield (m3/h) 

Faradaic 

efficiency 

Electricity 

consumption 

(kWh) for 1 kg 

hydrogen 

production 

Ref. 

1 
Chang Zhang et al. 

2021 
  0.65 50.0 0.7 50.28 [52] 

2 
Hirokazu Kojima et 

al. 2017 
2017 0.63 34.00 0.77 48.97 [53] 

3 
L.Valverde-Isorna et 

al. 2016 
2016 0.5 5.33 0.92 62.48 [54] 

4 
J Burkhardt et al. 

2016 
2016 0.61 60.00 - 53.40 [55] 

5 
Omid Alavi et al. 

2016 
2016 - - - 55.50 [56] 

6 
Alfredo Ursúa et al. 

2013 
2013 0.78 0.94 0.86 52.61 [57] 

7 P-H.Floch et al. 2007 2007 - - - 47.73 [58] 

8 
K.  Agbossou et al. 

2001 
2001 0.65 1.00 - 55.50 [59] 

9 A.Gdutton et al.2000 2000 0.627 - - 53.10 [60] 
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3.6 Appendix 3.B 
Table 3.B. 1 PEM and alkaline manufacturers based on publicly available information, in case of several 

models from a company an example is represented, only some leading manufacturers are included  

Manufacturer 
Electrolyser 

type 
Model 

Nominal 

hydrogen 

flow 

Nm3/h 

Nominal 

input 

power 

MW 

power 

consumption 

kWh/Nm3 

power 

consumption 

kWh/kg 

Country of 

origin 
Ref. 

Hydrogenics PEM 
HyLYZER® 

-300-30 
300 1.5 5.2 57.7 Canada [61] 

Nel PEM MC400 413 1.87 4.53 50.3 Norway [62] 

Cummins PEM 
HyLYZER® 

200-30 
200 1 4.95 55 USA [63] 

Erre2Gas PEM SIRIO 200 2 0.01 4.8 53.3 Italy [64] 

SinoHy 

Energy 
PEM HGPS-200 200 1 5 55.5 China [65] 

ITM power PEM 2 GEP Skid 999 5 5.01 55.6 UK [66] 

Hefei 

Sinopower 

technologies 

PEM - 300 1.35 4.5 50.0 China [67] 

Toplink PEM Series M 300 1.50 5.00 55.5 China [68] 

IGAS PEM - 205 0.92 4.47 49.6 Germany [69] 

Plugpower PEM 

1MW 

GENFUEL 

ELECTROLYZ

ER 

200 1 4.50 49.9 USA [70] 

Elogen PEM Elyte 200 200 0.86 4.3 47.7 Germany [71] 

Green H2 

systems 
PEM   200 1.00 5 55.5 Germany [72] 

H-TEC 

SYSTEMS 
PEM ME450/1400 210 1.00 4.8 53.3 Germany [73] 
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Siemens 

energy 
PEM - 180 NA NA NA Germany [74] 

Cockerill 

Jingli 

Hydtogen 

PEM DQ80 80 NA NA NA China [75] 

Suzhou green 

hydrogen 

energy 

Alkaline GHM-100 100 NA 4.4 48.8 China [76] 

HyGear Alkaline 
Hy.GEN-E 

250 
250 NA 5.2 57.7 Netherland [77] 

Nel Alkaline A series 150-3880 NA 3.8 42.2 Norway [78] 

Green 

hydrogen 

systems 

Alkaline Aseries 90 NA 4.3 48.2 Denmark [79] 

McPhy Alkaline 

McLyzer  

(800-30) 

 

800 NA 4.5 49.9 France [80] 

H2Gen Alkaline 
Mercury 

advanced G64 
42.6 NA 5.35 59.4 Australia [81] 

Cockerill 

Jingli 

Hydtogen 

Alkaline - 50 NA 4.7 52.2 China [82] 

Cummins Alkaline 
HySTAT® 

100-10 
100 0.5 4.95-5.40 55-60 USA [63] 

Sunfire Alkaline HYLINK 2230 10 4.7 52.2 Germany [83] 

Asahi Kasei Alkaline Aqualyzer 2000 10 NA NA Japan [84] 

Idroenergy Alkaline Mod.8.0 5.33 NA 5.6 62.5 Italy [85] 
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Pure energy 

centre 
Alkaline 4Nm3 4 NA 5.6 62 UK [85] 

Sagim Alkaline M5000 5 NA 5.0 55.6 France [85] 

Teledyne 

Energy 

Systems 

Alkaline NH-450 450 NA 5.9 65.6 USA [85] 
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3.7 Appendix 3.C 
Table 3.C. 1 Fuel combustion emission factors [43] 

#No. Fuel combusted  

Energy content 

factor  

Emission factor 

kg CO2-e/GJ  

GJ/t  CO2 

1 Bituminous coal 27 90 

2 Sub-bituminous coal 21 90 

3 Anthracite 29 90 

4 Brown coal  10.2 93.5 

5 Coking coal  30 91.8 

6 Coal briquettes  22.1 95 

7 Coal coke  27 107 

8 Coal tar  37.5 81.8 

9 

Solid fossil fuels other than 

those mentioned in the items 

above 

22.1 95 

10 

Industrial materials and 

tyres that are derived from 

fossil fuels, if recycled and 

combusted to produce heat or 

electricity  

26.3 81.6 

11 

Non-biomass municipal 

materials, if combusted to 

produce heat or electricity  

10.5 87.1 

12 Dry wood  16.2 0 

13 Green and air-dried wood  10.4 0 

14 Sulphite lyes  12.4 0 
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15 Bagasse  9.6 0 

16 

Biomass, municipal and 

industrial materials, if 

combusted to produce heat or 

electricity  

12.2 0 

17 Charcoal  31.1 0 

18 

Primary solid biomass fuels 

other than those mentioned in 

the items above  

12.2 0 
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4 Chapter4: Life Cycle Assessment of hydrogen generation via PEM 

electrolyser regarding stack component weight and energy source 

variation 
 

ABSTRACT 

One of the most important aspects regarding the acceptance of hydrogen technology as an alternative 

to fossil fuels is its environmental impact. PEM and Alkaline technologies are the most 

commercialized water electrolysis systems. In addition, the electricity consumption of alkaline 

technology is higher than PEM technology to produce hydrogen. Therefore, in this study, the 

environmental impacts of hydrogen generation through PEM technology are investigated. For this 

purpose, nine energy and stack configuration scenarios in three regions, Australia, Italy, and the whole 

world, are considered. It is found that the biggest contributor to environmental impacts in hydrogen 

generation via the PEM system is electricity consumption. In addition, by a complete transition from 

fossil fuels to renewable energy sources, in general, for most indices stack materials become the main 

contributor. However, for some indices, such as global warming potential, electricity consumption is 

still the main contributor, with more than around 75% contribution. By comparing three regions at the 

current condition, which means the current electricity from the electricity grid, it is found that Australia 

and Italy have the highest and the lowest quantity of indices, respectively, with some exceptions. By 

a sensitivity analysis of environmental impact regarding the stack material variation it is realized that, 

at the current condition, the most effective elements on indices are iridium, platinum, and Nafion, and 

variation in other elements does not have a significant impact on the LCIA result. However, it is 

recognized that for the global warming index titanium, iridium, and platinum are the main contributors. 

In addition, it is found that by the transition from fossil fuels to RES, indices such as global warming 

show desirable results, carbon dioxide emission of 1 kg hydrogen production could reach the range of 

1 to 2.3 kg from around 25 kg CO2 emission. While, some indices, such as mineral resources scarcity 

do not show desirable results. Therefore, this transition could be a proper solution for global warming 

mitigation while the material intensity and cost become more important. Furthermore, it is recognized 

that the transition to wind energy sources should be investigated properly because of the undesirable 

result of several indices after the transition. 



 

163 

 

4.1 Introduction  

The most famous renewable energy sources (RES) are solar energy, wind energy, hydro energy, 

geothermal energy, biomass energy, and tidal energy. Solar and wind energies are unpredictable and 

intermittent. Hydro and biomass energies are dependent upon water and land availability, while 

geothermal and tidal energies are limited to specific locations. These limitations lead to a low 

contribution to electricity generation. A solution to increase the RES contribution to the supply of 

energy is storage. Among others, hydrogen is an energy carrier that can be used to store energy from 

RES [1]. It arises several questions which should be addressed to prove the hydrogen technology: 

-Which technology can be used to produce hydrogen? 

-What is the environmental impact of proposed hydrogen generation technology for the whole 

generation procedure? 

-Is the selected technology more sustainable in comparison to other widespread technologies for 

hydrogen generation? 

Hydrogen is considered a suitable zero-emission alternative to fossil fuels since it has the potential of 

being carbon-free with the highest energy content per kg compared to any known fuel [2]. Hydrogen 

currently has applications in several industrial processes, such as petroleum refining, metal treating 

[2], production of ammonia, methanol, pharmaceutical [3], and the food and beverages sector for 

hydrogenation of amines and fatty acids [4]. In addition, it is expected that, in the near future, hydrogen 

generation will increase, and multiple options will be opened by decarbonization requirements, like 

being used for power generation, in the transport sector, and for space heating in residential buildings 

[2]. Hydrogen can be injected into the natural gas network up to specific values considering the 

legislations in different countries [5, 6, 7, 8]. Hydrogen blending provides the opportunity to further 

integrate hydrogen use in the natural gas and electricity sectors [9]. 

Currently, hydrogen is mostly produced by fossil fuel energy sources through processes characterized 

by high environmental impact [10], like steam methane reforming (SMR). Interest in water electrolysis 

systems using power from RES to produce hydrogen, or the so-called “green hydrogen”, is increasing 

because of its benefits related to CO2 emission reduction and climate change mitigation [11]. Available 

water electrolysis technologies are alkaline, Proton Exchange membrane (PEM), solid oxide 

electrolysis cells (SOEC), and Anion exchange membrane (AEM). Among the electrolysis 

technologies, SOEC and AEM are the least evolved technologies [12], and further research is required 

to be commercially available. In addition, the conversion efficiency of alkaline is lower than PEM 

technology, which leads to higher energy consumption and environmental impact [13]. 
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Life cycle assessment (LCA) is a standardized methodology to determine the environmental impact 

associated with the life cycle of products and services [14]. LCA includes four steps: (i) goal and scope 

definition, (ii) life cycle inventory, (iii) life cycle impact assessment (LCIA), and (iv) interpretation of 

results. Several researchers have focused on the LCA of hydrogen generation through PEM 

technology. Schropp et al. [15] investigated the LCA of hydrogen production in a 1.25 MW plant, in 

Germany, under 3 energy scenarios: current condition, the mixture of 70% wind and 30% solar energy, 

and 100% wind. They indicated that GWP100 of scenarios 1 to 3 would be 32.52, 2.02, and 0.93 kg 

CO2-eq per kilogram hydrogen. The method of LCIA in their study was CML 2001. It should be noted 

that various methods provide different indices, however, some indices could be common among the 

methods, such as the global warming index. Zhao et al. [16] applied the LCIA method of ReCiPe 2016 

(H) and estimated the LCA for the current condition with scenarios related to recycling, considering 

the average electricity mix in Denmark and using the Ecoinvent database. They estimated the GWP of 

around 72 kg CO2-eq per kilogram hydrogen for the current condition. In addition, they stated that 

recycling can reduce GWP by around 30%. However, the contribution of BOP and stack materials 

should be checked to confirm if it is possible to reduce by 30 % or not. Zhang et al. [17] performed an 

LCA analysis of PEM technology in Switzerland, based on ILCD 2011 Midpoints method. They 

considered 3 scenarios of current grid condition, 100% wind, and 100% solar energy as the energy 

source. In addition, they compared the result with the current condition of the European grid. They 

estimated 10, 40, 60, and 247 g CO2-eq per MJ of hydrogen, for wind, solar, current condition, and 

Europe scenarios, respectively. The conversion results in approximately, 1.2, 4.80, 7.20, and 29.64 kg 

CO2-eq per kilogram hydrogen. Bareiß et al. [18] investigated the LCA of hydrogen generation through 

PEM technology in Germany at a 1 MW power plant based on 3 scenarios, the current condition in 

2017, the prediction for 2050, and 65% wind-35% solar. The result was around 29, 11.5, and 3 kg 

CO2-eq per kilogram hydrogen. The ReCiPe Midpoint method is used in Bareiß’s study and only 7 

indices among 16 indices of the ReCiPe method are analysed. Delpierre et al. [19] projected the 

environmental impact of PEM technology, using wind power in the Netherlands, considering 2 

scenarios for the development of the technology in 2050, low development (100 MW plant) and high 

development (1 MW plant). They estimated that the carbon dioxide emission would be around 0.77 

kg CO2-eq per kilogram hydrogen.  

It can be seen that previous studies have mostly focused on the LCA of hydrogen in one region or 

country [17], [18], [19], [20], [21]  for small-scale experimental hydrogen production stacks or case 

studies of available hydrogen generation plants with a limited number of scenarios. Therefore, the 

comparison of various environmental indices among different regions is not covered properly in the 
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literature. In addition, scenarios provided in the mentioned studies are mainly related to the complete 

transition from fossil fuels to solar and wind, while other RES are not considered. Furthermore, in the 

abovementioned studies, for future scenarios, the whole energy supply is considered to be replaced 

with RES, without the consideration of the current contribution of other RES, such as hydro, and 

nuclear energy. To the best knowledge of the authors, only in [16] the reduced material of the system 

is considered to estimate environmental impact which needs more investigation. 

In this chapter, all stages of LCA are investigated to determine the environmental impact of hydrogen 

production through PEM electrolysis. In particular, the chapter provides a possible range for the 

environmental impact of 1 kg hydrogen production through a 1 MW PEM hydrogen generation plant. 

Various aspects are considered in this study to cover the lag of LCA studies in hydrogen generation 

through PEM technology. Instead of assessing only one region, three regions are considered, Australia, 

and Italy, as the countries with high potential for hydrogen production via RES and export to other 

countries, and the whole world for the sake of comparison. In addition, the comparison of 18 indices 

related to the ReCiPE LCIA method is provided in this study. Scenarios including the transition from 

fossil fuel to wind, solar, hydro, and their combination are provided to cover the lag of energy scenarios 

related to hydro energy. In the case of the energy scenarios investigated in this study, only the fossil 

fuel contribution is substituted by RES, which results in more reliable values compared to the 100% 

contribution of one type of RES. In addition, a sensitivity analysis is performed regarding the stack 

components’ weight variation to assess the impact of material changes on environmental emissions for 

current and future scenarios of electricity sources. In the end, the comparison with the SMR method is 

provided for the clarification of scenarios’ effects on environmental impact reduction. In addition, the 

contributions of materials and utilities in global warming potential are compared to define the most 

important part to be focused on by researchers. 

This chapter is divided into two main sections, methodology and “results and discussion”. The 

methodology includes goal and scope definition; life cycle inventory and scenarios are also explained 

in the methodology section. In the result and discussion section, LCIA and the interpretation of the 

results are provided. 

4.2 Methodology 

To determine the environmental impact of the PEM plant for hydrogen generation in this study, a life 

cycle assessment is performed on collected information from literature Table 4.A. 1. The LCA is 

performed based on the hydrogen generation LCA guidance developed by Lozanovski et al. [22] (this 

guidance is according to the ISO 14040 and 14044 standards.). LCA framework includes several 
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phases such as goal and scope definition, life cycle inventory, life cycle impact assessment, and 

interpretation of the results which are discussed in this chapter. 

4.2.1 Goal and scope definition 

The main objective of this study is to quantify environmental impact indices of hydrogen production 

by PEM electrolyser under different energy and stack configuration scenarios. For this purpose, a PEM 

hydrogen generation plant including a stack (considering the variation of stack materials), Balance of 

plant (BOP) which the components are shown in the system boundary in Figure 4. 1, and energy 

consumption considering several scenarios in terms of energy source is considered. Various PEM plant 

details from the literature are collected in this study to provide an overview of the possible range of 

environmental impact indices of hydrogen production by PEM technology (Table 4.A. 1). Another 

goal of this study is the verification of the results stated by Bareiß et al. [18] and Wulf and Kaltschmitt 

[23], they revealed that the biggest contributor to environmental impact in hydrogen generation via 

PEM technology is electricity supply and the contribution of producing the hydrogen production plant 

is negligible. 

The LCA, in this study, has been modelled as a cradle to gate system which is the life cycle assessment 

from raw material extraction to the product at the factory gate. The functional unit is defined as 1 kg 

of hydrogen produced in a 1 MW PEM electrolysis plant, with a standard quality of 5.0 and 30 bar 

pressure at 80°C operating temperature.  
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Figure 4. 1 Scheme of PEM system boundary, based on K. Bareiß et al. [18] with modification 

Figure 4. 1 illustrates the components and hydrogen production stages included within the system 

boundaries. In the first stage, water is fed to the anode water-gas separator unit. Fed water to the system 

should have a conductivity of less than 0.1 μS/cm to prevent system degradation [18]. After the anode 

water-gas separator, there is a heat exchanger to control the temperature of water considering the 

difference between the required temperature of the stack and the temperature of water fed to the system 

or water in the cycle. In the next step, water is pumped to stack after passing through an ion exchange 

resin cartridge to maintain the conductivity of water. There are two outlets at the stack. One of them 

is to discharge water and oxygen which is connected to the anode water-gas separator to separate 

oxygen from water and use water again in the cycle. Procedures applied to oxygen after anode water-

gas separator such as drying, and purification are assumed to be outside the system boundary of this 

study. Hydrogen and water leave the stack through the cathodic outlet. To separate hydrogen from 

water the mixture will be cooled down to ambient temperature in the cathodic water-gas separator, 

separated water is used again by connecting the cathodic water-gas separator to the anode water-gas 

separator. Hydrogen after the cathodic water-gas separator still has a small portion of oxygen and water 

content which should be reduced to less than 5ppm [18]. These reductions are carried out in de-oxo 

purification and adsorptive drying respectively for oxygen and water removal. For simplification, 

valves are neglected in this study. Other important system components are control systems, safety 
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equipment, and power electronics such as rectifiers, voltage transformers, and power inverters in case 

of using solar and wind energy.  

Australia and Italy have high potential in hydrogen generation using RES, in addition, their strategic 

geographical position provides the opportunity to supply the hydrogen demand to numerous countries, 

therefore, a part of this study is allocated to the assessment of LCA in Australia and Italy and 

comparison of the result with the whole world result. SimaPro 9.4 is used for the estimation of 

environmental indices and data has been taken from the Ecoinvent v3 database. For the stack and BOP 

components, it is assumed that all components and activities in a global location can be used from the 

ecoinvent, and the transportation is negligible. However, in some cases, global information is not 

available and other locations such as Australia and Europe are used. For the electricity generation 

emission factors, ecoinvent v3 does not cover all desired sources of electricity in Italy, Australia, and 

the whole world. It is assumed that the emission factor of fuels has a negligible difference in different 

regions. Thus, for hard coal, oil, and nuclear energy, the Union for the Coordination of Transmission 

of Electricity (Europe) (UCTE) is used; for natural gas and solar energy, information in Italy and 

Australia is used, respectively; and for wind and hydro energy, Europe is considered. The method 

which is used for LCIA is Recipe 2016 Midpoint (H) which is related to 100 years’ time horizon. 

4.2.2 Life cycle inventory 

Units and processes in the system boundary are depicted in Figure 4. 1 and the main assumptions are 

described in this section. It is assumed that clean water with conductivity less than 0.1 μS/cm is used, 

thus, the unit for water purification or water desalination is not included in the system boundary. 

4.2.2.1 PEM stack 

The main component of hydrogen production by PEM technology is the PEM stack, in which single 

cells are connected in series. Single cells inside the stack are separated by means of bipolar plates 

which are mostly titanium. Bipolar plates have a multifunctional character such as uniform distribution 

of gas and air, conduct electrical current from cell to cell, heat control, and gas leakage prevention. 

These characteristics are different in various types of bipolar plates which are mainly different in the 

flow field configuration. For electrical connection, there are two current collectors mostly made of 

aluminium and copper which are located at the top and bottom of the stack. To fix the structure of the 

stack and evenly compress individual cells together end plates, bolts, nuts, and flat springs are used. 

Commercial system stack lifetime is typically 40,000 to 60,000 [18] hours; in this study, the stack 

lifetime is assumed 7 years. Main materials and assumed masses of a 1 MW PEM plant stack are 
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provided in Table 4. 1 and Table 4. 2 which are based on the literature review from studies provided 

in Table 4.A. 1 by scaling up to a 1 MW plant. For this purpose, the active area is calculated based on 

the power density and the materials’ quantity is calculated according to the required active area. 

4.2.2.2 Balance of plant 

A rough estimation for the material of the BOP is provided based on the Bareiß et al. [18] study with 

modification. The system is assumed containerized in a standard 20 ft container that weighs 

approximately 3.9 t. The foundation is assumed 4 shallow single footings with 25 cm depth and an 

area of 2.25 m2. Considering the concrete density of 2400 kg/m3 the total weight of the concrete is 5.4 

t. Assuming a mesh of rebar with a diameter of 12 at the top and bottom, with a spacing of 20 cm, the 

total weight of foundation reinforcement is approximately 0.2 t. A pump with a power of 10 kW is 

considered to provide sufficient water flow. The power electronics units including voltage adaption 

and rectifiers weigh 1 t and the control system is assumed to be 0.1 t. Considering the other components 

and processes such as piping and lubrication the weight of the main materials of the PEM BOP is 

provided in Table 4. 3 and Table 4. 4.  

Material Minimum mass (kg) Maximum mass (kg) Average mass (kg) 

Titanium (Bipolar plate) 499.50 1,755.00 1,127.25 

Gold coat (Bipolar plate) 0.11 0.11 0.11 

Aluminum alloy (end plates) 27.00 27.00 27.00 

Stainless steel (Bolt,nuts, and flat 

springs) 
100.00 100.00 100.00 

Copper (current collector) 4.50 4.50 4.50 

Nafion 1.92 25.50 13.45 

Activated carbon(Carbon paper 

(Cathode)) 
0.08 9.00 2.07 

Iridium (Anode) 0.30 2.58 1.39 

Titanium felt (Anode) 15.02 66.00 36.50 



 

170 

 

Material Minimum mass (kg) Maximum mass (kg) Average mass (kg) 

Platinum (Cathode) 0.04 0.60 0.18 

gasket (synthetic rubber) 4.80 4.80 4.80 

Total mass (kg)-stack 653.27 1,995.09 1,317.25 

Total mass (t)-stack 0.65 2.00 1.32 

Table 4. 1 Main materials and assumed masses of the PEM plant stack, divided by stack components and materials. 

For water purification, a mixed-bed ion exchanger is considered which is used mostly where high 

water quality is needed. Mixed-bed ion exchanger has cation and anion resins (zeolites) that are mixed 

in a single vessel. Cations and anions dissolved in the water are exchanged for hydrogen ions and 

hydroxide ions, respectively. The depleted mixed-bed resins can be regenerated usually with 

hydrochloric acid (HCl) and sodium hydroxide (NaOH).  This unit can be used as a last step for water 

purification after other demineralization steps (polishing mixed-bed) or as the main purifier (working 

mixed-bed) which in this study the latter is considered. The chemical consumption for resin 

regeneration of a working mixed-bed is approximately in the range of 10 to 100 g HCl and 25 to 250 

g NaOH for each 1 m³ polished water [24]. The assumed chemical consumption of mixed-bed ion 

exchanger in this study is 55 g HCl and 137.5 g NaOH for 1 m3 purified water. Approximately 9 kg of 

water is needed to produce 1 kg hydrogen using a PEM electrolyser. Therefore, the quantity of HCl 

and NaOH are 0.495 and 1.2375 g/kg H2. 

Material Minimum mass (kg) Maximum mass (kg) Average mass (kg) 

Titanium 514.52 1,821.00 1,163.75 

Stainless steel 100.00 100.00 100.00 

Aluminum alloy 27.00 27.00 27.00 

Nafion 1.92 25.50 13.45 

synthetic rubber production 4.80 4.80 4.80 
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Material Minimum mass (kg) Maximum mass (kg) Average mass (kg) 

Copper 4.50 4.50 4.50 

Activated carbon 0.08 9.00 2.07 

Iridium 0.30 2.58 1.39 

Platinum 0.04 0.60 0.18 

Gold coat 0.11 0.11 0.11 

Total mass (kg)-stack 653.27 1,995.09 1,317.25 

Total mass (t)-stack 0.65 2.00 1.32 

Table 4. 2 Main materials and assumed masses of the PEM plant stack, based on material separation. 

During the hydrogen generation electrolysis process, heat is generated through the chemical reaction. 

A heat exchanger is needed to maintain the working temperature within 60 to 80 °C [18]. A suitable 

heat exchanger for PEM electrolysis could be stainless steel (alloy 316) plate heat exchanger to prevent 

hydrogen embrittlement of the materials. According to the “Experimental hydrogen yield for 1 MW 

(m3/h)” column in Table 4.A. 1 in the appendix the average hydrogen yield is around 250 m3/h (22.52 

kg/h). The amount of water required for cooling is assumed 50 t/h according to SinoHy Energy [25]. 

A possible heat exchanger could be the LX-00 model from HISAKA WORKS, LTD. [26] which 

weighs around 0.21 t. The operating pressure could be higher than the capacity of the selected heat 

exchanger which could be reduced by using pressure-reducing valves. It is assumed that the water 

which is used in the heat exchanger is fed into a district heating network to use the waste heat of the 

reaction. Thus, the amount of water and the energy for pumping the water to the heat exchanger is not 

considered inside the system boundary. 

The produced hydrogen after passing the cathodic water-gas separator is saturated with water vapor. 

The water vapor content at 30 bar pressure is approximately 7 g H2O per kg of H2. In addition, there 

is around 800 ppm oxygen impurity in the produced hydrogen which should be removed to have the 

desired hydrogen quality. De-oxo purification unit is used to remove the oxygen impurity. To remove 

800 ppm, around 15 g water is produced per 1 kg of hydrogen [18]. The consumed hydrogen to remove 

oxygen at De-oxo is neglected. The total amount of 22 g water per kg of hydrogen should be removed 
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in the adsorptive drying unit to have dry hydrogen. Silica gel is mostly used as an adsorbent which 

adsorbs water at its surface until saturated condition. The energy to evaporate 1 kg water from Silica 

is 7100-8400 kJ which results in 0.05 kWh per 1 kg dried hydrogen at 30 bar pressure [18]. 

According to Lehner et al. [27], most PEM systems operate at a pressure between 30 and 60 bar, 

without the installation of any additional compression unit, therefore, in this study, in which the aim 

is hydrogen at 30 bar, the compression unit is not required in the system boundary. 

In addition to the abovementioned components some other construction and process materials such as 

piping (plastic and stainless steel), steel elements, and lubricants are considered in Table 4. 3 and Table 

4. 4 based on Bareiß et al. [18] and Niklas Gerlof [28] studies with modification. 

The lifetimes of the BOP components are assumed to be 20 years. For the energy scenarios related to 

intermittent renewable sources such as solar and wind, for simplification, it is assumed that the total 

equivalent time of operation is 20 years. It is assumed that 260 days of a year is working days and the 

rest is off day or allocated to maintenance. Therefore, the total hydrogen production in the lifetime of 

the system can be calculated as follow: 

20 × 260 × 24 × 22.52 = 2,810,496 𝑘𝑔 𝐻2 

Unit Materials Mass (t) 
Contribution to BOP 

weight 

Water-gas separator Copper 0.1 0.865% 

Heat exchanger High alloyed steel 0.21 1.816% 

Tubing and pump Low alloyed steel 0.9 7.784% 

lubricant grease 0.1 0.865% 

piping Plastic 0.3 2.595% 

Ion exhanger 

Zeolite (powder) 0.1 0.865% 

HCl 0.000495 0.004% 

NaOH 0.001238 0.011% 
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Unit Materials Mass (t) 

Contribution to BOP 

 weight 

De-oxo and water treament Aluminium 0.1 0.865% 

container (20 ft standard) Low alloyed steel 2.3 19.893% 

Steel structure chromium steel (high alloyed steel) 0.75 6.487% 

Foundation 

Concrete 5.4 46.706% 

Low alloyed steel (reinforcement) 0.2 1.730% 

Power electronics (rectifier, 

voltage adaption) 

Aluminium 0.1 0.865% 

Copper 0.2 1.730% 

Low alloyed steel 0.6 5.190% 

elastomere (tube insulation) 0.1 0.865% 

control panel/electronics electronics production 0.1 0.865% 

Total mass of main materials of the PEM plant except stack (t) 11.56 

Table 4. 3 Main materials and assumed masses of the PEM plant without stack, based on unit separation. Modification of the results 

from Bareiß et al. [18] and Niklas Gerlof [28]. 

Materials Mass (t) 
Contribution to 

BOP weight 

Concrete 5.4 46.706% 

Low alloyed steel 3.8 32.868% 

High alloyed steel 0.96 8.304% 

Copper 0.3 2.595% 

Plastic 0.3 2.595% 
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Aluminium 0.2 1.730% 

reinforcing steel 0.2 1.730% 

grease 0.1 0.865% 

Zeolite (powder) 0.1 0.865% 

electronics production 0.1 0.865% 

elastomere (tube insulation) 0.1 0.865% 

NaOH 0.001238 0.011% 

HCl 0.000495 0.004% 

Total mass (t) 11.56 

Table 4. 4  Main materials and assumed masses of the PEM plant without stack, based on material separation. 

4.2.2.3 Energy, water, and heat 

Energy consumption for the assembly of the PEM stack and BOP in kWh of a 1MW system is extracted 

from Niklas Gerlof‘s [28] study. Considering 2,810,496 kg hydrogen generation during the lifetime 

of the plant, assembly energy per 1 kg hydrogen generation is calculated and shown in Table 4. 5. The 

Operational energy consumption and Water consumption to produce 1 kg hydrogen are provided in 

Table 4. 6. 

Assembly energy in kWh of 1MW system 

PEM electrolysis Stack 311,672.3 

PEM electrolysis BOP 50,000.0 

Assembly energy kWh/kg H2 

PEM electrolysis Stack 0.110896 

PEM electrolysis BOP 0.017790 

Table 4. 5  Stack and BOP assembly energy 
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Water demand  

H2 production (l) 

Electricity demand 

(kWh)-stack 

Electricity demand 

(kWh)-Pump1 
Heat 2(kWh) 

9 36.2-58.7 0.44 0.28 

1. 10 kW pump, 10 kWh to produce 22.52 kg hydrogen 

2. extracted from Niklas Gerlof [28] 

Table 4. 6 Operational energy consumption and Water consumption 

The theoretically required water for 1 kg hydrogen production is 9 l. In this study it is considered that 

the water for other sections such as the cooling unit is recycled and reused in the process, thus, the 

amount of water for other sections is neglected. 

4.2.3 Scenarios- stack materials and energy 

To assess the LCIA of hydrogen generation through PEM technology several scenarios are considered 

in this study: 

- Sc1: Minimum stack mass and minimum electricity for operation (at current electricity grid 

contributions condition which is called current condition or current situation hereafter in this study) 

- Sc2: Average stack mass and average electricity for operation (current condition) 

- Sc3: Maximum stack mass and maximum electricity for operation (current condition) 

- Sc4: Minimum stack mass and average electricity for operation (current condition) 

- Sc5: Maximum stack mass and average electricity for operation (current condition) 

- Sc6: Average stack mass and average electricity for operation, the contribution of fossil fuels is 

allocated to solar for electricity generation 

- Sc7: Average stack mass and average electricity for operation, the contribution of fossil fuels is 

allocated to wind for electricity generation 

- Sc8: Average stack mass and average electricity for operation, the contribution of fossil fuels is 

allocated to hydro for electricity generation 

- Sc9: Average stack mass and average electricity for operation, allocation of fossil fuels contributions 

to solar, hydro, and wind for electricity generation with the same weight. 
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Scenarios Sc1, Sc2, and Sc3 are compared to assess the current condition variation. It should be noted 

that the result of LCIA in scenario Sc1 is less than Sc2, and the Sc3 LCIA result is greater than Sc2. 

These scenarios are investigated to provide a possible range and the average value of the indices. 

Scenarios Sc2, Sc4, and Sc5 are used to investigate the changes in indices by variation of the stack 

materials. For this purpose, the average electricity for operation is considered and the only variable is 

the stack component mass. Variation of the LCIA is calculated considering Sc2 as the base scenario. 

Scenarios Sc2, Sc6, Sc7, Sc8, and Sc9 are used to assess the changes in indices by variation of the 

contribution of electricity generation via renewable energy sources. For this purpose, average stack 

mass is considered, and the only variable is the electricity source. Variation of the LCIA is calculated 

considering Sc2 as the base scenario. 

4.3 Results and discussion 

In this section, LCIA and the interpretation of the results are provided. The LCIA at the current grid 

situation, variation in stack materials, and variation in the source of electricity generation is 

investigated to numerically assess the variation of indices. 

4.3.1 LCIA- Current situation- Australia, Global, Italy 

Scaled relative LCIA is used in this section at the current situation. To calculate the values of scaled 

relative LCIA each index quantity is divided to the maximum value of the same index in all scenarios 

in all regions. Scaled relative LCIA is a comparative representation of the results. It provides the 

opportunity to simply find the scenarios with the highest values of desired indices, as it is shown in 

Figure 4. 2 and Figure 4. 3. 
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Figure 4. 2 Scaled relative LCIA of Global warming, stratospheric ozone depletion, ionizing radiation, Ozone formation, Human 

health, Fine particulate matter formation, Ozone formation, Terrestrial ecosystems, Terrestrial acidification, Freshwater 

eutrophication, Marine eutrophication indices. 

 

Figure 4. 3 Scaled relative LCIA of Terrestrial ecotoxicity, Freshwater ecotoxicity, Marine ecotoxicity, Human carcinogenic toxicity, 

Human non-carcinogenic toxicity, Land use, Mineral resource scarcity, Fossil resource scarcity, Water consumption indices. 

It is seen in Figure 4. 2 and Figure 4. 3 that Australia-scenario 3 and Italy-scenario 1 represent the 

highest and lowest values, respectively. The second highest is related to Global-scenario 3 and the 

third highest quantities can be seen in Italy-scenario 3. 
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For a detailed comparison, including indices’ values, several indices’ quantities at the current situation 

are provided as examples in Figure 4. 4 to Figure 4. 8. These examples are chosen to cover various 

probable trends of indices. The other indices have almost similar trends to the examples and are 

provided in the appendix. 

 

Figure 4. 4  Global warming (kg CO2 eq per kg of hydrogen) index 

Carbon dioxide emission in PEM LCA is mainly related to electricity consumption and the type of 

fuel which is used to produce electricity. In Australia and global, the main contributor to electricity 

generation is coal, with a contribution of 52.8% and 36%, respectively. The main contributor in Italy 

is natural gas with 51% contribution. Coal has relatively high carbon dioxide emissions in comparison 

to other fuel sources, thus, the global warming index for Australia is higher than the global, and the 

global is greater than Italy. The global warming index ranges approximately 20-33, 16-26, and 12-20 

kg CO2, in Australia, the whole world, and Italy, respectively. In comparison to the result of Niklas 

Gerloff’s [28] study, the global warming index of Sc3 for the whole world is almost similar to the 

result of PEM technology in 2019. 

As can be seen in Figure 4. 5, the maximum value for ionizing radiation among the assessed activities 

is related to electricity generation via nuclear energy. Australia and Italy do not use nuclear power to 

generate electricity, therefore, ionizing index radiation in Australia and Italy is considerably lower 

than the world which has 9.8% contribution of nuclear energy in total electricity generation. 
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Figure 4. 5  Ionizing radiation (kBq Co-60 eq per kg of hydrogen) index 

 

Figure 4. 6  freshwater eutrophication (kg P eq per kg of hydrogen) index 

The main contributors to freshwater eutrophication are stack material and operational electricity 

consumption. Considering the assumption that the stack material is the same for all 3 scenarios, the 

reason for the difference is the electricity consumption. Coal has relatively higher phosphorus 

emissions in comparison to other fuel sources. Considering the contribution of electricity generation 

from coal in the assessed regions it is logical that Italy with 5% coal contribution indicates lower values 

of the freshwater eutrophication index. 
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Figure 4. 7  Human carcinogenic toxicity (kg 1,4-DCB per kg of hydrogen) index 

The main contributors to human carcinogenic toxicity are stack material and operational electricity 

consumption. Considering the assumption that the stack material is the same for all 3 scenarios, the 

reason for the difference is related to the electricity consumption. Human carcinogenic toxicity of oil, 

wind, gas and nuclear to produce 1kWh electricity is higher in comparison to other sources, 0.0055, 

0.0038, 0.0024, and 0.0024 kg 1,4-DCB, respectively. Considering the contribution of these sources 

at the current situation of national grids the human carcinogenic toxicity index of Italy is the highest 

value among the assessed scenarios and Australia shows the lowest values. 

 

Figure 4. 8  Fine particulate matter formation (kg PM2.5 eq per kg of hydrogen) index 
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The main contributors to fine particulate matter formation are stack material and operational electricity 

consumption. It is seen that the values for each scenario in different regions are the same. Considering 

the assumption that the stack material is the same for all 3 scenarios it can be realized that the amount 

of PM2.5 eq for electricity consumption in all regions is the same. Despite the difference amount of 

PM2.5 eq for the different sources of electricity generation, the differences between contributions 

compensate for it, and the total result becomes almost equivalent.  

According to the abovementioned environmental indices and information provided in supplementary 

data about the contribution of each section to the indices amount, it is verified, at the current condition, 

that the biggest contributor to environmental impact in hydrogen generation via PEM technology is 

electricity supply and the contribution of other parts is negligible.  

The real amount of required water for water electrolysis to produce 1 kg hydrogen is more than 9 kg. 

Considering the low contribution of the water to environmental impact, according to the supplementary 

data, variation of the water amount does not have a significant impact on the LCIA results. 

 

4.3.2 Sensitivity to stack material- current condition 

The sensitivity of LCA to stack materials is investigated by fixing the quantities of other units and 

processes while changing the stack material from minimum mass to maximum mass according to the 

literature review. The variation of stack mass from the average mass is considered approximately -50 

to 50%. The average operational energy is assumed for the energy consumption to produce 1 kg 

hydrogen. Table 4. 7 includes the result of LCIA for scenarios Sc2, Sc4, and Sc5. Figure 4. 9 illustrates 

the indices variation regarding Sc2 to show the range of variation of each index considering the 

variation of stack mass. 

The contribution of electricity consumption to global warming at the current situation is more than 

97% in all scenarios. This indicates that the variation in stack material does not have a considerable 

effect on carbon dioxide emission at the current condition. The contribution of each section is provided 

in supplementary data for different scenarios. 
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Table 4. 7  LCIA for scenario Sc2, Sc4, and Sc5 in Australia, the whole world, and Italy 

 

Figure 4. 9  Indices variation range regarding sc2 

unit Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Global warming kg CO2 eq 26.47 26.59 26.74 21.14 21.26 21.41 15.79 15.91 16.06

Stratospheric ozone 

depletion
kg CFC11 eq8.06E-06 8.28E-06 8.56E-06 7.11E-06 7.34E-06 7.62E-06 7.27E-06 7.50E-06 7.78E-06

Ionizing radiation kBq Co-60 eq1.22E-01 1.27E-01 1.33E-01 5.30E+00 5.30E+00 5.31E+00 2.32E-02 2.81E-02 3.39E-02

Ozone formation, 

Human health
kg NOx eq 6.86E-02 6.99E-02 7.16E-02 5.31E-02 5.45E-02 5.62E-02 3.11E-02 3.24E-02 3.42E-02

Fine particulate matter 

formation
kg PM2.5 eq 9.26E-03 1.06E-02 1.24E-02 9.08E-03 1.04E-02 1.22E-02 9.14E-03 1.05E-02 1.23E-02

Ozone formation, 

Terrestrial ecosystems
kg NOx eq 6.87E-02 7.00E-02 7.18E-02 5.32E-02 5.46E-02 5.63E-02 3.12E-02 3.26E-02 3.44E-02

Terrestrial acidification kg SO2 eq 1.20E-01 1.25E-01 1.31E-01 9.06E-02 9.53E-02 1.01E-01 3.79E-02 4.25E-02 4.85E-02

Freshwater 

eutrophication
kg P eq 1.22E-02 1.24E-02 1.25E-02 8.38E-03 8.52E-03 8.69E-03 1.32E-03 1.46E-03 1.63E-03

Marine eutrophication kg N eq 8.15E-04 8.20E-04 8.26E-04 5.83E-04 5.88E-04 5.94E-04 1.19E-04 1.24E-04 1.30E-04

Terrestrial ecotoxicity kg 1,4-DCB 8.13E+00 8.41E+00 8.75E+00 9.49E+00 9.77E+00 1.01E+01 6.75E+00 7.03E+00 7.37E+00

Freshwater ecotoxicity kg 1,4-DCB 4.37E-01 4.85E-01 5.48E-01 3.19E-01 3.67E-01 4.30E-01 9.21E-02 1.41E-01 2.03E-01

Marine ecotoxicity kg 1,4-DCB 2.46E-01 3.59E-01 4.92E-01 2.13E-01 3.26E-01 4.59E-01 1.37E-01 2.50E-01 3.83E-01

Human carcinogenic 

toxicity
kg 1,4-DCB 6.40E-02 8.89E-02 1.18E-01 7.58E-02 1.01E-01 1.30E-01 9.64E-02 1.21E-01 1.50E-01

Human non-

carcinogenic toxicity
kg 1,4-DCB 1.60E+00 3.55E+00 6.07E+00 2.10E+00 4.05E+00 6.57E+00 1.54E+00 3.49E+00 6.01E+00

Land use m
2
 crop eq 3.93E-01 3.97E-01 4.02E-01 2.89E-01 2.93E-01 2.99E-01 1.29E-01 1.33E-01 1.38E-01

Mineral resource 

scarcity
kg Cu eq 1.72E-02 2.94E-02 4.50E-02 1.84E-02 3.07E-02 4.63E-02 1.46E-02 2.68E-02 4.24E-02

Fossil resource scarcity kg oil eq 9.17E+00 9.20E+00 9.25E+00 7.63E+00 7.66E+00 7.71E+00 7.01E+00 7.05E+00 7.09E+00

Water consumption m
3 3.84E+00 3.84E+00 3.84E+00 2.95E+00 2.95E+00 2.95E+00 1.25E+00 1.25E+00 1.25E+00

Australia Global Italy
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It is seen in Figure 4. 9 that fine particulate matter formation, freshwater ecotoxicity, marine 

ecotoxicity, human carcinogenic toxicity, human non-carcinogenic toxicity, and mineral resource 

scarcity indices are the most sensitive ones regarding the changes in stack material. The Human non-

carcinogenic toxicity index shows the highest range of variation. For this index, the lower and upper 

limits are mainly associated with iridium and platinum variation, as in the freshwater ecotoxicity index. 

For mineral resource scarcity, iridium plays the most important role, at the current situation, for kg Cu 

eq emission. In the case of marine ecotoxicity, the variation is mainly related to Nafion and iridium. It 

is realized that the most effective elements on indices are iridium, platinum, and Nafion, and variation 

in other elements does not have a significant impact on the LCIA result. In addition, it is found that 

the lowest sensitivities are related to global warming, Fossil resource scarcity, and water consumption. 

The water consumption index has a range close to 0% which is not visible in Figure 4. 9 due to its 

small quantity. 

4.3.3 Variation of electrical energy sources 

The impact of increasing the contribution of RES on the LCIA is investigated and the results are 

provided in this section. For this purpose, changes are applied to electrical energy sources and the 

quantities of other units and processes are considered constant values. The assumed value for the stack 

mass is the average mass.  Scenarios Sc2, Sc6, Sc7, Sc8, and Sc9 are assessed and compared to define 

the changes in indices. The values of indices for the mentioned scenarios in the three considered 

regions are provided in the supplementary data. To show a clearer impact of contribution, the increases 

of RES changes regarding scenario Sc2 are calculated. Figure 4. 10 to Figure 4. 16 are examples of 

index variation which are chosen to cover all probable trends. Figures of the remaining indices are 

provided in the appendix. 

 

Figure 4. 10  Global warming index variation in Sc6, Sc7, Sc8, and Sc9 scenarios regarding sc2 
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Electricity consumption is the main contributor to the carbon dioxide emission of hydrogen generation 

via PEM technology at the current situation. The reason is related to the CO2 emission of fossil fuels, 

thus, by complete transition from fossil fuels to RES the carbon dioxide emission of 1 kg hydrogen 

generation could reach the range of 1 to 2.3 kg. It is seen in Figure 4. 10 that the global warming index 

variations in all three regions for all scenarios are almost the same. 

 

Figure 4. 11  Freshwater ecotoxicity index variation in Sc6, Sc7, Sc8, and Sc9 scenarios regarding sc2 

The main contributor to freshwater ecotoxicity in electricity generation is the electricity production by 

coal. The contribution of coal at the current condition in Australia, the whole world, and Italy is 52.8, 

36, and 5 %, respectively. Thus, the transition from fossil fuels to RES indicates much lower changes 

in the freshwater ecotoxicity index in Italy compared with Australia and the whole world. However, 

this index has considerable reduction by the complete transition to RES. 

 

Figure 4. 12 Marine ecotoxicity index variation in Sc6, Sc7, Sc8, and Sc9 scenarios regarding sc2 
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It seems that with a complete transition from fossil fuels to RES, environmental impacts are 

decreasing, but it is not applicable to all indices. As can be seen in Figure 4. 12, scenario Sc7 which is 

related to the increase in wind contribution shows an increase in the marine ecotoxicity index in Italy. 

This increase originates from the difference between the marine ecotoxicity index of natural gas and 

wind electricity generation, 0.00046, and 0.0012 kg 1,4-DCB, respectively. The main current 

contributor to electricity generation in Italy is natural gas, 51%. Therefore, the marine ecotoxicity 

index increases with the transition from natural gas to wind. In the other two regions, Sc7 shows the 

lowest decrease, and it can be realized that it is not suitable to have a complete transition from fossil 

fuels to only wind energy. 

 

Figure 4. 13  Human non-carcinogenic toxicity index variation in Sc6, Sc7, Sc8, and Sc9 scenarios regarding sc2 

The highest emission factor of human non-carcinogenic toxicity in electricity generation is related to 

nuclear energy. Nuclear energy contribution is considered constant, and it does not have an impact on 

this analysis, but in general, a solution to reduce this index is the transition from nuclear energy to 

other sources with lower emission factors. The highest emission factor of human non-carcinogenic 

toxicity among the other sources of energy considered in this study is related to wind energy. Thus, 

scenario Sc7 shows the increase of this index and Sc9 shows very low variation. It can be realized that 

it is not suitable to have a complete transition from fossil fuels to only wind energy. In addition, the 

partial transition to the wind should be investigated properly. It is seen that Sc6 and Sc8 and Sc9 do 

not show significant variation for this index in comparison to other indices’ variation. 
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Figure 4. 14 Mineral resource scarcity index variation in Sc6, Sc7, Sc8, and Sc9 scenarios regarding sc2 

The highest emission factor of mineral resources scarcity among the sources of energy considered in 

this study is related to wind energy, which is almost 10 times the main current contributor sources to 

electricity generation, coal, and natural gas. Thus, scenarios Sc7 and Sc9 show an increase in this 

index. It can be realized that it is not suitable to have a complete transition from fossil fuels to only 

wind energy. In addition, even a partial transition to wind has a negative impact on this index and 

should be investigated properly. It is seen that Sc6 and Sc8 do not show significant variation for this 

index. 

 

Figure 4. 15 Human carcinogenic toxicity index variation in Sc6, Sc7, Sc8, and Sc9 scenarios regarding sc2 

Electricity generation by natural gas and coal have lower human carcinogenic toxicity emission factors 

in comparison to the wind. Considering the higher contribution of coal in Australia and the higher 

difference of wind with coal, the increase of this index is higher in Sc7 in Australia rather than in two 

other regions. Sc9 behaves differently in all regions which originates from the current contribution of 
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coal and natural gas that transition is applied. It is realized that it is not proper to have a complete 

transition from fossil fuels to only wind energy. In addition, partial transition to the wind should be 

investigated properly considering the region of application. 

 

Figure 4. 16  Water consumption index variation in Sc6, Sc7, Sc8, and Sc9 scenarios regarding sc2 

The water consumption emission factor of electricity generation by coal is higher than that of wind, 

almost 0.046 m3, while this factor for natural gas is lower than wind,  −0.06 m3. Considering that Italy 

has a very low coal contribution the result is positive for this index in Sc7 of Italy. The low values of 

Sc7 in Australia and the whole world are related to the contribution of coal and natural gas at the 

current condition which positive and negative impacts compensate for each other. 

It can be realized that by the transition to RES, some indices show the desirable result, such as global 

warming, while several indices, such as mineral resources scarcity show undesirable results. Therefore, 

a complete transition from fossil fuels to RES could be a proper solution for global warming mitigation 

but the scarcity of mineral resources and their cost will play important role in decision-making. 

4.3.4 Sensitivity to stack material after increase in RES contribution 

The sensitivity analysis of LCIA regarding the stack material in the “Sensitivity to stack material- 

current condition” section is assessed for the current situation. It is important to investigate LCIA 

changes regarding stack materials after the RES contribution increase. According to the comparison 

of scenarios Sc2, Sc6, Sc7, Sc8, and Sc9 which is provided in supplementary data, the contribution of 

stack material is considerable in all indices in all regions, except global warming and water 

consumption in all regions and Ionizing radiation for global values and Sc7 for Terrestrial ecotoxicity. 

Therefore, all indices except global warming and water consumption have high sensitivity to stack 

materials for future scenarios. By comparing with the sensitivity analysis at the current condition 
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regarding stack materials it is seen that more indices become important for future scenarios. It shows 

the increase of stack importance by the transition from fossil fuels to RES. 

According to the abovementioned environmental indices and information provided in supplementary 

data about the contribution of each section to the indices amount for the future RES scenarios, it is 

verified that the biggest contributor to environmental impact in hydrogen generation via PEM 

technology is stack material, not electricity consumption. 

4.3.5 Comparison with SMR method 

In this section, the results of 9 scenarios in the world region are compared with SMR environmental 

emission to make the indices’ quantities clearer. The values related to SMR are extracted from 

Mehmeti et al. [29] study. SMR is considered as the reference since it is currently the most widely 

used method for hydrogen production. The results are summarized in Table 4. 8.  

 

 

Table 4. 8 Summary of the indices' values for 9 scenarios and SMR (2 tables to cover all indices) 

Global 

warming

Stratospheric 

ozone 

depletion

Ionizing 

radiation

Ozone 

formation, 

Human health

Fine 

particulate 

matter 

formation

Ozone 

formation, 

Terrestrial 

ecosystems

Terrestrial 

acidification

Freshwater 

eutrophication

Marine 

eutrophication

kg CO2 eq kg CFC11 eq kBq Co-60 eqkg NOx eq kg PM2.5 eq kg NOx eq kg SO2 eq kg P eq kg N eq

SMR 12.13 0.000003 0.501 0.0089 0.002 0.0085 0.0087 0.0007 Na

Sc1 16.22 0.0000055 4.056 0.0409 0.007 0.041 0.0698 0.0064 0.00045

Sc2 21.26 0.0000073 5.3 0.0545 0.01 0.0546 0.0953 0.0085 0.00059

Sc3 26.33 0.0000093 6.546 0.0684 0.014 0.0686 0.1221 0.0106 0.00073

Sc4 21.14 0.0000071 5.296 0.0531 0.009 0.0532 0.0906 0.0084 0.00058

Sc5 21.41 0.0000076 5.306 0.0562 0.012 0.0563 0.1013 0.0087 0.00059

Sc6 2.02 0.0000004 5.218 0.0027 0.002 0.0028 0.0069 0.0003 0.00002

Sc7 0.99 0.0000005 5.227 0.0036 0.003 0.0036 0.0083 0.0004 0.00004

Sc8 1.32 0.0000004 5.22 0.0029 0.002 0.0029 0.0069 0.0003 0.00002

Sc9 1.45 0.0000004 5.222 0.0031 0.002 0.0031 0.0074 0.0003 0.00003

Terrestrial 

ecotoxicity

Freshwater 

ecotoxicity

Marine 

ecotoxicity

Human 

carcinogenic 

toxicity

Human non-

carcinogenic 

toxicity

Land use

Mineral 

resource 

scarcity

Fossil 

resource 

scarcity

Water 

consumption

kg 1,4-DCB kg 1,4-DCB kg 1,4-DCB kg 1,4-DCB kg 1,4-DCB m
2
a crop eq kg Cu eq kg oil eq m

3

SMR 0.0005 0.0208 0.0423 0.0803 21.36 0.008272 0.00389 4.45 5.77

Sc1 7.3151 0.2546 0.1867 0.0617 1.85 0.222207 0.01521 5.85 2.27

Sc2 9.7666 0.3673 0.3257 0.1008 4.05 0.293496 0.03066 7.66 2.95

Sc3 12.2855 0.4941 0.485 0.1439 6.82 0.365672 0.04948 9.48 3.64

Sc4 9.4887 0.3188 0.2127 0.0758 2.1 0.289377 0.01844 7.63 2.95

Sc5 10.1119 0.4299 0.459 0.1298 6.57 0.298502 0.04625 7.71 2.95

Sc6 2.5422 0.101 0.2259 0.0643 3.67 0.012558 0.02526 0.11 0.44

Sc7 7.5467 0.1257 0.2618 0.176 4.69 0.038085 0.06376 0.18 2.79

Sc8 2.5607 0.1008 0.2256 0.0642 3.66 0.011611 0.02558 0.11 0.43

Sc9 4.217 0.1091 0.2378 0.1015 4.01 0.020754 0.0382 0.13 1.22
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It is seen in this table that scenario Sc3 is the worst case with the highest values in almost all indices 

except Human carcinogenic toxicity, Human non-carcinogenic toxicity, Mineral resource scarcity, and 

Water consumption. However, Sc3 values are less than SMR only in Human non-carcinogenic toxicity, 

and Water consumption, in which SMR has the highest values in these two indices compared to other 

scenarios. The most considerable variations can be seen in Terrestrial ecotoxicity. By comparing the 

values in Table 4. 8,  it can be recognized that Sc6 shows the best performance in terms of 

environmental impact reduction. By comparing scenarios Sc1 to Sc5, which are related to current 

electricity grid, and SMR, it can be realized that SMR has lower environmental impact in all indices 

except Human non-carcinogenic toxicity and water consumption. Therefore, at the current condition 

SMR is more sustainable, and to reach a sustainable PEM technology it is required to consider 

scenarios Sc5 to Sc9. 

4.3.6 Contribution of materials on the global warming potential 

The contribution of each material in stack and BOP should be investigated to determine the main 

contributors to environmental impact, without electricity emission consideration. In this section, global 

warming contribution, as the most known index, is considered to define the most important materials 

in terms of carbon dioxide emission. The result of this section can be used for research and 

development to reduce carbon dioxide emissions by focusing on the most contributors. The 

comparison of three scenarios, Sc4, Sc2, and Sc5, with the minimum, average, and maximum stack 

materials’ weight is provided in Figure 4. 17. It can be seen that the main contributors to global 

warming, regarding the materials in stack and BOP, are titanium, iridium, and platinum from stack 

components. In addition, it is realized that the contribution of the BOP to global warming, in hydrogen 

generation through PEM technology, is almost negligible. 
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Figure 4. 17  Stack and BOP materials’ contribution in global warming index 

4.3.7 Contribution of electricity and material on GWP and reduction potential of using RES 

The contribution comparison of materials, electricity, water consumption, and heat to global warming, 

in the global region, is performed in this section. The comparison is made between scenarios Sc2, Sc6, 

Sc7, Sc8, and Sc9 to investigate the impact of using RES on the contribution of each part to global 

warming. As mentioned in the previous sections, the amount of carbon dioxide emission reduces 

considerably by using RES as the energy source for hydrogen generation via PEM technology. While 

electricity (operation and pump) is still the main contributor to global warming potential, between 74% 

to 99% in all scenarios assessed in this section. Thus, if the objective of a plan is only reducing carbon 

dioxide emissions, without considering other environmental impacts, it can be recommended to focus 

only on electricity emission reduction and the optimum choice of electricity source. 
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Figure 4. 18  contribution comparison of materials, electricity, water consumption, and heat to global warming, in global region 

4.4 Conclusion 

By comparing the water electrolysis technologies based on the maturity and efficiency of the systems, 

PEM technology is chosen to be assessed as the hydrogen generation technology to overcome the RES 

storage problem. Environmental impact indices of hydrogen generation by PEM electrolyser under 

nine energy and stack configuration scenarios in Australia, Italy, and the whole world are quantified 

and compared in this study. For the current condition, it is found that the biggest contributor to the 

environmental impact of hydrogen generation via PEM technology is the electricity supply and the 

contribution of the hydrogen production plant construction is negligible. while for the RES scenarios, 

it is found that the stack material is the main contributor with some exceptions. By comparing the 

result of scaled relative LCIA for the current condition, for Sc1, Sc2, and Sc3, in general, Australia 

represents the highest and Italy has the lowest values. The result of sensitivity analysis to the stack 

materials, at the current condition, indicates that the most sensitive indices are human non-

carcinogenic toxicity, mineral resources scarcity, marine ecotoxicity, and freshwater ecotoxicity. By 

performing the sensitivity analysis of the environmental impact to stack material variation it is found 

that, at the current condition, the most effective elements on indices are iridium, platinum, and Nafion, 

and variation in other elements does not have a significant impact on the LCIA result. 
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The LCIA results of the transition from fossil fuels to RES indicate that indices such as global warming 

show desirable results, carbon dioxide emission of 1 kg hydrogen generation could reach the range of 

1 to 2.3 kg from around 25 kg CO2 emission. However, some indices, such as mineral resources 

scarcity show undesirable results. Thus, this transition could be a proper solution for global warming 

mitigation while the material intensity and their cost become more important in decision-making. 

Moreover, it is found that the transition to wind energy should be investigated properly since the result 

of several indices would be undesirable by this transition. By comparing the emission of the global 

region with the SMR method it is found that Sc3 and Sc6 have the worst and the best performance in 

environmental impact reduction, respectively. In addition, at the current condition SMR is more 

sustainable, and it is necessary to consider scenarios Sc5 to Sc9 to reach a sustainable PEM technology. 

Global warming is one of the most interesting topics for researchers and the most known index for 

industries and investors, therefore, global warming potential is assessed in detail. By comparing the 

global warming potential regarding the stack and BOP materials, without the consideration of 

electricity emissions, it is found that titanium, iridium, and platinum are the main contributors. In 

addition, it is recognized that the BOP contribution is negligible in global warming potential. By 

comparing the contribution of materials, electricity, water consumption, and heat to global warming, 

in the global region, it is found that even with a complete transition from fossil fuels to RES, despite 

the fact that carbon dioxide emissions decrease significantly but still electricity consumption has the 

highest contribution to CO2 emission, approximately more than 75% in scenarios Sc6 to Sc9.  
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4.5 Appendix 
Table 4.A. 1 literature list 

Row # Ref No. Year for estimation 
Active area for 

1MW (m^2) 

Cell area (single 

cell format) [cm2] 

Experimental 

hydrogen yield for 

1MW (m3/h) 

1 [18] 2017 37 500 - 

2 [30] 2018 16 17.64 - 

3 [31] 2018 22 25 228.45 

4 [31] 2018 31 25 240.56 

5 [31] 2018 50 25 258.40 

6 [31] 2018 110 25 282.48 

7 [32] 2016 19.5 5 - 

8 [33] 2018 20.5 25 190.73 

9 [33] 2018 29.5 25 206.85 

10 [33] 2018 49.5 25 228.10 

11 [33] 2018 110 25 253.44 

12 [34] 2010 53 250 - 

13 [35] 2013 102 100 306.00 

14 [36] 2010 91 100 242.67 

15 [37] 2011 100 100 300.00 

 

 

 



 

194 

 

 



 

195 

 

 



 

196 

 

 

Figure 4.A. 1 LCIA results for the current condition (remaining indices), units are provided in Table 4. 7 per kg of hydrogen. 
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Figure 4.A. 2  Indices variation in Sc6, Sc7, Sc8, and Sc9 scenarios regarding sc2 (remaining indices) 

In the following pages, supplementary data are provided.
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Global Warming Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 5.20E-02 1.72E-01 3.19E-01 5.20E-02 1.72E-01 3.19E-01 5.20E-02 1.72E-01 3.19E-01

BOP material 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03

Electriciy-operation 1.99E+01 2.60E+01 3.22E+01 1.58E+01 2.08E+01 2.57E+01 1.18E+01 1.55E+01 1.91E+01

Electriciy-Stack assembly 6.08E-02 6.08E-02 6.08E-02 4.85E-02 4.85E-02 4.85E-02 3.61E-02 3.61E-02 3.61E-02

Electriciy-BOP assembly 9.76E-03 9.76E-03 9.76E-03 7.78E-03 7.78E-03 7.78E-03 5.80E-03 5.80E-03 5.80E-03

Electriciy-pump 2.44E-01 2.44E-01 2.44E-01 1.94E-01 1.94E-01 1.94E-01 1.45E-01 1.45E-01 1.45E-01

Water 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02

Heat 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02

Sum 2.03E+01 2.66E+01 3.29E+01 1.62E+01 2.13E+01 2.63E+01 1.21E+01 1.59E+01 1.97E+01

Stratospheric ozone 

depletion
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 6.691E-08 2.929E-07 5.726E-07 6.691E-08 2.929E-07 5.726E-07 6.691E-08 2.929E-07 5.726E-07

BOP material 4.115E-10 4.115E-10 4.115E-10 4.115E-10 4.115E-10 4.115E-10 4.115E-10 4.115E-10 4.115E-10

Electriciy-operation 6.015E-06 7.884E-06 9.753E-06 5.302E-06 6.950E-06 8.597E-06 5.424E-06 7.110E-06 8.796E-06

Electriciy-Stack assembly 1.843E-08 1.843E-08 1.843E-08 1.624E-08 1.624E-08 1.624E-08 1.662E-08 1.662E-08 1.662E-08

Electriciy-BOP assembly 2.956E-09 2.956E-09 2.956E-09 2.606E-09 2.606E-09 2.606E-09 2.666E-09 2.666E-09 2.666E-09

Electriciy-pump 7.378E-08 7.378E-08 7.378E-08 6.504E-08 6.504E-08 6.504E-08 6.654E-08 6.654E-08 6.654E-08

Water 7.597E-09 7.597E-09 7.597E-09 7.597E-09 7.597E-09 7.597E-09 7.597E-09 7.597E-09 7.597E-09

Heat 2.411E-09 2.411E-09 2.411E-09 2.411E-09 2.411E-09 2.411E-09 2.411E-09 2.411E-09 2.411E-09

Sum 6.19E-06 8.28E-06 1.04E-05 5.46E-06 7.34E-06 9.26E-06 5.59E-06 7.50E-06 9.46E-06

Ionizing radiation Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 2.245E-03 7.107E-03 1.299E-02 2.245E-03 7.107E-03 1.299E-02 2.245E-03 7.107E-03 1.299E-02

BOP material 9.759E-05 9.759E-05 9.759E-05 9.759E-05 9.759E-05 9.759E-05 9.759E-05 9.759E-05 9.759E-05

Electriciy-operation 9.022E-02 1.183E-01 1.463E-01 3.990E+00 5.230E+00 6.470E+00 1.571E-02 2.059E-02 2.547E-02

Electriciy-Stack assembly 2.764E-04 2.764E-04 2.764E-04 1.222E-02 1.222E-02 1.222E-02 4.813E-05 4.813E-05 4.813E-05

Electriciy-BOP assembly 4.434E-05 4.434E-05 4.434E-05 1.961E-03 1.961E-03 1.961E-03 7.721E-06 7.721E-06 7.721E-06

Electriciy-pump 1.107E-03 1.107E-03 1.107E-03 4.894E-02 4.894E-02 4.894E-02 1.927E-04 1.927E-04 1.927E-04

Water 1.738E-05 1.738E-05 1.738E-05 1.738E-05 1.738E-05 1.738E-05 1.738E-05 1.738E-05 1.738E-05

Heat 1.997E-06 1.997E-06 1.997E-06 1.997E-06 1.997E-06 1.997E-06 1.997E-06 1.997E-06 1.997E-06

Sum 9.40E-02 1.27E-01 1.61E-01 4.06E+00 5.30E+00 6.55E+00 1.83E-02 2.81E-02 3.88E-02

Australia Global Italy

Australia Global Italy

Australia Global Italy

Quantities (Sc1-Sc2-Sc3)-supplementary data
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Ozone formation, 

Human health
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 4.363E-04 1.767E-03 3.484E-03 4.363E-04 1.767E-03 3.484E-03 4.363E-04 1.767E-03 3.484E-03

BOP material 3.023E-06 3.023E-06 3.023E-06 3.023E-06 3.023E-06 3.023E-06 3.023E-06 3.023E-06 3.023E-06

Electriciy-operation 5.096E-02 6.680E-02 8.264E-02 3.931E-02 5.153E-02 6.374E-02 2.270E-02 2.975E-02 3.681E-02

Electriciy-Stack assembly 1.561E-04 1.561E-04 1.561E-04 1.204E-04 1.204E-04 1.204E-04 6.954E-05 6.954E-05 6.954E-05

Electriciy-BOP assembly 2.505E-05 2.505E-05 2.505E-05 1.932E-05 1.932E-05 1.932E-05 1.116E-05 1.116E-05 1.116E-05

Electriciy-pump 6.252E-04 6.252E-04 6.252E-04 4.822E-04 4.822E-04 4.822E-04 2.785E-04 2.785E-04 2.785E-04

Water 4.475E-05 4.475E-05 4.475E-05 4.475E-05 4.475E-05 4.475E-05 4.475E-05 4.475E-05 4.475E-05

Heat 5.075E-04 5.075E-04 5.075E-04 5.075E-04 5.075E-04 5.075E-04 5.075E-04 5.075E-04 5.075E-04

Sum 5.28E-02 6.99E-02 8.75E-02 4.09E-02 5.45E-02 6.84E-02 2.41E-02 3.24E-02 4.12E-02

Fine particulate matter 

formation
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 4.161E-04 1.775E-03 3.535E-03 4.161E-04 1.775E-03 3.535E-03 4.161E-04 1.775E-03 3.535E-03

BOP material 1.768E-06 1.768E-06 1.768E-06 1.768E-06 1.768E-06 1.768E-06 1.768E-06 1.768E-06 1.768E-06

Electriciy-operation 6.606E-03 8.659E-03 1.071E-02 6.470E-03 8.481E-03 1.049E-02 6.509E-03 8.532E-03 1.056E-02

Electriciy-Stack assembly 2.024E-05 2.024E-05 2.024E-05 1.982E-05 1.982E-05 1.982E-05 1.994E-05 1.994E-05 1.994E-05

Electriciy-BOP assembly 3.247E-06 3.247E-06 3.247E-06 3.180E-06 3.180E-06 3.180E-06 3.199E-06 3.199E-06 3.199E-06

Electriciy-pump 8.104E-05 8.104E-05 8.104E-05 7.937E-05 7.937E-05 7.937E-05 7.985E-05 7.985E-05 7.985E-05

Water 2.485E-05 2.485E-05 2.485E-05 2.485E-05 2.485E-05 2.485E-05 2.485E-05 2.485E-05 2.485E-05

Heat 5.708E-05 5.708E-05 5.708E-05 5.708E-05 5.708E-05 5.708E-05 5.708E-05 5.708E-05 5.708E-05

Sum 7.21E-03 1.06E-02 1.44E-02 7.07E-03 1.04E-02 1.42E-02 7.11E-03 1.05E-02 1.43E-02

Ozone formation, 

Terrestrial ecosystems
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 4.452E-04 1.804E-03 3.559E-03 4.452E-04 1.804E-03 3.559E-03 4.452E-04 1.804E-03 3.559E-03

BOP material 3.129E-06 3.129E-06 3.129E-06 3.129E-06 3.129E-06 3.129E-06 3.129E-06 3.129E-06 3.129E-06

Electriciy-operation 5.101E-02 6.687E-02 8.272E-02 3.937E-02 5.160E-02 6.383E-02 2.279E-02 2.988E-02 3.696E-02

Electriciy-Stack assembly 1.563E-04 1.563E-04 1.563E-04 1.206E-04 1.206E-04 1.206E-04 6.982E-05 6.982E-05 6.982E-05

Electriciy-BOP assembly 2.507E-05 2.507E-05 2.507E-05 1.935E-05 1.935E-05 1.935E-05 1.120E-05 1.120E-05 1.120E-05

Electriciy-pump 6.258E-04 6.258E-04 6.258E-04 4.829E-04 4.829E-04 4.829E-04 2.796E-04 2.796E-04 2.796E-04

Water 4.478E-05 4.478E-05 4.478E-05 4.478E-05 4.478E-05 4.478E-05 4.478E-05 4.478E-05 4.478E-05

Heat 5.076E-04 5.076E-04 5.076E-04 5.076E-04 5.076E-04 5.076E-04 5.076E-04 5.076E-04 5.076E-04

Sum 5.28E-02 7.00E-02 8.76E-02 4.10E-02 5.46E-02 6.86E-02 2.42E-02 3.26E-02 4.14E-02

Australia Global Italy

Australia Global Italy

Australia Global Italy
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Terrestrial acidification Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 1.374E-03 6.008E-03 1.204E-02 1.374E-03 6.008E-03 1.204E-02 1.374E-03 6.008E-03 1.204E-02

BOP material 5.090E-06 5.090E-06 5.090E-06 5.090E-06 5.090E-06 5.090E-06 5.090E-06 5.090E-06 5.090E-06

Electriciy-operation 8.942E-02 1.172E-01 1.450E-01 6.707E-02 8.792E-02 1.088E-01 2.731E-02 3.580E-02 4.429E-02

Electriciy-Stack assembly 2.739E-04 2.739E-04 2.739E-04 2.055E-04 2.055E-04 2.055E-04 8.367E-05 8.367E-05 8.367E-05

Electriciy-BOP assembly 4.395E-05 4.395E-05 4.395E-05 3.296E-05 3.296E-05 3.296E-05 1.342E-05 1.342E-05 1.342E-05

Electriciy-pump 1.097E-03 1.097E-03 1.097E-03 8.227E-04 8.227E-04 8.227E-04 3.350E-04 3.350E-04 3.350E-04

Water 8.037E-05 8.037E-05 8.037E-05 8.037E-05 8.037E-05 8.037E-05 8.037E-05 8.037E-05 8.037E-05

Heat 1.868E-04 1.868E-04 1.868E-04 1.868E-04 1.868E-04 1.868E-04 1.868E-04 1.868E-04 1.868E-04

Sum 9.25E-02 1.25E-01 1.59E-01 6.98E-02 9.53E-02 1.22E-01 2.94E-02 4.25E-02 5.70E-02

Freshwater 

eutrophication
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 9.560E-05 2.315E-04 4.033E-04 9.560E-05 2.315E-04 4.033E-04 9.560E-05 2.315E-04 4.033E-04

BOP material 6.968E-07 6.968E-07 6.968E-07 6.968E-07 6.968E-07 6.968E-07 6.968E-07 6.968E-07 6.968E-07

Electriciy-operation 9.140E-03 1.198E-02 1.482E-02 6.247E-03 8.189E-03 1.013E-02 9.214E-04 1.208E-03 1.494E-03

Electriciy-Stack assembly 2.800E-05 2.800E-05 2.800E-05 1.914E-05 1.914E-05 1.914E-05 2.823E-06 2.823E-06 2.823E-06

Electriciy-BOP assembly 4.492E-06 4.492E-06 4.492E-06 3.070E-06 3.070E-06 3.070E-06 4.528E-07 4.528E-07 4.528E-07

Electriciy-pump 1.121E-04 1.121E-04 1.121E-04 7.663E-05 7.663E-05 7.663E-05 1.130E-05 1.130E-05 1.130E-05

Water 8.096E-07 8.096E-07 8.096E-07 8.096E-07 8.096E-07 8.096E-07 8.096E-07 8.096E-07 8.096E-07

Heat 1.631E-08 1.631E-08 1.631E-08 1.631E-08 1.631E-08 1.631E-08 1.631E-08 1.631E-08 1.631E-08

Sum 9.38E-03 1.24E-02 1.54E-02 6.44E-03 8.52E-03 1.06E-02 1.03E-03 1.46E-03 1.91E-03

Marine eutrophication Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 2.208E-06 7.023E-06 1.309E-05 2.208E-06 7.023E-06 1.309E-05 2.208E-06 7.023E-06 1.309E-05

BOP material 3.701E-08 3.701E-08 3.701E-08 3.701E-08 3.701E-08 3.701E-08 3.701E-08 3.701E-08 3.701E-08

Electriciy-operation 6.127E-04 8.031E-04 9.935E-04 4.375E-04 5.735E-04 7.095E-04 8.785E-05 1.152E-04 1.425E-04

Electriciy-Stack assembly 1.877E-06 1.877E-06 1.877E-06 1.340E-06 1.340E-06 1.340E-06 2.691E-07 2.691E-07 2.691E-07

Electriciy-BOP assembly 3.011E-07 3.011E-07 3.011E-07 2.150E-07 2.150E-07 2.150E-07 4.318E-08 4.318E-08 4.318E-08

Electriciy-pump 7.516E-06 7.516E-06 7.516E-06 5.367E-06 5.367E-06 5.367E-06 1.078E-06 1.078E-06 1.078E-06

Water 1.733E-07 1.733E-07 1.733E-07 1.733E-07 1.733E-07 1.733E-07 1.733E-07 1.733E-07 1.733E-07

Heat 1.556E-09 1.556E-09 1.556E-09 1.556E-09 1.556E-09 1.556E-09 1.556E-09 1.556E-09 1.556E-09

Sum 6.25E-04 8.20E-04 1.02E-03 4.47E-04 5.88E-04 7.30E-04 9.17E-05 1.24E-04 1.57E-04

Australia Global Italy

Australia Global Italy

Australia Global Italy
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Terrestrial ecotoxicity Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 1.779E-01 4.558E-01 8.011E-01 1.779E-01 4.558E-01 8.011E-01 1.779E-01 4.558E-01 8.011E-01

BOP material 9.142E-03 9.142E-03 9.142E-03 9.142E-03 9.142E-03 9.142E-03 9.142E-03 9.142E-03 9.142E-03

Electriciy-operation 5.971E+00 7.827E+00 9.682E+00 6.994E+00 9.168E+00 1.134E+01 4.930E+00 6.463E+00 7.995E+00

Electriciy-Stack assembly 1.829E-02 1.829E-02 1.829E-02 2.143E-02 2.143E-02 2.143E-02 1.510E-02 1.510E-02 1.510E-02

Electriciy-BOP assembly 2.934E-03 2.934E-03 2.934E-03 3.437E-03 3.437E-03 3.437E-03 2.423E-03 2.423E-03 2.423E-03

Electriciy-pump 7.324E-02 7.324E-02 7.324E-02 8.579E-02 8.579E-02 8.579E-02 6.048E-02 6.048E-02 6.048E-02

Water 1.921E-02 1.921E-02 1.921E-02 1.921E-02 1.921E-02 1.921E-02 1.921E-02 1.921E-02 1.921E-02

Heat 4.283E-03 4.283E-03 4.283E-03 4.283E-03 4.283E-03 4.283E-03 4.283E-03 4.283E-03 4.283E-03

Sum 6.28E+00 8.41E+00 1.06E+01 7.32E+00 9.77E+00 1.23E+01 5.22E+00 7.03E+00 8.91E+00

Freshwater ecotoxicity Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 4.445E-02 9.296E-02 1.556E-01 4.445E-02 9.296E-02 1.556E-01 4.445E-02 9.296E-02 1.556E-01

BOP material 2.157E-04 2.157E-04 2.157E-04 2.157E-04 2.157E-04 2.157E-04 2.157E-04 2.157E-04 2.157E-04

Electriciy-operation 2.955E-01 3.873E-01 4.791E-01 2.064E-01 2.706E-01 3.347E-01 3.556E-02 4.661E-02 5.766E-02

Electriciy-Stack assembly 9.051E-04 9.051E-04 9.051E-04 6.323E-04 6.323E-04 6.323E-04 1.089E-04 1.089E-04 1.089E-04

Electriciy-BOP assembly 1.452E-04 1.452E-04 1.452E-04 1.014E-04 1.014E-04 1.014E-04 1.748E-05 1.748E-05 1.748E-05

Electriciy-pump 3.624E-03 3.624E-03 3.624E-03 2.532E-03 2.532E-03 2.532E-03 4.362E-04 4.362E-04 4.362E-04

Water 2.461E-04 2.461E-04 2.461E-04 2.461E-04 2.461E-04 2.461E-04 2.461E-04 2.461E-04 2.461E-04

Heat 2.724E-06 2.724E-06 2.724E-06 2.724E-06 2.724E-06 2.724E-06 2.724E-06 2.724E-06 2.724E-06

Sum 3.45E-01 4.85E-01 6.40E-01 2.55E-01 3.67E-01 4.94E-01 8.10E-02 1.41E-01 2.14E-01

Marine ecotoxicity Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 6.502E-02 1.780E-01 3.112E-01 6.502E-02 1.780E-01 3.112E-01 6.502E-02 1.780E-01 3.112E-01

BOP material 3.634E-02 3.634E-02 3.634E-02 3.634E-02 3.634E-02 3.634E-02 3.634E-02 3.634E-02 3.634E-02

Electriciy-operation 1.088E-01 1.426E-01 1.764E-01 8.369E-02 1.097E-01 1.357E-01 2.672E-02 3.502E-02 4.333E-02

Electriciy-Stack assembly 3.332E-04 3.332E-04 3.332E-04 2.564E-04 2.564E-04 2.564E-04 8.185E-05 8.185E-05 8.185E-05

Electriciy-BOP assembly 5.345E-05 5.345E-05 5.345E-05 4.113E-05 4.113E-05 4.113E-05 1.313E-05 1.313E-05 1.313E-05

Electriciy-pump 1.334E-03 1.334E-03 1.334E-03 1.027E-03 1.027E-03 1.027E-03 3.278E-04 3.278E-04 3.278E-04

Water 3.491E-04 3.491E-04 3.491E-04 3.491E-04 3.491E-04 3.491E-04 3.491E-04 3.491E-04 3.491E-04

Heat 1.129E-05 1.129E-05 1.129E-05 1.129E-05 1.129E-05 1.129E-05 1.129E-05 1.129E-05 1.129E-05

Sum 2.12E-01 3.59E-01 5.26E-01 1.87E-01 3.26E-01 4.85E-01 1.29E-01 2.50E-01 3.92E-01

Australia Global Italy

Australia Global Italy

Australia Global Italy
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Human carcinogenic 

toxicity
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 1.479E-02 3.975E-02 6.879E-02 1.479E-02 3.975E-02 6.879E-02 1.479E-02 3.975E-02 6.879E-02

BOP material 6.604E-04 6.604E-04 6.604E-04 6.604E-04 6.604E-04 6.604E-04 6.604E-04 6.604E-04 6.604E-04

Electriciy-operation 3.633E-02 4.762E-02 5.891E-02 4.525E-02 5.932E-02 7.338E-02 6.077E-02 7.965E-02 9.853E-02

Electriciy-Stack assembly 1.113E-04 1.113E-04 1.113E-04 1.386E-04 1.386E-04 1.386E-04 1.861E-04 1.861E-04 1.861E-04

Electriciy-BOP assembly 1.785E-05 1.785E-05 1.785E-05 2.224E-05 2.224E-05 2.224E-05 2.986E-05 2.986E-05 2.986E-05

Electriciy-pump 4.456E-04 4.456E-04 4.456E-04 5.551E-04 5.551E-04 5.551E-04 7.454E-04 7.454E-04 7.454E-04

Water 2.932E-04 2.932E-04 2.932E-04 2.932E-04 2.932E-04 2.932E-04 2.932E-04 2.932E-04 2.932E-04

Heat 1.857E-05 1.857E-05 1.857E-05 1.857E-05 1.857E-05 1.857E-05 1.857E-05 1.857E-05 1.857E-05

Sum 5.27E-02 8.89E-02 1.29E-01 6.17E-02 1.01E-01 1.44E-01 7.75E-02 1.21E-01 1.69E-01

Human non-

carcinogenic toxicity
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 9.741E-01 2.919E+00 5.443E+00 9.741E-01 2.919E+00 5.443E+00 9.741E-01 2.919E+00 5.443E+00

BOP material 3.221E-02 3.221E-02 3.221E-02 3.221E-02 3.221E-02 3.221E-02 3.221E-02 3.221E-02 3.221E-02

Electriciy-operation 4.366E-01 5.723E-01 7.079E-01 8.138E-01 1.067E+00 1.320E+00 3.917E-01 5.134E-01 6.351E-01

Electriciy-Stack assembly 1.337E-03 1.337E-03 1.337E-03 2.493E-03 2.493E-03 2.493E-03 1.200E-03 1.200E-03 1.200E-03

Electriciy-BOP assembly 2.146E-04 2.146E-04 2.146E-04 4.000E-04 4.000E-04 4.000E-04 1.925E-04 1.925E-04 1.925E-04

Electriciy-pump 5.355E-03 5.355E-03 5.355E-03 9.983E-03 9.983E-03 9.983E-03 4.804E-03 4.804E-03 4.804E-03

Water 1.529E-02 1.529E-02 1.529E-02 1.529E-02 1.529E-02 1.529E-02 1.529E-02 1.529E-02 1.529E-02

Heat 3.321E-04 3.321E-04 3.321E-04 3.321E-04 3.321E-04 3.321E-04 3.321E-04 3.321E-04 3.321E-04

Sum 1.47E+00 3.55E+00 6.21E+00 1.85E+00 4.05E+00 6.82E+00 1.42E+00 3.49E+00 6.13E+00

Land use Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 2.085E-03 6.204E-03 1.121E-02 2.085E-03 6.204E-03 1.121E-02 2.085E-03 6.204E-03 1.121E-02

BOP material 3.554E-05 3.554E-05 3.554E-05 3.554E-05 3.554E-05 3.554E-05 3.554E-05 3.554E-05 3.554E-05

Electriciy-operation 2.942E-01 3.856E-01 4.770E-01 2.161E-01 2.833E-01 3.505E-01 9.535E-02 1.250E-01 1.546E-01

Electriciy-Stack assembly 9.012E-04 9.012E-04 9.012E-04 6.621E-04 6.621E-04 6.621E-04 2.921E-04 2.921E-04 2.921E-04

Electriciy-BOP assembly 1.446E-04 1.446E-04 1.446E-04 1.062E-04 1.062E-04 1.062E-04 4.686E-05 4.686E-05 4.686E-05

Electriciy-pump 3.609E-03 3.609E-03 3.609E-03 2.651E-03 2.651E-03 2.651E-03 1.170E-03 1.170E-03 1.170E-03

Water 5.054E-04 5.054E-04 5.054E-04 5.054E-04 5.054E-04 5.054E-04 5.054E-04 5.054E-04 5.054E-04

Heat 2.321E-05 2.321E-05 2.321E-05 2.321E-05 2.321E-05 2.321E-05 2.321E-05 2.321E-05 2.321E-05

Sum 3.01E-01 3.97E-01 4.93E-01 2.22E-01 2.93E-01 3.66E-01 9.95E-02 1.33E-01 1.68E-01
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Mineral resource scarcity
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 4.591E-03 1.681E-02 3.240E-02 4.591E-03 1.681E-02 3.240E-02 4.591E-03 1.681E-02 3.240E-02

BOP material 2.169E-05 2.169E-05 2.169E-05 2.169E-05 2.169E-05 2.169E-05 2.169E-05 2.169E-05 2.169E-05

Electriciy-operation 9.423E-03 1.235E-02 1.528E-02 1.039E-02 1.362E-02 1.685E-02 7.469E-03 9.790E-03 1.211E-02

Electriciy-Stack assembly 2.887E-05 2.887E-05 2.887E-05 3.183E-05 3.183E-05 3.183E-05 2.288E-05 2.288E-05 2.288E-05

Electriciy-BOP assembly 4.631E-06 4.631E-06 4.631E-06 5.106E-06 5.106E-06 5.106E-06 3.670E-06 3.670E-06 3.670E-06

Electriciy-pump 1.156E-04 1.156E-04 1.156E-04 1.274E-04 1.274E-04 1.274E-04 9.161E-05 9.161E-05 9.161E-05

Water 4.323E-05 4.323E-05 4.323E-05 4.323E-05 4.323E-05 4.323E-05 4.323E-05 4.323E-05 4.323E-05

Heat 1.272E-06 1.272E-06 1.272E-06 1.272E-06 1.272E-06 1.272E-06 1.272E-06 1.272E-06 1.272E-06

Sum 1.42E-02 2.94E-02 4.79E-02 1.52E-02 3.07E-02 4.95E-02 1.22E-02 2.68E-02 4.47E-02

Fossil resource scarcity Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 1.449E-02 5.083E-02 9.625E-02 1.449E-02 5.083E-02 9.625E-02 1.449E-02 5.083E-02 9.625E-02

BOP material 2.644E-04 2.644E-04 2.644E-04 2.644E-04 2.644E-04 2.644E-04 2.644E-04 2.644E-04 2.644E-04

Electriciy-operation 6.878E+00 9.015E+00 1.115E+01 5.716E+00 7.493E+00 9.269E+00 5.254E+00 6.887E+00 8.519E+00

Electriciy-Stack assembly 2.107E-02 2.107E-02 2.107E-02 1.751E-02 1.751E-02 1.751E-02 1.609E-02 1.609E-02 1.609E-02

Electriciy-BOP assembly 3.380E-03 3.380E-03 3.380E-03 2.809E-03 2.809E-03 2.809E-03 2.582E-03 2.582E-03 2.582E-03

Electriciy-pump 8.437E-02 8.437E-02 8.437E-02 7.012E-02 7.012E-02 7.012E-02 6.445E-02 6.445E-02 6.445E-02

Water 3.221E-03 3.221E-03 3.221E-03 3.221E-03 3.221E-03 3.221E-03 3.221E-03 3.221E-03 3.221E-03

Heat 2.489E-02 2.489E-02 2.489E-02 2.489E-02 2.489E-02 2.489E-02 2.489E-02 2.489E-02 2.489E-02

Sum 7.03E+00 9.20E+00 1.14E+01 5.85E+00 7.66E+00 9.48E+00 5.38E+00 7.05E+00 8.73E+00

Water consumption Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 3.610E-04 1.117E-03 2.031E-03 3.610E-04 1.117E-03 2.031E-03 3.610E-04 1.117E-03 2.031E-03

BOP material 2.081E-05 2.081E-05 2.081E-05 2.081E-05 2.081E-05 2.081E-05 2.081E-05 2.081E-05 2.081E-05

Electriciy-operation 2.876E+00 3.769E+00 4.663E+00 2.209E+00 2.896E+00 3.582E+00 9.265E-01 1.214E+00 1.502E+00

Electriciy-Stack assembly 8.809E-03 8.809E-03 8.809E-03 6.768E-03 6.768E-03 6.768E-03 2.838E-03 2.838E-03 2.838E-03

Electriciy-BOP assembly 1.413E-03 1.413E-03 1.413E-03 1.086E-03 1.086E-03 1.086E-03 4.553E-04 4.553E-04 4.553E-04

Electriciy-pump 3.527E-02 3.527E-02 3.527E-02 2.710E-02 2.710E-02 2.710E-02 1.137E-02 1.137E-02 1.137E-02

Water 2.158E-02 2.158E-02 2.158E-02 2.158E-02 2.158E-02 2.158E-02 2.158E-02 2.158E-02 2.158E-02

Heat 1.530E-04 1.530E-04 1.530E-04 1.530E-04 1.530E-04 1.530E-04 1.530E-04 1.530E-04 1.530E-04

Sum 2.94E+00 3.84E+00 4.73E+00 2.27E+00 2.95E+00 3.64E+00 9.63E-01 1.25E+00 1.54E+00
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Global Warming Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 0.26% 0.65% 0.97% 0.32% 0.81% 1.21% 0.43% 1.08% 1.62%

BOP material 0.01% 0.00% 0.00% 0.01% 0.01% 0.00% 0.01% 0.01% 0.01%

Electriciy-operation 97.78% 97.85% 97.82% 97.61% 97.61% 97.51% 97.33% 97.21% 97.01%

Electriciy-Stack assembly 0.30% 0.23% 0.18% 0.30% 0.23% 0.18% 0.30% 0.23% 0.18%

Electriciy-BOP assembly 0.05% 0.04% 0.03% 0.05% 0.04% 0.03% 0.05% 0.04% 0.03%

Electriciy-pump 1.20% 0.92% 0.74% 1.20% 0.91% 0.74% 1.19% 0.91% 0.73%

Water 0.08% 0.06% 0.05% 0.10% 0.08% 0.06% 0.13% 0.10% 0.08%

Heat 0.33% 0.26% 0.21% 0.42% 0.32% 0.26% 0.56% 0.43% 0.34%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Stratospheric ozone 

depletion
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 1.08% 3.54% 5.49% 1.22% 3.99% 6.18% 1.20% 3.91% 6.05%

BOP material 0.01% 0.00% 0.00% 0.01% 0.01% 0.00% 0.01% 0.01% 0.00%

Electriciy-operation 97.21% 95.19% 93.50% 97.05% 94.72% 92.80% 97.08% 94.81% 92.93%

Electriciy-Stack assembly 0.30% 0.22% 0.18% 0.30% 0.22% 0.18% 0.30% 0.22% 0.18%

Electriciy-BOP assembly 0.05% 0.04% 0.03% 0.05% 0.04% 0.03% 0.05% 0.04% 0.03%

Electriciy-pump 1.19% 0.89% 0.71% 1.19% 0.89% 0.70% 1.19% 0.89% 0.70%

Water 0.12% 0.09% 0.07% 0.14% 0.10% 0.08% 0.14% 0.10% 0.08%

Heat 0.04% 0.03% 0.02% 0.04% 0.03% 0.03% 0.04% 0.03% 0.03%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Ionizing radiation Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 2.39% 5.60% 8.07% 0.06% 0.13% 0.20% 12.25% 25.32% 33.45%

BOP material 0.10% 0.08% 0.06% 0.00% 0.00% 0.00% 0.53% 0.35% 0.25%

Electriciy-operation 95.97% 93.18% 90.97% 98.39% 98.67% 98.84% 85.75% 73.37% 65.61%

Electriciy-Stack assembly 0.29% 0.22% 0.17% 0.30% 0.23% 0.19% 0.26% 0.17% 0.12%

Electriciy-BOP assembly 0.05% 0.03% 0.03% 0.05% 0.04% 0.03% 0.04% 0.03% 0.02%

Electriciy-pump 1.18% 0.87% 0.69% 1.21% 0.92% 0.75% 1.05% 0.69% 0.50%

Water 0.02% 0.01% 0.01% 0.00% 0.00% 0.00% 0.09% 0.06% 0.04%

Heat 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.01% 0.01% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Percentage (Sc1-Sc2-Sc3)-supplementary data
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Ozone formation, 

Human health
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 0.83% 2.53% 3.98% 1.07% 3.24% 5.09% 1.81% 5.45% 8.46%

BOP material 0.01% 0.00% 0.00% 0.01% 0.01% 0.00% 0.01% 0.01% 0.01%

Electriciy-operation 96.59% 95.53% 94.46% 96.06% 94.60% 93.19% 94.38% 91.73% 89.33%

Electriciy-Stack assembly 0.30% 0.22% 0.18% 0.29% 0.22% 0.18% 0.29% 0.21% 0.17%

Electriciy-BOP assembly 0.05% 0.04% 0.03% 0.05% 0.04% 0.03% 0.05% 0.03% 0.03%

Electriciy-pump 1.18% 0.89% 0.71% 1.18% 0.89% 0.70% 1.16% 0.86% 0.68%

Water 0.08% 0.06% 0.05% 0.11% 0.08% 0.07% 0.19% 0.14% 0.11%

Heat 0.96% 0.73% 0.58% 1.24% 0.93% 0.74% 2.11% 1.56% 1.23%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Fine particulate matter 

formation
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 5.77% 16.71% 24.49% 5.88% 17.00% 24.87% 5.85% 16.91% 24.76%

BOP material 0.02% 0.02% 0.01% 0.03% 0.02% 0.01% 0.02% 0.02% 0.01%

Electriciy-operation 91.62% 81.52% 74.21% 91.49% 81.22% 73.82% 91.53% 81.31% 73.93%

Electriciy-Stack assembly 0.28% 0.19% 0.14% 0.28% 0.19% 0.14% 0.28% 0.19% 0.14%

Electriciy-BOP assembly 0.05% 0.03% 0.02% 0.04% 0.03% 0.02% 0.04% 0.03% 0.02%

Electriciy-pump 1.12% 0.76% 0.56% 1.12% 0.76% 0.56% 1.12% 0.76% 0.56%

Water 0.34% 0.23% 0.17% 0.35% 0.24% 0.17% 0.35% 0.24% 0.17%

Heat 0.79% 0.54% 0.40% 0.81% 0.55% 0.40% 0.80% 0.54% 0.40%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Ozone formation, 

Terrestrial ecosystems
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 0.84% 2.58% 4.06% 1.09% 3.30% 5.19% 1.84% 5.53% 8.59%

BOP material 0.01% 0.00% 0.00% 0.01% 0.01% 0.00% 0.01% 0.01% 0.01%

Electriciy-operation 96.58% 95.48% 94.39% 96.04% 94.54% 93.09% 94.36% 91.66% 89.20%

Electriciy-Stack assembly 0.30% 0.22% 0.18% 0.29% 0.22% 0.18% 0.29% 0.21% 0.17%

Electriciy-BOP assembly 0.05% 0.04% 0.03% 0.05% 0.04% 0.03% 0.05% 0.03% 0.03%

Electriciy-pump 1.18% 0.89% 0.71% 1.18% 0.88% 0.70% 1.16% 0.86% 0.67%

Water 0.08% 0.06% 0.05% 0.11% 0.08% 0.07% 0.19% 0.14% 0.11%

Heat 0.96% 0.72% 0.58% 1.24% 0.93% 0.74% 2.10% 1.56% 1.23%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Terrestrial acidification Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 1.49% 4.81% 7.58% 1.97% 6.31% 9.85% 4.67% 14.13% 21.10%

BOP material 0.01% 0.00% 0.00% 0.01% 0.01% 0.00% 0.02% 0.01% 0.01%

Electriciy-operation 96.69% 93.84% 91.35% 96.12% 92.29% 89.05% 92.93% 84.21% 77.66%

Electriciy-Stack assembly 0.30% 0.22% 0.17% 0.29% 0.22% 0.17% 0.28% 0.20% 0.15%

Electriciy-BOP assembly 0.05% 0.04% 0.03% 0.05% 0.03% 0.03% 0.05% 0.03% 0.02%

Electriciy-pump 1.19% 0.88% 0.69% 1.18% 0.86% 0.67% 1.14% 0.79% 0.59%

Water 0.09% 0.06% 0.05% 0.12% 0.08% 0.07% 0.27% 0.19% 0.14%

Heat 0.20% 0.15% 0.12% 0.27% 0.20% 0.15% 0.64% 0.44% 0.33%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Freshwater 

eutrophication
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 1.02% 1.87% 2.62% 1.48% 2.72% 3.79% 9.25% 15.91% 21.08%

BOP material 0.01% 0.01% 0.00% 0.01% 0.01% 0.01% 0.07% 0.05% 0.04%

Electriciy-operation 97.42% 96.94% 96.43% 96.96% 96.10% 95.26% 89.19% 82.98% 78.08%

Electriciy-Stack assembly 0.30% 0.23% 0.18% 0.30% 0.22% 0.18% 0.27% 0.19% 0.15%

Electriciy-BOP assembly 0.05% 0.04% 0.03% 0.05% 0.04% 0.03% 0.04% 0.03% 0.02%

Electriciy-pump 1.20% 0.91% 0.73% 1.19% 0.90% 0.72% 1.09% 0.78% 0.59%

Water 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.08% 0.06% 0.04%

Heat 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Marine eutrophication Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 0.35% 0.86% 1.29% 0.49% 1.20% 1.79% 2.41% 5.67% 8.33%

BOP material 0.01% 0.00% 0.00% 0.01% 0.01% 0.01% 0.04% 0.03% 0.02%

Electriciy-operation 98.06% 97.94% 97.74% 97.91% 97.59% 97.23% 95.84% 93.03% 90.65%

Electriciy-Stack assembly 0.30% 0.23% 0.18% 0.30% 0.23% 0.18% 0.29% 0.22% 0.17%

Electriciy-BOP assembly 0.05% 0.04% 0.03% 0.05% 0.04% 0.03% 0.05% 0.03% 0.03%

Electriciy-pump 1.20% 0.92% 0.74% 1.20% 0.91% 0.74% 1.18% 0.87% 0.69%

Water 0.03% 0.02% 0.02% 0.04% 0.03% 0.02% 0.19% 0.14% 0.11%

Heat 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Terrestrial ecotoxicity Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 2.83% 5.42% 7.55% 2.43% 4.67% 6.52% 3.41% 6.48% 8.99%

BOP material 0.15% 0.11% 0.09% 0.12% 0.09% 0.07% 0.18% 0.13% 0.10%

Electriciy-operation 95.14% 93.07% 91.25% 95.61% 93.87% 92.31% 94.47% 91.94% 89.76%

Electriciy-Stack assembly 0.29% 0.22% 0.17% 0.29% 0.22% 0.17% 0.29% 0.21% 0.17%

Electriciy-BOP assembly 0.05% 0.03% 0.03% 0.05% 0.04% 0.03% 0.05% 0.03% 0.03%

Electriciy-pump 1.17% 0.87% 0.69% 1.17% 0.88% 0.70% 1.16% 0.86% 0.68%

Water 0.31% 0.23% 0.18% 0.26% 0.20% 0.16% 0.37% 0.27% 0.22%

Heat 0.07% 0.05% 0.04% 0.06% 0.04% 0.03% 0.08% 0.06% 0.05%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Freshwater ecotoxicity Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 12.88% 19.15% 24.32% 17.46% 25.31% 31.50% 54.85% 66.12% 72.62%

BOP material 0.06% 0.04% 0.03% 0.08% 0.06% 0.04% 0.27% 0.15% 0.10%

Electriciy-operation 85.63% 79.79% 74.88% 81.07% 73.67% 67.75% 43.88% 33.15% 26.90%

Electriciy-Stack assembly 0.26% 0.19% 0.14% 0.25% 0.17% 0.13% 0.13% 0.08% 0.05%

Electriciy-BOP assembly 0.04% 0.03% 0.02% 0.04% 0.03% 0.02% 0.02% 0.01% 0.01%

Electriciy-pump 1.05% 0.75% 0.57% 0.99% 0.69% 0.51% 0.54% 0.31% 0.20%

Water 0.07% 0.05% 0.04% 0.10% 0.07% 0.05% 0.30% 0.18% 0.11%

Heat 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Marine ecotoxicity Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 30.64% 49.58% 59.17% 34.82% 54.65% 64.18% 50.46% 71.16% 79.46%

BOP material 17.12% 10.12% 6.91% 19.46% 11.16% 7.49% 28.20% 14.53% 9.28%

Electriciy-operation 51.25% 39.71% 33.53% 44.82% 33.68% 27.98% 20.73% 14.00% 11.06%

Electriciy-Stack assembly 0.16% 0.09% 0.06% 0.14% 0.08% 0.05% 0.06% 0.03% 0.02%

Electriciy-BOP assembly 0.03% 0.01% 0.01% 0.02% 0.01% 0.01% 0.01% 0.01% 0.00%

Electriciy-pump 0.63% 0.37% 0.25% 0.55% 0.32% 0.21% 0.25% 0.13% 0.08%

Water 0.16% 0.10% 0.07% 0.19% 0.11% 0.07% 0.27% 0.14% 0.09%

Heat 0.01% 0.00% 0.00% 0.01% 0.00% 0.00% 0.01% 0.00% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Human carcinogenic 

toxicity
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 28.08% 44.70% 53.22% 23.95% 39.45% 47.82% 19.08% 32.76% 40.64%

BOP material 1.25% 0.74% 0.51% 1.07% 0.66% 0.46% 0.85% 0.54% 0.39%

Electriciy-operation 68.98% 53.56% 45.58% 73.31% 58.88% 51.01% 78.42% 65.65% 58.22%

Electriciy-Stack assembly 0.21% 0.13% 0.09% 0.22% 0.14% 0.10% 0.24% 0.15% 0.11%

Electriciy-BOP assembly 0.03% 0.02% 0.01% 0.04% 0.02% 0.02% 0.04% 0.02% 0.02%

Electriciy-pump 0.85% 0.50% 0.34% 0.90% 0.55% 0.39% 0.96% 0.61% 0.44%

Water 0.56% 0.33% 0.23% 0.47% 0.29% 0.20% 0.38% 0.24% 0.17%

Heat 0.04% 0.02% 0.01% 0.03% 0.02% 0.01% 0.02% 0.02% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Human non-

carcinogenic toxicity
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 66.47% 82.32% 87.71% 52.69% 72.13% 79.77% 68.61% 83.72% 88.76%

BOP material 2.20% 0.91% 0.52% 1.74% 0.80% 0.47% 2.27% 0.92% 0.53%

Electriciy-operation 29.79% 16.14% 11.41% 44.02% 26.37% 19.34% 27.59% 14.73% 10.36%

Electriciy-Stack assembly 0.09% 0.04% 0.02% 0.13% 0.06% 0.04% 0.08% 0.03% 0.02%

Electriciy-BOP assembly 0.01% 0.01% 0.00% 0.02% 0.01% 0.01% 0.01% 0.01% 0.00%

Electriciy-pump 0.37% 0.15% 0.09% 0.54% 0.25% 0.15% 0.34% 0.14% 0.08%

Water 1.04% 0.43% 0.25% 0.83% 0.38% 0.22% 1.08% 0.44% 0.25%

Heat 0.02% 0.01% 0.01% 0.02% 0.01% 0.00% 0.02% 0.01% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Land use Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 0.69% 1.56% 2.27% 0.94% 2.11% 3.07% 2.10% 4.66% 6.68%

BOP material 0.01% 0.01% 0.01% 0.02% 0.01% 0.01% 0.04% 0.03% 0.02%

Electriciy-operation 97.58% 97.12% 96.67% 97.27% 96.53% 95.84% 95.82% 93.79% 92.09%

Electriciy-Stack assembly 0.30% 0.23% 0.18% 0.30% 0.23% 0.18% 0.29% 0.22% 0.17%

Electriciy-BOP assembly 0.05% 0.04% 0.03% 0.05% 0.04% 0.03% 0.05% 0.04% 0.03%

Electriciy-pump 1.20% 0.91% 0.73% 1.19% 0.90% 0.73% 1.18% 0.88% 0.70%

Water 0.17% 0.13% 0.10% 0.23% 0.17% 0.14% 0.51% 0.38% 0.30%

Heat 0.01% 0.01% 0.00% 0.01% 0.01% 0.01% 0.02% 0.02% 0.01%
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Mineral resource scarcity
Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 32.27% 57.22% 67.65% 30.18% 54.83% 65.49% 37.50% 62.76% 72.49%

BOP material 0.15% 0.07% 0.05% 0.14% 0.07% 0.04% 0.18% 0.08% 0.05%

Electriciy-operation 66.22% 42.04% 31.90% 68.30% 44.42% 34.05% 61.00% 36.55% 27.10%

Electriciy-Stack assembly 0.20% 0.10% 0.06% 0.21% 0.10% 0.06% 0.19% 0.09% 0.05%

Electriciy-BOP assembly 0.03% 0.02% 0.01% 0.03% 0.02% 0.01% 0.03% 0.01% 0.01%

Electriciy-pump 0.81% 0.39% 0.24% 0.84% 0.42% 0.26% 0.75% 0.34% 0.20%

Water 0.30% 0.15% 0.09% 0.28% 0.14% 0.09% 0.35% 0.16% 0.10%

Heat 0.01% 0.00% 0.00% 0.01% 0.00% 0.00% 0.01% 0.00% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Fossil resource scarcity Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 0.21% 0.55% 0.85% 0.25% 0.66% 1.01% 0.27% 0.72% 1.10%

BOP material 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Electriciy-operation 97.84% 97.96% 97.95% 97.72% 97.79% 97.73% 97.66% 97.70% 97.62%

Electriciy-Stack assembly 0.30% 0.23% 0.19% 0.30% 0.23% 0.18% 0.30% 0.23% 0.18%

Electriciy-BOP assembly 0.05% 0.04% 0.03% 0.05% 0.04% 0.03% 0.05% 0.04% 0.03%

Electriciy-pump 1.20% 0.92% 0.74% 1.20% 0.92% 0.74% 1.20% 0.91% 0.74%

Water 0.05% 0.03% 0.03% 0.06% 0.04% 0.03% 0.06% 0.05% 0.04%

Heat 0.35% 0.27% 0.22% 0.43% 0.32% 0.26% 0.46% 0.35% 0.29%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Water consumption Sc1 Sc2 Sc3 Sc1 Sc2 Sc3 Sc1 Sc2 Sc3

Stack material 0.01% 0.03% 0.04% 0.02% 0.04% 0.06% 0.04% 0.09% 0.13%

BOP material 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Electriciy-operation 97.70% 98.22% 98.54% 97.48% 98.04% 98.39% 96.18% 97.00% 97.50%

Electriciy-Stack assembly 0.30% 0.23% 0.19% 0.30% 0.23% 0.19% 0.29% 0.23% 0.18%

Electriciy-BOP assembly 0.05% 0.04% 0.03% 0.05% 0.04% 0.03% 0.05% 0.04% 0.03%

Electriciy-pump 1.20% 0.92% 0.75% 1.20% 0.92% 0.74% 1.18% 0.91% 0.74%

Water 0.73% 0.56% 0.46% 0.95% 0.73% 0.59% 2.24% 1.72% 1.40%

Heat 0.01% 0.00% 0.00% 0.01% 0.01% 0.00% 0.02% 0.01% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Global Warming Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 5.20E-02 1.72E-01 3.19E-01 5.20E-02 1.72E-01 3.19E-01 5.20E-02 1.72E-01 3.19E-01

BOP material 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03

Electriciy-operation 2.60E+01 2.60E+01 2.60E+01 2.08E+01 2.08E+01 2.08E+01 1.55E+01 1.55E+01 1.55E+01

Electriciy-Stack assembly 6.08E-02 6.08E-02 6.08E-02 4.85E-02 4.85E-02 4.85E-02 3.61E-02 3.61E-02 3.61E-02

Electriciy-BOP assembly 9.76E-03 9.76E-03 9.76E-03 7.78E-03 7.78E-03 7.78E-03 5.80E-03 5.80E-03 5.80E-03

Electriciy-pump 2.44E-01 2.44E-01 2.44E-01 1.94E-01 1.94E-01 1.94E-01 1.45E-01 1.45E-01 1.45E-01

Water 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02

Heat 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02

Sum 2.65E+01 2.66E+01 2.67E+01 2.11E+01 2.13E+01 2.14E+01 1.58E+01 1.59E+01 1.61E+01

Stratospheric ozone 

depletion
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 6.691E-08 2.929E-07 5.726E-07 6.691E-08 2.929E-07 5.726E-07 6.691E-08 2.929E-07 5.726E-07

BOP material 4.115E-10 4.115E-10 4.115E-10 4.115E-10 4.115E-10 4.115E-10 4.115E-10 4.115E-10 4.115E-10

Electriciy-operation 7.884E-06 7.884E-06 7.884E-06 6.950E-06 6.950E-06 6.950E-06 7.110E-06 7.110E-06 7.110E-06

Electriciy-Stack assembly 1.843E-08 1.843E-08 1.843E-08 1.624E-08 1.624E-08 1.624E-08 1.662E-08 1.662E-08 1.662E-08

Electriciy-BOP assembly 2.956E-09 2.956E-09 2.956E-09 2.606E-09 2.606E-09 2.606E-09 2.666E-09 2.666E-09 2.666E-09

Electriciy-pump 7.378E-08 7.378E-08 7.378E-08 6.504E-08 6.504E-08 6.504E-08 6.654E-08 6.654E-08 6.654E-08

Water 7.597E-09 7.597E-09 7.597E-09 7.597E-09 7.597E-09 7.597E-09 7.597E-09 7.597E-09 7.597E-09

Heat 2.411E-09 2.411E-09 2.411E-09 2.411E-09 2.411E-09 2.411E-09 2.411E-09 2.411E-09 2.411E-09

Sum 8.06E-06 8.28E-06 8.56E-06 7.11E-06 7.34E-06 7.62E-06 7.27E-06 7.50E-06 7.78E-06

Ionizing radiation Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 2.245E-03 7.107E-03 1.299E-02 2.245E-03 7.107E-03 1.299E-02 2.245E-03 7.107E-03 1.299E-02

BOP material 9.759E-05 9.759E-05 9.759E-05 9.759E-05 9.759E-05 9.759E-05 9.759E-05 9.759E-05 9.759E-05

Electriciy-operation 1.183E-01 1.183E-01 1.183E-01 5.230E+00 5.230E+00 5.230E+00 2.059E-02 2.059E-02 2.059E-02

Electriciy-Stack assembly 2.764E-04 2.764E-04 2.764E-04 1.222E-02 1.222E-02 1.222E-02 4.813E-05 4.813E-05 4.813E-05

Electriciy-BOP assembly 4.434E-05 4.434E-05 4.434E-05 1.961E-03 1.961E-03 1.961E-03 7.721E-06 7.721E-06 7.721E-06

Electriciy-pump 1.107E-03 1.107E-03 1.107E-03 4.894E-02 4.894E-02 4.894E-02 1.927E-04 1.927E-04 1.927E-04

Water 1.738E-05 1.738E-05 1.738E-05 1.738E-05 1.738E-05 1.738E-05 1.738E-05 1.738E-05 1.738E-05

Heat 1.997E-06 1.997E-06 1.997E-06 1.997E-06 1.997E-06 1.997E-06 1.997E-06 1.997E-06 1.997E-06

Sum 1.22E-01 1.27E-01 1.33E-01 5.30E+00 5.30E+00 5.31E+00 2.32E-02 2.81E-02 3.39E-02

Quantities (Sc2-Sc4-Sc5)-supplementary data
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Ozone formation, 

Human health
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 4.363E-04 1.767E-03 3.484E-03 4.363E-04 1.767E-03 3.484E-03 4.363E-04 1.767E-03 3.484E-03

BOP material 3.023E-06 3.023E-06 3.023E-06 3.023E-06 3.023E-06 3.023E-06 3.023E-06 3.023E-06 3.023E-06

Electriciy-operation 6.680E-02 6.680E-02 6.680E-02 5.153E-02 5.153E-02 5.153E-02 2.975E-02 2.975E-02 2.975E-02

Electriciy-Stack assembly 1.561E-04 1.561E-04 1.561E-04 1.204E-04 1.204E-04 1.204E-04 6.954E-05 6.954E-05 6.954E-05

Electriciy-BOP assembly 2.505E-05 2.505E-05 2.505E-05 1.932E-05 1.932E-05 1.932E-05 1.116E-05 1.116E-05 1.116E-05

Electriciy-pump 6.252E-04 6.252E-04 6.252E-04 4.822E-04 4.822E-04 4.822E-04 2.785E-04 2.785E-04 2.785E-04

Water 4.475E-05 4.475E-05 4.475E-05 4.475E-05 4.475E-05 4.475E-05 4.475E-05 4.475E-05 4.475E-05

Heat 5.075E-04 5.075E-04 5.075E-04 5.075E-04 5.075E-04 5.075E-04 5.075E-04 5.075E-04 5.075E-04

Sum 6.86E-02 6.99E-02 7.16E-02 5.31E-02 5.45E-02 5.62E-02 3.11E-02 3.24E-02 3.42E-02

Fine particulate matter 

formation
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 4.161E-04 1.775E-03 3.535E-03 4.161E-04 1.775E-03 3.535E-03 4.161E-04 1.775E-03 3.535E-03

BOP material 1.768E-06 1.768E-06 1.768E-06 1.768E-06 1.768E-06 1.768E-06 1.768E-06 1.768E-06 1.768E-06

Electriciy-operation 8.659E-03 8.659E-03 8.659E-03 8.481E-03 8.481E-03 8.481E-03 8.532E-03 8.532E-03 8.532E-03

Electriciy-Stack assembly 2.024E-05 2.024E-05 2.024E-05 1.982E-05 1.982E-05 1.982E-05 1.994E-05 1.994E-05 1.994E-05

Electriciy-BOP assembly 3.247E-06 3.247E-06 3.247E-06 3.180E-06 3.180E-06 3.180E-06 3.199E-06 3.199E-06 3.199E-06

Electriciy-pump 8.104E-05 8.104E-05 8.104E-05 7.937E-05 7.937E-05 7.937E-05 7.985E-05 7.985E-05 7.985E-05

Water 2.485E-05 2.485E-05 2.485E-05 2.485E-05 2.485E-05 2.485E-05 2.485E-05 2.485E-05 2.485E-05

Heat 5.708E-05 5.708E-05 5.708E-05 5.708E-05 5.708E-05 5.708E-05 5.708E-05 5.708E-05 5.708E-05

Sum 9.26E-03 1.06E-02 1.24E-02 9.08E-03 1.04E-02 1.22E-02 9.14E-03 1.05E-02 1.23E-02

Ozone formation, 

Terrestrial ecosystems
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 4.452E-04 1.804E-03 3.559E-03 4.452E-04 1.804E-03 3.559E-03 4.452E-04 1.804E-03 3.559E-03

BOP material 3.129E-06 3.129E-06 3.129E-06 3.129E-06 3.129E-06 3.129E-06 3.129E-06 3.129E-06 3.129E-06

Electriciy-operation 6.687E-02 6.687E-02 6.687E-02 5.160E-02 5.160E-02 5.160E-02 2.988E-02 2.988E-02 2.988E-02

Electriciy-Stack assembly 1.563E-04 1.563E-04 1.563E-04 1.206E-04 1.206E-04 1.206E-04 6.982E-05 6.982E-05 6.982E-05

Electriciy-BOP assembly 2.507E-05 2.507E-05 2.507E-05 1.935E-05 1.935E-05 1.935E-05 1.120E-05 1.120E-05 1.120E-05

Electriciy-pump 6.258E-04 6.258E-04 6.258E-04 4.829E-04 4.829E-04 4.829E-04 2.796E-04 2.796E-04 2.796E-04

Water 4.478E-05 4.478E-05 4.478E-05 4.478E-05 4.478E-05 4.478E-05 4.478E-05 4.478E-05 4.478E-05

Heat 5.076E-04 5.076E-04 5.076E-04 5.076E-04 5.076E-04 5.076E-04 5.076E-04 5.076E-04 5.076E-04

Sum 6.87E-02 7.00E-02 7.18E-02 5.32E-02 5.46E-02 5.63E-02 3.12E-02 3.26E-02 3.44E-02
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Terrestrial acidification Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 1.374E-03 6.008E-03 1.204E-02 1.374E-03 6.008E-03 1.204E-02 1.374E-03 6.008E-03 1.204E-02

BOP material 5.090E-06 5.090E-06 5.090E-06 5.090E-06 5.090E-06 5.090E-06 5.090E-06 5.090E-06 5.090E-06

Electriciy-operation 1.172E-01 1.172E-01 1.172E-01 8.792E-02 8.792E-02 8.792E-02 3.580E-02 3.580E-02 3.580E-02

Electriciy-Stack assembly 2.739E-04 2.739E-04 2.739E-04 2.055E-04 2.055E-04 2.055E-04 8.367E-05 8.367E-05 8.367E-05

Electriciy-BOP assembly 4.395E-05 4.395E-05 4.395E-05 3.296E-05 3.296E-05 3.296E-05 1.342E-05 1.342E-05 1.342E-05

Electriciy-pump 1.097E-03 1.097E-03 1.097E-03 8.227E-04 8.227E-04 8.227E-04 3.350E-04 3.350E-04 3.350E-04

Water 8.037E-05 8.037E-05 8.037E-05 8.037E-05 8.037E-05 8.037E-05 8.037E-05 8.037E-05 8.037E-05

Heat 1.868E-04 1.868E-04 1.868E-04 1.868E-04 1.868E-04 1.868E-04 1.868E-04 1.868E-04 1.868E-04

Sum 1.20E-01 1.25E-01 1.31E-01 9.06E-02 9.53E-02 1.01E-01 3.79E-02 4.25E-02 4.85E-02

Freshwater 

eutrophication
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 9.560E-05 2.315E-04 4.033E-04 9.560E-05 2.315E-04 4.033E-04 9.560E-05 2.315E-04 4.033E-04

BOP material 6.968E-07 6.968E-07 6.968E-07 6.968E-07 6.968E-07 6.968E-07 6.968E-07 6.968E-07 6.968E-07

Electriciy-operation 1.198E-02 1.198E-02 1.198E-02 8.189E-03 8.189E-03 8.189E-03 1.208E-03 1.208E-03 1.208E-03

Electriciy-Stack assembly 2.800E-05 2.800E-05 2.800E-05 1.914E-05 1.914E-05 1.914E-05 2.823E-06 2.823E-06 2.823E-06

Electriciy-BOP assembly 4.492E-06 4.492E-06 4.492E-06 3.070E-06 3.070E-06 3.070E-06 4.528E-07 4.528E-07 4.528E-07

Electriciy-pump 1.121E-04 1.121E-04 1.121E-04 7.663E-05 7.663E-05 7.663E-05 1.130E-05 1.130E-05 1.130E-05

Water 8.096E-07 8.096E-07 8.096E-07 8.096E-07 8.096E-07 8.096E-07 8.096E-07 8.096E-07 8.096E-07

Heat 1.631E-08 1.631E-08 1.631E-08 1.631E-08 1.631E-08 1.631E-08 1.631E-08 1.631E-08 1.631E-08

Sum 1.22E-02 1.24E-02 1.25E-02 8.38E-03 8.52E-03 8.69E-03 1.32E-03 1.46E-03 1.63E-03

Marine eutrophication Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 2.208E-06 7.023E-06 1.309E-05 2.208E-06 7.023E-06 1.309E-05 2.208E-06 7.023E-06 1.309E-05

BOP material 3.701E-08 3.701E-08 3.701E-08 3.701E-08 3.701E-08 3.701E-08 3.701E-08 3.701E-08 3.701E-08

Electriciy-operation 8.031E-04 8.031E-04 8.031E-04 5.735E-04 5.735E-04 5.735E-04 1.152E-04 1.152E-04 1.152E-04

Electriciy-Stack assembly 1.877E-06 1.877E-06 1.877E-06 1.340E-06 1.340E-06 1.340E-06 2.691E-07 2.691E-07 2.691E-07

Electriciy-BOP assembly 3.011E-07 3.011E-07 3.011E-07 2.150E-07 2.150E-07 2.150E-07 4.318E-08 4.318E-08 4.318E-08

Electriciy-pump 7.516E-06 7.516E-06 7.516E-06 5.367E-06 5.367E-06 5.367E-06 1.078E-06 1.078E-06 1.078E-06

Water 1.733E-07 1.733E-07 1.733E-07 1.733E-07 1.733E-07 1.733E-07 1.733E-07 1.733E-07 1.733E-07

Heat 1.556E-09 1.556E-09 1.556E-09 1.556E-09 1.556E-09 1.556E-09 1.556E-09 1.556E-09 1.556E-09

Sum 8.15E-04 8.20E-04 8.26E-04 5.83E-04 5.88E-04 5.94E-04 1.19E-04 1.24E-04 1.30E-04
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Terrestrial ecotoxicity Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 1.779E-01 4.558E-01 8.011E-01 1.779E-01 4.558E-01 8.011E-01 1.779E-01 4.558E-01 8.011E-01

BOP material 9.142E-03 9.142E-03 9.142E-03 9.142E-03 9.142E-03 9.142E-03 9.142E-03 9.142E-03 9.142E-03

Electriciy-operation 7.827E+00 7.827E+00 7.827E+00 9.168E+00 9.168E+00 9.168E+00 6.463E+00 6.463E+00 6.463E+00

Electriciy-Stack assembly 1.829E-02 1.829E-02 1.829E-02 2.143E-02 2.143E-02 2.143E-02 1.510E-02 1.510E-02 1.510E-02

Electriciy-BOP assembly 2.934E-03 2.934E-03 2.934E-03 3.437E-03 3.437E-03 3.437E-03 2.423E-03 2.423E-03 2.423E-03

Electriciy-pump 7.324E-02 7.324E-02 7.324E-02 8.579E-02 8.579E-02 8.579E-02 6.048E-02 6.048E-02 6.048E-02

Water 1.921E-02 1.921E-02 1.921E-02 1.921E-02 1.921E-02 1.921E-02 1.921E-02 1.921E-02 1.921E-02

Heat 4.283E-03 4.283E-03 4.283E-03 4.283E-03 4.283E-03 4.283E-03 4.283E-03 4.283E-03 4.283E-03

Sum 8.13E+00 8.41E+00 8.75E+00 9.49E+00 9.77E+00 1.01E+01 6.75E+00 7.03E+00 7.37E+00

Freshwater ecotoxicity Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 4.445E-02 9.296E-02 1.556E-01 4.445E-02 9.296E-02 1.556E-01 4.445E-02 9.296E-02 1.556E-01

BOP material 2.157E-04 2.157E-04 2.157E-04 2.157E-04 2.157E-04 2.157E-04 2.157E-04 2.157E-04 2.157E-04

Electriciy-operation 3.873E-01 3.873E-01 3.873E-01 2.706E-01 2.706E-01 2.706E-01 4.661E-02 4.661E-02 4.661E-02

Electriciy-Stack assembly 9.051E-04 9.051E-04 9.051E-04 6.323E-04 6.323E-04 6.323E-04 1.089E-04 1.089E-04 1.089E-04

Electriciy-BOP assembly 1.452E-04 1.452E-04 1.452E-04 1.014E-04 1.014E-04 1.014E-04 1.748E-05 1.748E-05 1.748E-05

Electriciy-pump 3.624E-03 3.624E-03 3.624E-03 2.532E-03 2.532E-03 2.532E-03 4.362E-04 4.362E-04 4.362E-04

Water 2.461E-04 2.461E-04 2.461E-04 2.461E-04 2.461E-04 2.461E-04 2.461E-04 2.461E-04 2.461E-04

Heat 2.724E-06 2.724E-06 2.724E-06 2.724E-06 2.724E-06 2.724E-06 2.724E-06 2.724E-06 2.724E-06

Sum 4.37E-01 4.85E-01 5.48E-01 3.19E-01 3.67E-01 4.30E-01 9.21E-02 1.41E-01 2.03E-01

Marine ecotoxicity Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 6.502E-02 1.780E-01 3.112E-01 6.502E-02 1.780E-01 3.112E-01 6.502E-02 1.780E-01 3.112E-01

BOP material 3.634E-02 3.634E-02 3.634E-02 3.634E-02 3.634E-02 3.634E-02 3.634E-02 3.634E-02 3.634E-02

Electriciy-operation 1.426E-01 1.426E-01 1.426E-01 1.097E-01 1.097E-01 1.097E-01 3.502E-02 3.502E-02 3.502E-02

Electriciy-Stack assembly 3.332E-04 3.332E-04 3.332E-04 2.564E-04 2.564E-04 2.564E-04 8.185E-05 8.185E-05 8.185E-05

Electriciy-BOP assembly 5.345E-05 5.345E-05 5.345E-05 4.113E-05 4.113E-05 4.113E-05 1.313E-05 1.313E-05 1.313E-05

Electriciy-pump 1.334E-03 1.334E-03 1.334E-03 1.027E-03 1.027E-03 1.027E-03 3.278E-04 3.278E-04 3.278E-04

Water 3.491E-04 3.491E-04 3.491E-04 3.491E-04 3.491E-04 3.491E-04 3.491E-04 3.491E-04 3.491E-04

Heat 1.129E-05 1.129E-05 1.129E-05 1.129E-05 1.129E-05 1.129E-05 1.129E-05 1.129E-05 1.129E-05

Sum 2.46E-01 3.59E-01 4.92E-01 2.13E-01 3.26E-01 4.59E-01 1.37E-01 2.50E-01 3.83E-01
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Human carcinogenic 

toxicity
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 1.479E-02 3.975E-02 6.879E-02 1.479E-02 3.975E-02 6.879E-02 1.479E-02 3.975E-02 6.879E-02

BOP material 6.604E-04 6.604E-04 6.604E-04 6.604E-04 6.604E-04 6.604E-04 6.604E-04 6.604E-04 6.604E-04

Electriciy-operation 4.762E-02 4.762E-02 4.762E-02 5.932E-02 5.932E-02 5.932E-02 7.965E-02 7.965E-02 7.965E-02

Electriciy-Stack assembly 1.113E-04 1.113E-04 1.113E-04 1.386E-04 1.386E-04 1.386E-04 1.861E-04 1.861E-04 1.861E-04

Electriciy-BOP assembly 1.785E-05 1.785E-05 1.785E-05 2.224E-05 2.224E-05 2.224E-05 2.986E-05 2.986E-05 2.986E-05

Electriciy-pump 4.456E-04 4.456E-04 4.456E-04 5.551E-04 5.551E-04 5.551E-04 7.454E-04 7.454E-04 7.454E-04

Water 2.932E-04 2.932E-04 2.932E-04 2.932E-04 2.932E-04 2.932E-04 2.932E-04 2.932E-04 2.932E-04

Heat 1.857E-05 1.857E-05 1.857E-05 1.857E-05 1.857E-05 1.857E-05 1.857E-05 1.857E-05 1.857E-05

Sum 6.40E-02 8.89E-02 1.18E-01 7.58E-02 1.01E-01 1.30E-01 9.64E-02 1.21E-01 1.50E-01

Human non-

carcinogenic toxicity
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 9.741E-01 2.919E+00 5.443E+00 9.741E-01 2.919E+00 5.443E+00 9.741E-01 2.919E+00 5.443E+00

BOP material 3.221E-02 3.221E-02 3.221E-02 3.221E-02 3.221E-02 3.221E-02 3.221E-02 3.221E-02 3.221E-02

Electriciy-operation 5.723E-01 5.723E-01 5.723E-01 1.067E+00 1.067E+00 1.067E+00 5.134E-01 5.134E-01 5.134E-01

Electriciy-Stack assembly 1.337E-03 1.337E-03 1.337E-03 2.493E-03 2.493E-03 2.493E-03 1.200E-03 1.200E-03 1.200E-03

Electriciy-BOP assembly 2.146E-04 2.146E-04 2.146E-04 4.000E-04 4.000E-04 4.000E-04 1.925E-04 1.925E-04 1.925E-04

Electriciy-pump 5.355E-03 5.355E-03 5.355E-03 9.983E-03 9.983E-03 9.983E-03 4.804E-03 4.804E-03 4.804E-03

Water 1.529E-02 1.529E-02 1.529E-02 1.529E-02 1.529E-02 1.529E-02 1.529E-02 1.529E-02 1.529E-02

Heat 3.321E-04 3.321E-04 3.321E-04 3.321E-04 3.321E-04 3.321E-04 3.321E-04 3.321E-04 3.321E-04

Sum 1.60E+00 3.55E+00 6.07E+00 2.10E+00 4.05E+00 6.57E+00 1.54E+00 3.49E+00 6.01E+00

Land use Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 2.085E-03 6.204E-03 1.121E-02 2.085E-03 6.204E-03 1.121E-02 2.085E-03 6.204E-03 1.121E-02

BOP material 3.554E-05 3.554E-05 3.554E-05 3.554E-05 3.554E-05 3.554E-05 3.554E-05 3.554E-05 3.554E-05

Electriciy-operation 3.856E-01 3.856E-01 3.856E-01 2.833E-01 2.833E-01 2.833E-01 1.250E-01 1.250E-01 1.250E-01

Electriciy-Stack assembly 9.012E-04 9.012E-04 9.012E-04 6.621E-04 6.621E-04 6.621E-04 2.921E-04 2.921E-04 2.921E-04

Electriciy-BOP assembly 1.446E-04 1.446E-04 1.446E-04 1.062E-04 1.062E-04 1.062E-04 4.686E-05 4.686E-05 4.686E-05

Electriciy-pump 3.609E-03 3.609E-03 3.609E-03 2.651E-03 2.651E-03 2.651E-03 1.170E-03 1.170E-03 1.170E-03

Water 5.054E-04 5.054E-04 5.054E-04 5.054E-04 5.054E-04 5.054E-04 5.054E-04 5.054E-04 5.054E-04

Heat 2.321E-05 2.321E-05 2.321E-05 2.321E-05 2.321E-05 2.321E-05 2.321E-05 2.321E-05 2.321E-05

Sum 3.93E-01 3.97E-01 4.02E-01 2.89E-01 2.93E-01 2.99E-01 1.29E-01 1.33E-01 1.38E-01
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Mineral resource scarcity
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 4.591E-03 1.681E-02 3.240E-02 4.591E-03 1.681E-02 3.240E-02 4.591E-03 1.681E-02 3.240E-02

BOP material 2.169E-05 2.169E-05 2.169E-05 2.169E-05 2.169E-05 2.169E-05 2.169E-05 2.169E-05 2.169E-05

Electriciy-operation 1.235E-02 1.235E-02 1.235E-02 1.362E-02 1.362E-02 1.362E-02 9.790E-03 9.790E-03 9.790E-03

Electriciy-Stack assembly 2.887E-05 2.887E-05 2.887E-05 3.183E-05 3.183E-05 3.183E-05 2.288E-05 2.288E-05 2.288E-05

Electriciy-BOP assembly 4.631E-06 4.631E-06 4.631E-06 5.106E-06 5.106E-06 5.106E-06 3.670E-06 3.670E-06 3.670E-06

Electriciy-pump 1.156E-04 1.156E-04 1.156E-04 1.274E-04 1.274E-04 1.274E-04 9.161E-05 9.161E-05 9.161E-05

Water 4.323E-05 4.323E-05 4.323E-05 4.323E-05 4.323E-05 4.323E-05 4.323E-05 4.323E-05 4.323E-05

Heat 1.272E-06 1.272E-06 1.272E-06 1.272E-06 1.272E-06 1.272E-06 1.272E-06 1.272E-06 1.272E-06

Sum 1.72E-02 2.94E-02 4.50E-02 1.84E-02 3.07E-02 4.63E-02 1.46E-02 2.68E-02 4.24E-02

Fossil resource scarcity Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 1.449E-02 5.083E-02 9.625E-02 1.449E-02 5.083E-02 9.625E-02 1.449E-02 5.083E-02 9.625E-02

BOP material 2.644E-04 2.644E-04 2.644E-04 2.644E-04 2.644E-04 2.644E-04 2.644E-04 2.644E-04 2.644E-04

Electriciy-operation 9.015E+00 9.015E+00 9.015E+00 7.493E+00 7.493E+00 7.493E+00 6.887E+00 6.887E+00 6.887E+00

Electriciy-Stack assembly 2.107E-02 2.107E-02 2.107E-02 1.751E-02 1.751E-02 1.751E-02 1.609E-02 1.609E-02 1.609E-02

Electriciy-BOP assembly 3.380E-03 3.380E-03 3.380E-03 2.809E-03 2.809E-03 2.809E-03 2.582E-03 2.582E-03 2.582E-03

Electriciy-pump 8.437E-02 8.437E-02 8.437E-02 7.012E-02 7.012E-02 7.012E-02 6.445E-02 6.445E-02 6.445E-02

Water 3.221E-03 3.221E-03 3.221E-03 3.221E-03 3.221E-03 3.221E-03 3.221E-03 3.221E-03 3.221E-03

Heat 2.489E-02 2.489E-02 2.489E-02 2.489E-02 2.489E-02 2.489E-02 2.489E-02 2.489E-02 2.489E-02

Sum 9.17E+00 9.20E+00 9.25E+00 7.63E+00 7.66E+00 7.71E+00 7.01E+00 7.05E+00 7.09E+00

Water consumption Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 3.610E-04 1.117E-03 2.031E-03 3.610E-04 1.117E-03 2.031E-03 3.610E-04 1.117E-03 2.031E-03

BOP material 2.081E-05 2.081E-05 2.081E-05 2.081E-05 2.081E-05 2.081E-05 2.081E-05 2.081E-05 2.081E-05

Electriciy-operation 3.769E+00 3.769E+00 3.769E+00 2.896E+00 2.896E+00 2.896E+00 1.214E+00 1.214E+00 1.214E+00

Electriciy-Stack assembly 8.809E-03 8.809E-03 8.809E-03 6.768E-03 6.768E-03 6.768E-03 2.838E-03 2.838E-03 2.838E-03

Electriciy-BOP assembly 1.413E-03 1.413E-03 1.413E-03 1.086E-03 1.086E-03 1.086E-03 4.553E-04 4.553E-04 4.553E-04

Electriciy-pump 3.527E-02 3.527E-02 3.527E-02 2.710E-02 2.710E-02 2.710E-02 1.137E-02 1.137E-02 1.137E-02

Water 2.158E-02 2.158E-02 2.158E-02 2.158E-02 2.158E-02 2.158E-02 2.158E-02 2.158E-02 2.158E-02

Heat 1.530E-04 1.530E-04 1.530E-04 1.530E-04 1.530E-04 1.530E-04 1.530E-04 1.530E-04 1.530E-04

Sum 3.84E+00 3.84E+00 3.84E+00 2.95E+00 2.95E+00 2.95E+00 1.25E+00 1.25E+00 1.25E+00
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Global Warming Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 0.20% 0.65% 1.19% 0.25% 0.81% 1.49% 0.33% 1.08% 1.98%

BOP material 0.00% 0.00% 0.00% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01%

Electriciy-operation 98.30% 97.85% 97.32% 98.17% 97.61% 96.94% 97.95% 97.21% 96.32%

Electriciy-Stack assembly 0.23% 0.23% 0.23% 0.23% 0.23% 0.23% 0.23% 0.23% 0.23%

Electriciy-BOP assembly 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04%

Electriciy-pump 0.92% 0.92% 0.91% 0.92% 0.91% 0.91% 0.92% 0.91% 0.90%

Water 0.06% 0.06% 0.06% 0.08% 0.08% 0.08% 0.10% 0.10% 0.10%

Heat 0.26% 0.26% 0.25% 0.32% 0.32% 0.32% 0.43% 0.43% 0.42%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Stratospheric ozone 

depletion
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 0.83% 3.54% 6.69% 0.94% 3.99% 7.52% 0.92% 3.91% 7.36%

BOP material 0.01% 0.00% 0.00% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01%

Electriciy-operation 97.86% 95.19% 92.08% 97.73% 94.72% 91.24% 97.76% 94.81% 91.40%

Electriciy-Stack assembly 0.23% 0.22% 0.22% 0.23% 0.22% 0.21% 0.23% 0.22% 0.21%

Electriciy-BOP assembly 0.04% 0.04% 0.03% 0.04% 0.04% 0.03% 0.04% 0.04% 0.03%

Electriciy-pump 0.92% 0.89% 0.86% 0.91% 0.89% 0.85% 0.91% 0.89% 0.86%

Water 0.09% 0.09% 0.09% 0.11% 0.10% 0.10% 0.10% 0.10% 0.10%

Heat 0.03% 0.03% 0.03% 0.03% 0.03% 0.03% 0.03% 0.03% 0.03%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Ionizing radiation Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 1.84% 5.60% 9.78% 0.04% 0.13% 0.24% 9.67% 25.32% 38.26%

BOP material 0.08% 0.08% 0.07% 0.00% 0.00% 0.00% 0.42% 0.35% 0.29%

Electriciy-operation 96.90% 93.18% 89.06% 98.76% 98.67% 98.56% 88.75% 73.37% 60.67%

Electriciy-Stack assembly 0.23% 0.22% 0.21% 0.23% 0.23% 0.23% 0.21% 0.17% 0.14%

Electriciy-BOP assembly 0.04% 0.03% 0.03% 0.04% 0.04% 0.04% 0.03% 0.03% 0.02%

Electriciy-pump 0.91% 0.87% 0.83% 0.92% 0.92% 0.92% 0.83% 0.69% 0.57%

Water 0.01% 0.01% 0.01% 0.00% 0.00% 0.00% 0.07% 0.06% 0.05%

Heat 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.01% 0.01% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Ozone formation, 

Human health
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 0.64% 2.53% 4.86% 0.82% 3.24% 6.20% 1.40% 5.45% 10.20%

BOP material 0.00% 0.00% 0.00% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01%

Electriciy-operation 97.38% 95.53% 93.24% 96.96% 94.60% 91.70% 95.66% 91.73% 87.12%

Electriciy-Stack assembly 0.23% 0.22% 0.22% 0.23% 0.22% 0.21% 0.22% 0.21% 0.20%

Electriciy-BOP assembly 0.04% 0.04% 0.03% 0.04% 0.04% 0.03% 0.04% 0.03% 0.03%

Electriciy-pump 0.91% 0.89% 0.87% 0.91% 0.89% 0.86% 0.90% 0.86% 0.82%

Water 0.07% 0.06% 0.06% 0.08% 0.08% 0.08% 0.14% 0.14% 0.13%

Heat 0.74% 0.73% 0.71% 0.95% 0.93% 0.90% 1.63% 1.56% 1.49%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Fine particulate matter 

formation
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 4.49% 16.71% 28.55% 4.58% 17.00% 28.97% 4.55% 16.91% 28.85%

BOP material 0.02% 0.02% 0.01% 0.02% 0.02% 0.01% 0.02% 0.02% 0.01%

Electriciy-operation 93.48% 81.52% 69.93% 93.37% 81.22% 69.50% 93.40% 81.31% 69.63%

Electriciy-Stack assembly 0.22% 0.19% 0.16% 0.22% 0.19% 0.16% 0.22% 0.19% 0.16%

Electriciy-BOP assembly 0.04% 0.03% 0.03% 0.04% 0.03% 0.03% 0.04% 0.03% 0.03%

Electriciy-pump 0.87% 0.76% 0.65% 0.87% 0.76% 0.65% 0.87% 0.76% 0.65%

Water 0.27% 0.23% 0.20% 0.27% 0.24% 0.20% 0.27% 0.24% 0.20%

Heat 0.62% 0.54% 0.46% 0.63% 0.55% 0.47% 0.62% 0.54% 0.47%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Ozone formation, 

Terrestrial ecosystems
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 0.65% 2.58% 4.96% 0.84% 3.30% 6.32% 1.43% 5.53% 10.36%

BOP material 0.00% 0.00% 0.00% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01%

Electriciy-operation 97.37% 95.48% 93.15% 96.95% 94.54% 91.59% 95.64% 91.66% 86.97%

Electriciy-Stack assembly 0.23% 0.22% 0.22% 0.23% 0.22% 0.21% 0.22% 0.21% 0.20%

Electriciy-BOP assembly 0.04% 0.04% 0.03% 0.04% 0.04% 0.03% 0.04% 0.03% 0.03%

Electriciy-pump 0.91% 0.89% 0.87% 0.91% 0.88% 0.86% 0.90% 0.86% 0.81%

Water 0.07% 0.06% 0.06% 0.08% 0.08% 0.08% 0.14% 0.14% 0.13%

Heat 0.74% 0.72% 0.71% 0.95% 0.93% 0.90% 1.62% 1.56% 1.48%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Terrestrial acidification Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 1.14% 4.81% 9.19% 1.52% 6.31% 11.88% 3.63% 14.13% 24.79%

BOP material 0.00% 0.00% 0.00% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01%

Electriciy-operation 97.46% 93.84% 89.52% 97.01% 92.29% 86.80% 94.51% 84.21% 73.76%

Electriciy-Stack assembly 0.23% 0.22% 0.21% 0.23% 0.22% 0.20% 0.22% 0.20% 0.17%

Electriciy-BOP assembly 0.04% 0.04% 0.03% 0.04% 0.03% 0.03% 0.04% 0.03% 0.03%

Electriciy-pump 0.91% 0.88% 0.84% 0.91% 0.86% 0.81% 0.88% 0.79% 0.69%

Water 0.07% 0.06% 0.06% 0.09% 0.08% 0.08% 0.21% 0.19% 0.17%

Heat 0.16% 0.15% 0.14% 0.21% 0.20% 0.18% 0.49% 0.44% 0.38%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Freshwater 

eutrophication
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 0.78% 1.87% 3.22% 1.14% 2.72% 4.64% 7.25% 15.91% 24.79%

BOP material 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.05% 0.05% 0.04%

Electriciy-operation 98.02% 96.94% 95.62% 97.66% 96.10% 94.21% 91.53% 82.98% 74.23%

Electriciy-Stack assembly 0.23% 0.23% 0.22% 0.23% 0.22% 0.22% 0.21% 0.19% 0.17%

Electriciy-BOP assembly 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.03% 0.03% 0.03%

Electriciy-pump 0.92% 0.91% 0.89% 0.91% 0.90% 0.88% 0.86% 0.78% 0.69%

Water 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.06% 0.06% 0.05%

Heat 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Marine eutrophication Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 0.27% 0.86% 1.58% 0.38% 1.20% 2.20% 1.86% 5.67% 10.08%

BOP material 0.00% 0.00% 0.00% 0.01% 0.01% 0.01% 0.03% 0.03% 0.03%

Electriciy-operation 98.51% 97.94% 97.22% 98.40% 97.59% 96.59% 96.80% 93.03% 88.69%

Electriciy-Stack assembly 0.23% 0.23% 0.23% 0.23% 0.23% 0.23% 0.23% 0.22% 0.21%

Electriciy-BOP assembly 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.03% 0.03%

Electriciy-pump 0.92% 0.92% 0.91% 0.92% 0.91% 0.90% 0.91% 0.87% 0.83%

Water 0.02% 0.02% 0.02% 0.03% 0.03% 0.03% 0.15% 0.14% 0.13%

Heat 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Australia Global Italy
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Terrestrial ecotoxicity Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 2.19% 5.42% 9.15% 1.87% 4.67% 7.92% 2.63% 6.48% 10.86%

BOP material 0.11% 0.11% 0.10% 0.10% 0.09% 0.09% 0.14% 0.13% 0.12%

Electriciy-operation 96.25% 93.07% 89.40% 96.62% 93.87% 90.66% 95.73% 91.94% 87.64%

Electriciy-Stack assembly 0.22% 0.22% 0.21% 0.23% 0.22% 0.21% 0.22% 0.21% 0.20%

Electriciy-BOP assembly 0.04% 0.03% 0.03% 0.04% 0.04% 0.03% 0.04% 0.03% 0.03%

Electriciy-pump 0.90% 0.87% 0.84% 0.90% 0.88% 0.85% 0.90% 0.86% 0.82%

Water 0.24% 0.23% 0.22% 0.20% 0.20% 0.19% 0.28% 0.27% 0.26%

Heat 0.05% 0.05% 0.05% 0.05% 0.04% 0.04% 0.06% 0.06% 0.06%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Freshwater ecotoxicity Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 10.18% 19.15% 28.40% 13.95% 25.31% 36.20% 48.27% 66.12% 76.56%

BOP material 0.05% 0.04% 0.04% 0.07% 0.06% 0.05% 0.23% 0.15% 0.11%

Electriciy-operation 88.65% 79.79% 70.67% 84.88% 73.67% 62.93% 50.61% 33.15% 22.93%

Electriciy-Stack assembly 0.21% 0.19% 0.17% 0.20% 0.17% 0.15% 0.12% 0.08% 0.05%

Electriciy-BOP assembly 0.03% 0.03% 0.03% 0.03% 0.03% 0.02% 0.02% 0.01% 0.01%

Electriciy-pump 0.83% 0.75% 0.66% 0.79% 0.69% 0.59% 0.47% 0.31% 0.21%

Water 0.06% 0.05% 0.04% 0.08% 0.07% 0.06% 0.27% 0.18% 0.12%

Heat 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Marine ecotoxicity Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 26.43% 49.58% 63.23% 30.56% 54.65% 67.81% 47.40% 71.16% 81.18%

BOP material 14.77% 10.12% 7.38% 17.08% 11.16% 7.92% 26.49% 14.53% 9.48%

Electriciy-operation 57.95% 39.71% 28.96% 51.56% 33.68% 23.90% 25.53% 14.00% 9.14%

Electriciy-Stack assembly 0.14% 0.09% 0.07% 0.12% 0.08% 0.06% 0.06% 0.03% 0.02%

Electriciy-BOP assembly 0.02% 0.01% 0.01% 0.02% 0.01% 0.01% 0.01% 0.01% 0.00%

Electriciy-pump 0.54% 0.37% 0.27% 0.48% 0.32% 0.22% 0.24% 0.13% 0.09%

Water 0.14% 0.10% 0.07% 0.16% 0.11% 0.08% 0.25% 0.14% 0.09%

Heat 0.00% 0.00% 0.00% 0.01% 0.00% 0.00% 0.01% 0.00% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Human carcinogenic 

toxicity
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 23.12% 44.70% 58.32% 19.51% 39.45% 53.00% 15.34% 32.76% 45.75%

BOP material 1.03% 0.74% 0.56% 0.87% 0.66% 0.51% 0.69% 0.54% 0.44%

Electriciy-operation 74.46% 53.56% 40.37% 78.26% 58.88% 45.70% 82.65% 65.65% 52.97%

Electriciy-Stack assembly 0.17% 0.13% 0.09% 0.18% 0.14% 0.11% 0.19% 0.15% 0.12%

Electriciy-BOP assembly 0.03% 0.02% 0.02% 0.03% 0.02% 0.02% 0.03% 0.02% 0.02%

Electriciy-pump 0.70% 0.50% 0.38% 0.73% 0.55% 0.43% 0.77% 0.61% 0.50%

Water 0.46% 0.33% 0.25% 0.39% 0.29% 0.23% 0.30% 0.24% 0.19%

Heat 0.03% 0.02% 0.02% 0.02% 0.02% 0.01% 0.02% 0.02% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Human non-

carcinogenic toxicity
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 60.84% 82.32% 89.67% 46.35% 72.13% 82.84% 63.19% 83.72% 90.56%

BOP material 2.01% 0.91% 0.53% 1.53% 0.80% 0.49% 2.09% 0.92% 0.54%

Electriciy-operation 35.74% 16.14% 9.43% 50.76% 26.37% 16.24% 33.30% 14.73% 8.54%

Electriciy-Stack assembly 0.08% 0.04% 0.02% 0.12% 0.06% 0.04% 0.08% 0.03% 0.02%

Electriciy-BOP assembly 0.01% 0.01% 0.00% 0.02% 0.01% 0.01% 0.01% 0.01% 0.00%

Electriciy-pump 0.33% 0.15% 0.09% 0.48% 0.25% 0.15% 0.31% 0.14% 0.08%

Water 0.95% 0.43% 0.25% 0.73% 0.38% 0.23% 0.99% 0.44% 0.25%

Heat 0.02% 0.01% 0.01% 0.02% 0.01% 0.01% 0.02% 0.01% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Land use Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 0.53% 1.56% 2.79% 0.72% 2.11% 3.76% 1.61% 4.66% 8.11%

BOP material 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.03% 0.03% 0.03%

Electriciy-operation 98.14% 97.12% 95.91% 97.90% 96.53% 94.91% 96.78% 93.79% 90.39%

Electriciy-Stack assembly 0.23% 0.23% 0.22% 0.23% 0.23% 0.22% 0.23% 0.22% 0.21%

Electriciy-BOP assembly 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.03%

Electriciy-pump 0.92% 0.91% 0.90% 0.92% 0.90% 0.89% 0.91% 0.88% 0.85%

Water 0.13% 0.13% 0.13% 0.17% 0.17% 0.17% 0.39% 0.38% 0.37%

Heat 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.02% 0.02% 0.02%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Mineral resource scarcity
Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 26.76% 57.22% 72.05% 24.90% 54.83% 70.06% 31.52% 62.76% 76.46%

BOP material 0.13% 0.07% 0.05% 0.12% 0.07% 0.05% 0.15% 0.08% 0.05%

Electriciy-operation 71.99% 42.04% 27.47% 73.85% 44.42% 29.44% 67.21% 36.55% 23.10%

Electriciy-Stack assembly 0.17% 0.10% 0.06% 0.17% 0.10% 0.07% 0.16% 0.09% 0.05%

Electriciy-BOP assembly 0.03% 0.02% 0.01% 0.03% 0.02% 0.01% 0.03% 0.01% 0.01%

Electriciy-pump 0.67% 0.39% 0.26% 0.69% 0.42% 0.28% 0.63% 0.34% 0.22%

Water 0.25% 0.15% 0.10% 0.23% 0.14% 0.09% 0.30% 0.16% 0.10%

Heat 0.01% 0.00% 0.00% 0.01% 0.00% 0.00% 0.01% 0.00% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Fossil resource scarcity Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 0.16% 0.55% 1.04% 0.19% 0.66% 1.25% 0.21% 0.72% 1.36%

BOP material 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Electriciy-operation 98.35% 97.96% 97.48% 98.25% 97.79% 97.21% 98.20% 97.70% 97.07%

Electriciy-Stack assembly 0.23% 0.23% 0.23% 0.23% 0.23% 0.23% 0.23% 0.23% 0.23%

Electriciy-BOP assembly 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04%

Electriciy-pump 0.92% 0.92% 0.91% 0.92% 0.92% 0.91% 0.92% 0.91% 0.91%

Water 0.04% 0.03% 0.03% 0.04% 0.04% 0.04% 0.05% 0.05% 0.05%

Heat 0.27% 0.27% 0.27% 0.33% 0.32% 0.32% 0.35% 0.35% 0.35%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Water consumption Sc4 Sc2 Sc5 Sc4 Sc2 Sc5 Sc4 Sc2 Sc5

Stack material 0.01% 0.03% 0.05% 0.01% 0.04% 0.07% 0.03% 0.09% 0.16%

BOP material 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Electriciy-operation 98.24% 98.22% 98.20% 98.07% 98.04% 98.01% 97.06% 97.00% 96.93%

Electriciy-Stack assembly 0.23% 0.23% 0.23% 0.23% 0.23% 0.23% 0.23% 0.23% 0.23%

Electriciy-BOP assembly 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04%

Electriciy-pump 0.92% 0.92% 0.92% 0.92% 0.92% 0.92% 0.91% 0.91% 0.91%

Water 0.56% 0.56% 0.56% 0.73% 0.73% 0.73% 1.72% 1.72% 1.72%

Heat 0.00% 0.00% 0.00% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Global Warming Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 1.72E-01 1.72E-01 1.72E-01 1.72E-01 1.72E-01 1.72E-01 1.72E-01 1.72E-01 1.72E-01 1.72E-01 1.72E-01 1.72E-01 1.72E-01 1.72E-01 1.72E-01

BOP material 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03 1.21E-03

Electriciy-operation 2.60E+01 2.03E+00 8.20E-01 1.21E+00 1.35E+00 2.08E+01 1.74E+00 7.29E-01 1.06E+00 1.18E+00 1.55E+01 1.76E+00 7.87E-01 1.10E+00 1.22E+00

Electriciy-Stack assembly 6.08E-02 4.74E-03 1.92E-03 2.83E-03 3.16E-03 4.85E-02 4.07E-03 1.70E-03 2.47E-03 2.75E-03 3.61E-02 4.11E-03 1.84E-03 2.57E-03 2.84E-03

Electriciy-BOP assembly 9.76E-03 7.61E-04 3.08E-04 4.54E-04 5.07E-04 7.78E-03 6.53E-04 2.73E-04 3.96E-04 4.41E-04 5.80E-03 6.60E-04 2.95E-04 4.13E-04 4.56E-04

Electriciy-pump 2.44E-01 1.90E-02 7.68E-03 1.13E-02 1.27E-02 1.94E-01 1.63E-02 6.82E-03 9.87E-03 1.10E-02 1.45E-01 1.65E-02 7.37E-03 1.03E-02 1.14E-02

Water 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02 1.61E-02

Heat 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02 6.79E-02

Sum 2.66E+01 2.31E+00 1.09E+00 1.48E+00 1.63E+00 2.13E+01 2.02E+00 9.94E-01 1.32E+00 1.45E+00 1.59E+01 2.04E+00 1.05E+00 1.37E+00 1.49E+00

Stratospheric ozone 

depletion
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 2.929E-07 2.929E-07 2.929E-07 2.93E-07 2.93E-07 2.929E-07 2.929E-07 2.929E-07 2.93E-07 2.93E-07 2.929E-07 2.929E-07 2.929E-07 2.93E-07 2.93E-07

BOP material 4.115E-10 4.115E-10 4.115E-10 4.12E-10 4.12E-10 4.115E-10 4.115E-10 4.115E-10 4.12E-10 4.12E-10 4.115E-10 4.115E-10 4.115E-10 4.12E-10 4.12E-10

Electriciy-operation 7.884E-06 3.449E-08 1.959E-07 3.43E-08 8.82E-08 6.950E-06 8.314E-08 2.183E-07 8.30E-08 1.28E-07 7.110E-06 2.872E-08 1.584E-07 2.86E-08 7.19E-08

Electriciy-Stack assembly 1.843E-08 8.060E-11 4.578E-10 8.02E-11 2.06E-10 1.624E-08 1.943E-10 5.102E-10 1.94E-10 3.00E-10 1.662E-08 6.713E-11 3.702E-10 6.68E-11 1.68E-10

Electriciy-BOP assembly 2.956E-09 1.293E-11 7.344E-11 1.29E-11 3.31E-11 2.606E-09 3.117E-11 8.185E-11 3.11E-11 4.81E-11 2.666E-09 1.077E-11 5.939E-11 1.07E-11 2.70E-11

Electriciy-pump 7.378E-08 3.227E-10 1.833E-09 3.21E-10 8.26E-10 6.504E-08 7.781E-10 2.043E-09 7.77E-10 1.20E-09 6.654E-08 2.688E-10 1.482E-09 2.68E-10 6.73E-10

Water 7.597E-09 7.597E-09 7.597E-09 7.60E-09 7.60E-09 7.597E-09 7.597E-09 7.597E-09 7.60E-09 7.60E-09 7.597E-09 7.597E-09 7.597E-09 7.60E-09 7.60E-09

Heat 2.411E-09 2.411E-09 2.411E-09 2.41E-09 2.41E-09 2.411E-09 2.411E-09 2.411E-09 2.41E-09 2.41E-09 2.411E-09 2.411E-09 2.411E-09 2.41E-09 2.41E-09

Sum 8.28E-06 3.38E-07 5.02E-07 3.38E-07 3.93E-07 7.34E-06 3.87E-07 5.24E-07 3.87E-07 4.33E-07 7.50E-06 3.32E-07 4.64E-07 3.32E-07 3.76E-07

Ionizing radiation Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 7.107E-03 7.107E-03 7.107E-03 7.11E-03 7.11E-03 7.107E-03 7.107E-03 7.107E-03 7.11E-03 7.11E-03 7.107E-03 7.107E-03 7.107E-03 7.11E-03 7.11E-03

BOP material 9.759E-05 9.759E-05 9.759E-05 9.76E-05 9.76E-05 9.759E-05 9.759E-05 9.759E-05 9.76E-05 9.76E-05 9.759E-05 9.759E-05 9.759E-05 9.76E-05 9.76E-05

Electriciy-operation 1.183E-01 1.511E-03 1.218E-02 3.60E-03 5.76E-03 5.230E+00 5.149E+00 5.158E+00 5.15E+00 5.15E+00 2.059E-02 1.479E-03 1.005E-02 3.16E-03 4.90E-03

Electriciy-Stack assembly 2.764E-04 3.531E-06 2.846E-05 8.41E-06 1.35E-05 1.222E-02 1.203E-02 1.205E-02 1.20E-02 1.20E-02 4.813E-05 3.457E-06 2.349E-05 7.37E-06 1.14E-05

Electriciy-BOP assembly 4.434E-05 5.665E-07 4.566E-06 1.35E-06 2.16E-06 1.961E-03 1.930E-03 1.934E-03 1.93E-03 1.93E-03 7.721E-06 5.546E-07 3.768E-06 1.18E-06 1.84E-06

Electriciy-pump 1.107E-03 1.414E-05 1.140E-04 3.37E-05 5.39E-05 4.894E-02 4.818E-02 4.827E-02 4.82E-02 4.82E-02 1.927E-04 1.384E-05 9.406E-05 2.95E-05 4.58E-05

Water 1.738E-05 1.738E-05 1.738E-05 1.74E-05 1.74E-05 1.738E-05 1.738E-05 1.738E-05 1.74E-05 1.74E-05 1.738E-05 1.738E-05 1.738E-05 1.74E-05 1.74E-05

Heat 1.997E-06 1.997E-06 1.997E-06 2.00E-06 2.00E-06 1.997E-06 1.997E-06 1.997E-06 2.00E-06 2.00E-06 1.997E-06 1.997E-06 1.997E-06 2.00E-06 2.00E-06

Sum 1.27E-01 8.75E-03 1.96E-02 1.09E-02 1.31E-02 5.30E+00 5.22E+00 5.23E+00 5.22E+00 5.22E+00 2.81E-02 8.72E-03 1.74E-02 1.04E-02 1.22E-02
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Ozone formation, 

Human health
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 1.767E-03 1.767E-03 1.767E-03 1.77E-03 1.77E-03 1.767E-03 1.767E-03 1.767E-03 1.77E-03 1.77E-03 1.767E-03 1.767E-03 1.767E-03 1.77E-03 1.77E-03

BOP material 3.023E-06 3.023E-06 3.023E-06 3.02E-06 3.02E-06 3.023E-06 3.023E-06 3.023E-06 3.02E-06 3.02E-06 3.023E-06 3.023E-06 3.023E-06 3.02E-06 3.02E-06

Electriciy-operation 6.680E-02 2.453E-04 1.266E-03 4.60E-04 6.57E-04 5.153E-02 3.975E-04 1.252E-03 5.78E-04 7.43E-04 2.975E-02 2.354E-04 1.055E-03 4.08E-04 5.66E-04

Electriciy-Stack assembly 1.561E-04 5.733E-07 2.959E-06 1.08E-06 1.54E-06 1.204E-04 9.289E-07 2.927E-06 1.35E-06 1.74E-06 6.954E-05 5.501E-07 2.467E-06 9.54E-07 1.32E-06

Electriciy-BOP assembly 2.505E-05 9.197E-08 4.747E-07 1.73E-07 2.46E-07 1.932E-05 1.490E-07 4.695E-07 2.17E-07 2.78E-07 1.116E-05 8.825E-08 3.957E-07 1.53E-07 2.12E-07

Electriciy-pump 6.252E-04 2.296E-06 1.185E-05 4.31E-06 6.15E-06 4.822E-04 3.719E-06 1.172E-05 5.41E-06 6.95E-06 2.785E-04 2.203E-06 9.878E-06 3.82E-06 5.30E-06

Water 4.475E-05 4.475E-05 4.475E-05 4.47E-05 4.47E-05 4.475E-05 4.475E-05 4.475E-05 4.47E-05 4.47E-05 4.475E-05 4.475E-05 4.475E-05 4.47E-05 4.47E-05

Heat 5.075E-04 5.075E-04 5.075E-04 5.07E-04 5.07E-04 5.075E-04 5.075E-04 5.075E-04 5.07E-04 5.07E-04 5.075E-04 5.075E-04 5.075E-04 5.07E-04 5.07E-04

Sum 6.99E-02 2.57E-03 3.60E-03 2.79E-03 2.99E-03 5.45E-02 2.72E-03 3.59E-03 2.91E-03 3.07E-03 3.24E-02 2.56E-03 3.39E-03 2.73E-03 2.90E-03

Fine particulate matter 

formation
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 1.775E-03 1.775E-03 1.775E-03 1.77E-03 1.77E-03 1.775E-03 1.775E-03 1.775E-03 1.77E-03 1.77E-03 1.775E-03 1.775E-03 1.775E-03 1.77E-03 1.77E-03

BOP material 1.768E-06 1.768E-06 1.768E-06 1.77E-06 1.77E-06 1.768E-06 1.768E-06 1.768E-06 1.77E-06 1.77E-06 1.768E-06 1.768E-06 1.768E-06 1.77E-06 1.77E-06

Electriciy-operation 8.659E-03 1.515E-04 9.740E-04 1.71E-04 4.32E-04 8.481E-03 2.836E-04 9.723E-04 3.00E-04 5.19E-04 8.532E-03 1.271E-04 7.879E-04 1.43E-04 3.53E-04

Electriciy-Stack assembly 2.024E-05 3.542E-07 2.276E-06 4.01E-07 1.01E-06 1.982E-05 6.628E-07 2.272E-06 7.02E-07 1.21E-06 1.994E-05 2.971E-07 1.841E-06 3.35E-07 8.24E-07

Electriciy-BOP assembly 3.247E-06 5.682E-08 3.652E-07 6.43E-08 1.62E-07 3.180E-06 1.063E-07 3.645E-07 1.13E-07 1.95E-07 3.199E-06 4.766E-08 2.954E-07 5.37E-08 1.32E-07

Electriciy-pump 8.104E-05 1.418E-06 9.115E-06 1.60E-06 4.05E-06 7.937E-05 2.654E-06 9.099E-06 2.81E-06 4.86E-06 7.985E-05 1.190E-06 7.374E-06 1.34E-06 3.30E-06

Water 2.485E-05 2.485E-05 2.485E-05 2.48E-05 2.48E-05 2.485E-05 2.485E-05 2.485E-05 2.48E-05 2.48E-05 2.485E-05 2.485E-05 2.485E-05 2.48E-05 2.48E-05

Heat 5.708E-05 5.708E-05 5.708E-05 5.71E-05 5.71E-05 5.708E-05 5.708E-05 5.708E-05 5.71E-05 5.71E-05 5.708E-05 5.708E-05 5.708E-05 5.71E-05 5.71E-05

Sum 1.06E-02 2.01E-03 2.84E-03 2.03E-03 2.30E-03 1.04E-02 2.15E-03 2.84E-03 2.16E-03 2.38E-03 1.05E-02 1.99E-03 2.66E-03 2.00E-03 2.22E-03

Ozone formation, 

Terrestrial ecosystems
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 1.804E-03 1.804E-03 1.804E-03 1.80E-03 1.80E-03 1.804E-03 1.804E-03 1.804E-03 1.80E-03 1.80E-03 1.804E-03 1.804E-03 1.804E-03 1.80E-03 1.80E-03

BOP material 3.129E-06 3.129E-06 3.129E-06 3.13E-06 3.13E-06 3.129E-06 3.129E-06 3.129E-06 3.13E-06 3.13E-06 3.129E-06 3.129E-06 3.129E-06 3.13E-06 3.13E-06

Electriciy-operation 6.687E-02 2.456E-04 1.268E-03 4.61E-04 6.58E-04 5.160E-02 3.980E-04 1.254E-03 5.78E-04 7.44E-04 2.988E-02 2.356E-04 1.057E-03 4.09E-04 5.67E-04

Electriciy-Stack assembly 1.563E-04 5.740E-07 2.964E-06 1.08E-06 1.54E-06 1.206E-04 9.302E-07 2.931E-06 1.35E-06 1.74E-06 6.982E-05 5.507E-07 2.471E-06 9.55E-07 1.33E-06

Electriciy-BOP assembly 2.507E-05 9.208E-08 4.755E-07 1.73E-07 2.47E-07 1.935E-05 1.492E-07 4.703E-07 2.17E-07 2.79E-07 1.120E-05 8.834E-08 3.964E-07 1.53E-07 2.13E-07

Electriciy-pump 6.258E-04 2.298E-06 1.187E-05 4.31E-06 6.16E-06 4.829E-04 3.725E-06 1.174E-05 5.41E-06 6.96E-06 2.796E-04 2.205E-06 9.893E-06 3.82E-06 5.31E-06

Water 4.478E-05 4.478E-05 4.478E-05 4.48E-05 4.48E-05 4.478E-05 4.478E-05 4.478E-05 4.48E-05 4.48E-05 4.478E-05 4.478E-05 4.478E-05 4.48E-05 4.48E-05

Heat 5.076E-04 5.076E-04 5.076E-04 5.08E-04 5.08E-04 5.076E-04 5.076E-04 5.076E-04 5.08E-04 5.08E-04 5.076E-04 5.076E-04 5.076E-04 5.08E-04 5.08E-04

Sum 7.00E-02 2.61E-03 3.64E-03 2.83E-03 3.03E-03 5.46E-02 2.76E-03 3.63E-03 2.94E-03 3.11E-03 3.26E-02 2.60E-03 3.43E-03 2.77E-03 2.93E-03
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Terrestrial acidification Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 6.008E-03 6.008E-03 6.008E-03 6.01E-03 6.01E-03 6.008E-03 6.008E-03 6.008E-03 6.01E-03 6.01E-03 6.008E-03 6.008E-03 6.008E-03 6.01E-03 6.01E-03

BOP material 5.090E-06 5.090E-06 5.090E-06 5.09E-06 5.09E-06 5.090E-06 5.090E-06 5.090E-06 5.09E-06 5.09E-06 5.090E-06 5.090E-06 5.090E-06 5.09E-06 5.09E-06

Electriciy-operation 1.172E-01 3.782E-04 2.122E-03 4.39E-04 9.80E-04 8.792E-02 5.662E-04 2.027E-03 6.17E-04 1.07E-03 3.580E-02 3.239E-04 1.725E-03 3.73E-04 8.07E-04

Electriciy-Stack assembly 2.739E-04 8.840E-07 4.960E-06 1.03E-06 2.29E-06 2.055E-04 1.323E-06 4.736E-06 1.44E-06 2.50E-06 8.367E-05 7.570E-07 4.032E-06 8.72E-07 1.89E-06

Electriciy-BOP assembly 4.395E-05 1.418E-07 7.957E-07 1.65E-07 3.67E-07 3.296E-05 2.123E-07 7.598E-07 2.31E-07 4.01E-07 1.342E-05 1.214E-07 6.468E-07 1.40E-07 3.03E-07

Electriciy-pump 1.097E-03 3.540E-06 1.986E-05 4.11E-06 9.17E-06 8.227E-04 5.298E-06 1.897E-05 5.78E-06 1.00E-05 3.350E-04 3.031E-06 1.614E-05 3.49E-06 7.56E-06

Water 8.037E-05 8.037E-05 8.037E-05 8.04E-05 8.04E-05 8.037E-05 8.037E-05 8.037E-05 8.04E-05 8.04E-05 8.037E-05 8.037E-05 8.037E-05 8.04E-05 8.04E-05

Heat 1.868E-04 1.868E-04 1.868E-04 1.87E-04 1.87E-04 1.868E-04 1.868E-04 1.868E-04 1.87E-04 1.87E-04 1.868E-04 1.868E-04 1.868E-04 1.87E-04 1.87E-04

Sum 1.25E-01 6.66E-03 8.43E-03 6.73E-03 7.27E-03 9.53E-02 6.85E-03 8.33E-03 6.91E-03 7.36E-03 4.25E-02 6.61E-03 8.03E-03 6.66E-03 7.10E-03

Freshwater 

eutrophication
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 2.315E-04 2.315E-04 2.315E-04 2.32E-04 2.32E-04 2.315E-04 2.315E-04 2.315E-04 2.32E-04 2.32E-04 2.315E-04 2.315E-04 2.315E-04 2.32E-04 2.32E-04

BOP material 6.968E-07 6.968E-07 6.968E-07 6.97E-07 6.97E-07 6.968E-07 6.968E-07 6.968E-07 6.97E-07 6.97E-07 6.968E-07 6.968E-07 6.968E-07 6.97E-07 6.97E-07

Electriciy-operation 1.198E-02 1.698E-05 1.454E-04 1.63E-05 5.96E-05 8.189E-03 2.334E-05 1.309E-04 2.28E-05 5.90E-05 1.208E-03 1.326E-05 1.164E-04 1.27E-05 4.75E-05

Electriciy-Stack assembly 2.800E-05 3.968E-08 3.398E-07 3.82E-08 1.39E-07 1.914E-05 5.456E-08 3.058E-07 5.33E-08 1.38E-07 2.823E-06 3.099E-08 2.721E-07 2.98E-08 1.11E-07

Electriciy-BOP assembly 4.492E-06 6.366E-09 5.451E-08 6.12E-09 2.23E-08 3.070E-06 8.752E-09 4.907E-08 8.55E-09 2.21E-08 4.528E-07 4.971E-09 4.365E-08 4.78E-09 1.78E-08

Electriciy-pump 1.121E-04 1.589E-07 1.360E-06 1.53E-07 5.57E-07 7.663E-05 2.185E-07 1.225E-06 2.13E-07 5.52E-07 1.130E-05 1.241E-07 1.090E-06 1.19E-07 4.44E-07

Water 8.096E-07 8.096E-07 8.096E-07 8.10E-07 8.10E-07 8.096E-07 8.096E-07 8.096E-07 8.10E-07 8.10E-07 8.096E-07 8.096E-07 8.096E-07 8.10E-07 8.10E-07

Heat 1.631E-08 1.631E-08 1.631E-08 1.63E-08 1.63E-08 1.631E-08 1.631E-08 1.631E-08 1.63E-08 1.63E-08 1.631E-08 1.631E-08 1.631E-08 1.63E-08 1.63E-08

Sum 1.24E-02 2.50E-04 3.80E-04 2.50E-04 2.93E-04 8.52E-03 2.57E-04 3.66E-04 2.56E-04 2.93E-04 1.46E-03 2.46E-04 3.51E-04 2.46E-04 2.81E-04

Marine eutrophication Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 7.023E-06 7.023E-06 7.023E-06 7.02E-06 7.02E-06 7.023E-06 7.023E-06 7.023E-06 7.02E-06 7.02E-06 7.023E-06 7.023E-06 7.023E-06 7.02E-06 7.02E-06

BOP material 3.701E-08 3.701E-08 3.701E-08 3.70E-08 3.70E-08 3.701E-08 3.701E-08 3.701E-08 3.70E-08 3.70E-08 3.701E-08 3.701E-08 3.701E-08 3.70E-08 3.70E-08

Electriciy-operation 8.031E-04 3.465E-06 2.912E-05 3.66E-06 1.21E-05 5.735E-04 1.203E-05 3.352E-05 1.22E-05 1.92E-05 1.152E-04 2.759E-06 2.337E-05 2.92E-06 9.68E-06

Electriciy-Stack assembly 1.877E-06 8.098E-09 6.807E-08 8.56E-09 2.82E-08 1.340E-06 2.812E-08 7.833E-08 2.85E-08 4.50E-08 2.691E-07 6.448E-09 5.463E-08 6.82E-09 2.26E-08

Electriciy-BOP assembly 3.011E-07 1.299E-09 1.092E-08 1.37E-09 4.53E-09 2.150E-07 4.510E-09 1.257E-08 4.57E-09 7.22E-09 4.318E-08 1.034E-09 8.764E-09 1.09E-09 3.63E-09

Electriciy-pump 7.516E-06 3.243E-08 2.726E-07 3.43E-08 1.13E-07 5.367E-06 1.126E-07 3.137E-07 1.14E-07 1.80E-07 1.078E-06 2.582E-08 2.187E-07 2.73E-08 9.06E-08

Water 1.733E-07 1.733E-07 1.733E-07 1.73E-07 1.73E-07 1.733E-07 1.733E-07 1.733E-07 1.73E-07 1.73E-07 1.733E-07 1.733E-07 1.733E-07 1.73E-07 1.73E-07

Heat 1.556E-09 1.556E-09 1.556E-09 1.56E-09 1.56E-09 1.556E-09 1.556E-09 1.556E-09 1.56E-09 1.56E-09 1.556E-09 1.556E-09 1.556E-09 1.56E-09 1.56E-09

Sum 8.20E-04 1.07E-05 3.67E-05 1.09E-05 1.95E-05 5.88E-04 1.94E-05 4.12E-05 1.96E-05 2.67E-05 1.24E-04 1.00E-05 3.09E-05 1.02E-05 1.70E-05
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Terrestrial ecotoxicity Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 4.558E-01 4.558E-01 4.558E-01 4.56E-01 4.56E-01 4.558E-01 4.558E-01 4.558E-01 4.56E-01 4.56E-01 4.558E-01 4.558E-01 4.558E-01 4.56E-01 4.56E-01

BOP material 9.142E-03 9.142E-03 9.142E-03 9.14E-03 9.14E-03 9.142E-03 9.142E-03 9.142E-03 9.14E-03 9.14E-03 9.142E-03 9.142E-03 9.142E-03 9.14E-03 9.14E-03

Electriciy-operation 7.827E+00 7.653E-01 6.670E+00 7.87E-01 2.74E+00 9.168E+00 2.029E+00 6.974E+00 2.05E+00 3.68E+00 6.463E+00 6.025E-01 5.347E+00 6.20E-01 2.19E+00

Electriciy-Stack assembly 1.829E-02 1.789E-03 1.559E-02 1.84E-03 6.41E-03 2.143E-02 4.743E-03 1.630E-02 4.79E-03 8.61E-03 1.510E-02 1.408E-03 1.250E-02 1.45E-03 5.12E-03

Electriciy-BOP assembly 2.934E-03 2.869E-04 2.501E-03 2.95E-04 1.03E-03 3.437E-03 7.609E-04 2.615E-03 7.68E-04 1.38E-03 2.423E-03 2.259E-04 2.005E-03 2.32E-04 8.21E-04

Electriciy-pump 7.324E-02 7.162E-03 6.242E-02 7.37E-03 2.56E-02 8.579E-02 1.899E-02 6.527E-02 1.92E-02 3.45E-02 6.048E-02 5.639E-03 5.004E-02 5.80E-03 2.05E-02

Water 1.921E-02 1.921E-02 1.921E-02 1.92E-02 1.92E-02 1.921E-02 1.921E-02 1.921E-02 1.92E-02 1.92E-02 1.921E-02 1.921E-02 1.921E-02 1.92E-02 1.92E-02

Heat 4.283E-03 4.283E-03 4.283E-03 4.28E-03 4.28E-03 4.283E-03 4.283E-03 4.283E-03 4.28E-03 4.28E-03 4.283E-03 4.283E-03 4.283E-03 4.28E-03 4.28E-03

Sum 8.41E+00 1.26E+00 7.24E+00 1.28E+00 3.26E+00 9.77E+00 2.54E+00 7.55E+00 2.56E+00 4.22E+00 7.03E+00 1.10E+00 5.90E+00 1.12E+00 2.70E+00

Freshwater ecotoxicity Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 9.296E-02 9.296E-02 9.296E-02 9.30E-02 9.30E-02 9.296E-02 9.296E-02 9.296E-02 9.30E-02 9.30E-02 9.296E-02 9.296E-02 9.296E-02 9.30E-02 9.30E-02

BOP material 2.157E-04 2.157E-04 2.157E-04 2.16E-04 2.16E-04 2.157E-04 2.157E-04 2.157E-04 2.16E-04 2.16E-04 2.157E-04 2.157E-04 2.157E-04 2.16E-04 2.16E-04

Electriciy-operation 3.873E-01 3.990E-03 3.318E-02 3.74E-03 1.36E-02 2.706E-01 7.450E-03 3.189E-02 7.24E-03 1.55E-02 4.661E-02 3.120E-03 2.657E-02 2.92E-03 1.09E-02

Electriciy-Stack assembly 9.051E-04 9.325E-06 7.755E-05 8.75E-06 3.19E-05 6.323E-04 1.741E-05 7.454E-05 1.69E-05 3.63E-05 1.089E-04 7.291E-06 6.211E-05 6.83E-06 2.54E-05

Electriciy-BOP assembly 1.452E-04 1.496E-06 1.244E-05 1.40E-06 5.11E-06 1.014E-04 2.793E-06 1.196E-05 2.72E-06 5.82E-06 1.748E-05 1.170E-06 9.963E-06 1.10E-06 4.08E-06

Electriciy-pump 3.624E-03 3.734E-05 3.105E-04 3.50E-05 1.28E-04 2.532E-03 6.972E-05 2.985E-04 6.78E-05 1.45E-04 4.362E-04 2.919E-05 2.487E-04 2.73E-05 1.02E-04

Water 2.461E-04 2.461E-04 2.461E-04 2.46E-04 2.46E-04 2.461E-04 2.461E-04 2.461E-04 2.46E-04 2.46E-04 2.461E-04 2.461E-04 2.461E-04 2.46E-04 2.46E-04

Heat 2.724E-06 2.724E-06 2.724E-06 2.72E-06 2.72E-06 2.724E-06 2.724E-06 2.724E-06 2.72E-06 2.72E-06 2.724E-06 2.724E-06 2.724E-06 2.72E-06 2.72E-06

Sum 4.85E-01 9.75E-02 1.27E-01 9.72E-02 1.07E-01 3.67E-01 1.01E-01 1.26E-01 1.01E-01 1.09E-01 1.41E-01 9.66E-02 1.20E-01 9.64E-02 1.04E-01

Marine ecotoxicity Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 1.780E-01 1.780E-01 1.780E-01 1.78E-01 1.78E-01 1.780E-01 1.780E-01 1.780E-01 1.78E-01 1.78E-01 1.780E-01 1.780E-01 1.780E-01 1.78E-01 1.78E-01

BOP material 3.634E-02 3.634E-02 3.634E-02 3.63E-02 3.63E-02 3.634E-02 3.634E-02 3.634E-02 3.63E-02 3.63E-02 3.634E-02 3.634E-02 3.634E-02 3.63E-02 3.63E-02

Electriciy-operation 1.426E-01 5.785E-03 4.821E-02 5.45E-03 1.98E-02 1.097E-01 1.102E-02 4.655E-02 1.07E-02 2.28E-02 3.502E-02 4.525E-03 3.861E-02 4.26E-03 1.58E-02

Electriciy-Stack assembly 3.332E-04 1.352E-05 1.127E-04 1.27E-05 4.63E-05 2.564E-04 2.576E-05 1.088E-04 2.51E-05 5.32E-05 8.185E-05 1.058E-05 9.024E-05 9.96E-06 3.69E-05

Electriciy-BOP assembly 5.345E-05 2.169E-06 1.808E-05 2.05E-06 7.43E-06 4.113E-05 4.133E-06 1.745E-05 4.03E-06 8.54E-06 1.313E-05 1.697E-06 1.448E-05 1.60E-06 5.92E-06

Electriciy-pump 1.334E-03 5.414E-05 4.512E-04 5.10E-05 1.85E-04 1.027E-03 1.032E-04 4.356E-04 1.01E-04 2.13E-04 3.278E-04 4.235E-05 3.614E-04 3.99E-05 1.48E-04

Water 3.491E-04 3.491E-04 3.491E-04 3.49E-04 3.49E-04 3.491E-04 3.491E-04 3.491E-04 3.49E-04 3.49E-04 3.491E-04 3.491E-04 3.491E-04 3.49E-04 3.49E-04

Heat 1.129E-05 1.129E-05 1.129E-05 1.13E-05 1.13E-05 1.129E-05 1.129E-05 1.129E-05 1.13E-05 1.13E-05 1.129E-05 1.129E-05 1.129E-05 1.13E-05 1.13E-05

Sum 3.59E-01 2.21E-01 2.63E-01 2.20E-01 2.35E-01 3.26E-01 2.26E-01 2.62E-01 2.26E-01 2.38E-01 2.50E-01 2.19E-01 2.54E-01 2.19E-01 2.31E-01
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Human carcinogenic 

toxicity
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 3.975E-02 3.975E-02 3.975E-02 3.97E-02 3.97E-02 3.975E-02 3.975E-02 3.975E-02 3.97E-02 3.97E-02 3.975E-02 3.975E-02 3.975E-02 3.97E-02 3.97E-02

BOP material 6.604E-04 6.604E-04 6.604E-04 6.60E-04 6.60E-04 6.604E-04 6.604E-04 6.604E-04 6.60E-04 6.60E-04 6.604E-04 6.604E-04 6.604E-04 6.60E-04 6.60E-04

Electriciy-operation 4.762E-02 1.690E-02 1.487E-01 1.68E-02 6.08E-02 5.932E-02 2.330E-02 1.337E-01 2.32E-02 6.01E-02 7.965E-02 1.320E-02 1.191E-01 1.31E-02 4.85E-02

Electriciy-Stack assembly 1.113E-04 3.949E-05 3.476E-04 3.92E-05 1.42E-04 1.386E-04 5.445E-05 3.125E-04 5.42E-05 1.40E-04 1.861E-04 3.085E-05 2.784E-04 3.06E-05 1.13E-04

Electriciy-BOP assembly 1.785E-05 6.336E-06 5.576E-05 6.29E-06 2.28E-05 2.224E-05 8.736E-06 5.013E-05 8.70E-06 2.25E-05 2.986E-05 4.950E-06 4.466E-05 4.92E-06 1.82E-05

Electriciy-pump 4.456E-04 1.581E-04 1.392E-03 1.57E-04 5.69E-04 5.551E-04 2.180E-04 1.251E-03 2.17E-04 5.62E-04 7.454E-04 1.235E-04 1.115E-03 1.23E-04 4.54E-04

Water 2.932E-04 2.932E-04 2.932E-04 2.93E-04 2.93E-04 2.932E-04 2.932E-04 2.932E-04 2.93E-04 2.93E-04 2.932E-04 2.932E-04 2.932E-04 2.93E-04 2.93E-04

Heat 1.857E-05 1.857E-05 1.857E-05 1.86E-05 1.86E-05 1.857E-05 1.857E-05 1.857E-05 1.86E-05 1.86E-05 1.857E-05 1.857E-05 1.857E-05 1.86E-05 1.86E-05

Sum 8.89E-02 5.78E-02 1.91E-01 5.77E-02 1.02E-01 1.01E-01 6.43E-02 1.76E-01 6.42E-02 1.02E-01 1.21E-01 5.41E-02 1.61E-01 5.40E-02 8.98E-02

Human non-

carcinogenic toxicity
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 2.919E+00 2.919E+00 2.919E+00 2.92E+00 2.92E+00 2.919E+00 2.919E+00 2.919E+00 2.92E+00 2.92E+00 2.919E+00 2.919E+00 2.919E+00 2.92E+00 2.92E+00

BOP material 3.221E-02 3.221E-02 3.221E-02 3.22E-02 3.22E-02 3.221E-02 3.221E-02 3.221E-02 3.22E-02 3.22E-02 3.221E-02 3.221E-02 3.221E-02 3.22E-02 3.22E-02

Electriciy-operation 5.723E-01 1.733E-01 1.378E+00 1.62E-01 5.71E-01 1.067E+00 6.941E-01 1.703E+00 6.85E-01 1.03E+00 5.134E-01 1.364E-01 1.104E+00 1.27E-01 4.56E-01

Electriciy-Stack assembly 1.337E-03 4.050E-04 3.220E-03 3.78E-04 1.33E-03 2.493E-03 1.622E-03 3.980E-03 1.60E-03 2.40E-03 1.200E-03 3.188E-04 2.581E-03 2.97E-04 1.07E-03

Electriciy-BOP assembly 2.146E-04 6.497E-05 5.166E-04 6.07E-05 2.14E-04 4.000E-04 2.602E-04 6.385E-04 2.57E-04 3.85E-04 1.925E-04 5.115E-05 4.141E-04 4.77E-05 1.71E-04

Electriciy-pump 5.355E-03 1.622E-03 1.290E-02 1.51E-03 5.34E-03 9.983E-03 6.496E-03 1.594E-02 6.41E-03 9.61E-03 4.804E-03 1.277E-03 1.033E-02 1.19E-03 4.27E-03

Water 1.529E-02 1.529E-02 1.529E-02 1.53E-02 1.53E-02 1.529E-02 1.529E-02 1.529E-02 1.53E-02 1.53E-02 1.529E-02 1.529E-02 1.529E-02 1.53E-02 1.53E-02

Heat 3.321E-04 3.321E-04 3.321E-04 3.32E-04 3.32E-04 3.321E-04 3.321E-04 3.321E-04 3.32E-04 3.32E-04 3.321E-04 3.321E-04 3.321E-04 3.32E-04 3.32E-04

Sum 3.55E+00 3.14E+00 4.36E+00 3.13E+00 3.54E+00 4.05E+00 3.67E+00 4.69E+00 3.66E+00 4.01E+00 3.49E+00 3.10E+00 4.08E+00 3.10E+00 3.43E+00

Land use Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 6.204E-03 6.204E-03 6.204E-03 6.20E-03 6.20E-03 6.204E-03 6.204E-03 6.204E-03 6.20E-03 6.20E-03 6.204E-03 6.204E-03 6.204E-03 6.20E-03 6.20E-03

BOP material 3.554E-05 3.554E-05 3.554E-05 3.55E-05 3.55E-05 3.554E-05 3.554E-05 3.554E-05 3.55E-05 3.55E-05 3.554E-05 3.554E-05 3.554E-05 3.55E-05 3.55E-05

Electriciy-operation 3.856E-01 5.197E-03 3.532E-02 4.08E-03 1.49E-02 2.833E-01 5.721E-03 3.094E-02 4.79E-03 1.38E-02 1.250E-01 4.087E-03 2.829E-02 3.19E-03 1.19E-02

Electriciy-Stack assembly 9.012E-04 1.215E-05 8.254E-05 9.53E-06 3.47E-05 6.621E-04 1.337E-05 7.232E-05 1.12E-05 3.23E-05 2.921E-04 9.551E-06 6.611E-05 7.45E-06 2.77E-05

Electriciy-BOP assembly 1.446E-04 1.948E-06 1.324E-05 1.53E-06 5.57E-06 1.062E-04 2.145E-06 1.160E-05 1.79E-06 5.18E-06 4.686E-05 1.532E-06 1.061E-05 1.20E-06 4.44E-06

Electriciy-pump 3.609E-03 4.863E-05 3.305E-04 3.82E-05 1.39E-04 2.651E-03 5.354E-05 2.896E-04 4.48E-05 1.29E-04 1.170E-03 3.824E-05 2.647E-04 2.98E-05 1.11E-04

Water 5.054E-04 5.054E-04 5.054E-04 5.05E-04 5.05E-04 5.054E-04 5.054E-04 5.054E-04 5.05E-04 5.05E-04 5.054E-04 5.054E-04 5.054E-04 5.05E-04 5.05E-04

Heat 2.321E-05 2.321E-05 2.321E-05 2.32E-05 2.32E-05 2.321E-05 2.321E-05 2.321E-05 2.32E-05 2.32E-05 2.321E-05 2.321E-05 2.321E-05 2.32E-05 2.32E-05

Sum 3.97E-01 1.20E-02 4.25E-02 1.09E-02 2.18E-02 2.93E-01 1.26E-02 3.81E-02 1.16E-02 2.08E-02 1.33E-01 1.09E-02 3.54E-02 1.00E-02 1.88E-02

Australia Global Italy

Australia Global Italy

Australia Global Italy
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Mineral resource scarcity
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 1.681E-02 1.681E-02 1.681E-02 1.68E-02 1.68E-02 1.681E-02 1.681E-02 1.681E-02 1.68E-02 1.68E-02 1.681E-02 1.681E-02 1.681E-02 1.68E-02 1.68E-02

BOP material 2.169E-05 2.169E-05 2.169E-05 2.17E-05 2.17E-05 2.169E-05 2.169E-05 2.169E-05 2.17E-05 2.17E-05 2.169E-05 2.169E-05 2.169E-05 2.17E-05 2.17E-05

Electriciy-operation 1.235E-02 6.027E-03 5.146E-02 6.41E-03 2.13E-02 1.362E-02 8.279E-03 4.633E-02 8.60E-03 2.11E-02 9.790E-03 4.791E-03 4.130E-02 5.09E-03 1.71E-02

Electriciy-Stack assembly 2.887E-05 1.409E-05 1.203E-04 1.50E-05 4.98E-05 3.183E-05 1.935E-05 1.083E-04 2.01E-05 4.92E-05 2.288E-05 1.120E-05 9.652E-05 1.19E-05 3.99E-05

Electriciy-BOP assembly 4.631E-06 2.260E-06 1.930E-05 2.40E-06 7.99E-06 5.106E-06 3.104E-06 1.737E-05 3.22E-06 7.90E-06 3.670E-06 1.796E-06 1.548E-05 1.91E-06 6.40E-06

Electriciy-pump 1.156E-04 5.640E-05 4.816E-04 5.99E-05 1.99E-04 1.274E-04 7.747E-05 4.335E-04 8.04E-05 1.97E-04 9.161E-05 4.483E-05 3.865E-04 4.77E-05 1.60E-04

Water 4.323E-05 4.323E-05 4.323E-05 4.32E-05 4.32E-05 4.323E-05 4.323E-05 4.323E-05 4.32E-05 4.32E-05 4.323E-05 4.323E-05 4.323E-05 4.32E-05 4.32E-05

Heat 1.272E-06 1.272E-06 1.272E-06 1.27E-06 1.27E-06 1.272E-06 1.272E-06 1.272E-06 1.27E-06 1.27E-06 1.272E-06 1.272E-06 1.272E-06 1.27E-06 1.27E-06

Sum 2.94E-02 2.30E-02 6.90E-02 2.34E-02 3.84E-02 3.07E-02 2.53E-02 6.38E-02 2.56E-02 3.82E-02 2.68E-02 2.17E-02 5.87E-02 2.20E-02 3.41E-02

Fossil resource scarcity Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 5.083E-02 5.083E-02 5.083E-02 5.08E-02 5.08E-02 5.083E-02 5.083E-02 5.083E-02 5.08E-02 5.08E-02 5.083E-02 5.083E-02 5.083E-02 5.08E-02 5.08E-02

BOP material 2.644E-04 2.644E-04 2.644E-04 2.64E-04 2.64E-04 2.644E-04 2.644E-04 2.644E-04 2.64E-04 2.64E-04 2.644E-04 2.644E-04 2.644E-04 2.64E-04 2.64E-04

Electriciy-operation 9.015E+00 1.889E-02 1.045E-01 2.37E-02 4.90E-02 7.493E+00 2.657E-02 9.821E-02 3.06E-02 5.18E-02 6.887E+00 1.644E-02 8.519E-02 2.03E-02 4.07E-02

Electriciy-Stack assembly 2.107E-02 4.415E-05 2.441E-04 5.55E-05 1.15E-04 1.751E-02 6.209E-05 2.295E-04 7.16E-05 1.21E-04 1.609E-02 3.843E-05 1.991E-04 4.75E-05 9.50E-05

Electriciy-BOP assembly 3.380E-03 7.082E-06 3.916E-05 8.90E-06 1.84E-05 2.809E-03 9.960E-06 3.682E-05 1.15E-05 1.94E-05 2.582E-03 6.164E-06 3.194E-05 7.63E-06 1.52E-05

Electriciy-pump 8.437E-02 1.768E-04 9.775E-04 2.22E-04 4.59E-04 7.012E-02 2.486E-04 9.191E-04 2.87E-04 4.85E-04 6.445E-02 1.539E-04 7.972E-04 1.90E-04 3.80E-04

Water 3.221E-03 3.221E-03 3.221E-03 3.22E-03 3.22E-03 3.221E-03 3.221E-03 3.221E-03 3.22E-03 3.22E-03 3.221E-03 3.221E-03 3.221E-03 3.22E-03 3.22E-03

Heat 2.489E-02 2.489E-02 2.489E-02 2.49E-02 2.49E-02 2.489E-02 2.489E-02 2.489E-02 2.49E-02 2.49E-02 2.489E-02 2.489E-02 2.489E-02 2.49E-02 2.49E-02

Sum 9.20E+00 9.83E-02 1.85E-01 1.03E-01 1.29E-01 7.66E+00 1.06E-01 1.79E-01 1.10E-01 1.32E-01 7.05E+00 9.58E-02 1.65E-01 9.98E-02 1.20E-01

Water consumption Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 1.117E-03 1.117E-03 1.117E-03 1.12E-03 1.12E-03 1.117E-03 1.117E-03 1.117E-03 1.12E-03 1.12E-03 1.117E-03 1.117E-03 1.117E-03 1.12E-03 1.12E-03

BOP material 2.081E-05 2.081E-05 2.081E-05 2.08E-05 2.08E-05 2.081E-05 2.081E-05 2.081E-05 2.08E-05 2.08E-05 2.081E-05 2.081E-05 2.081E-05 2.08E-05 2.08E-05

Electriciy-operation 3.769E+00 3.627E-01 3.130E+00 3.51E-01 1.28E+00 2.896E+00 4.135E-01 2.731E+00 4.04E-01 1.18E+00 1.214E+00 2.832E-01 2.506E+00 2.74E-01 1.02E+00

Electriciy-Stack assembly 8.809E-03 8.476E-04 7.315E-03 8.21E-04 2.99E-03 6.768E-03 9.663E-04 6.382E-03 9.44E-04 2.76E-03 2.838E-03 6.618E-04 5.858E-03 6.41E-04 2.39E-03

Electriciy-BOP assembly 1.413E-03 1.360E-04 1.173E-03 1.32E-04 4.80E-04 1.086E-03 1.550E-04 1.024E-03 1.51E-04 4.44E-04 4.553E-04 1.062E-04 9.397E-04 1.03E-04 3.83E-04

Electriciy-pump 3.527E-02 3.394E-03 2.929E-02 3.29E-03 1.20E-02 2.710E-02 3.869E-03 2.555E-02 3.78E-03 1.11E-02 1.137E-02 2.650E-03 2.346E-02 2.57E-03 9.56E-03

Water 2.158E-02 2.158E-02 2.158E-02 2.16E-02 2.16E-02 2.158E-02 2.158E-02 2.158E-02 2.16E-02 2.16E-02 2.158E-02 2.158E-02 2.158E-02 2.16E-02 2.16E-02

Heat 1.530E-04 1.530E-04 1.530E-04 1.53E-04 1.53E-04 1.530E-04 1.530E-04 1.530E-04 1.53E-04 1.53E-04 1.530E-04 1.530E-04 1.530E-04 1.53E-04 1.53E-04

Sum 3.84E+00 3.90E-01 3.19E+00 3.79E-01 1.32E+00 2.95E+00 4.41E-01 2.79E+00 4.32E-01 1.22E+00 1.25E+00 3.09E-01 2.56E+00 3.00E-01 1.06E+00
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Global Warming Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 0.65% 7.42% 15.78% 11.58% 10.55% 0.81% 8.49% 17.25% 12.95% 11.86% 1.08% 8.42% 16.28% 12.52% 11.53%

BOP material 0.00% 0.05% 0.11% 0.08% 0.07% 0.01% 0.06% 0.12% 0.09% 0.08% 0.01% 0.06% 0.12% 0.09% 0.08%

Electriciy-operation 97.85% 87.83% 75.47% 81.68% 83.21% 97.61% 86.25% 73.29% 79.65% 81.27% 97.21% 86.35% 74.73% 80.29% 81.75%

Electriciy-Stack assembly 0.23% 0.21% 0.18% 0.19% 0.19% 0.23% 0.20% 0.17% 0.19% 0.19% 0.23% 0.20% 0.17% 0.19% 0.19%

Electriciy-BOP assembly 0.04% 0.03% 0.03% 0.03% 0.03% 0.04% 0.03% 0.03% 0.03% 0.03% 0.04% 0.03% 0.03% 0.03% 0.03%

Electriciy-pump 0.92% 0.82% 0.71% 0.76% 0.78% 0.91% 0.81% 0.69% 0.75% 0.76% 0.91% 0.81% 0.70% 0.75% 0.77%

Water 0.06% 0.70% 1.48% 1.09% 0.99% 0.08% 0.80% 1.62% 1.21% 1.11% 0.10% 0.79% 1.53% 1.17% 1.08%

Heat 0.26% 2.94% 6.25% 4.59% 4.18% 0.32% 3.36% 6.83% 5.13% 4.70% 0.43% 3.33% 6.45% 4.96% 4.57%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Stratospheric ozone 

depletion
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 3.54% 86.60% 58.39% 86.64% 74.60% 3.99% 75.59% 55.87% 75.62% 67.64% 3.91% 88.12% 63.17% 88.15% 77.88%

BOP material 0.00% 0.12% 0.08% 0.12% 0.10% 0.01% 0.11% 0.08% 0.11% 0.10% 0.01% 0.12% 0.09% 0.12% 0.11%

Electriciy-operation 95.19% 10.20% 39.06% 10.15% 22.47% 94.72% 21.46% 41.64% 21.43% 29.60% 94.81% 8.64% 34.17% 8.61% 19.12%

Electriciy-Stack assembly 0.22% 0.02% 0.09% 0.02% 0.05% 0.22% 0.05% 0.10% 0.05% 0.07% 0.22% 0.02% 0.08% 0.02% 0.04%

Electriciy-BOP assembly 0.04% 0.00% 0.01% 0.00% 0.01% 0.04% 0.01% 0.02% 0.01% 0.01% 0.04% 0.00% 0.01% 0.00% 0.01%

Electriciy-pump 0.89% 0.10% 0.37% 0.10% 0.21% 0.89% 0.20% 0.39% 0.20% 0.28% 0.89% 0.08% 0.32% 0.08% 0.18%

Water 0.09% 2.25% 1.51% 2.25% 1.94% 0.10% 1.96% 1.45% 1.96% 1.75% 0.10% 2.29% 1.64% 2.29% 2.02%

Heat 0.03% 0.71% 0.48% 0.71% 0.61% 0.03% 0.62% 0.46% 0.62% 0.56% 0.03% 0.73% 0.52% 0.73% 0.64%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Ionizing radiation Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 5.60% 81.19% 36.35% 65.41% 54.43% 0.13% 0.14% 0.14% 0.14% 0.14% 25.32% 81.49% 40.85% 68.22% 58.36%

BOP material 0.08% 1.11% 0.50% 0.90% 0.75% 0.00% 0.00% 0.00% 0.00% 0.00% 0.35% 1.12% 0.56% 0.94% 0.80%

Electriciy-operation 93.18% 17.26% 62.30% 33.11% 44.14% 98.67% 98.67% 98.67% 98.67% 98.67% 73.37% 16.96% 57.78% 30.29% 40.20%

Electriciy-Stack assembly 0.22% 0.04% 0.15% 0.08% 0.10% 0.23% 0.23% 0.23% 0.23% 0.23% 0.17% 0.04% 0.14% 0.07% 0.09%

Electriciy-BOP assembly 0.03% 0.01% 0.02% 0.01% 0.02% 0.04% 0.04% 0.04% 0.04% 0.04% 0.03% 0.01% 0.02% 0.01% 0.02%

Electriciy-pump 0.87% 0.16% 0.58% 0.31% 0.41% 0.92% 0.92% 0.92% 0.92% 0.92% 0.69% 0.16% 0.54% 0.28% 0.38%

Water 0.01% 0.20% 0.09% 0.16% 0.13% 0.00% 0.00% 0.00% 0.00% 0.00% 0.06% 0.20% 0.10% 0.17% 0.14%

Heat 0.00% 0.02% 0.01% 0.02% 0.02% 0.00% 0.00% 0.00% 0.00% 0.00% 0.01% 0.02% 0.01% 0.02% 0.02%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Percentage (Sc6-Sc7-Sc8-Sc9)-supplementary data
Australia Global Italy
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Ozone formation, 

Human health
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 2.53% 68.73% 49.03% 63.37% 59.14% 3.24% 64.85% 49.22% 60.78% 57.48% 5.45% 69.00% 52.11% 64.59% 61.02%

BOP material 0.00% 0.12% 0.08% 0.11% 0.10% 0.01% 0.11% 0.08% 0.10% 0.10% 0.01% 0.12% 0.09% 0.11% 0.10%

Electriciy-operation 95.53% 9.54% 35.14% 16.52% 22.00% 94.60% 14.59% 34.89% 19.87% 24.16% 91.73% 9.19% 31.14% 14.93% 19.56%

Electriciy-Stack assembly 0.22% 0.02% 0.08% 0.04% 0.05% 0.22% 0.03% 0.08% 0.05% 0.06% 0.21% 0.02% 0.07% 0.03% 0.05%

Electriciy-BOP assembly 0.04% 0.00% 0.01% 0.01% 0.01% 0.04% 0.01% 0.01% 0.01% 0.01% 0.03% 0.00% 0.01% 0.01% 0.01%

Electriciy-pump 0.89% 0.09% 0.33% 0.15% 0.21% 0.89% 0.14% 0.33% 0.19% 0.23% 0.86% 0.09% 0.29% 0.14% 0.18%

Water 0.06% 1.74% 1.24% 1.61% 1.50% 0.08% 1.64% 1.25% 1.54% 1.46% 0.14% 1.75% 1.32% 1.64% 1.55%

Heat 0.73% 19.75% 14.08% 18.20% 16.99% 0.93% 18.63% 14.14% 17.46% 16.51% 1.56% 19.82% 14.97% 18.56% 17.53%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Fine particulate matter 

formation
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 16.71% 88.22% 62.40% 87.34% 77.30% 17.00% 82.72% 62.44% 82.08% 74.46% 16.91% 89.31% 66.83% 88.59% 80.11%

BOP material 0.02% 0.09% 0.06% 0.09% 0.08% 0.02% 0.08% 0.06% 0.08% 0.07% 0.02% 0.09% 0.07% 0.09% 0.08%

Electriciy-operation 81.52% 7.53% 34.24% 8.44% 18.83% 81.22% 13.22% 34.20% 13.89% 21.76% 81.31% 6.40% 29.66% 7.14% 15.92%

Electriciy-Stack assembly 0.19% 0.02% 0.08% 0.02% 0.04% 0.19% 0.03% 0.08% 0.03% 0.05% 0.19% 0.01% 0.07% 0.02% 0.04%

Electriciy-BOP assembly 0.03% 0.00% 0.01% 0.00% 0.01% 0.03% 0.00% 0.01% 0.01% 0.01% 0.03% 0.00% 0.01% 0.00% 0.01%

Electriciy-pump 0.76% 0.07% 0.32% 0.08% 0.18% 0.76% 0.12% 0.32% 0.13% 0.20% 0.76% 0.06% 0.28% 0.07% 0.15%

Water 0.23% 1.23% 0.87% 1.22% 1.08% 0.24% 1.16% 0.87% 1.15% 1.04% 0.24% 1.25% 0.94% 1.24% 1.12%

Heat 0.54% 2.84% 2.01% 2.81% 2.49% 0.55% 2.66% 2.01% 2.64% 2.39% 0.54% 2.87% 2.15% 2.85% 2.58%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Ozone formation, 

Terrestrial ecosystems
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 2.58% 69.17% 49.52% 63.84% 59.62% 3.30% 65.30% 49.71% 61.26% 57.96% 5.53% 69.44% 52.60% 65.05% 61.49%

BOP material 0.00% 0.12% 0.09% 0.11% 0.10% 0.01% 0.11% 0.09% 0.11% 0.10% 0.01% 0.12% 0.09% 0.11% 0.11%

Electriciy-operation 95.48% 9.42% 34.81% 16.31% 21.76% 94.54% 14.41% 34.57% 19.64% 23.90% 91.66% 9.07% 30.83% 14.73% 19.34%

Electriciy-Stack assembly 0.22% 0.02% 0.08% 0.04% 0.05% 0.22% 0.03% 0.08% 0.05% 0.06% 0.21% 0.02% 0.07% 0.03% 0.05%

Electriciy-BOP assembly 0.04% 0.00% 0.01% 0.01% 0.01% 0.04% 0.01% 0.01% 0.01% 0.01% 0.03% 0.00% 0.01% 0.01% 0.01%

Electriciy-pump 0.89% 0.09% 0.33% 0.15% 0.20% 0.88% 0.13% 0.32% 0.18% 0.22% 0.86% 0.08% 0.29% 0.14% 0.18%

Water 0.06% 1.72% 1.23% 1.58% 1.48% 0.08% 1.62% 1.23% 1.52% 1.44% 0.14% 1.72% 1.31% 1.61% 1.53%

Heat 0.72% 19.46% 13.93% 17.96% 16.78% 0.93% 18.38% 13.99% 17.24% 16.31% 1.56% 19.54% 14.80% 18.31% 17.30%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Australia Global Italy

Australia Global Italy

Australia Global Italy
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Terrestrial acidification Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 4.81% 90.17% 71.29% 89.34% 82.62% 6.31% 87.67% 72.11% 87.01% 81.59% 14.13% 90.92% 74.86% 90.24% 84.65%

BOP material 0.00% 0.08% 0.06% 0.08% 0.07% 0.01% 0.07% 0.06% 0.07% 0.07% 0.01% 0.08% 0.06% 0.08% 0.07%

Electriciy-operation 93.84% 5.68% 25.18% 6.53% 13.48% 92.29% 8.26% 24.32% 8.94% 14.53% 84.21% 4.90% 21.49% 5.60% 11.38%

Electriciy-Stack assembly 0.22% 0.01% 0.06% 0.02% 0.03% 0.22% 0.02% 0.06% 0.02% 0.03% 0.20% 0.01% 0.05% 0.01% 0.03%

Electriciy-BOP assembly 0.04% 0.00% 0.01% 0.00% 0.01% 0.03% 0.00% 0.01% 0.00% 0.01% 0.03% 0.00% 0.01% 0.00% 0.00%

Electriciy-pump 0.88% 0.05% 0.24% 0.06% 0.13% 0.86% 0.08% 0.23% 0.08% 0.14% 0.79% 0.05% 0.20% 0.05% 0.11%

Water 0.06% 1.21% 0.95% 1.19% 1.11% 0.08% 1.17% 0.96% 1.16% 1.09% 0.19% 1.22% 1.00% 1.21% 1.13%

Heat 0.15% 2.80% 2.22% 2.78% 2.57% 0.20% 2.73% 2.24% 2.71% 2.54% 0.44% 2.83% 2.33% 2.81% 2.63%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Freshwater 

eutrophication
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 1.87% 92.53% 60.90% 92.77% 78.93% 2.72% 90.20% 63.35% 90.40% 79.08% 15.91% 93.94% 65.99% 94.14% 82.37%

BOP material 0.01% 0.28% 0.18% 0.28% 0.24% 0.01% 0.27% 0.19% 0.27% 0.24% 0.05% 0.28% 0.20% 0.28% 0.25%

Electriciy-operation 96.94% 6.78% 38.24% 6.54% 20.30% 96.10% 9.09% 35.80% 8.90% 20.16% 82.98% 5.38% 33.18% 5.18% 16.89%

Electriciy-Stack assembly 0.23% 0.02% 0.09% 0.02% 0.05% 0.22% 0.02% 0.08% 0.02% 0.05% 0.19% 0.01% 0.08% 0.01% 0.04%

Electriciy-BOP assembly 0.04% 0.00% 0.01% 0.00% 0.01% 0.04% 0.00% 0.01% 0.00% 0.01% 0.03% 0.00% 0.01% 0.00% 0.01%

Electriciy-pump 0.91% 0.06% 0.36% 0.06% 0.19% 0.90% 0.09% 0.34% 0.08% 0.19% 0.78% 0.05% 0.31% 0.05% 0.16%

Water 0.01% 0.32% 0.21% 0.32% 0.28% 0.01% 0.32% 0.22% 0.32% 0.28% 0.06% 0.33% 0.23% 0.33% 0.29%

Heat 0.00% 0.01% 0.00% 0.01% 0.01% 0.00% 0.01% 0.00% 0.01% 0.01% 0.00% 0.01% 0.00% 0.01% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Marine eutrophication Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 0.86% 65.38% 19.13% 64.19% 36.08% 1.20% 36.18% 17.06% 35.87% 26.29% 5.67% 70.04% 22.73% 68.93% 41.22%

BOP material 0.00% 0.34% 0.10% 0.34% 0.19% 0.01% 0.19% 0.09% 0.19% 0.14% 0.03% 0.37% 0.12% 0.36% 0.22%

Electriciy-operation 97.94% 32.26% 79.34% 33.47% 62.08% 97.59% 61.98% 81.44% 62.29% 72.05% 93.03% 27.52% 75.67% 28.64% 56.85%

Electriciy-Stack assembly 0.23% 0.08% 0.19% 0.08% 0.15% 0.23% 0.14% 0.19% 0.15% 0.17% 0.22% 0.06% 0.18% 0.07% 0.13%

Electriciy-BOP assembly 0.04% 0.01% 0.03% 0.01% 0.02% 0.04% 0.02% 0.03% 0.02% 0.03% 0.03% 0.01% 0.03% 0.01% 0.02%

Electriciy-pump 0.92% 0.30% 0.74% 0.31% 0.58% 0.91% 0.58% 0.76% 0.58% 0.67% 0.87% 0.26% 0.71% 0.27% 0.53%

Water 0.02% 1.61% 0.47% 1.58% 0.89% 0.03% 0.89% 0.42% 0.89% 0.65% 0.14% 1.73% 0.56% 1.70% 1.02%

Heat 0.00% 0.01% 0.00% 0.01% 0.01% 0.00% 0.01% 0.00% 0.01% 0.01% 0.00% 0.02% 0.01% 0.02% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Australia Global Italy



 

234 

 

 

Terrestrial ecotoxicity Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 5.42% 36.09% 6.30% 35.47% 13.97% 4.67% 17.93% 6.04% 17.80% 10.81% 6.48% 41.50% 7.72% 40.84% 16.85%

BOP material 0.11% 0.72% 0.13% 0.71% 0.28% 0.09% 0.36% 0.12% 0.36% 0.22% 0.13% 0.83% 0.15% 0.82% 0.34%

Electriciy-operation 93.07% 60.60% 92.14% 61.25% 84.02% 93.87% 79.83% 92.41% 79.96% 87.36% 91.94% 54.87% 90.63% 55.56% 80.97%

Electriciy-Stack assembly 0.22% 0.14% 0.22% 0.14% 0.20% 0.22% 0.19% 0.22% 0.19% 0.20% 0.21% 0.13% 0.21% 0.13% 0.19%

Electriciy-BOP assembly 0.03% 0.02% 0.03% 0.02% 0.03% 0.04% 0.03% 0.03% 0.03% 0.03% 0.03% 0.02% 0.03% 0.02% 0.03%

Electriciy-pump 0.87% 0.57% 0.86% 0.57% 0.79% 0.88% 0.75% 0.86% 0.75% 0.82% 0.86% 0.51% 0.85% 0.52% 0.76%

Water 0.23% 1.52% 0.27% 1.49% 0.59% 0.20% 0.76% 0.25% 0.75% 0.46% 0.27% 1.75% 0.33% 1.72% 0.71%

Heat 0.05% 0.34% 0.06% 0.33% 0.13% 0.04% 0.17% 0.06% 0.17% 0.10% 0.06% 0.39% 0.07% 0.38% 0.16%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Freshwater ecotoxicity Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 19.15% 95.38% 73.19% 95.63% 86.69% 25.31% 92.07% 73.95% 92.26% 85.17% 66.12% 96.25% 77.26% 96.45% 89.02%

BOP material 0.04% 0.22% 0.17% 0.22% 0.20% 0.06% 0.21% 0.17% 0.21% 0.20% 0.15% 0.22% 0.18% 0.22% 0.21%

Electriciy-operation 79.79% 4.09% 26.13% 3.85% 12.72% 73.67% 7.38% 25.37% 7.19% 14.23% 33.15% 3.23% 22.09% 3.03% 10.41%

Electriciy-Stack assembly 0.19% 0.01% 0.06% 0.01% 0.03% 0.17% 0.02% 0.06% 0.02% 0.03% 0.08% 0.01% 0.05% 0.01% 0.02%

Electriciy-BOP assembly 0.03% 0.00% 0.01% 0.00% 0.00% 0.03% 0.00% 0.01% 0.00% 0.01% 0.01% 0.00% 0.01% 0.00% 0.00%

Electriciy-pump 0.75% 0.04% 0.24% 0.04% 0.12% 0.69% 0.07% 0.24% 0.07% 0.13% 0.31% 0.03% 0.21% 0.03% 0.10%

Water 0.05% 0.25% 0.19% 0.25% 0.23% 0.07% 0.24% 0.20% 0.24% 0.23% 0.18% 0.25% 0.20% 0.26% 0.24%

Heat 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Marine ecotoxicity Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 49.58% 80.71% 67.55% 80.83% 75.82% 54.65% 78.81% 67.99% 78.91% 74.87% 71.16% 81.17% 70.14% 81.27% 77.16%

BOP material 10.12% 16.48% 13.79% 16.50% 15.48% 11.16% 16.09% 13.88% 16.11% 15.28% 14.53% 16.57% 14.32% 16.59% 15.75%

Electriciy-operation 39.71% 2.62% 18.30% 2.48% 8.44% 33.68% 4.88% 17.78% 4.76% 9.58% 14.00% 2.06% 15.22% 1.94% 6.85%

Electriciy-Stack assembly 0.09% 0.01% 0.04% 0.01% 0.02% 0.08% 0.01% 0.04% 0.01% 0.02% 0.03% 0.00% 0.04% 0.00% 0.02%

Electriciy-BOP assembly 0.01% 0.00% 0.01% 0.00% 0.00% 0.01% 0.00% 0.01% 0.00% 0.00% 0.01% 0.00% 0.01% 0.00% 0.00%

Electriciy-pump 0.37% 0.02% 0.17% 0.02% 0.08% 0.32% 0.05% 0.17% 0.04% 0.09% 0.13% 0.02% 0.14% 0.02% 0.06%

Water 0.10% 0.16% 0.13% 0.16% 0.15% 0.11% 0.15% 0.13% 0.15% 0.15% 0.14% 0.16% 0.14% 0.16% 0.15%

Heat 0.00% 0.01% 0.00% 0.01% 0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 0.00% 0.01% 0.00% 0.01% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Human carcinogenic 

toxicity
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 44.70% 68.74% 20.78% 68.88% 38.87% 39.45% 61.81% 22.58% 61.91% 39.15% 32.76% 73.50% 24.64% 73.62% 44.27%

BOP material 0.74% 1.14% 0.35% 1.14% 0.65% 0.66% 1.03% 0.38% 1.03% 0.65% 0.54% 1.22% 0.41% 1.22% 0.74%

Electriciy-operation 53.56% 29.23% 77.77% 29.09% 59.46% 58.88% 36.24% 75.95% 36.14% 59.18% 65.65% 24.41% 73.86% 24.28% 54.00%

Electriciy-Stack assembly 0.13% 0.07% 0.18% 0.07% 0.14% 0.14% 0.08% 0.18% 0.08% 0.14% 0.15% 0.06% 0.17% 0.06% 0.13%

Electriciy-BOP assembly 0.02% 0.01% 0.03% 0.01% 0.02% 0.02% 0.01% 0.03% 0.01% 0.02% 0.02% 0.01% 0.03% 0.01% 0.02%

Electriciy-pump 0.50% 0.27% 0.73% 0.27% 0.56% 0.55% 0.34% 0.71% 0.34% 0.55% 0.61% 0.23% 0.69% 0.23% 0.51%

Water 0.33% 0.51% 0.15% 0.51% 0.29% 0.29% 0.46% 0.17% 0.46% 0.29% 0.24% 0.54% 0.18% 0.54% 0.33%

Heat 0.02% 0.03% 0.01% 0.03% 0.02% 0.02% 0.03% 0.01% 0.03% 0.02% 0.02% 0.03% 0.01% 0.03% 0.02%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Human non-

carcinogenic toxicity
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 82.32% 92.90% 66.92% 93.24% 82.34% 72.13% 79.55% 62.23% 79.76% 72.85% 83.72% 94.01% 71.46% 94.29% 85.14%

BOP material 0.91% 1.03% 0.74% 1.03% 0.91% 0.80% 0.88% 0.69% 0.88% 0.80% 0.92% 1.04% 0.79% 1.04% 0.94%

Electriciy-operation 16.14% 5.52% 31.60% 5.17% 16.11% 26.37% 18.92% 36.31% 18.71% 25.64% 14.73% 4.39% 27.04% 4.11% 13.30%

Electriciy-Stack assembly 0.04% 0.01% 0.07% 0.01% 0.04% 0.06% 0.04% 0.08% 0.04% 0.06% 0.03% 0.01% 0.06% 0.01% 0.03%

Electriciy-BOP assembly 0.01% 0.00% 0.01% 0.00% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.00% 0.01% 0.00% 0.00%

Electriciy-pump 0.15% 0.05% 0.30% 0.05% 0.15% 0.25% 0.18% 0.34% 0.18% 0.24% 0.14% 0.04% 0.25% 0.04% 0.12%

Water 0.43% 0.49% 0.35% 0.49% 0.43% 0.38% 0.42% 0.33% 0.42% 0.38% 0.44% 0.49% 0.37% 0.49% 0.45%

Heat 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Land use Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 1.56% 51.58% 14.59% 56.93% 28.44% 2.11% 49.40% 16.29% 53.43% 29.89% 4.66% 56.89% 17.53% 62.07% 33.06%

BOP material 0.01% 0.30% 0.08% 0.33% 0.16% 0.01% 0.28% 0.09% 0.31% 0.17% 0.03% 0.33% 0.10% 0.36% 0.19%

Electriciy-operation 97.12% 43.21% 83.08% 37.44% 68.15% 96.53% 45.56% 81.25% 41.21% 66.59% 93.79% 37.48% 79.92% 31.90% 63.17%

Electriciy-Stack assembly 0.23% 0.10% 0.19% 0.09% 0.16% 0.23% 0.11% 0.19% 0.10% 0.16% 0.22% 0.09% 0.19% 0.07% 0.15%

Electriciy-BOP assembly 0.04% 0.02% 0.03% 0.01% 0.03% 0.04% 0.02% 0.03% 0.02% 0.02% 0.04% 0.01% 0.03% 0.01% 0.02%

Electriciy-pump 0.91% 0.40% 0.78% 0.35% 0.64% 0.90% 0.43% 0.76% 0.39% 0.62% 0.88% 0.35% 0.75% 0.30% 0.59%

Water 0.13% 4.20% 1.19% 4.64% 2.32% 0.17% 4.02% 1.33% 4.35% 2.44% 0.38% 4.64% 1.43% 5.06% 2.69%

Heat 0.01% 0.19% 0.05% 0.21% 0.11% 0.01% 0.18% 0.06% 0.20% 0.11% 0.02% 0.21% 0.07% 0.23% 0.12%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00
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Mineral resource scarcity
Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 57.22% 73.16% 24.38% 71.96% 43.74% 54.83% 66.56% 26.36% 65.73% 44.00% 62.76% 77.38% 28.65% 76.30% 49.23%

BOP material 0.07% 0.09% 0.03% 0.09% 0.06% 0.07% 0.09% 0.03% 0.08% 0.06% 0.08% 0.10% 0.04% 0.10% 0.06%

Electriciy-operation 42.04% 26.23% 74.63% 27.42% 55.42% 44.42% 32.78% 72.65% 33.61% 55.16% 36.55% 22.05% 70.39% 23.12% 49.97%

Electriciy-Stack assembly 0.10% 0.06% 0.17% 0.06% 0.13% 0.10% 0.08% 0.17% 0.08% 0.13% 0.09% 0.05% 0.16% 0.05% 0.12%

Electriciy-BOP assembly 0.02% 0.01% 0.03% 0.01% 0.02% 0.02% 0.01% 0.03% 0.01% 0.02% 0.01% 0.01% 0.03% 0.01% 0.02%

Electriciy-pump 0.39% 0.25% 0.70% 0.26% 0.52% 0.42% 0.31% 0.68% 0.31% 0.52% 0.34% 0.21% 0.66% 0.22% 0.47%

Water 0.15% 0.19% 0.06% 0.19% 0.11% 0.14% 0.17% 0.07% 0.17% 0.11% 0.16% 0.20% 0.07% 0.20% 0.13%

Heat 0.00% 0.01% 0.00% 0.01% 0.00% 0.00% 0.01% 0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 0.01% 0.00%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Fossil resource scarcity Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 0.55% 51.70% 27.49% 49.24% 39.46% 0.66% 47.91% 28.46% 46.13% 38.61% 0.72% 53.04% 30.73% 50.94% 42.24%

BOP material 0.00% 0.27% 0.14% 0.26% 0.21% 0.00% 0.25% 0.15% 0.24% 0.20% 0.00% 0.28% 0.16% 0.26% 0.22%

Electriciy-operation 97.96% 19.21% 56.49% 23.00% 38.06% 97.79% 25.04% 54.99% 27.79% 39.36% 97.70% 17.15% 51.50% 20.38% 33.78%

Electriciy-Stack assembly 0.23% 0.04% 0.13% 0.05% 0.09% 0.23% 0.06% 0.13% 0.06% 0.09% 0.23% 0.04% 0.12% 0.05% 0.08%

Electriciy-BOP assembly 0.04% 0.01% 0.02% 0.01% 0.01% 0.04% 0.01% 0.02% 0.01% 0.01% 0.04% 0.01% 0.02% 0.01% 0.01%

Electriciy-pump 0.92% 0.18% 0.53% 0.22% 0.36% 0.92% 0.23% 0.51% 0.26% 0.37% 0.91% 0.16% 0.48% 0.19% 0.32%

Water 0.03% 3.28% 1.74% 3.12% 2.50% 0.04% 3.04% 1.80% 2.92% 2.45% 0.05% 3.36% 1.95% 3.23% 2.68%

Heat 0.27% 25.31% 13.46% 24.11% 19.32% 0.32% 23.46% 13.93% 22.58% 18.90% 0.35% 25.97% 15.04% 24.94% 20.68%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Water consumption Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9 Sc2 Sc6 Sc7 Sc8 Sc9

Stack material 0.03% 0.29% 0.04% 0.30% 0.08% 0.04% 0.25% 0.04% 0.26% 0.09% 0.09% 0.36% 0.04% 0.37% 0.11%

BOP material 0.00% 0.01% 0.00% 0.01% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 0.01% 0.00%

Electriciy-operation 98.22% 93.01% 98.10% 92.84% 97.09% 98.04% 93.69% 98.00% 93.57% 96.96% 97.00% 91.50% 97.92% 91.28% 96.67%

Electriciy-Stack assembly 0.23% 0.22% 0.23% 0.22% 0.23% 0.23% 0.22% 0.23% 0.22% 0.23% 0.23% 0.21% 0.23% 0.21% 0.23%

Electriciy-BOP assembly 0.04% 0.03% 0.04% 0.03% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.04% 0.03% 0.04% 0.03% 0.04%

Electriciy-pump 0.92% 0.87% 0.92% 0.87% 0.91% 0.92% 0.88% 0.92% 0.88% 0.91% 0.91% 0.86% 0.92% 0.85% 0.90%

Water 0.56% 5.54% 0.68% 5.70% 1.64% 0.73% 4.89% 0.77% 5.00% 1.77% 1.72% 6.97% 0.84% 7.19% 2.04%

Heat 0.00% 0.04% 0.00% 0.04% 0.01% 0.01% 0.03% 0.01% 0.04% 0.01% 0.01% 0.05% 0.01% 0.05% 0.01%

Sum 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00

Australia Global Italy

Australia Global Italy

Australia Global Italy
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5 CHAPTER 5: Hydrogen delivery 

ABSTRACT 

Hydrogen should be transported and distributed by a reliable delivery infrastructure from the 

hydrogen generation plant to end-users such as hydrogen refuelling stations. The infrastructure 

capacity must be proportional to the demand. There are three main delivery methods for hydrogen 

delivery, tube trailers, pipelines, and cryogenic tankers. Tube trailers and pipelines are mainly used 

for the gaseous form of hydrogen, and cryogenic tankers are used for the liquid form. Pipelines are 

mostly used to supply high-demand districts and for users such as large industrial users, while tube-

trailers and medium cryogenic tankers are used for smaller regions and located at closer distances. 

Large cryogenic tankers can be used for sea transport which is more affordable compared to pipeline 

instalment in the marine environment for general export. To reach a sustainable and affordable 

delivery method several challenges for each pathway must be addressed. Pipeline pathway challenges 

are its high cost, probability of leakage, hydrogen embrittlement of steel pipelines, issues with the 

geological storage such as contamination and leak, selection of preferred pipeline route, and 

monitoring and maintenance. Tube-trailers pathway challenges are the need for high-resistance tubes 

and reliable compressors to reach desired high loading pressure and high storage cost. Cryogenic 

tanker pathway challenges are cost, specialised liquid hydrogen ship, boil-off at tank wall and during 

unloading at the refuelling station, and high cost to reach very low temperature. Carrier materials are 

another hydrogen delivery method that is not mature and needs more research and development. 

These are synthetic chemicals such as methanation, ammonia, liquid organic hydrogen carriers 

(LOHC), and metal hydrides. The safety issue is an integral part of all delivery methods that is 

associated with the physical and chemical properties of hydrogen. Issues related to untrained people 

for refuelling cars and domestic consumption should be taken into account for safety considerations. 

The pipeline is likely to be the safest and most economical way of hydrogen distribution. The reason 

could be the lower likelihood of accidents and exposure to humans. In this chapter, in addition to 

providing general information about various pathways, environmental impact, cost, policies, and 

safety issues, a comparison of the hydrogen content of carriers is provided. In addition, a hydrogen 

transportation model is proposed that can be used to optimize the total cost of hydrogen delivery from 

several hydrogen production plants to end-users. Furthermore, the proposed model can be used for 

the determination of the location and capacity of the new hydrogen generation plant.  
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5.1 Hydrogen Delivery infrastructures 

Hydrogen generation system as a large socio-technical system requires an appropriate infrastructure 

to operate properly [1]. Hydrogen delivery plays an important role in energy consumption, emissions, 

and hydrogen fuel economy. It is possible to increase the market penetration of hydrogen technology 

by a suitable hydrogen delivery method. The focus of this chapter is the hydrogen delivery 

infrastructures, from production facilities to the end consumers. Hydrogen production can be divided 

into two categories regarding the hydrogen generation facilities’ location, centralized and 

decentralized. Centralized is referred to the hydrogen generation in large-scale plants which is called 

off-site. Decentralized is related to the generation on the spot, called on-site production [2]. Proper 

hydrogen delivery infrastructure including transmission and distribution is needed for centralized 

hydrogen production to be able to supply the hydrogen demand. Transmission is associated with the 

hydrogen delivery from the production sites to the city gates or the areas of consumption, and 

distribution is referred to the delivery from the city gates to the fuelling stations or end users [3]. 

The specific cost of centralized hydrogen generation is less than decentralized one because of the 

economy of scale [2]. Although on-site hydrogen production is expensive, in districts without 

considerable hydrogen demand and in cases where end users are located on islands or a far distance 

from production plants, decentralized hydrogen is a suitable choice due to less delivery and 

distribution cost. For remote users, on-site natural gas steam reforming or electrolysis is the preferred 

choice for hydrogen production [4].Delivery of hydrogen as an integral part of hydrogen technology 

arises several questions as follow: 

-What are the possible current and future hydrogen delivery pathways? 

-What are the environmental impact and cost of hydrogen delivery pathways? 

-How is it possible to optimize the hydrogen delivery? 

Hydrogen demand is an important parameter for the determination of the transport infrastructure 

scale. It can be predicted that hydrogen transport will be developed as a result of the expansion of the 

hydrogen market and the increase in hydrogen fuel acceptance in society. Delivery of green hydrogen 

requires longer delivery distances [5] because of the geographical location of the suitable regions 

with the potential for renewable energy generation which are usually far from city gates. 

There are three primary methods for hydrogen delivery from generation sites to the end users: 1) tube-

trailer or pressurized tank delivery, 2) pipeline delivery, and 3) cryogenic tankers or liquid delivery 

[5, 6]. These means of hydrogen delivery can be used either for the transmission or distribution of 

hydrogen. It provides the opportunity to combine pathways for transporting hydrogen to the end users 
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and hydrogen refuelling stations (HRS) [5]. Examples of pathways combination assessment are 

provided in Elgowainy et al. [5] study, pipeline and liquid delivery pathway, pipeline and tube-trailer 

delivery pathway. Similar methods to trucks are possible such as barge or rail transportation, the 

problem is their lower geographic availability [7]. Variations of the pressure and temperature can 

change the hydrogen form from liquid to gaseous or vice versa. This change in the form could affect 

the means of transportation. To optimize the cost of hydrogen storage and delivery, it is desired to 

reduce the large hydrogen gas volume. Hydrogen gas has very low volumetric energy density under 

standard condition, almost more than three orders of magnitude less than gasoline. It should be noted 

that standard condition is associated with the standard temperature and atmospheric pressure. The 

volume of 1 kg of hydrogen is 11 m3 under standard condition [8, 9]. 

It is possible to deliver hydrogen in gaseous form, liquid form, or by means of carrier chemicals. 

Gaseous delivery could be via truck (tube trailer) or pipeline, the liquid form can be delivered by 

means of tank truck and the delivery of carriers can be done via tank trucks or pipeline [7]. 

Various parameters affect the choice of the delivery pathway such as the regional sources, 

geographical characteristics, forecasted demand, district population, consuming behaviours, 

population density, size of HRS, and market penetration of hydrogen-consuming units such as fuel 

cell vehicles [1, 3]. Furthermore, industries’ decision in terms of the type of fuel is a critical aspect 

of the hydrogen pathway options. The pipeline pathway is the most favourable method in regions 

with high market penetration, high population density, and large HRS. In regions with low population, 

low population density, low demand, low market penetration, and small HRS, compressed gas trucks 

can be the main pathway. For areas with a large population with low population density and small 

HRS, liquid hydrogen could be the desired pathway for hydrogen delivery [10]. 

Currently, the most used method for hydrogen delivery to stations is trucks, while delivery by means 

of the pipeline is not used a lot [11]. According to the predictions for 2050, approximately all 

stationary hydrogen consumers, such as industries, households, and services, will be joined to 

regional pipeline networks and liquefied hydrogen will be consumed to supply HRS demand [4]. An 

example of accelerating decarbonisation via hydrogen infrastructure is European Hydrogen Backbone 

(EHB) project. The objective of this project is decarbonisation acceleration in Europe based on 

existing and new pipelines. According to the EHB report, 53,000 km pipeline is needed by 2040, 60% 

of repurposed natural gas pipelines, and 40% of new pipeline extension, which could cost around € 

80-143 billion [12]. 
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HRS can be considered as the final destination of hydrogen delivery If the produced hydrogen is used 

as fuel in a hydrogen vehicle (HV). HRS type varies depending on the delivery mode regarding the 

hydrogen form: (i) HRS relied on compressed gas, which further compression from the station 

delivery pressure to the desired hydrogen vehicle storage pressure is required, (ii) HRS relied on 

liquid hydrogen delivery [9]. Therefore, the delivery method should include several major stages and 

units or elements such as liquefiers, pipelines, trucks, terminals, and HRS [5]. In this case, the system 

units included in the delivery pathway considering the hydrogen form and pathway type could be as 

follow [9]: 

- Gas pipeline: Compression and storage at hydrogen plant, gas pipelines, HRS, compressor, high-

pressure storage, dispensers 

- Compressed gas trucks: Compression and storage at hydrogen plant, compressed gas trucks, HRS, 

compressor, high-pressure storage, dispensers 

- Liquid H2 trucks: liquefaction and storage at hydrogen plant, liquid hydrogen trucks, HRS, liquid 

hydrogen storage, liquid hydrogen pump, high-pressure storage, dispensers 

For compressed gas delivery by pipeline or truck, compression and storage at the hydrogen plant are 

needed, while in liquid hydrogen delivery, liquefaction, storage at the central plant, and liquid 

hydrogen storage tanks are required. 

It is recognized from the system components that storage is one of the most essential parts of hydrogen 

delivery which is required to overcome the demand and supply imbalances. Storage is provided at 

HRS and the hydrogen generation plant to respond properly to the time variations in hydrogen 

demand and to provide a satisfactory and reliable hydrogen supply [9]. Hydrogen storage is a 

relatively expensive part of hydrogen delivery infrastructure [7]. Variations in demand and production 

can be used to determine the storage characteristics such as size and pressure. Two types of storage 

for hydrogen delivery associated with the temporal variation in demand are short-term and long-term. 

Short-term covers hourly variations in demand and long-term are related to seasonal variations in 

demand and outages in the schedule of the hydrogen production plant [5]. Based on the economic 

optimization of gaseous hydrogen pipeline methods, Elgowainy et al. [5] found that compressed gas 

storage in geologic formation is desirable for long-term storage if suitable geologic storage is 

available. Furthermore, they summarized that liquid storage can be used for short-term storage. If the 

system comprises HRS the desired storage is low-pressure (∼170 bar) compressed gas storage at the 

HRS. 
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To optimize the economics and environmental aspects of the hydrogen delivery infrastructure it is 

possible to mix various delivery methods and storage types. Examples of combination are provided 

by Elgowainy et. al [5], as follows: 

• Liquid delivery method with liquid long-term storage: in this combination liquid H2 terminal is co-

located with the hydrogen generation plant, and storage tanks are used for transmission and delivery 

to HRS. 

• Mixed-mode pipeline and liquid delivery pathway with long-term geologic storage: in this 

combination, generated hydrogen at the central plant is stored in a geological storage system, and 

transmission is performed via the pipeline to the city gate in which the liquid hydrogen terminal is 

located, at the liquid hydrogen terminal tankers are filled and the distribution is done by the tankers. 

 

• Mixed-mode pipeline and liquid delivery method with liquid long-term storage: this combination is 

similar to the previous one except for long-term storage which is replaced by compressor and storage 

tank. 

• Mixed-mode pipeline and tube-trailer delivery pathway with long-term geologic storage: in this 

combination, generated hydrogen at the central plant is compressed and stored for long-term in 

geologic storage, the pipeline is used for transmission to the city gate, gaseous hydrogen terminal is 

located at the city gate which tube-trailer deliver hydrogen as distribution section. 

• Mixed-mode pipeline and tube-trailer delivery pathway with liquid long-term storage: this 

combination is the same as the previous one, the difference is the first stage after hydrogen generation 

and before transmission via pipeline, this stage is allocated to liquefaction and liquid storage  

• Tube-trailer delivery method with long-term geologic storage: in this combination geologic storage 

is used for long-term storage, gaseous hydrogen terminal is located before transmission and the tube-

trailer delivers hydrogen from the terminal to HRS, distribution and transmission in this method are 

performed by means of tube-trailer. 

• Tube-trailer delivery pathway with long-term liquid storage: this combination is like the previous 

combination, except for the storage type, which is liquid storage, thus, the liquefaction stage is 

required. 

• Pipeline delivery method with long-term geologic storage: both transmission and distribution are 

performed by means of pipeline, compression is needed, and compressed hydrogen is stored in 

geologic storage. 
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• Pipeline delivery pathway with long-term liquid storage: this combination is the same as the previous 

combination, except for the storage type, which is liquid storage, therefore, a liquefaction stage is 

required. 

5.1.1 Tube-trailers 

The compressor is used to reduce the hydrogen volume, which increases the total performance 

efficiency of the hydrogen delivery system. High-pressure gas can be delivered via tube trailers. A 

stationary compressor at the central plant can be used to provide the opportunity for the tube trailers 

to be filled under their specified pressure. Tube trailers’ structure includes several tubes which are 

designed to resist specific pressure [5]. The tube trailer is carried by means of a truck cab (tractor) to 

the HRS [9]. In commercial tube trailers, 12 to 20 long steel cylinders mounted on a truck trailer bed 

are used. However, for each country government sector regulations should be considered [9]. In 

addition, for safe delivery, tubes are protected inside a protective frame [8]. In the USA, gas pressure 

on the truck is limited to 160 atm [9]. The medium amount of compressed gaseous hydrogen is 

delivered by truck in tubes with a pressure range of 200 to 500 bars or in gas cylinders. For example, 

the capacity of a tube trailer with steel cylinders is around 25,000 L of compressed hydrogen at 200 

bars, which is equal to 420 kg of hydrogen [8]. It is not possible to completely discharge the tube 

trailer, therefore, the delivered capacity is less than the nominal one. If the end users of hydrogen are 

vehicles, because of the difference between the pressure of hydrogen delivered by tube-trailer and the 

desired pressure for vehicles, an extra compression phase at the HRS might be required [9]. Tube 

loading is relatively a time-consuming step of this pathway. It could take approximately 6 to 10 hours 

which varies based on the characteristics of the tubes and compressors such as the temperature limit 

of the tube and compressor capacity [5]. The number of trailers required for the delivery depends on 

the demand; to meet the demand properly and overcome the long loading time in the HRS, the number 

of tube trailers can be determined as the number of truck cabs plus the number of HRS, which the 

tube trailer can be left at the station, Therefore, drivers and trucks would not wait for loading and 

unloading [9]. 

Materials with higher resistance can be used to increase the capacity of this pathway. For example, 

lighter tank materials such as composite materials for gas tubes and gas cylinders, these materials 

have the capacity to work under higher pressure [8]. Examples of composite materials are carbon 

fibre and glass fibre which affect the efficiency of the delivery method. Tubes made of these materials 

have low weight and can operate at higher pressure [5]. Tube trailer capacity made of carbon fibre 

composite with high-density polyethylene liners can be around 39,600 l of hydrogen [8]. This 

capacity could be increased to approximately 1000 kg by cooling the compressed gas [5]. Weisberg 
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et al. [10] suggested hydrogen delivery in glass fibre vessels by truck and tube trailers, carrying 

hydrogen at approximately 70 MPa and 200 K to improve the efficiency of the hydrogen delivery 

pathway and reduce the cost. They claimed that by hydrogen cooling down to 200 K, it will be 35% 

more compact. In addition, glass fibres, at this temperature, are almost 50% stronger which increases 

the capacity of the delivery method without using carbon fibre composite which is more expensive. 

Moreover, the refuelling step can be faster without overtemperatures and overpressures by cooling 

down the hydrogen [10]. 

Tube trailers have several benefits. It is the simplest delivery method in terms of infrastructure 

requirement. Furthermore, compression costs and hydrogen loss are low at refuelling stations. 

However, this pathway has several disadvantages, the high manufacturing cost of composite 

overwrapped pressure vessels which can be around 70% of the total cost, tank dimension limitation, 

pressure capacity limitation, and low storage capacity of the tube trailer [3]. 

5.1.2 Pipelines 

The pipeline delivery method can be the best option to deliver hydrogen when large quantities of 

hydrogen are needed for several stationary consumers [4]. This method can be considered an 

affordable pathway for long-term hydrogen delivery and large hydrogen quantities [7]. Two 

performances can be considered for the pipeline pathway: i) supplying energy to the consumers 

considering the demand by connecting the hydrogen generation sites to the distribution network and 

end users. ii)  storage, which can store significant quantities of hydrogen depending on the capacity 

of the pipeline and the supply and demand difference [13, 4]. The current pipeline networks, solely 

allocated for hydrogen delivery, are not proportional to the hydrogen demand. Approximately 2600 

km of hydrogen pipelines are operating in the United States which are located in regions with high 

demand such as chemical plants and petroleum refineries [14]. Figure 5. 1 provides information about 

the length of the existing pipelines for hydrogen delivery in various countries including the U.S., 

Europe, and the rest of the world by location. The world total length of hydrogen pipelines is 

estimated around 4550 km Based on a study in 2016 by the Pacific Northwest National Laboratory 

[15], among the total length, 2600 km is operating in the US and 1600 km is associated with Europe. 

According to the projection for 2050 by Tzimas et. al [4] in Europe, approximately 35,000 km of 

high-pressure transmission pipelines, 400 000 km of medium-pressure sub-transmission pipelines, 

and 1-4 km distribution pipeline might be required. This development of the infrastructure could cost 

approximately 700 to 2200 thousand million euros and the main expenses are associated with the 

distribution network development. Like tube trailers, lightweight materials can be used to reduce the 

pathway cost in pipeline pathway. Glass fibre reinforced polymer (GFRP) could be considered as an 
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alternative to the low-alloy steel which is used in hydrogen delivery; GFRP can provide a better 

lifecycle performance, in addition, it has a lower capital cost compared to steel pipelines [16]. 

 

Figure 5. 1 Existing hydrogen pipelines length, 2016 

It is possible to integrate electricity and natural gas (NG) by blending hydrogen with natural gas. 

Which is an option to decrease the pipeline delivery cost. The existing natural gas infrastructure can 

be used for hydrogen delivery by blending hydrogen and NG. The estimated length of the needed 

pipeline for hydrogen delivery without blending with NG in the US is around hundreds of thousands 

of kilometres which lead researchers and policymakers to assess the blending option for hydrogen 

transmission and distribution [3]. Two main reasons for the blending of hydrogen with natural gas 

are i) using the existing natural gas network for hydrogen delivery, therefore, reducing the cost of 

new infrastructure construction, and ii) improving the renewable content of natural gas [17]. 

Hydrogen can react with pipeline and other components material. It is a challenging issue in blending 

hydrogen with natural gas and delivering with existing pipelines. The level of blending concentration 

is different in various countries and researchers reported different ranges in their studies. Faye et al. 

[8] claimed that concentrations in the range of 5 to 15% volumetric mixture of hydrogen with natural 

gas result in minor issues. It is associated with the composition of natural gas and the characteristics 

of the existing infrastructure. This range is limited to 17% by Gondal et al. [13]. It is worth mentioning 

that high quantities of blended hydrogen lead to the upgrade of household appliances and enhanced 

compression capacity for industrial users along the delivery pathway [8]. Pellegrini et al. [18] 

recommended up to 10% hydrogen blending to the Italian natural gas network. The proposed amount 

by the European Commission for EU-wide, by 2030, is 5% [19]. A stochastic model to optimize the 
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concentration of hydrogen in the natural gas pipeline and minimize the capital and operating cost by 

optimizing the location of power-to-gas (PtG) units is proposed by Ogbe et al. [17]. 

In the pipeline design procedure, the temporal demand and flow variation should be considered. In 

addition, network expansion consideration is essential to reduce future costs while supplying the 

demand. Therefore, the capacity of the network is usually designed higher than the average flow rate 

based on studies on demand and demand variation [10]. Pipelines might be designed underground 

and aboveground. In the case of aboveground, pipelines should be protected by paint to resist 

atmospheric corrosion [20]. 

5.1.2.1 Specifications and characteristics 

5.1.2.1.1 Advantages 

pipeline infrastructure is considered the most environmentally friendly option for hydrogen delivery 

due to the emission of fuel burning in tube trailers and cryogenic tankers pathways and the lengthy 

lifetime of large-scale pipeline infrastructures [8]. Furthermore, pipelines are mostly buried 

underground and there is less probability of incidents or accidents and human exposure. Therefore, 

this pathway is safer and more reliable compared to other delivery pathways. 

5.1.2.2 Challenges 

There are several challenging issues in pipeline delivery that should be addressed to make this 

pathway more reliable. The pipeline has high capital expenditure considering the hydrogen demand 

initially, which is associated with the cost of installation including civil work, pipes, and equipment 

costs. Furthermore, hydrogen losses along the delivery pipeline are higher than the other fuels. 

Therefore, it is required to properly design the network’s components to prevent gas leakage from 

seals, gaskets, and valves to eliminate safety hazards [8], either in the blending mode with natural 

gas or in pipelines specifically allocated to hydrogen delivery. Hydrogen has a very low density 

which is approximately 1/8th of NG, which results in hydrogen compression requirement to the 

pressure of approximately 10 to 20 bars to increase the delivery rate [8]. Standard reciprocating 

compressors are not completely satisfying for hydrogen compression, and standard centrifugal ones 

are not sufficiently efficient due to the small size of the hydrogen molecule [7]. 

The environment in which the pipeline would be installed is important in the performance of the 

infrastructure. Carbon steel pipelines are susceptible to the hydrogen embrittlement (HE) 

phenomenon. To predict the hydrogen embrittlement, pipeline history, including the frequency and 

intensity of pressure change, could be used [13]. Cohesive forces in steel structure and deformation 

mechanisms of steel might be changed by hydrogen delivery. It could be in the form of ductility and 

toughness reduction of steel under specific conditions such as specific loading. Moreover, due to 
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probable cyclic variation in pressure because of demand variation cracks growth might be sensitive 

under fatigue loads [7]. Thus, the pipeline should have the capacity to resist the acidic soil 

environment and hydrogen inside the pipeline. In addition, materials that are used in the pipeline 

should be capable of bearing hydrogen pressure, operating temperature, and other loadings such as 

backfill soil, and also be able to resist freezing. In urban areas that are highly populated and there is 

a dense network of infrastructures it is not possible to construct a new pipeline network for hydrogen. 

For the underground pipelines, the damage would be probable because of lightning strikes and ground 

fault conditions, therefore, electrical continuity to the surface should be avoided [20].  

Existing NG networks are quite old in some cases; therefore, it might not be possible to use them as 

the infrastructure for hydrogen delivery by hydrogen blending to NG. The old pipelines that were 

designed and installed based on the criteria are probably not suitable for the combination of hydrogen 

and NG. criteria could be related to allowable defect sizes, inspection techniques, carbon steel weld, 

and grad of carbon steel. In addition, the pipeline network has likely been influenced by damages 

during its service time, such as deterioration and wall thinning because of corrosion, third-party 

damage, and soil movement. Furthermore, during the pipeline lifespan, there might be replacement 

and repair. Polymer materials have high porosity and hydrogen has a higher diffusion coefficient in 

comparison to natural gas since it is the smallest element in the periodic table, therefore, they are not 

the appropriate infrastructure choice for mixing hydrogen with natural gas [8]. Thus, substantial 

uncertainty in pipeline conditions is inevitable, which makes it challenging to blend hydrogen into 

the existing natural gas networks [7]. Therefore, using the existing natural gas pipelines needs 

performing intensive testing of pipes, welds, and joints to control the suitability for hydrogen blending 

[13]. 

5.1.3 Cryogenic tankers 

In this pathway, gaseous hydrogen is liquefied by reducing temperature below −253 °C through the 

liquefaction stage, then it can be stored in large tanks at the liquefaction plant. Compared to the 

compressed gas in containers, the hydrogen is denser, and this pathway can deliver significantly 

more hydrogen quantities [8]. This pathway could be proper for moderate to high demands, above 

500 kg/day, and medium to long distances [3, 10]. There are three main steps in hydrogen delivery 

by cryogenic tankers pathway: i) liquefaction, ii) storage and iii) delivery by cryogenic tankers to the 

end users [3]. 

Cryogenic liquid trucks’ capacity is around 65 m3, and a nominal capacity of 4,600 kg hydrogen [5], 

which is almost greater than 10 times the amount of hydrogen that can be delivered via the tube trailer 

pathway. It decreases the number of trucks, drivers, and trips that are needed to supply the demand 



 

251 

 

and reduces fuel consumption for truck transport. A cryogenic liquid hydrogen truck comprises a 

truck cab and a large single liquid hydrogen tank which is mounted on a trailer. It is not possible to 

leave the liquid hydrogen trailers at the HRS, thus, the assumptions for the optimization of the number 

of trucks in the tube trailer are not applicable here, and the number of liquid hydrogen tank trailers is 

always equal to the number of truck cabs [10]. 

5.1.3.1 Advantages and disadvantages 

Liquefaction capital cost and energy consumption are significantly greater than the cost and energy 

of compression [10]. The liquefaction process has high energy loss, around 40% of energy is lost, in 

addition, there would be loss through evaporation, boil-off of liquid hydrogen, and unloading 

procedure at HRS, which might be approximately 6% of the total capacity of the truck. Thus, it is 

recommended to minimize the number of HRS that each truck should serve on each trip to reduce 

high losses. In addition, liquefied hydrogen is unlikely to be used for stationary applications, it is 

associated with the high and constant demand that makes the delivery of liquified hydrogen 

impractical by using trucks because it needs large cryogenic storage facilities and also a huge number 

of trucks is required to supply the demand without any interruption [4]. Tanker filling time is faster 

compared to gaseous hydrogen, around 2 to 3 hours, resulting in less time waiting for drivers and 

trucks [8, 5]. To decrease heat transfer and reduce boil-off, the ratio of volume to the surface of the 

tank should be greater. When the diameter increases the raise of volume is faster than the surface 

area, therefore, spherical and cylindrical tanks are suitable for this pathway. It should be noted that 

cylindrical tanks are cheaper and easier to construct compared to spherical ones with the same 

volume-to-surface ratio.  The evaporated hydrogen could be vented or stays in the tank up to the tank 

design pressure, then it should be vented. The time at which the gas pressure reaches the design 

pressure is called lock-up time. The evaporated hydrogen could be used in the process in which 

gaseous hydrogen is required. If the storage time which is required to use gaseous hydrogen is shorter 

than the lock-up time, hydrogen loss due to boil-off will be zero, because gaseous hydrogen is used 

before venting into the atmosphere. The amount of vented hydrogen does not have significant safety 

issues because it diffuses rapidly in the air. If the liquid hydrogen is stored at the same site of 

liquefaction, it is possible to pull out the hydrogen gas from the storage vessel and re-liquify it [21]. 

5.1.4 Under development pathways 

In addition to the abovementioned pathways, there are several delivery methods that are not mature 

and are under development, such as chemical reactions or physisorption with a material [6]. Liquid 

organic hydrogen carriers (LOHCs) could be a long-term storage and can be used for long-distance 

hydrogen delivery. In this delivery method, organic molecules are hydrogenated by loading liquid 
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hydrogen molecules into organic molecules, and they will be dehydrogenated, and hydrogen 

molecules will be unloaded to consume. LOHC provides the opportunity to deliver them under 

ambient conditions and using existing crude oil infrastructures [22]. An example of LOHCs could be 

toluene-methylcyclohexane, in which Carvalho et al. [22] economically analysed it and stated that 

the break-even price of hydrogen loading and release could be around 1.9 $/kg of hydrogen. Brigljević 

et al. [23] performed a techno-economic analysis, and market performance assessment of a large-

scale dehydrogenation system with a capacity of 1000 m3/h hydrogen without CO2 emission. Four 

LOHCs were investigated in this study, Eutectic biphenyl/diphenylmethane mixture (EUT), 2-(N-

Methylbenzyl) pyridine (MBP), N-phenylcarbazole (NPC), and N-ethylcarbazole (NEC), and a case 

including all four LOHCs in a temperature-cascade process. They realized that LOHCs’ price and 

shipping costs are the main expenses. In addition, they found that the total capital investment for this 

size of the plant could be around 24-44 million USD. By the assessment of the market performance, 

they stated that for the hydrogen which can be sold at 3.5 USD per kilogram of hydrogen the purchase 

prices of LOHC chemicals should be 5.44, 4.74, 4.01, 4.12 USD/kg for EUT, MBP, NPC, and NEC, 

respectively. Ammonia is another hydrogen carrier that is studied by Malenkov et al. [24]. They stated 

that ammonia consumption as a hydrogen carrier in industrial quantities could be rational when using 

sea or trail delivery for distances over 2000-3000 km. liquid ammonia, at 10 bars, can store around 

123kg hydrogen in one m3, approximately 17.7% (wt.) [25]. An ammonia cracking plant is required 

to extract hydrogen from ammonia to use hydrogen [26]. Methanol is another hydrogen carrier, the 

problem with methanol is its carbon dioxide emission after combustion, in addition, the direct carbon 

capture from the air to make methanol increases the cost. 

Another opportunity is metal hydride, which is bonding hydrogen chemically to metals and alloys. 

Hydrides are capable of storing hydrogen at the range of around 2 to 6% of the weight of hydrides, 

but as they have high volumetric storage density, they can be considered a suitable option for 

hydrogen delivery. The advantage of this delivery method is related to the procedure pressure, in 

which hydrogen can bond to some metals at or below atmospheric pressure and could be released at 

higher pressures after heating (thermolysis), higher pressures could be achieved by the application of 

higher temperature. The heating breaks the bond between metal and hydrogen. Hydrogen can bond 

to the metal up to approximately 90% of metal capacity under low pressure, the rest of the capacity 

can be achieved at higher pressures. It is worth mentioning that the reaction of hydrogen with metal 

is an exothermic reaction, and to prevent hydride from heating up the released heat should be 

removed. Hydrogen extraction of up to 90% can be obtained by applying heat, while the remaining 

10% is related to the strong bond of hydrogen and metal which is not simply breakable [21]. In 

addition to thermolysis which is an endothermic reaction, hydrogen could be released from hydride 
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through hydrolysis (reaction with water), which is an exothermic reaction. A good example of metal 

hydride for hydrolysis is sodium borohydride (NaBH4). The most suitable metals for the large-scale 

storage of hydrogen are magnesium hydride (MgH2) and aluminium hydride (AlH3). Magnesium has 

a high theoretical capacity of hydrogen storage, approximately 7.6% (wt.). In addition, magnesium is 

cheap and widely available. The issue with magnesium hydride is the strong bond that requires higher 

energy for dehydrogenation. The benefit of aluminium hydride is its weak bond, which the 

dehydrogenation is simpler compared to magnesium hydride, but the problem with aluminium 

hydride is the reaction of aluminium and hydrogen gas which can be done under extreme pressures 

[25]. 

5.2 Environmental impact 

Environmental impact is one of the most important factors for the market penetration and acceptance 

of technology. Frank et al. [27] investigated a life-cycle analysis of greenhouse gas (GHG) emissions 

from hydrogen delivery for various pathways with different distances, the result is depicted in Figure 

5. 2. These results show the emission due to liquefaction, pipeline, terminal for tube trailer, trucking, 

and HRS. It is seen that the pipeline delivery mode has the lowest amount of GHG emission for 1kg 

hydrogen delivery compared to others. Furthermore, the Tube trailer is the most sensitive pathway to 

distance, as can be seen in this figure the changes in the GHG emission by increasing the distance is 

more considerable. 

 

Figure 5. 2  Life-cycle GHG emissions for delivery by tube trailer for gaseous H2, by tanker for liquid H2, or by pipelines in various 

delivery distances (Modified figure from Frank et al. [27]) 
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The energy consumption of pipelines, among the three main delivery methods, is significantly less 

than the others. The only energy type which is consumed in the pipeline method is electricity while 

in tube-trailer and cryogenic tankers pathways diesel fuel is used in addition to electricity as fuel for 

the truck. Electricity is consumed for gas compression and liquefaction. Tube-trailer and cryogenic 

tanker trucks use considerable diesel fuel by the increase of delivery distance due to their limited 

capacity. Compared to compressed gas trucks, pipeline pressure is lower and less energy is needed to 

overcome the friction losses along the pipeline if the network is sized adequately. Furthermore, in the 

pipeline delivery, the energy loss change at a wide range of flow, 2 to 100 tonne/day, is almost 

negligible, and the main energy consumption is related to hydrogen gas compression at the pipeline 

inlet [10]. Energy consumption for hydrogen gas compression is high in tube trailer and pipeline 

pathways, it can be around 40% of the delivered hydrogen energy content, lower heating value (LHV). 

The total energy which is used in the cryogenic tankers’ pathway is higher in comparison to the tube-

trailer pathway, mostly because of the energy quantity that is consumed for liquefaction which is 

greater than the required energy for hydrogen gas compression [5, 10]. However, the estimated 

quantity is different in Weisberg et al. [10] study. They indicated that in the pipeline pathway, the 

required energy for hydrogen gas compression to approximately 1000psi equals 2 - 3% of the energy 

content of hydrogen which is much less than 40% which is stated by Elgowainy et al. [5]. Moreover, 

they reported the liquefaction energy consumption as around 33% of the hydrogen energy content. 

These differences can be a result of the scale of the experimental test, the efficiency of the 

technologies for compression and liquefaction, and conditions such as temperature and pressure. 

Furthermore, improper calibration could result in incorrect results. According to the Department of 

Energy, U.S., report [28], the theoretical energy to isothermally compress hydrogen from 20 bar to 

350 bar, which is around 5000 psi, is 1.05 kWh/kg H2, while to reach 700 bar (around 10,000 psi), 

the theoretical energy is 1.36 kWh/kg H2. The theoretical energy to isothermally compress hydrogen 

could be approximately 3-4% of Hydrogen energy content (considering the LHV of hydrogen which 

is 33.33 kWh/kg). In this report, the theoretical energy to liquefy hydrogen from the standard 

condition is 3.9 kWh/ kg LH2, which is around 10% of the hydrogen energy content. The theoretical 

one required energy is much lower than the practical one, the practical hydrogen compression of 

generated hydrogen on-site could be around 5-20% of hydrogen LHV, and for liquefaction, it can be 

30-40% of LHV. 

5.3 Cost of hydrogen transportation and distribution 

In addition to low environmental impact, the cost is important for the penetration of hydrogen fuel 

into the market. An important issue in the market penetration of a fuel is its price, thus, the oil price 

compared to hydrogen price plays an important role in the acceptance of hydrogen technology. 
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Hydrogen delivery is one of the main contributors to the total hydrogen fuel economy. Zero-emission 

technologies become more competitive considering the world's concern about global warming and 

carbon price. But to stay in the competition cost reduction is needed. The initial investment in 

hydrogen infrastructure is high which long time is needed to reach the break-even point, it is related 

to the uncertainty of demand and reliability by society. Therefore, investors are sensitive to 

investment risk in hydrogen technology. Consumers are an integral part of an infrastructure success 

because if there is not any demand for hydrogen there would not be any investment interest by 

companies in it [1]. Growth in hydrogen demand leads to an increase in generation, therefore, cost 

reduction. Cost reduction could increase the demand. This loop continues until reaching a stable 

condition. It should be noted that supplying the increased demand requires larger infrastructures for 

delivery which increase the cost. 

5.3.1 Pipeline 

The Pipeline pathway is the most affordable mode for hydrogen delivery for large quantities and long 

distances [29]. The cost of hydrogen pipeline infrastructure varies project by project. This cost 

includes initial investment, operational costs, and maintenance costs. However, the maintenance and 

operational costs of pipeline networks are relatively low compared to the initial investment [8]. The 

pipeline pathway expenses are related to the geography of the terrain in which the network should be 

constructed, the diameter of the pipeline, the equipment along the network, the labour and material 

cost in each region, the choice of material, and the operating condition [4]. Weisberg et al. [10] stated 

that the total cost per unit length of a pipeline at a large pipe diameter network is sensitive to the pipe 

diameter (while at a smaller diameter pipelines diameter is less effective, due to a small portion of 

materials in the total cost in small-dimeter networks). In addition, they reported that the installation 

and rights of way costs are the main contributors to the overall cost [10]. Lee et al. [30], made a 

comparison of hydrogen delivery costs in gaseous and liquid forms in Seoul, Korea, based on a 

techno-economic analysis. They realized that the gaseous form delivery is cheaper, however, cost 

varies due to changes in the capacity of the station and the market penetration, especially when these 

factors are small. 

The hydrogen delivery cost target by the year 2017 was less than 1 dollar per 1 kg hydrogen [7], 

which is not achieved.  Pawel et al. [7] reported that the pipeline cost for hydrogen delivery could be 

$2M/mile or more for larger diameters. They evaluated that to reach the goal of less than 1kg 

hydrogen delivery it is needed to decrease the pipeline cost to around $0.5 M/mile. The main 

contributors to initial costs are materials and labour for the network construction, around 70% of the 

total pipeline cost, which is almost constant over time. The remaining 30% of costs are related to 
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regulatory fees, right-of-way purchase, engineering, surveying, equipment, management, and 

administration [7]. It is not possible to reduce the costs related to the remaining 30% by research and 

development (R&D), therefore, the main focus is on material and labour to obtain the desired cost.  

Pawel et al. [7] claimed that for more than 50% cost reduction per mile, it is required to reduce the 

costs of labour and materials by around 80% or more, which is almost unlikely to be obtained. 

Polymer pipelines could be an option for the material with improvement in their characteristics such 

as preventing hydrogen loss due to the high porosity of polymers. As mentioned in the previous 

sections, fibre-reinforced polymer (FRP) pipelines are an alternative to steel pipelines which can be 

installed in extended lengths, depending on the diameter, which decreases the number of joints/weld 

per unit length of the pipeline, which reduces costs related to handling, fit-up, and joining by labourer 

and inspection costs, such as leak-checking and non-destructive tests. Furthermore, FRP pipelines 

need less corrosion protection such as painting for buried steel and cathodic protection [7]. These 

benefits in cost reduction suggest the development of FRP pipeline infrastructure as an area for 

research and development. 

Based on the research in Fraunhofer Institute [19] the increase in the blending percentage of hydrogen 

to the NG causes an increase in the end-user price, especially for industrial customers. They estimated 

by blending 5 %, 10%, and 20% of hydrogen to NG the price growth for the end-users in the European 

Union could be 1.3%, 9.9%, and 23.8%, respectively. This price rocket at higher percentages is more 

significant. 

Penev et al. [11] proposed a system which is called the Hyline system, to decrease the cost of 

hydrogen delivery. This system produces hydrogen at urban industrial or commercial power plants. 

In this system, hydrogen is compressed to 15,000 psi and stored at the generation site, then delivered 

via a high-pressure pipeline to HRS. They considered 6 scenarios for pipeline delivery. The total 

length of the pipeline was around 61.15 km. The difference between scenarios is related to the pipeline 

pressure, hydrogen production rate, and number of HRS. The result of the cost assessment is shown 

in Table 5. 1. 
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Table 5. 1 Cost analysis of pipeline delivery [11], total cost includes production, terminal, delivery, and retail. 

Hydrogen 

production 

rate 

(kg/day) 

Number 

of HRS 

Pipeline 

pressure 

(bar) 

Total 

cost 

$/kg 

Delivery 

cost 

$/kg 

Delivery 

cost 

$/kg.km 

400 8 40 21.6 7.79 0.13 

400 8 1000 17.1 7.83 0.13 

950 16 40 10.7 1.75 0.03 

950 16 1000 7.1 1.75 0.03 

1500 24 40 8.5 0.69 0.01 

1500 24 1000 5.3 0.69 0.01 

Transportation distance and the hydrogen demand amount determine the transmission costs while 

distribution stage costs are defined based on the demand volume and the size of the targeted district. 

However, these costs are dependent on the geography of the delivery route and infrastructure 

complexity [2]. For small cities, remote districts, and rural areas where the demand is low and the 

market is at the early stages, it is not economically logical to deliver hydrogen through the pipeline 

to the end-users. For large power plants, with a demand of more than 1000 tonnes/day, the pipeline 

pathway is the most cost-effective option, the result could be around $2.73 per Kg of hydrogen 

delivery [8, 6]. This cost is based on the pipeline pressure of 1000 psi, transmission length of 100 km, 

80 HRS, 2 trunk pipelines each 112.6 km for distribution, and average demand of 80,000 kg/day. 

Assuming the delivery to the furthest consumer, the total length of the pipeline would be 212.6 km, 

therefore, the hydrogen delivery cost could be around 0.01 $/kg.km. 

5.3.2 Tube trailer 

The main parameters to determine the hydrogen delivery cost utilizing the tube-trailer pathway are 

the initial investment in truck cabs, tubes, and tube trailers, and operation costs such as driver cost, 

fuel consumption, and maintenance [10]. The cost of hydrogen delivery by tube-trailer pathway can 

be formulated as a function of transported capacity and distance, which consists of other costs such 

as compression, storage, and road transportation, this term is called the Levelized cost of transporting 
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hydrogen (LCOTH). LCOTH should be minimized by optimizing the capacity of each compressed 

gas truck. LCOTH can be decreased by increasing the transport capacity and increased by increasing 

the truck trip distance. LCOTH ranges between 0.5 to 3.02 $/kg [31] depending on the amount of 

delivery and distance. For the daily demand of 50 tons per day, the cost for 20, 75, 250, 350, and 400 

km distance delivery were evaluated at approximately 0.006, 0.004, 0.003, 0.004, 0.004 $/kg.km, 

respectively. According to the analysis performed by Weisberg et al. [10], in 2019, based on 

information extracted from the US Department of Energy the hydrogen delivery cost via the tube-

trailer pathway can be less than $1/kg H2. Faye et al. [8] stated that the hydrogen delivery cost by 

means of a tube-trailer in a small-scale power plant could be around $2.86 per kg of hydrogen; 

considering 100 km round-trip distance, the cost would be 0.03 $/kg.km. Moreno-Blanco et al. [32] 

made a comparison of the delivery cost of hydrogen gas compressed to 875 bar (high pressure) and 

at the temperature of 200 K with a 350 bar trailer. For this purpose, the high-pressure hydrogen was 

assumed to be delivered in a thermally insulated trailer and dispensing was performed directly from 

the trailer. It can result in the elimination of several units such as the station compressor, cascade, and 

refrigerator, which leads to cost and complexity reduction. They estimated that the total delivery cost 

at 875 bars can be $0.58/kg hydrogen less than 350 bar, $2.96, and 2.38/kg hydrogen for 350 bar and 

875 bar, respectively. Assuming a 100 km distance from the generation site and city gate and 50 km 

for distribution, the total roundtrip is 300 km which results in around 0.008 to 0.01 $/kg.km. Lahnaoui 

et al. [33] investigated tube trailer costs for different forms of hydrogen, compressed gas (CGH), 

LOHC, and liquid hydrogen (LH) at different pressures. The result is shown in Table 5. 2. It is worth 

mentioning that the reported values for tube trailer cost are related to the trailer cost (vehicle), not the 

hydrogen delivery cost. 

Table 5. 2 Tube trailer (vehicle) cost based on Lahnaoui et al. [33] study, 2021. 

 
CGH LOHC LH 

Storage 

pressure (bar) 
180 250 350 500 540 1 1 

Net truck 

capacity (kg) 
350 668 885 1100 1230 1500 3600 

Tube trailer 

cost in K$ 
455 621 815 1250 1416 67 2049 
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5.3.3 Cryogenic liquid trucks 

Although the liquid hydrogen tank trailers cost higher than tube trailers because of the liquefaction 

process cost, the overall hydrogen delivery cost can be lower considering that the cost of delivery, 

including truck fuel, and driver labour cost, per unit of hydrogen can be lower. The high cost of 

liquefaction is related to two main factors, high energy consumption for liquefaction, and the high 

capital cost of liquefaction equipment [7]. Hydrogen delivery through this pathway and dispensing at 

the fuel station can cost around $1.40 to $2.42 /kg of hydrogen [8]. Thermal insulation is a method 

that can be used to reduce the cost of cryogenic tankers’ pathway by reducing losses. It is possible to 

decrease the costs by reducing the losses as a result of evaporation, and liquid hydrogen boil-off. 

Penev et al. [11] performed a cost analysis of 3 scenarios for liquid hydrogen delivery at three 

different production rates and different numbers of HRS. The results are shown in Table 5. 3. 

Table 5. 3 Cost analysis of liquid trucks delivery [11], total cost includes production, liquefaction, terminal, delivery, and retail. Total 

distance is considered 2*61.15 km for roundtrip 

Hydrogen 

production 

rate 

(kg/day) 

Number 

of HRS 

Total 

cost $/kg 

Delivery 

cost $/kg 

Delivery 

cost 

$/kg.km 

400 8 16.4 0.22 0.002 

950 16 13.3 0.22 0.002 

1500 24 12.7 0.22 0.002 

5.3.4 Comparison of pathways 

One of the most important parameters for choosing the right pathway for hydrogen delivery is the 

hydrogen quantity that can be delivered via each pathway. Figure 5. 3 shows the hydrogen mass 

which can be delivered in 1 m3 of materials. Various delivery types are considered such as 100% 

hydrogen in the pipeline, 5% and 15% blending with natural gas, tube trailer, cryogenic liquid tanker, 

and hydrogen carrier materials. This figure is based on the information provided in the appendix. It 

is seen that magnesium hydride and methanol can deliver the highest quantities of hydrogen in the 

same volume of delivery compared to other delivery modes, 110.20 and 99 kg, respectively. This 

high capacity indicates their potential to reduce the delivery cost. 
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Figure 5. 3  Mass of delivered hydrogen in 1 m3 of delivered material. H100 refers to 100% hydrogen. 

Several parameters affect the pathway choice among the main three mentioned pathways, such as the 

geography of the delivery route and market characteristics including city population and size, 

population density, and end-user type (e.g., size and number of HRS, and fuel cell vehicles market 

penetration). Weisberg et al. [10] indicated that the pipeline delivery method is suitable for dense 

areas with high hydrogen demand, the compressed gas truck pathway is suitable for small stations 

with very low demand, and liquid delivery is suitable for long distances and moderate hydrogen 

demand. 

Tzimas et al. [4], in 2007, performed an economic assessment of two scenarios, hydrogen delivery to 

a vehicle as the end-user when hydrogen is generated in a large-scale steam reforming plant, then 

liquefied and delivered by truck to a HRS which is located at a distance of 100 km, and the second 

scenario is hydrogen generation in small scale on-site infrastructure using steam reforming 

technology and compressed to 700 bar. They concluded that the cost difference is not significant [4]. 

Demir et al. [6] made an economical comparison of three hydrogen delivery scenarios, i) transmission 

via pipeline to the city gate, distribution by liquid tanker, ii) using geological storage, transmission, 

and distribution by hydrogen tube trailers, iii) using geological storage, transmission, and distribution 

via pipeline. They stated that the lowest Levelized cost of delivery is achieved by the third scenario, 
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2.73 $/kg hydrogen, and the highest cost is related to the first scenario, 8.02 $/kg hydrogen. It should 

be noted that the Levelized cost is the lifetime costs divided by energy production. 

The liquid hydrogen storage cost is significantly lower than high-pressure hydrogen. The amount of 

delivered hydrogen can be increased by liquefaction, thus, the reliability of the system to supply the 

variation of the demand can be obtained with a relatively lower cost compared to compressed 

hydrogen. However, it is worth mentioning that the liquefaction cost is a crucial factor for the 

determination of the pathway with the lowest cost and liquid hydrogen is preferred when it is needed 

to store a large quantity of hydrogen [10]. 

In the report published by the European Union [26], two hydrogen production rates and delivery 

distance scenarios, named case "A" and case "B", were assessed considering various pathways for 

each scenario which the results are shown in Table 5. 4 and Table 5. 5. Values reported in these table 

are hydrogen delivery costs in USD per kg of hydrogen, including transport, storage, compression, 

liquefaction, process of bonding in a carrier, and the reversing procedure to have gaseous hydrogen 

at the desired pressure and purity.  Case "A" is assumed an industrial use of hydrogen with a 

generation rate of 1 Mt hydrogen per year and case “B” has a lower capacity, with a production rate 

of 100kt hydrogen per year. The delivery distance in case “A” is assumed 2500 km. while the delivery 

distance in case "B" is assumed 3000 km (including 2500 km shipping, and 500 km train and truck). 

Furthermore, two electricity cost scenarios were considered in their report, low price (Lo) and high 

price (Hi). In Lo, the generation costs at the production site and consumption site were considered 

$11.83/MWh and $59.15/MWh, respectively. In Hi, the generation costs at the production site and 

consumption site were considered $59.15/MWh and $153.79/MWh, respectively. In addition, waste 

heat was considered in case “A” at $23.66/MWh. 

Table 5. 4  Hydrogen delivery cost comparison via different pathways in case “A”, numbers are extracted from diagrams in the 

European Union report [26]. All deliveries are considered via shipping except pipeline. 

Case A, total cost 

of delivery and 

preparation 

processes for 

delivery and 

reverse processes 

H2 pipeline 
Compressed 

H2 
Liquefied H2 LOHC Ammonia 

Hi Lo Hi Lo Hi Lo Hi Lo Hi Lo 

0.85 0.73 1.04 0.86 1.27 0.89 2.25 1.12 3.11 1.53 

contribution of 

transport and 

storage 

90% 95% 67% 81% 30% 36% 12% 24% 7% 14% 
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Table 5. 5  Hydrogen delivery cost comparison via different pathways in case “B”, numbers are extracted from diagrams in the 

European Union report [26]. 

Case B, total cost 

of delivery and 

preparation 

processes for 

delivery and 

reverse processes 

Compressed H2 Liquefied H2 LOHC Ammonia 

Hi Lo Hi Lo Hi Lo Hi Lo 

5.21 4.42 3.73 2.67 5.17 3.94 6.83 4.84 

contribution of 

transport and 

storage 

72% 83% 58% 58% 14% 19% 37% 51% 

It is seen that in the case “A”, although the ammonia carrier (Hi) has the minimum contribution of 

transport and storage, the maximum cost is related to this delivery method. H2 pipeline (Lo) shows 

the maximum contribution of transport and storage in the case “A”, while it has the lowest total cost. 

In case “B”, the maximum cost is associated with ammonia carrier (Hi), like in case “A”, and the 

minimum cost is associated with the liquefied H2 (Lo). The minimum and the maximum contribution 

of transport and storage in case “B” are associated with LOHC (Hi) and LOHC (Lo), respectively. 

These results show the importance of the required processes for the preparation of hydrogen for 

delivery and the reverse procedure to obtain gaseous hydrogen at the desired pressure and purity. 

Figure 5. 4 illustrates the guide for a suitable choice of pathway regarding demand and distance. This 

figure is summarized based on the abovementioned sections. It should be noted that for a more 

accurate choice, a techno-economic assessment is necessary for every project. 

 

Figure 5. 4  Pathway choice regarding distance and demand. 
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5.3.5 HRS 

The total cost of hydrogen delivery can be affected by the size of the HRS. The smaller the station 

size the higher the station cost per unit of hydrogen, therefore, the greater the total cost of hydrogen 

delivery. Liquid storage costs less than gas storage, furthermore, the cost of compressors for gas 

compression is more than the cost of liquid hydrogen pumping [10]. The components which are 

usually needed in HRS are a hydrogen generation unit, hydrogen compressor, hydrogen storage, 

purification unit, hydrogen gas booster, cooling unit, safety equipment, and dispenser. Components 

and units vary regarding the delivery and production method. The HRS cost is related to the 

components which are used in the station. The most contributor to the HRS cost is the compressor 

[34]. As reported by Apostolou et al. [34], the HRS cost in 2018 ranged between €1.2 and €2 million, 

and the expected cost for 2023 is €0.6 to €1.6 million. 

5.4 Safety in hydrogen transportation and distribution 

Hydrogen has a higher level of safety hazards in comparison to NG. It is related to the higher risk of 

hydrogen leakage from valves, seals, and gaskets due to the small size of the hydrogen molecule. This 

small size causes higher diffusion of hydrogen in comparison to NG, around five times. The annual 

loss of hydrogen due to leakage can be around 0.0005 to 0.001% of the total volume of delivered 

hydrogen. Among the pipelines’ materials, cast iron and fibrous cement pipelines have a higher 

leakage risk. Polyethylene pipelines are Currently the most widely used for the NG network [13]. 

However, there is an issue related to the high porosity of this material. Gondal et al. [13] indicated 

that although the leakage of hydrogen is much higher than NG, due to its high energetic content the 

leakage is negligibly small. It should be noted that because of the flammability range and the small 

amount of energy that is needed for hydrogen ignition, the leakage can lead to problems [8]. 

Deformation mechanisms and cohesive forces of steel pipelines could vary considerably because of 

the hydrogen presence, which under specific loading reduces ductility and toughness [7]. That might 

lead pipeline damage and uncontrollable release of hydrogen might happens which is potentially 

hazardous for humans, other species, and surroundings properties [29].  

Mouli-Castillo et al. [35] investigated the risk of hydrogen release upstream and downstream of the 

domestic gas meter in a proposed H100 network (H100 means pipelines include 100% hydrogen, 

without blending with natural gas). They realized that the risk of release for the proposed H100 

network is lower than the existing NG network by a factor of 88%. Lee et al. [30], compared the 

safety of hydrogen delivery in gaseous and liquid form in Seoul, Korea, based on a quantitative risk 

analysis. They stated that liquid form shows a better safety performance, however, risk changes due 
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to variations in the capacity of the station and the market penetration, especially for small values of 

these factors.  

Hazardous conditions could be faced during the lifetime of hydrogen pipelines due to the following 

matters [20]: 

• Use of unsuitable materials and equipment under all operating conditions 

• Hydrogen embrittlement 

• External corrosion due to inappropriate cathodic protection 

• Damage by third parties 

• Pipeline improper operation and maintenance of the pipeline 

• Leaks at valve packing, gaskets, and other components 

• Pipeline over pressurisation 

• Unsuitable inerting procedure 

• The radiation of a vent fire or a flare 

• Uncommon applied loads due to natural happenings such as landslides, floods, earthquakes, or non-

natural, e.g., the crossing of roads, railways 

• Other structures impact, such as high-power electrical grids, electrical railways 

Several aspects of design, construction, and maintenance procedures are required to mitigate the risk 

of the abovementioned hazardous conditions  [20]: 

• pipeline thickness increment 

• pipelines route alteration based on safety issues 

• Reducing pipeline operating pressure 

• using proper pipeline materials 

• Deepen the pipeline 

• Physical protections, such as concrete coating 

• Control of third-party interference 

• valves and other components isolation 

• Regular maintenance 

• performing non-destructive tests on welds 

• Pipeline inerting 

• Pipeline marking 

• monitoring and performing mass balance for leak detection 
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To increase the public acceptance of hydrogen it is needed to improve safety. To achieve this 

objective, standards and codes are required for the construction and performance of the hydrogen 

delivery infrastructure. Odorants can be used which help the identification of gas leakage and reduce 

the risk of leakage. Mouli-Castillo et al. [36], in a case study for gas escape detection of hydrogen 

and natural gas, found that the untrained test participants can recognize the escaping gas which is 

odorized with New Blend (78% tert-Butylthiol, 22% Dimethyl Sulfide), and Standby Odorant 2 (34% 

Odorant NB, 64% Hexane) when the concentration is 1% of the air. 

5.5 Policies 

GHG emissions would be significant if fossil fuels are used for hydrogen delivery in a large-scale 

hydrogen delivery chain, therefore, certification and labelling of renewable hydrogen should also be 

used for the full delivery chain, not only hydrogen generation. [26]. Cost-effective, environmentally 

friendly, and easy-operating hydrogen delivery infrastructures affect the investment risks of 

stakeholders [6], therefore, proper policies should be considered for stakeholders’ confidence. 

Demand is an integral part of defining public policies since it affects the economy of technology. The 

transition from fossil fuels to hydrogen is not straightforward and public support is needed to be 

successful in this transition. Hydrogen technology is relatively new and rapid growth is predicted in 

the early stages, therefore, hydrogen end-users such as hydrogen car users can expect cheaper and 

better technologies, e.g., better, and more affordable hydrogen cars and more available HRS. The lack 

of proper infrastructure is an important problem in hydrogen delivery. Investors in hydrogen 

infrastructures can be infrastructure promoters such as oil companies whose current main investment 

is in the field of conventional energy.  They might want to make benefit from conventional energy as 

much as possible. It is unlikely to have private investors in an infrastructure that has high initial costs 

with an unclear demand quantity [1]. Carbon taxes and trading schemes which are related to 

controlling carbon emissions could affect the choice of delivery pathway [10].  

Blending hydrogen into the NG network would increase costs for end users, by around 16% for 

households and 43% for industrial users at the blending level of 20 Vol-%, which indicates the pricing 

policies’ impact [19].  

5.6 Hydrogen transportation model 

The focus of this section is the design of a hydrogen transportation model. For this purpose, different 

kinds of information are required to fully address all contributors to the delivery cost. This 

information includes temporal and spatial demand variation, demand growth over time considering 

social, economic, technological, and policy alteration, city characteristics (such as city radius, number 

of HRS, and their distribution), population, and population density. The model should be able to 
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satisfy the consumers' needs. If a hydrogen car is considered as the end-user the following factors 

should be taken into account to make hydrogen consumption convenient for consumers: i) minimizing 

the average distance that consumers must travel to reach a HRS,  ii) the distance which the trucks 

should travel from the city gate to the HRS or the length of the pipeline if pipeline pathway is used 

as the delivery mode for distribution, iii) the distribution of demand considering the distribution of 

HRS in the city [10]. It should be noted that in addition to delivery cost other parameters such as 

hydrogen generation price and capacity of the hydrogen generation site should be taken into account 

since the optimization of the total cost of hydrogen production and delivery is the final aim, not only 

delivery cost minimization. 

The Hydrogen Delivery Scenario Analysis Model (HDSAM) is a model which was designed to 

analyse different hydrogen delivery scenarios. This model was developed under the hydrogen analysis 

(H2A) project, by the US Department of Energy. The hydrogen delivery in this model is considered 

from the central generation site to vehicles. This model includes each delivery system component 

with related performance characteristics and cost. Furthermore, this model included a scenario model 

which made it possible to assess the system’s effectiveness under various market supply and demand 

conditions. Inputs to define the scenarios included pathway or pathways combination, number of HRS 

and their distribution, number of hydrogen vehicles, urban population, and expected revenue [7, 37]. 

In another study, Gim et al. [2] built a cost-effective central hydrogen generation using a 

transportation model in Korea. They used a window-based software developed by Scharge, which is 

called LINGO. They determined the optimal hydrogen delivery volumes for supply and demand sites. 

Eq 5. 1 is the general equation which is recommended by Gim et al. [2]. In their study hydrogen plants 

and HRS are assumed as the hydrogen sources are hydrogen destinations, respectively. To solve the 

problem, the “z” value should be minimized. z is the total transportation cost. 

𝑧 = ∑ ∑ 𝑐𝑖𝑗𝑥𝑖𝑗

𝑛

𝑗=1

𝑚

𝑖=1

 
Eq 5. 1 

∑ 𝑥𝑖𝑗

𝑛

𝑗=1

= 𝑎𝑖 , 𝑖 = 1, 2, … , 𝑚 Eq 5. 2 

∑ 𝑥𝑖𝑗

𝑚

𝑖=1

= 𝑏𝑗 , 𝑗 = 1, 2, … , 𝑛 

Eq 5. 3 
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𝑥𝑖𝑗 ≥ 0, 𝑎𝑙𝑙 𝑖 𝑎𝑛𝑑 𝑗 Eq 5. 4 

Where: 

xij = delivery volume from hydrogen plant i to end-user j, 

cij = unit delivery cost from hydrogen plant i to end-user j, 

m = number of hydrogen plants, 

n = number of location of end-users 

ai = hydrogen supply from plant i, 

bj = hydrogen demand at end-user j 

The hydrogen supply from each production site can be calculated by Eq 5. 2 and the result of Eq 5. 3 

should be equal to hydrogen demand at the destination. They assumed that the total supply is equal 

to the total demand, and there is no excess or lack of hydrogen, which means the model is balanced. 

Demand prediction is a challenging parameter in Gim’s model. Thus, they used the diffusion model. 

The diffusion model is a method to predict the demand for new products which are not mature and 

have not had enough market penetration. The diffusion model which is considered by Gim et al. [2] 

is Lawrence–Lawton’s diffusion model for the estimation of the number of fuel cell vehicles and the 

amount of hydrogen. The general form of Lawrence-Lawton’s diffusion model is shown in Eq 5. 5:  

 

𝑆𝑡 =
1 + 𝑃

1 + (
1
𝑃) 𝑒−𝑅𝑉

− 𝑃 Eq 5. 5 

Where: 

St = accumulated rate time, 

P = initial market parameter, 

R = diffusion rate parameter, 

V = current year + degree of maturity base year. 
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The “initial market parameter” is related to the market share of the product in the base year, which is 

very low for the new products, it is considered 0.1% to 1.0%. The “diffusion rate parameter” is 

associated with product characteristics and is considered the measurement unit of market diffusion. 

Maturity is related to the duration in which a product exists in the market. The more the duration in 

the market the higher value of maturity. Products with subsidies and incentives have lower maturity 

value or they are assumed as new products. Based on Eq 5. 5 and the survey, Gim et al. [2] calculated 

the demand in Korea as 12,000 tons, 330,000 tons, and 3,545,000 tons in 2020, 2030, and 2040, 

respectively. Based on the information about the hydrogen destinations and production sites’ location, 

and using the diffusion model for the demand forecast, Gim et al. [2] calculated the delivery volumes 

from hydrogen plant “i” to end-user “j” in 2040 in various regions in Korea to optimize the delivery 

cost. 

Hydrogen demand for future scenarios should include market penetration, population growth, and 

hydrogen vehicle and appliance technologies development. Furthermore, the growing number of 

hydrogen vehicles in public transport, such as hydrogen-powered buses, increases the number of 

people who use hydrogen for daily transport. These considerations could be only predictions because 

unpredicted situations might occur such as COVID-19 which can limit the use of public transport or 

reduce the travel distance due to lockdown. 

In this section, Gim et al. [2] model is modified by considering other parameters such as hydrogen 

price, and carbon tax. More than one hydrogen generation site is considered and the price of hydrogen 

in different districts varies depending on the method and technology to generate hydrogen, the 

authority pricing policies of each district, the source of energy for hydrogen generation, gas 

compression, and liquefaction. For example, hydrogen generation through a PEM electrolyser is more 

expensive compared to an alkaline electrolyser [33]. Thus, it is important to add the price of hydrogen 

to Gim’s formula. Hydrogen generation cost also includes the energy consumption for hydrogen 

production and any other units such as compression and liquefaction, therefore, the energy price 

difference is already considered implicitly by the hydrogen generation cost. Hydrogen production 

cost information can be collected based on surveys, price inquiries, and empirical equations. The 

example of empirical equations is used by Lahnaoui et al. [33]. This equation is based on the National 

Renewable Energy Laboratory (NREL) model for hydrogen generation to define the hydrogen 

production cost. 

𝐿𝐶𝑂𝑃𝐻 = {

55𝑃𝑒 + 1.6

100
(174 − 13.11 𝑙𝑛(𝑇𝑝𝑑))      𝑓𝑜𝑟 𝑇𝑝𝑑 ∈ [1,10]𝑡𝑜𝑛 𝑝𝑒𝑟 𝑑𝑎𝑦

55𝑃𝑒 + 1.6

100
(67 − 1.74 𝑙𝑛(𝑇𝑝𝑑))           𝑓𝑜𝑟 𝑇𝑝𝑑 ∈ [10,200]𝑡𝑜𝑛 𝑝𝑒𝑟 𝑑𝑎𝑦
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Where: 

LCOPH = levelized cost of hydrogen production, 

Pe = electricity price, 

Tpd = plant capacity 

For future scenarios, hydrogen cost can be predicted by a sensitivity analysis of the parameters that 

define the hydrogen price. However, unpredictable conditions could occur which make a considerable 

difference between anticipated and actual prices, such as war and energy crises. 

The amount of carbon dioxide emission for hydrogen production could be different due to different 

sources of electricity generation and hydrogen generation technology. Carbon dioxide emission from 

different modes of hydrogen delivery should be considered in the total cost because in some countries 

there is a carbon tax. The carbon tax could be different because of different approaches taken by the 

authorities’ policies of each district. It is assumed that the carbon tax is considered based on the 

location of the hydrogen generation site. There could be a hydrogen generation plant with huge 

emissions within a short distance from the HRS which the total cost of hydrogen production, carbon 

tax, and delivery becomes higher compared to the hydrogen production plant located at a longer 

distance using renewable energy as the energy source. 

The proposed model in this chapter to cover the hydrogen production cost and the carbon tax is shown 

in Eq 5. 6. By minimizing the parameter “T” the optimized delivery cost can be obtained. The next 

step after optimization is removing the hydrogen generation cost and the carbon tax related to 

hydrogen production to define the total cost of hydrogen delivery in the whole network or for each 

destination or production plant. It is worth mentioning that in this equation the mass of hydrogen is 

used instead of the volume of hydrogen, thus, this equation can be used for various pathways with 

different hydrogen forms, e.g., gaseous hydrogen, liquid hydrogen, or carriers in which the hydrogen 

content should be considered in this equation. 

𝑇 = ∑ ∑(𝑐𝑑𝑖𝑗 + 𝑐𝑐𝑡𝑝𝑖𝑗 + 𝑐𝑐𝑡𝑑𝑖𝑗 + 𝑐𝐻𝑝𝑖𝑗)𝑀𝑖𝑗

𝑛

𝑗=1

𝑚

𝑖=1

 Eq 5. 6 

∑ 𝑀𝑖𝑗

𝑛

𝑗=1

= 𝐴𝑖 , 𝑖 = 1, 2, … , 𝑚 Eq 5. 7 
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∑ 𝑀𝑖𝑗

𝑚

𝑖=1

= 𝐵𝑗 , 𝑗 = 1, 2, … , 𝑛 

Eq 5. 8 

𝑀𝑖𝑗 ≥ 0, 𝑎𝑙𝑙 𝑖 𝑎𝑛𝑑 𝑗 Eq 5. 9 

Where: 

T = total cost of hydrogen production, carbon tax and delivery 

Mij = delivery mass from hydrogen plant i to end-user j, 

cdij = unit delivery cost from hydrogen plant i to end-user j, 

cctpij = unit carbon tax for hydrogen produced at plant i which is delivered to end-user j, 

cctdij = unit carbon tax for hydrogen delivery from plant i to end-user j, 

cHpij = unit hydrogen production cost at hydrogen plant i which is delivered to end-user j, 

m = number of hydrogen plants, 

n = number of location of end-users 

Ai = Mass of hydrogen supply from plant i, 

Bj = Mass of hydrogen demand at end-user j 

After optimization of the total hydrogen production, delivery, and carbon tax cost, the hydrogen 

amounts which are supplied from each hydrogen production plant to each end user are defined and 

could be used in Eq 5. 10 to estimate the whole delivery cost. 

 

𝐷 = ∑ ∑(𝑐𝑑𝑖𝑗 + 𝑐𝑐𝑡𝑑𝑖𝑗)𝑀𝑖𝑗

𝑛

𝑗=1

𝑚

𝑖=1

 Eq 5. 10 

Where: 

D = total cost of hydrogen delivery and carbon tax associated with the delivery 
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The network representation of the hydrogen production sources and destinations to determine the 

total cost of hydrogen production, hydrogen delivery, and carbon tax is shown in Figure 5. 5. 

The storage capacity can be considered as the limiting quantity for both hydrogen plants and HRS 

(hydrogen destination in this model). For system development, this model is applicable by applying 

the increase in storage size by assuming a higher limit for the storage and rerunning the model. 

Furthermore, using this model provides the opportunity to decide on the location of the new hydrogen 

production plant and HRS. In addition, it is possible to apply this model to the NG pipeline 

considering various possible percentages of Hydrogen. Hydrogen should be separated from the NG-

hydrogen mixture to use in HV, therefore, a scenario for combining pathways could be combining 

hydrogen with NG, delivery by a transmission line, then separating hydrogen for distribution. By this 

method appliances in the domestic sector do not need adaptability to hydrogen, but other 

infrastructures for the distribution of hydrogen and hydrogen separation from NG are required. In 

addition, it is possible to do sensitivity analysis based on Eq 5. 6 regarding various parameters such 

as storage size, the capacity of tankers, pipeline capacity, and other parameters to find the optimum 

values. 

 

Figure 5. 5  network representation of the total hydrogen production, delivery, and carbon tax model 

5.7 Conclusion 

Hydrogen delivery is one of the most important stages of hydrogen supply. There are three main 

pathways for hydrogen delivery, tube trailers, pipelines, and cryogenic tankers. Pipelines are used to 

supply high-demand regions, while tube trailers and medium cryogenic tankers are mainly used for 

smaller districts. Several issues are mentioned in this chapter that should be addressed for the cost 
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and environmental impact reduction of hydrogen delivery. These issues are associated with the cost, 

required hydrogen pressure, hydrogen losses, storage, the reaction between hydrogen and delivery 

infrastructure materials, geography of the delivery route, maintenance, and monitoring. The pipeline 

delivery mode has the lowest GHG emission in comparison to the other two main hydrogen delivery 

methods, while the lower emission between the tube trailer and the cryogenic tank is determined 

based on the delivery distance. The cost of delivery is related to several parameters such as the 

distance and density of consumers in a region. Therefore, for each project, it is needed to perform a 

techno-economic analysis to find the most suitable pathway. The pipeline delivery mode is likely to 

be the safest and most economical way of hydrogen distribution due to the lower likelihood of 

accidents and exposure to humans. A transport model is proposed in this chapter to minimize the cost 

of hydrogen delivery, which includes the cost of hydrogen production, carbon tax for hydrogen 

production, and carbon tax for hydrogen delivery. 
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5.8 Appendix 

Mass of delivered hydrogen in 1 m3 of delivered materials. 

Density of gaseous hydrogen is estimated based on the ideal gas equation. Cryogenic liquid tanker 

information is extracted from [38]. 

  
Pressure 

(bar) 

temperature, 

°C 

hydrogen 

content-

volume 

Hydrogen 

content-

mass 

Density 

(kg/m3) 

Mass of 

delivered 

hydrogen 

(kg) in 1 

m3 of the 

whole 

Pipeline (H100, 100% hydrogen)-1000 

bar 
1000 25 100% 100.00% 81.32 81.32 

Pipeline (H100, 100% hydrogen)-500 

bar 
500 25 100% 100.00% 40.66 40.66 

Pipeline (H100, 100% hydrogen)-100 

bar 
100 25 100% 100.00% 8.13 8.13 

Pipeline-NG blending (5% hydrogen) 100 25 5% 0.51% 79.89 0.41 

Pipeline-NG blending (15% hydrogen) 100 25 15% 1.69% 72.34 1.22 

Tube trailer 350 25 100% 100.00% 28.46 28.46 

Cryogenic liquid tanker 1 -252 100% 100.00% 70.8 70.80 

Ammonia ambient ambient - 17.65% 0.73 0.13 

LOHC (toluene/methylcyclohexane) ambient ambient - 6.20% 867 53.75 

Methanol ambient ambient - 12.50% 792 99.00 

Metal hydrides (magnesium hydride) ambient ambient - 7.60% 1450 110.20 
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Hydrogen mass content in NG blending 5% volumetric 

  Hydrogen Natural gas 

percentage (volumetric) 5 95 

density(kg/m3) 8.13 83.672 

volume in 1 m3 mix (m3) 0.05 0.95 

mass in 1 m3 mix (kg) 0.40 79.49 

mixed density(kg/m3) 79.89 

mass content 0.51%   

 

Hydrogen mass content in NG blending 15% volumetric 

  Hydrogen Natural gas 

percentage (volumetric) 15 85 

density(kg/m3) 8.13 83.672 

volume in 1 m3 mix (m3) 0.15 0.85 

mass in 1 m3 mix (kg) 1.22 71.12 

mixed density(kg/m3) 72.34 

mass content 1.69%   
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Conclusion 

The focus of this PhD thesis is the evaluation of low-carbon systems and the transition from fossil fuels 

to RES. The thesis is divided into five chapters. The first chapter is associated with a method for the 

estimation of global carbon dioxide mass using remote sensing. The available method of carbon dioxide 

mass calculation based on observation has not changed since 1983, although new measuring platforms 

are available, and more data are accessible. The estimated carbon dioxide global mass at the beginning of 

2021 is around 3.23×1015 kg. The results from 2019 to 2021 are compared to the results of applying 

Fraser’s method to NOAA data. The maximum and the average difference between the proposed method 

and the results of Fraser’s method application on NOAA data were 1.23% and 0.15%, respectively. It is 

possible to estimate the local carbon dioxide mass by the proposed method considering the calculations, 

which are done separately for each cell, compatible with the resolution of the OCO2 satellite. The method 

proposed in the first chapter could be used in decision-making for the design and location of systems for 

carbon capture and low carbon systems. The main issues regarding remote sensing are related to the 

availability of data from satellites and passing the quality check. It can be addressed in future studies by 

the combination of satellites or by using proper algorithms to reproduce missed data. In addition, in future 

studies, temporal variation of desired location can be investigated to check the carbon dioxide mass 

changes as a function of time. 

In the second chapter, the performance of the first demo plant of an innovative technology, which is called 

ejectors system, for port entrance sediment management is provided. It is found that the plant was able to 

reach the desired condition after almost one year of operation (June 2019–April 2020), considering the 

water depth threshold. The estimated transported sediment volume is around 245 and 750 m3 considering 

various sea storm conditions. For future studies, the arrangement and the location of the ejectors can be 

changed to optimize the demo plant operation. In addition, the number of ejectors can be reduced to 

decrease the total power consumption and carbon dioxide emissions. 

In the third chapter, carbon dioxide emissions of hydrogen production via PEM and alkaline electrolysers 

are compared. Considering the current grid condition in Australia, the carbon dioxide emission to generate 

1 kg of hydrogen in Australia is estimated approximately 30 to 40 kg and 40 to 50 kg, at stack operational 

level, through PEM and alkaline technologies, respectively. If the current amount of hydrogen which is 

produced in Australia is produced by PEM technology the emission equivalent is 10.5 to 14 Mt of CO2, 

while for alkaline technology it could be 14 to 17.5 Mt of CO2.  It is predicted that, in 2030, the emission 

in Australia would be 25 to 35 kg of CO2 emission for 1 kg of hydrogen generation by PEM technology 
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and 30-40 kg for Alkaline technology. The current CO2 emission to produce 1 kg hydrogen in Italy is 

around 12 to 15 kg CO2 and the anticipated emission in 2030 is 5 -10 kg CO2 using PEM or alkaline 

technologies. It is found that PEM energy consumption is more sensitive to cell voltage in comparison to 

current density. It could be due to undesirable reactions or electrolyte impurities that amplify the 

importance of cell manufacturing and electrolyte resistance. The result of sensitivity analysis regarding 

energy sources scenarios revealed that there is a possibility to reach around 5 kg and 1-3 kg CO2 emission 

in Australia and Italy, respectively, by a complete transition from fossil fuels to RES. For future studies, 

more detailed sensitivity analysis of PEM and alkaline regarding cell characteristics can be defined, in 

addition, cell characteristics can be optimized to reduce carbon dioxide emissions. 

Considering the higher value of carbon dioxide emission by alkaline technology, in the fourth chapter the 

LCA is performed on the PEM plant. For this purpose, the environmental impact of nine energy and stack 

configuration scenarios in Australia, Italy, and the whole world are quantified and compared in this study. 

For the current situation, it is realized that the main contributor to the environmental impact of hydrogen 

production is the electricity supply, and other sections’ contribution is almost negligible. With the 

transition from fossil fuels to RES, stack materials become important contributors. It is shown that for the 

current condition, Australia has the highest and Italy represents the lowest emissions. Considering the 

possible confirmation of cells according to the literature, by a sensitivity analysis regarding the variation 

of stack material weight, it is found that iridium, platinum, and Nafion variations are important in the final 

result. The transition from fossil fuels to RES results in the desired result of several indices such as global 

warming. Carbon dioxide emission of 1 kg of hydrogen production could reach the range of 1-2.3 kg from 

around 25 kg of CO2 emission. The difference between the result of chapter 3 and chapter 4 is related to 

the impact factor estimation difference of databases. It should be noted that this transition could result in 

undesirable values, such as mineral resources scarcity. Therefore, the transition from fossil fuels to RES 

could be a suitable solution for global warming mitigation but the material intensity and their cost become 

more important in decision-making. It is found that the transition to wind energy could result in 

undesirable results, thus, a deep investigation is needed for the allocation of RES. The best and worst 

scenarios in comparison to the SMR method are Sc3 and Sc6, respectively. It is shown that electricity is 

the main contributor to global warming of hydrogen generation, but it is important to define the materials 

of stack and BOP with the highest contribution. The materials with the highest carbon dioxide emissions 

are titanium, iridium, and platinum. The optimization of these materials can be more effective for 

scenarios related to RES in the future. For future studies, the same approach can be applied to alkaline 

technology. 
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In the last chapter, various hydrogen delivery pathways are compared and a guide for pathway choice 

regarding the demand quantity and delivery distance is provided. Based on the literature, it is found that 

pipeline delivery has the lowest GHG emission compared to the other two main hydrogen delivery 

methods. Moreover, the lower emission between the tube trailer and the cryogenic tank can be determined 

based on the delivery distance. By comparing the hydrogen content of the same volume of carriers it is 

realized that ammonia can deliver a very low amount of hydrogen while metal hydrides show the best 

performance. A transport model is proposed in this chapter to optimize the cost of hydrogen delivery. The 

recommended equation includes the cost of hydrogen production and delivery, carbon tax for hydrogen 

production, and carbon tax for hydrogen delivery. This model provides the opportunity to define the 

location and capacity of a new hydrogen plant in the network. In addition, if global warming is considered 

the only parameter which determines the allocation of hydrogen from each plant to each end-user, the cost 

can be substituted by the amount of carbon dioxide emission in the proposed model. For future studies, it 

is recommended to apply the model to a real network for the model evaluation.  

In conclusion, it can be seen that there are various ways to reduce carbon dioxide emission reduction, but 

different factors affect the decision-making about a technology. These factors could be the policies 

regarding the transition from fossil fuels to RES, the investors, and the social acceptance of new 

technology. In addition, despite the positive result of this study, there are still more options that should be 

assessed to check their impact on carbon dioxide emission reduction, such as using other RES, like 

geothermal and tidal energy, and using other technologies such as anion exchange membrane water 

electrolyser. 

 

  

 


