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All that is now

All that is gone

All that’s to come

and everything under the sun is in tune

but the sun is eclipsed by the moon.

”There is no dark side of the moon really. Matter of fact it’s all dark.”.

Pink Floyd, Eclipse, The Dark Side of the Moon, 1973.

Shakyamuni insegnó che il superficiale é facile, ma il profondo é di�cile. Il cuore di un

coraggioso lascia il superficiale e cerca il profondo.

Nichiren Daishonin, Sulla profezia del budda, RSND, Vol.1, Pag.352-357.
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Summary

The topic of this thesis is the design and the implementation of mathematical models

and control system algorithms for rotary-wing unmanned aerial vehicles to be used in

cooperative scenarios.

The use of rotorcrafts has many attractive advantages, since these vehicles have the

capability to take-o↵ and land vertically, to hover and to move backward and laterally.

Rotary-wing aircraft missions require precise control characteristics due to their unstable

and heavy coupling aspects. As a matter of fact, flight test is the most accurate way to

evaluate flying qualities and to test control systems. However, it may be very expensive

and/or not feasible in case of early stage design and prototyping. A good compromise is

made by a preliminary assessment performed by means of simulations and a reduced flight

testing campaign. Consequently, having an analytical framework represents an important

stage for simulations and control algorithm design.

In this work mathematical models for various helicopter configurations are implemented.

Di↵erent flight control techniques for helicopters are presented with theoretical background

and tested via simulations and experimental flight tests on a small-scale unmanned heli-

copter. The same platform is used also in a cooperative scenario with a rover. Control

strategies, algorithms and their implementation to perform missions are presented for two

main scenarios.

One of the main contributions of this thesis is to propose a suitable control system

made by a classical PID baseline controller augmented with L1 adaptive contribution. In

addition a complete analytical framework and the study of the dynamics and the stability

of a synch-rotor are provided. At last, the implementation of cooperative control strategies

for two main scenarios that include a small-scale unmanned helicopter and a rover.
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CHAPTER 1

Introduction

The topic of this work is the design and the implementation of mathematical models

and control system algorithms for rotary-wing unmanned aerial vehicles. The use of these

vehicles in a wide range of applications is expanding. With the goal of increasing operabil-

ity and expanding mission tasks, cooperative control is becoming more discussed by the

scientific and industrial communities. The aim of the thesis is to extend the knowledge

within the framework of control systems for autonomous rotorcrafts in cooperative sce-

narios. The goal is to propose a general scheme that gives the opportunity to easily pilot

the formation as desired among di↵erent strategies. Thus, vehicles own autopilot remains

independent from the formation controller. Accordingly, it is possible to implement and

test many possible configurations including also innovative algorithms. The purpose is to

investigate many control algorithms by means of numerical simulations and flight tests

on small-scale UAVs. Considering this, the use of simulations is relevant for performing

tests prior to execute a flight campaign, so that the implementation of suitable mathemat-

ical models is another main point of this work. The author intends to propose complete

mathematical frameworks for di↵erent unamnned rotorcraft configurations, including also

unconventional ones.

The chapter is organized as follows: firstly a general overview of the state of the art in

the field of rotary-wing aircraft, control system design and multi-agent scenario is given.

Then the original contributions of this thesis are presented. Finally the outline of the

entire work is described.

1



1. Introduction

1.1 State of the art

Unmanned Aerial Vehicles (UAVs) have become extensively used in a wide range of

applications, getting a large interest in the scientific and industrial community and playing

increasingly prominent roles in disparate programs around the world. An Unmanned Aerial

System (UAS) is composed by the aircraft itself, by a control station, by the communication

system and by the support equipment, including sensors, software and microcontrollers [1],

[2]. These platforms are suitable for numerous applications both in civilian and military

fields, such as aerial photography and video shooting, agriculture, conservation, search and

rescue, surveillance and coastguard, tracking and so on. Control functions of the aircraft

may be either on-board or o↵-board. An UAV may have di↵erent levels of automation:

zero, partly or completely provided of automatic intelligence. Partially or fully automatic

UAVs help operators to realize complex missions and o↵er advantages if compared to

manned aircraft. As an example, unmanned vehicles are safer than manned ones in both

civilian and military applications as in environmental monitoring or surveillance. Moreover,

the cost of a mission performed with an UAS is cheaper than operating with manned

vehicles. Firstly, the aircraft results to be smaller than the manned one used for the

same role and typically its price is lower. Then, also operating and maintenance costs are

reduced [1].

The use of UAVs for the operations mentioned above has been generally accepted and

the benefits have been recognized [3]. With the aim to increase the operability of UAVs

and to widen the missions tasks, cooperative behaviour have been implemented with au-

tonomy and automation [4]. Accuracy, flexibility, e�ciency, robustness and reliability are

expected to be enhanced, even if it is exposed to additional possibility of failure and error

propagation. In particular, a system of unmanned vehicles is a group of agents interacting

each other and with the ambient around [5]. Nowadays cooperative algorithms and their

applications are largely discussed by the scientific community. There are numerous reviews

of the late contributions on the topic. Ren et al. [6] and Wang [7] give an overview of

information consensus in multi-vehicle cooperative control, while Anderson et al. [8] set

out the rudiments of the theory for analysing and creating architectures appropriate to the

control of formations of autonomous vehicles based on ideas of rigid graph theory. Oh et

al. [9] present a survey of multi-agent formation control by categorizing the existing re-

sults into the position-based, displacement-based and distance-based control, whereas Zhu

[10] and Senanayake [11] present a survey on new progresses on control and optimization

approaches for swarm systems.

Among various topics related to multi-vehicle systems, formation control has been stud-

ied for many years. Formation control concerns vehicle swarming considering constraints
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in relative positions.

Many applications and formation control problems depend on the sensing capability

and on the interaction topology of agents. In literature there are examples based on the

behavioural approach [12], [13], [14], virtual structures [15], [16], [17], and the leader-

follower configurations [18], [19], [20], [21], [22]. Rezaee et al [23] report that the leader-

follower configuration is the most popular one due to its facility of implementation and use.

As suggested by the name itself, there is an agent moving along a trajectory that is called

”leader” and another one, called the ”follower”, that has to maintain a requested distance

and/or orientation or relative positions from the leader by adopting a control strategy [19].

As stated by Dehghani and Menhaj [24], there are three main methods to set up desired

relative kinematics between the vehicles. The first one is the so-called ”communication

based approach”: state information are exchanged via radio communication. The second

one is the ”vision aided strategy”: the follower through the use of a visual sensor measures

relative information and via global position measurements knows self position. The third

one is the ”vision based strategy” in which the follower is only provided with a relative

measurement sensor. Despite vision aided and vision based strategies are of particular

interest for researchers due to practical issues, communication based approach does not

need additional sensors and cameras with respect to those normally present on the UAV

autopilot.

Even if reference [23] suggests that the leader-follower configuration is the most popular,

a comparative study [25] between three di↵erent formation structures shows the advantages

of the behavioural approach for formation keeping and trajectory tracking. The formation

structures analysed by the authors are the leader-wingman, the virtual leader and the

behavioural approaches.

There are many di↵erent UAVs configurations that can be employed in cooperative

scenarios: fixed-wing and rotary-wing aircraft, Vertical Take O↵ and Landing (VTOL) ve-

hicles and Short-Take O↵ and Landing vehicles (STOL). Rotary-wing aircraft have many

evident advantages compared to fixed-wing ones [26], [27], [28]. A fixed-wing aircraft re-

quires a run-way to take-o↵ and land or other launching mechanisms [29]. Di↵erently,

a rotorcraft has the capability to take-o↵ and land vertically, to hover, to move back-

wards and sideways, to fly also at very low altitudes and to perform both aggressive or

non-aggressive maneuvers. There are various types of rotary-wing aircraft: helicopters, au-

togyros, gyrodyne, rotor-kites and multirotors. Multirotors seem to have more advantages

than helicopters, as their mechanic is more simple if compared to conventional helicopters

and straightforwards stabilization loops for compensating their inherent instability are

available. In addition, these vehicles are also low-cost, since their great demand and sup-

ply on the market. However, these platforms have a reduced maximum cruise speed if
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compared to helicopters and their e�ciency is lower for equal total thrust.

Concerning helicopters, these may have di↵erent configurations: the conventional and

the most common one with a single main rotor and a tail rotor; the tandem rotor configu-

ration; the coaxial rotor configuration and the intermeshing or synchropter rotor configu-

ration [30]. In this last configuration the total thrust is provided by two counter-rotating

intermeshing main rotors that at the same time allow for the yaw-axis torque balance.

There are some advantages in the use of the synchropter configuration that helped it to

become more popular in the recent years. With respect to a conventional single main rotor

helicopter, the synchropter has a greater payload capacity due to the presence of two main

rotors, whose total power can be used to provide useful lift [30]. It also results in a lower

noise pitch level due to the lack of the tail rotor [31]. Moreover, the lifting capability is

increased if compared to a coaxial rotor configuration due to the larger ”free” disc area of

the synchrotor, bringing to a 10-15 percent larger available payload [31], [32], [33]. The

main disadvantage, like coaxial design, is that the induced power is higher than that of

two isolated rotors, with a loss of e�ciency. This is due to the fact that one rotor may

operate in the slipstream of the other one, resulting in the need of an higher induced power

for the same thrust [30]. Furthermore, the intermeshing configuration presents a lack of

maneuverability on the yaw-axis which, however, may be recovered by a proper control

system design. Performance, vibratory loads analysis, servo-flap design, identification and

control system design of such configuration have been discussed in the existing literature

[34], [35], [36], [37], that is mainly related to the Kaman K-MAX® aircraft or to others

small-scale platforms projects [38], [31].

Helicopters in all their configurations and more in general Rotorcraft Unmanned Aerial

Vehicles (RUAVs) may operate in potentially obstructed and constrained environments

or may be asked to complete complex missions, demanding high capability of the pilots

or of the autopilots. Consequently, robust control systems are required. The design of

controllers for RUAVs has been reported by a considerable number of researchers. The

approaches developed up to present days for the control of helicopters are based on classical,

modern and intelligent control techniques. Mettler [39] and Raptis and Valavanis [40] give

an overview of the linear and non-linear control techniques for small scale helicopters

in their books. PID-based feedback techniques are used in the present helicopter Flight

Control System (FCS) design due to their easiness of realization and application [41]. In

reference [42] a multi-loop single-input single-output (SISO) control based on proportional

feedback is presented. However, these techniques present limited achieved performance.

Other classical control methods have been investigated and are currently employed, as

model following approach or gain scheduling, but still proving lack of robustness in case

of unmodeled non-linearities. Considering the high-level of fidelity required for piloting
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RUAVs, there is the necessity to design baseline controllers with a considerable high level

of robustness against the uncertainties and possible disturbances. Concerning intelligent

control approaches, the two dominant ones are fuzzy logic and Artificial Neural Network

(ANN). The former have been mainly studied starting from 1990 [43], as well as the latter

with application on unmanned small-scale helicopters [44]. An evolutionary design method

for fuzzy logic controller has been presented in reference [45]. It is based on self-organizing

process that learns relations between input and output and it is used as regulation layer

of a flight management unit for an unmanned helicopter. Among the modern control

methodologies, the use of LQR and eigenstructure assignment control is demonstrated by

[46] and [47]. In the 1990s, McFarlane and Glover introduced the H1 optimal control [48]

that started to be used from 1997 [49] on helicopters and is currently research topic also

on small-scale platforms [50]. in reference [51], the authors implemented a special scheme

based on H2 and H1. Linear Parameter Varying (LPV) approach is widely used for fixed-

wing aircraft [52], but there are few examples of its application to helicopters [53]. There

are other nonlinear methodologies that have been implemented to rotorcrafts, but these

have been slightly researched: sliding mode [54], backstepping [55] and Model Predictive

Control (MPC) [56]. In the class of modern controllers, there are also adaptive control

methods, that are currently experiencing a revived interest, as presented by Anavatti et al.

[57]. These techniques can face with nonlinear uncertainties for both linear and nonlinear

systems. In the past decades their application have been extended also to helicopter control

[58], [59], [60], [61]. In the current literature there are few examples of this adaptive

controller applied to helicopters. From 2009, Guerriero et al. applied this adaptive control

technique to provide attitude and velocity stabilization of an autonomous helicopter [62],

while Michini et al. used L1 on indoor autonomous helicopter [63]. Bichlmeier et al. tested

this technique on helicopter attitude rate control loop [64]. Gaoyuan et al. tested L1 on

tandem-rotor helicopters [65], whereas Tian et al. implemented the L1 controller for the

vertical flight control of helicopter [66] with piece-wise constant adaptation law.

1.2 Contributions

Main contributions of this work with respect to the state of the art are:

• The mathematical modelling and the dynamics of the synch-rotor configuration.

Whereas current studies are focused on the topics mentioned above, an overall the-

oretical framework to address preliminary design, optimal sizing and control system

design is still missing in literature. The scope is to provide an analytical framework

to describe aircraft performance, dynamics behaviour and stability issues in virtue
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of relevant parameters associated to the configuration itself. As part of this thesis, a

non-linear mathematical model of the intermeshing rotors configuration is provided

considering the aerodynamic e↵ects due to the intermeshing rotors interaction. In

addition, both coupled and decoupled systems and some approximate closed-form

solutions for relevant dynamic modes are given with the stability analysis.

• The development of a control framework made by a PID baseline controller aug-

mented with an adaptive contribution for the conventional single main rotor he-

licopter. In this thesis the L1 adaptive control technique has been applied to a

small-scale remotely piloted helicopter with the aim to improve the PID baseline

controller performance. The principal advantage of this adaptive control technique

is to decouple robustness from fast adaptation [67]. The present work extends the

use of L1 adaptive control technique to small-scale helicopters through the original

architecture that allows the adaptive contribution to be switched-on and o↵, giving

the possibility to safely test the augmented controller. The controller architecture is

the Lyapunov-based adaptive control law for nonlinear systems in the hypothesis of

matched uncertainties. This architecture is reported in chapter 2.4 of reference [67].

To the author’s knowledge,the unique feature of this architecture is that it has never

been used to helicopters before.

• The design of a cooperative control strategy for unmanned vehicles in a multi-agent

system. The original contribution lies in the implementation of a general scheme

whose main peculiarity is the possibility to easily switch among di↵erent forma-

tion control strategies. Moreover, this design allows to keep unchanged each vehicle

autopilot, providing the opportunity to test many algorithms letting the choice in-

dependent for each agent.

1.3 Outline

This thesis presents first the analytical frameworks of di↵erent helicopter configurations.

Then classical and modern control techniques are studied. Finally, these frameworks are

used in a multi-agent scenario to test cooperative control strategies. The overall process is

covered, from mathematical modelling, control design and validation through simulations

and experimental tests.

The work is divided into four main parts: mathematical modelling, control system algo-

rithms design, simulations and experimental validation. The thesis is organized as follows:

in Chapter 2 the linear and non-linear mathematical models for the conventional single
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main rotor helicopter, for the synch-rotor and for the rover are derived. In particular, the

focus of the synch-rotor analysis is on the dynamic issues related to the proper configuration

parameters. The simulation models are implemented in Matlab/Simulink® environment.

Chapter 3 explains the controllers architecture. First, classical flight controllers are given.

Then, adaptive controllers design is explained. Finally an overview of the cooperative al-

gorithm is showed.

In Chapter 4 simulation results are illustrated with the same structure of the previous

chapter. The simulation campaign related to the classical control strategies intends to

show the performance of these controllers. Results for the adaptive controllers are also

reported and a comparison with classical control systems results is discussed. Ultimately,

simulations for the cooperative strategies test the e�ciency of these algorithms.

Chapter 5 presents the results of the experimental campaign carried out. In this part the

experimental setups are firstly described, then results are given and discussed.

A Chapter 6 of concluding remarks ends this thesis.
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CHAPTER 2

Mathematical modelling

In this chapter, the non-linear mathematical models of the vehicles are derived starting

from general expressions for kinematics and dynamics of a rigid body. First, the helicopter

six degrees of freedom model is presented. Secondly, the synch-rotor non-linear model is

given. Then this model is linearized and the dynamic issues are discussed considering the

proper configuration parameters. A section presenting the rover model ends this chapter.

2.1 Helicopter model

In this section the classical single main rotor with tail rotor helicopter configuration

model is presented. The following assumptions are made:

1. The earth is flat and fixed;

2. Mass, inertia and center of gravity position are constant, accordingly fuel consump-

tion is neglected and the vehicle presents a longitudinal plane of symmetry;

3. Gravity acceleration is considered independent of height and hence constant.

The following reference frames are introduced, as depicted in Fig. 2.1, Fig. 2.2 and

Fig. 2.3: Hub-Wind, Hub-Body, Body, Local Wind and NED. In particular, the term

”Hub” means that the origin of the coordinate system is at the hub centre. The terms

”Wind” and ”Body” indicate where the three axes point.
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2. Mathematical modelling

Figure 2.1: Helicopter XY view

Figure 2.2: Helicopter XZ view
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2.1 Helicopter model

Figure 2.3: Helicopter Y Z view

1. Earth-fixed North-east-down (NED) frame, FE = {O;xE,yE, zE}. This frame is

inertial under the assumption of flat and non-rotating Earth.

2. Hub-Wind frame Fhw = {H;xhw,yhw, zhw}. This frame is used in calculation of

rotor forces and moments. Its origin is the intersection of the rotor disk plane at zero

flap angle and the rotor shaft axis. zhw axis is aligned with the rotor shaft, pointing

upward. xhw axis, orthogonal to zhw, is aligned with the component of relative wind

normal to the shaft axis. yhw axis completes the right-handed orthogonal set.

3. Hub-Body frame Fhb = {H;xhb,yhb, zhb}. zhb axis is aligned with rotor shaft, point-

ing upward. This system coincides with the hub-wind system when the sideslip �w
is zero. Its origin H is the same of the Hub-Wind frame.

4. Body-Fixed frame Fb = {P ;xb,yb, zb}. Origin is located at the centre of gravity of

the rotorcraft. xb axis points in forward direction, it’s aligned with the longitudinal

axis of the vehicle; zb axis points downward and yb axis completes the right-hand

system. All forces and moments used in the body equations of motion are expressed

relative to this system.

5. Local Vertical frame FLV = {P ;xLV ,yLV , zLV }. Origin is at the centre of gravity

and axes are parallel to the inertial frame
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2. Mathematical modelling

The proposed mathematical framework consists of the complete non-linear equations of

motions and includes the modelling of forces and moments acting on the vehicle. It is

based on the work of references [72], [70].

2.1.1 Equations of motion

Helicopter dynamics is described by Newton-Euler equations of motion projected in the

body system of reference Fb. Namely:

V̇ = �⌦⇥ V + F (e)/m (2.1)

⌦̇ = I�1[�⌦⇥ (I⌦) +M (e)] (2.2)

where mass and mass distribution are assumed to be constant. Helicopter attitude kine-

matics is given by:
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where c stays for cos and s for sin.

2.1.2 Forces and moments

The external forces are made of aerodynamic forces F (a) and gravity forces F (g) contri-

butions, whereas total moments include aerodynamic moments M (a). Gravity forces are

expressed in the following way:

F (g) = ⇧be
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3
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2
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mg sin� cos ✓

mg cos� cos 

3

75 (2.6)
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2.1 Helicopter model

Aerodynamic e↵ects are introduced for all rotorcraft components and summed:

F (a) = F (mr) + F (fus) + F (tr) (2.7)

M (a) = M (mr) +M (fus) +M (tr) (2.8)

2.1.3 Main rotor Forces and moments

Main rotor is the primary source of lift, propulsion and control, thus it dominates the

helicopter dynamics behaviour. Thus, aerodynamically, momentum theory and uniform

inflow were used together; simple strip theory was utilized and the blade forces were

analytically integrated over the radius. To obtain the total rotor forces and moments the

contributions to each blade, that were analytical functions of the azimuth, were analytically

summed. The reversed flow region and the stall and compressibility e↵ects were ignored.

This model has been shown in [68] to be suitable for stability and control investigations

up to an advance ratio of about 0.3. Rotor forces and moments were first obtained in the

wind-hub coordinate system and then transformed into the hub-body reference system.

The rotational matrix from hub-body to wind-hub coordinate system is:

2
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3
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wh
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(2.9)

where

�w = sin�1 vh
(u2

h + v2h)
1/2

(2.10)

is the sideslip angle. �w is definedaz zero as vh = uH = 0.

The transformation from body-fixed frame to hub-body frame is:

⇧hb =

2

64
cos is 0 sin is
0 1 0

� sin is 0 cos is

3

75 (2.11)

considering the rotor shaft tilted in the XZ plane with an angle is.

In such a way, equations contain periodic terms: the highest harmonic term correspond

directly to the number of rotor blades. For example, for a three-bladed rotor, the force

and moment equations contain only 3/revolution harmonic terms and for a four-bladed

rotor 4/revolution harmonic terms. Before introducing the procedure to derive main rotor

forces and moments, it’s necessary to give the rotor flapping dynamics equations.
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Rotor flapping dynamics

Description of the blade-flapping dynamics is essential to the rotor mathematical model.

The flapping of the rotor is a dynamic response to the combined e↵ects of aerodynamic,

centrifugal, inertial and gravitational forces. The aerodynamic force results from many

di↵erent sources of airflow: relative wind velocity, the vehicle’s angular velocity, the rotor’s

rotational speed and the rotor inflow passing through it. A tip-path plane representation

is used to approximate the flapping dynamic.

Flapping equation of motion The flapping equation of motion is derived with four

parameters of interest:

1. e: the e↵ective hinge o↵set

2. K�: the sti↵ness of the flapping hinge

3. K1: the pitch-flap coupling

4. �: the Lock number, defined as ⇢acR4

I�

Many assumptions need to be considered to develop analytical expressions:

• Rotor blade is rigid in bending and torsion;

• Blade twist is linear;

• Flapping and inflow angles are assumed small, the analysis is based on a simple strip

theory;

• Only e↵ects due to angular acceleration ṗ and q̇ , angular velocity p, q and the normal

acceleration of the aircraft motion are considered to calculate blade flapping;

• Compressibility and stall e↵ects are not considered;

• The reverse flow region is ignored;

• The inflow is assumed to be uniform and inflow dynamic is described by Pitt-Peters

[69] model;

• The tip loss factor is assumed to be 1.
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The results of the analysis with these assumptions are valid up to an advance ratio of

approximately 0.3 [68]. For non-teetering rotor systems the flapping equation of motion

for a single blade is derived by summing the moments at the flapping hinge:

MA +MCF +MI +MCor +MR +MBA +MBL +MW = 0 (2.12)

where:

MA moment due to aerodynamic force acting on the blade,

MCF moment due to centrifugal force, MCF = �⌦2[I� cos � + eM�] sin �,

MI moment due to blade inertia, MI = �I��̈,

MCor moment due to Coriolis acceleration,

MCor = 2[I� + eM�](p⌦ cos 0 � q⌦ sin 0),

MR flapping hinge restraint moment, MR = �K��,

MBA moment due to body angular acceleration, MBA = I�(ṗ sin 0 + q̇ cos 0),

MBL moment due to body acceleration, MBL = M�(ẇ � uq + pv),

MW weight moment of the blade about the flapping hinge.

The first term derived is the aerodynamic moment MA. At an azimuth station  , it is

given by MA =
R R�e

0 dFar0, where:

dFA =
⇢

2
(⌦R)2ac[Ū2

T ✓ + ŪT ŪP ]dr
0 (2.13)

and
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Figure 2.4: Up and UT velocity components on blade element
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Figure 2.4 shows the perpendicular and the tangential velocity components.
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MA is found to be:
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Since e << R and ✏ = e
R , the terms containing ✏3, ✏4, . . . are neglected. The result is:
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Substituting all the moments in equation (2.12), the flapping equation is obtained:
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(ẇ � uq + pv)� Mw

I�
+

⌦2�

2
{[1
4
� ✏

3
+ µ sin (

2

3
� ✏+

1

2
µ sin � ✏µ sin +

1

2
µ✏2 sin )](✓0 � A1c cos � B1c sin )+

[
1

5
� ✏

4
+ µ(

1

2
� 2

3
✏+

1

3
µ sin � 1

2
µ✏ sin ) sin ]✓t + [

1

3
� 1

2
✏+ µ(

1

2
� ✏+

1

2
✏2) sin ]�}+

�

2
(
1

4
� ✏

3
)[(p⌦ cos �w + q⌦ sin �w) sin � (p⌦ sin �w � q⌦ cos �w) cos ]+

�

8
µ(

2

3
� ✏)[(p⌦ cos �w + q⌦ sin �w)(1� cos 2 )� (p⌦ sin �w � q⌦ cos �w) sin 2 ]

(2.16)

By defining �̄ , 1
⌦ �̇ = d�

d ;
¯̄� , 1

⌦2 �̈ = d2�
d 2 , it’s possible to rewrite equation (2.16). In

addition, let’s consider a two-bladed teetering rotor with the following constraints: ✏ = 0;

�2 = ��1;  2 =  1 + ⇡; �̇2 = ��̇1 and �̈2 = ��̈1. The result is:

�̈ +
⌦�

8
�̇ + ⌦2[P 2 +

�µ2

8
sin 2 +

�K1µ2

8
(1� cos 2 )]� =

⌦2{(�
8

pw
⌦

� 2
qw
⌦

+
ṗw
⌦2

) sin + (
�

8

qw
⌦

+ 2
pw
⌦

+
q̇w
⌦2

) cos +

(
�µ

3
sin )✓0 �

�

8
[(1 +

µ2

2
) cos � µ2

2
cos 3 ]A1c�

�

8
[(1 +

3µ2

2
) sin � µ2

2
sin 3 ]B1c +

�µ

4
[✓t + �] sin }

(2.17)

where P 2 = 1 + K�

I�⌦2 +
K1�
8 and pw = p cos �w + q sin �w, qw = �p sin �w + q cos �w.

Equation (2.16) is transformed into a non-rotating coordinate system using the multi-

bladed coordinate transformation with the aim to gain a better insight into the dynamics

of the flapping motion:
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2.1 Helicopter model

�i = �0 + �d(�1)i +
kX

n=1

�nc cosn i + �ns sinn i

i = 1, 2, 3, ..., N

(2.18)

where

k =
1

2
(N � 1) Nodd

=
1

2
(N � 2) Neven

�0 =
1

N

NX

i=1

�i

�d =
1

N

NX

i=1

�i(�1)i (�d = 0, ifNodd)

�nc =
2

N

NX

i=1

�i cosn i

�ns =
2

N

NX

i=1

�i sinn i

 i =  +
2⇡

N
(i� 1)

Let �̄R and �̄ be:

�̄R , (�1, �2, . . . , �N)
T

�̄ , (�0, �1c, �1s, �2c, �2s, . . . , � 1
2 (N�1)c, � 1

2 (N�1)s)
T for N odd

, (�0, �1c, �1s, . . . , � 1
2 (N�1)c, � 1

2 (N�1)s, �d)
T for N even

The transformation equation (2.18) may be written:

�̄R = T �̄ (2.19)

where T , for N odd, is equal to:
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2. Mathematical modelling

T =

2

66666666666664

1 cos 1 sin 1 . . . cos 1
2(N � 1) 1 sin 1

2(N � 1) 1

1 cos 2 sin 2 . . . cos 1
2(N � 1) 2 sin 1

2(N � 1) 2

. . . . . . . .

. . . . . . . .

1 cos i sin i . . . cos 1
2(N � 1) i sin 1

2(N � 1) i

. . . . . . . .

. . . . . . . .

1 cos N sin N . . . cos 1
2(N � 1) N sin 1

2(N � 1) N

3

77777777777775

and for N even is:

T =

2

66666666666664

1 cos 1 sin 1 . . . cos 1
2(N � 2) 1 sin 1

2(N � 2) 1 (�1)1

1 cos 2 sin 2 . . . cos 1
2(N � 1) 2 sin 1

2(N � 1) 2 (�1)2

. . . . . . . . .

. . . . . . . . .

1 cos i sin i . . . cos 1
2(N � 1) i sin 1

2(N � 1) i (�1)i

. . . . . . . . .

. . . . . . . . .

1 cos N sin N . . . cos 1
2(N � 1) N sin 1

2(N � 1) N (�1)N

3

77777777777775

where  i =  + 2⇧
N (i� 1), i = 1, 2, 3, . . . , N .

Now, a matrix-vector format can be used to rewrite the flapping equation (2.12):

¨̄�R + A( ) ˙̄�R = f̄R (2.20)

where A( ) =

2

6666664

A11

. 0

Aii

0 .

ANN

3

7777775
, B( ) =

2

6666664

B11

. 0

Bii

0 .

BNN

3

7777775
,

f̄R , (f1, f2, . . . , fi, . . . , fN)T , Aii , �⌦
2 [(14 �

2
3✏+

✏2

2 ) + µ(13 � ✏+ ✏2) sin i] and

Bii , ⌦2(P 2 + �
2 [µ(

1
3 �

✏
2) cos i +

µ2

2 (
1
2 � ✏+ ✏2

2 ) sin 2 i] +
�K1

2 [µ(23 � ✏) sin i +
µ2

2 (
1
2 � ✏+

✏2

2 )(1� cos 2 i)]), where fi , right-hand side of equation (2.16).

The flapping equation (2.20) using the transformation (2.19) may be written with respect

to the non-rotating coordinate system:

¨̄� + ˙̄� +K�̄ = f̄ (2.21)

where
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2.1 Helicopter model

f̄ = T�1f̄R

D = T�1(2Ṫ + AT )

K = T�1(T̈ + AṪ +BT )

In order to simplify the calculation of the inverse of T , a proper scaling of variable �̄ may

be made so that:

�̄ = TS�̄I (2.22)

where

TS =

8
>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>:

2

6666664

1p
N

. . . 0

0
q

2
N . . . 0

0 0 . 0

0 0 . . .
q

2
N

3

7777775
forNodd

2

6666666664

1p
N

. . . . . . 0

0
q

2
N . . . 0

0 0 . . . . 0 0

0 0 . . .
q

2
N 0

0 0 . . . 0 1p
N

3

7777777775

forNeven

The resulting transformation is orthogonal: TI = TTS.

Since T�1 = TSI
�1
I = T 2

ST
0, the desired simplification is achieved.

The flapping equation in the non-rotating coordinate system for three-bladed and four-

bladed rotor systems are shown respectively in tables 1 and 2 at pages 34 � 37 of Chen

report [70]. The following observation may be made:

1. Periodic coe�cients in forward flight are contained in the flapping equations con-

sidering non-rotating coordinates. The basic frequency of the periodicity is directly

related to the number of blades of the rotor. For the four-bladed rotor it is 2 and for

the three-bladed one it is 3. The basic frequency for odd-bladed rotors is the number

of blades itself, for even-bladed rotors it is the half of the number of blades. It can

be shown as in [71]. The highest frequency in the periodic terms is N per rev for an

N -bladed rotor.

2. The amplitudes of the periodic terms are function of �, µ and ✏, that are independent

of K� and K1. At given advance ratio, the lower the Lock number � and the larger
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2. Mathematical modelling

the hinge o↵set ✏, the smaller the amplitudes of the periodic terms in the damping

matrix.

3. The maximum magnitude of the periodic coe�cients in the sti↵ness matrix are func-

tions of �, ✏ and K1. The hinge restraint has no direct impact on the periodic terms.

At a given advance ratio, a decrease in � will decrease the amplitude of the periodic

terms, however the combined e↵ect of ✏ and K1 is more complicated. The e↵ect of

periodic terms is reduced by an increase in ✏ for K1 = 0.

4. The parametric e↵ect on the periodic terms in the forcing functions is similar to that

on the damping terms for a given set of control positions and for the twist of the

blade.

These observations may contribute to better understand the the quality of approximation

when the time varying equations are simplified to time invariant system of equations by

dropping the periodic terms in forward flight. At µ = 0 there is no periodic terms.

Dropping the periodic terms, the first three equations in Table 2 of reference [70] (pag.36�
37) for N = 4 collapse to those for N = 3. The di↵erential equation for coning (the fourth

one) becomes uncoupled and with the forcing function equal to zero. The set of the first

three equations is identical to the first-harmonic approximation also known as the ”tip-

path-plane” equation.

Tip-path plane dynamics The procedure discussed in the previous section is identi-

cal to the classical method of approximating the flapping by the first-harmonic terms with

time varying coe�cients, that is:

�(t) = a0(t)� a1(t) cos � b1(t) sin (2.23)

The tip-path plane dynamic equation is achieved relating the constant term and the

terms with sin and cos in the equation (2.12) using (2.23):

¨̄a+ D̃ ˙̄a+ K̃ā = ˜̄f (2.24)

Respectively, D̃ is the damping matrix, K̃ is the sti↵ness matrix and ˜̄f is the forcing

function, whose expressions are reported in Appendix A in chapterA. Note that: a0 = �0,

a1 = ��1c and b1 = ��1s. It’s possible to approximate the flapping equation for the

teetering rotor with the ”tip-path plane” procedure; so equation (2.17) becomes:
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2.1 Helicopter model

"
ä1
b̈1

#
+ ⌦

"
�
8 2

�2 �
8

#"
ȧ1
ḃ1

#
+ ⌦2

"
P 2 � 1 + �K1µ2

16
�
8 (1 +

µ2

2 )

��
8 (1�

µ2

2 ) P 2 � 1 + 3�K1µ2

16

#"
a1
b1

#
=

⌦2

"
0 0 �

8 (1 +
µ2

2 ) 0

��µ
3 ��µ

4 0 �
8 (1 +

3µ2

2 )

#
2

6664

✓0
✓t
A1c

B1c

3

7775
+ ⌦2

"
0

��µ
4

#
�+

⌦

"
�2 ��

8 0 � 1
⌦

��
8 2 � 1

⌦ 0

#
2

6664

pw
qw
ṗw
q̇w

3

7775
(2.25)

where P 2 = 1 + K�

I�⌦2 +
�K1

8 and

�(t) = a0 � a1(t) cos � b1(t) sin (2.26)

For a two-bladed rotor, the tip-path plane approximation is mostly valid for only low

frequency excitation (ṗ and q̇ may be neglected). In the flapping equation (2.23) the

coning is constant and it is referred as precone angle. In the tip-path plane dynamics

there are three natural modes: coning, advancing ad regressing. Regressing mode is the

most important with regards to the e↵ect of rotor dynamics on handling characteristics.

It is the mode with the lowest frequency; it usually couples with fuselage modes. The

others have higher undamped natural frequencies: on the order of rotating frequency for

the coning mode and twice the rotating frequency for the advancing one. These are usually

less significant on handling quality influence. Let’s analyze the e↵ects of the parametric

variations in general rotor system on the modal characteristics, starting from the hovering.

Coning equation is decoupled as in table A.1. This mode presents an undamped natural

frequency !nc , here illustrated with the damping ratio ⇣c:

8
<

:

!nc
⌦ = P , [1 + K�

I�⌦2 +
eM�

I�
+ �K1

8 (1� 4
3✏)]

1
2

⇣c = ⇣ , �
16P (1�

8
3✏+ 2✏2)

(2.27)

For the advancing and regressing modes the undamped natural frequencies and the

damping ratio are given by:

8
<

:

!nA
⌦ = (1 + P 2 + 2P

p
1� ⇣2)

1
2

⇣A = ⇣
!nA
⌦

(2.28)
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2. Mathematical modelling

8
<

:

!nR
⌦ = (1 + P 2 � 2P

p
1� ⇣2)

1
2

⇣R = ⇣
!nR
⌦

(2.29)

In forward flight the modal characteristics of the tip-path plane dynamics are much more

complicated the coning equation is no longer decoupled. Flapping frequency is generally

di↵erent from rotational one of the rotor system, clear from equation (2.24). The maximum

flapping response to a cyclic-control will no longer exhibit 90 deg lag in phase. It’s necessary

to have a proper control phasing or mixing to achieve the desired flapping decoupling: a

longitudinal control input that produces only a steady-state longitudinal flapping and a

lateral control input that produces only lateral flapping response. Consider first the steady-

state solution of tip-path plane variables at hover in order to link the required control

phasing/mixing to the rotor system parameters. From equation (2.24), these responses

may be obtained using:

ās.s. = K̃�1 ¯̃f (2.30)

Expanding the previous equation at hover, dropping terms containing fuselage angular

acceleration ṗ and q̇:

a0s.s. =
1

P 2
[
�gM�

I�⌦2
+
�

2
[(
1

4
� ✏

3
)✓0 + (

1

5
� ✏

4
)✓t + (

1

3
� ✏

2
)�]] (2.31)

a1s.s. =
1

�
[�(

1

8
� ✏

6
)[(P 2 � 1)(A1c �

qw
⌦
)� �(

1

8
� ✏

3
+
✏2

4
)(B1c �

pw
⌦
)]�

2(1 +
eM�

I�
)[(P 2 � 1)

pw
⌦

+ �(
1

8
� ✏

3
+
✏2

4
)
qw
⌦
]] (2.32)

b1s.s. =
1

�
[�(

1

8
� ✏

6
)[(A1c �

qw
⌦
)�(

1

8
� ✏

3
+
✏2

4
) + (P 2 � 1)(B1c �

pw
⌦
)]�

2(1 +
eM�

I�
)[�(P 2 � 1)

qw
⌦

+ �(
1

8
� ✏

3
+
✏2

4
)
pw
⌦
]] (2.33)

where � = (P 2 � 1)2 + �2(18 �
✏
3 +

✏2

4 )
2 and P 2 = 1 + K�

I�⌦2 +
eM�

I�
+ �K1

8 (1� 4
3✏).

For the case P 2 = 1, ✏ = 0, the steady-state response of longitudinal and lateral flapping

to the cyclic-control inputs become:

a1s.s. = �B1c

b1s.s. = A1c
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2.1 Helicopter model

Main rotor thrust

The procedure to obtain the thrust equation is given. The same procedure will be

applied for the others main rotor forces and moments, thus only for the thrust case the

complete procedure is illustrated. The hub-wind system is used, then it is transformed

into the hub-body system. The shear force for a single ith blade at azimuth  i is given by:

S( i) =Fa � �̈M� �mq +m(ẇ � uq + pv)

+ [2p⌦(
M�

g
+ em) +

M�

g
q̇] cos 0

i

+ [�2q⌦(
M�

g
+ em) +

M�

g
ṗ] sin 0

i (2.34)

where Fa, the aerodynamic force, is given by:

Fa =

Z R�e

0

⇢

2
(⌦R)2ac(Ū2

T ✓ + ŪT ŪP ) dr
0 (2.35)

Let’s substitute the following equations in equation 2.35:

ŪT =
UT

⌦R
= ✏(1� cos �) + µ sin + x cos � (2.36)

ŪP =
UP

⌦R
=� cos � � µ sin � cos � �̇

⌦
(x� ✏)

+ x[(
p

⌦
cos �w +

q

⌦
sin �w) sin + (� p

⌦
sin �w +

q

⌦
cos �w) cos ] (2.37)

✓ = ✓0 � A1c cos � B1c sin + x✓t �K1� (2.38)

So Fa results:

Fa =
⇢

2
(⌦R)2acR{[1

3
+ (1� ✏)(1 + ✏+ µ sin )µ sin ](✓0 � A1c cos � B1c sin )

+ [
1

4
+ (

2

3
+

1

2
¯1� ✏2µ sin )µ sin ]✓t + [

1

2
(1� ✏2) + (1� ✏)µ sin ]�

� {[1
3
+ (1� ✏)(1 + ✏+ µ sin )µ sin ]K1

+ [
1

2
(1� ✏2) + (1� ✏)µ sin ]µ cos }� � 1

⌦
[
1

3
� ✏

2
+

µ

2
(1� ✏)2 sin ]�̇

+ [
1

3
+

µ

2
(1� ✏2) sin ][(

p

⌦
cos �w +

q

⌦
sin �w) sin + (� p

⌦
sin �w +

q

⌦
cos �w) cos ]}

(2.39)
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The flapping is approximated by equation (2.23), so:

�̇ = ȧ0 � (ȧ1 + b1⌦) cos � (ḃ1 � a1⌦) sin (2.40)

�̈ = ä1 � (ä1 + 2ḃ1⌦� a1⌦
2) cos � (b̈1 � 2ȧ1⌦� b1⌦) sin (2.41)

Noting that:
NX

i=1

sin i =
NX

i=1

sin 0
i = 0

NX

i=1

cos i =
NX

i=1

cos 0
i = 0

the thrust becomes:

T =
NX

i=1

Fa( i)�N [ä0M� +mg �m(ẇ � uq + pv)] (2.42)

Let’s note that the first term of the right-hand side of equation (2.42) is a function of

N, number of blades. For N = 3 and 4, T assumes the following expression:

1

0.5⇢acR(⌦R)2

NX

i=1

Fa( i) =N [
✓0
3
+
✓t
4
+

1

2
(1� ✏2)�� K1a0

3
� ȧ0

⌦
(
1

3
� ✏

2
)]

+
N

2
{µ2(1� ✏)✓0 +

µ2

2
(1� ✏2)✓t � µ(1� ✏2)B1c

� [a0µ
2(1� ✏)� b1µ(1� ✏2)]K1 +

a1
2
µ(1� ✏2)

+
1

⌦
(ḃ1 � a1⌦)

µ

2
(1� ✏)2

+
µ

2
(1� ✏2)(

p

⌦
cos �w +

q

⌦
sin �w)}+O(N) (2.43)

where:

O(4) = 0 (for four-bladded rotor)

O(3) =
3

4
[µ2(1� ✏)B1c � b1µ

2(1� ✏)K1 + a1µ
2(1� ✏)] sin 3 

+
3

4
[µ2(1� ✏)A1c � (a1K1 + b1)µ

2(1� ✏)] cos 3 (for three-bladed rotor)

In this way, the thrust equation becomes:
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T =
N

2
⇢acR(⌦R)2{1

2
(1� ✏2)�+ [

1

3
+

µ2

2
(1� ✏)]✓0 + [

1

4
+

µ2

4
(1� ✏2)]✓t

� µ

2
(1� ✏2)B1c � a0[

1

3
+

µ2

2
(1� ✏)]K1 + a1[

µ

2
✏(1� ✏)]

+ b1[
µ

2
(1� ✏2)K1]�

ȧ0
⌦
(
1

3
� ✏

2
) +

ḃ1
⌦
[
µ

4
(1� ✏)2]

+
µ

4
(1� ✏2)(

p

⌦
cos �w +

q

⌦
sin �w) +

O(N)

N
}�N [ä0M� +mg �m(ẇ � uq + pv)]

(2.44)

where

8
>>>>>>><

>>>>>>>:

O(4) = 0 for N=4

O(3) =
3

4
[µ2(1� ✏)B1c � b1µ

2(1� ✏)K1 + a1µ
2(1� ✏)] sin 

+
3

4
[µ2(1� ✏)A1c � µ2(1� ✏)(a1K1 + b1)] cos 3 

for N=3

(2.45)

By dropping the high harmonic contributions, the thrust can now be expressed as:

T =
N

2
⇢acR(⌦R)2{1

2
(1� ✏2)�+ [

1

3
+

µ2

2
(1� ✏)]✓0 + [

1

4
+

µ2

4
(1� ✏2)]✓t

� µ

2
(1� ✏2)(B1c �K1b1)� a0[

1

3
+

µ2

2
(1� ✏)]K1 + a1[

µ

2
✏(1� ✏)]

� ȧ0
⌦
(
1

3
� ✏

2
) +

ḃ1
⌦
[
µ

4
(1� ✏)2] +

µ

4
(1� ✏2)(

p

⌦
cos �w +

q

⌦
sin �w)}

�N [ä0M� +mg �m(ẇ � uq + pv)]

(2.46)

Usually the last two terms, mg �m(ẇ� uq + pv), are small compared to the others, so

they are dropped and T finally results:

T =
N

2
⇢acR(⌦R)2{1

2
(1� ✏2)�+ [

1

3
+

µ2

2
(1� ✏)]✓0 + [

1

4
+

µ2

4
(1� ✏2)]✓t

� µ

2
(1� ✏2)(B1c �K1b1)� a=[

1

3
+

µ2

2
(1� ✏)]K1 + a1[

µ

2
✏(1� ✏)]

� ȧ0
⌦
(
1

3
� ✏

2
) +

ḃ1
⌦
[
µ

4
(1� ✏)2] +

µ

4
(1� ✏2)(

p

⌦
cos �w +

q

⌦
sin �w)}

�Nä0M�

(2.47)

In the computation of thrust the rotor inflow is required. There are two main categories

of inflow models: static and dynamic. The Pitt-Peters dynamic inflow model [69] has been
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used, only considering a uniform inflow. The induced uniform inflow model implemented

is assumed to be, in the wind-hub reference frame:

d

dt
=

0

B@
�0
�s
�c

1

CA = ⌦M�1(�(L1L2)
�1

0

B@
�0
�s
�c

1

CA+Caero) (2.48)

with �s = �c = 0 to account only for the uniform inflow (�0). Caero, M, L1,L2 expressions

are fully reported in [69]. The total inflow through the rotor �, is given by:

� =
wH

⌦R
� �0 (2.49)

The expression of rotor-induced velocity at the disk, required in the calculation, is:

vi = (
wH

⌦R
� �)⌦R (2.50)

Main rotor horizontal and lateral forces The expressions for rotor H and Y forces

in the hub-body system are:

Hw =
N

2
⇢acR(⌦R)2

aCH

a�
(2.51)

Yw =
N

2
⇢acR(⌦R)2

2CY

a�
(2.52)

where

2CH

a�
= (

2CH

a�
)w cos �w + (

2CY

a�
)w sin �w (2.53)

2CY

a�
= �(

2CH

a�
)w sin �w + (

2CY

a�
)w cos �w (2.54)

where (2CH
a� )w and (2CY

a� )w in the wind-hub system are:
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ḃ1
⌦

� a1)� a1�]� (
2

3
� ✏)[a1

ȧ0
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and
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(2.56)

Main rotor hub moments Rotor hub moments expressions are:

Mw = (MH)w cos �w + (LH)w sin �w (2.57)

Lw = �(MH)w sin �w + (LH)w cos �w (2.58)

where:
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Main rotor torque Rotor torque is written as:

QF =
N

2
⇢acR2(⌦R)2

2CQ

a�
(2.61)
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ȧ0
⌦

+
µ

6
(
ḃ1
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ḃ1
⌦

� a1)]

� 1

2
(1� ✏2){�2 + �µa1 + 2�✏

ȧ0
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(2.62)

For the case of a two-bladed teetering rotor, the forces and moments may be obtained

by setting ✏ = 0, ȧ0 = ä0 = 0 in the above equations.

For a teetering rotor without cyclic pitch, as in many tail rotor systems, the forces and

moments may be obtained by setting A1c = B1c = 0. Since flapping frequency of tail

rotors is much higher than that of the main rotor systems, the tip-path plane may be

neglected.Thus, for tail rotor applications, it is set ȧ0 = ȧ1 = ḃ1 = 0 and ä0 = ä1 = b̈1 = 0

in the above equations.

These rotor forces and moments are the contribution to the total aerodynamic forces and

moments in the body axes of the aircraft. The set of these equations are:
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8
>>>>>>>>>>><

>>>>>>>>>>>:

XF = TF sin iF �HF cos iF

YF = YF

ZF = �TF cos iF �HF sin iF

LF = LHF cos iF �QF sin iF + YFhF + (TF cos iF +HF sin iF )dF

MF = MHF � (TF sin iF �HF cos iF )hF + (TF cos iF +HF sin iF )lF

NF = QF cos if + LHF sin iF + YF lF + (TF sin iF �HF cos iF )dF

(2.63)

2.1.4 Tail rotor forces and moments

The tail rotor is modelled as in reference [72]. Flapping dynamics is ignored, as well as

tip-path plane dynamics, since flapping frequency is much higher than that of the main

rotor. The first and second derivatives of the blade-flapping non-rotating coordinates are

set equal to zero and a steady-state solution is considered. This means that in the force

equations ȧo = ȧ1 = ḃ1 = 0 and ä0 = ä1 = b̈1 = 0. The resultant expression of a1 and b1
are:

a1TR =
1

�TR
[K1TR(1 +

3

2
µ2
TR)f1TR � (1 +

µ2
TR

2
)f2TR] (2.64)
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2
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µ2
TR

2
)f2TR] (2.65)

where �TR = 1� µ4
TR
4 +K2
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µ2
TR
2 )(1 + 3

2µ
2
TR), f1TR = 4

3µTRa0TR � 16
�TR⌦TR
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and f2TR = 8
3K1TRµTRa0TR + 16qTR

�TR⌦TR
� µTR(

8
3✓0TR + 2✓tTR + 2�TR)� pTR

⌦TR

Forces and moments expressions are detailed in Appendix D of reference [72].

The inflow ratio is static and uniform and it is a steady state solution of the Pitt-Peters

model [69], whose expression is:

�TR =
�vTR

!TRRTR
� CTTR

2
p

µ2
TR + �2TR

(2.66)

that should be solved with the Newton-Ralphson iterative procedure.

2.1.5 Fuselage

The fuselage forces and moments are evaluated as function of the angle of attack and of

the sideslip angle, as presented in reference [73]. Main equations involved are:

V fus = V b + !b ⇥ rfus (2.67)
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↵fus = arctan
wfus

ufus
(2.68)

�fus = arcsin
vfus

|V fus|
(2.69)

Dfus =
1

2
⇢|V fus|2SrefCD(↵, �) (2.70)

Yfus =
1

2
⇢|V fus|2SrefCY (↵, �) (2.71)

Lfus =
1

2
⇢|V fus|2SrefCL(↵, �) (2.72)

where Dfus, Yfus and Lfus are respectively the fuselage drag, lateral and vertical forces in

the wind system of axes about the fuselage reference point. Forces and moments in the

body-fixed reference frame are:

F b
fus =

2

64
� cos↵fus cos �fus � sin↵fus sin �fus sin↵fus

� sin �fus cos �fus 0

� sin↵fus cos �fus � sin↵fus sin �fus cos↵fus

3

75 (2.73)

M b
fus = rfus ⇥ F b

fus (2.74)

rfus is the position of the fuselage pressure center with respect to the gravity center of

the rotorcraft. Aerodynamic coe�cients are obtained from estimated look-up tables.

2.2 Synch-rotor model

The mathematical model of the intermeshing rotors configuration is here presented.

As for the helicopter model, the mathematical model comprises the complete non-linear

equations of motion and the modelling of forces and moments acting on the vehicle. The

interference between the two rotors is considered. To begin with, all the equation are

reported. Subsequently the linearization procedure is applied and the stability derivatives

are presented. Finally, stability analysis is performed, resulting in root loci poles.

2.2.1 Synch-rotor non-linear model

The considered components are the two counter-rotating tilted main rotors, the fuselage,

the horizontal plane and the vertical fin. The basic assumptions and the reference frames
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2.2 Synch-rotor model

Figure 2.5: Synch-rotor XY view

are those stated at the beginning of section 2.1. Figures 2.5, 2.6 and 2.7 show the reference

frames for the synch-rotor.

Before proceeding with the model equations, the rotational matrix from hub-body to

wind-hub coordinate system is given:

⇧hb =

2

64
1 0 0

0 cos �
2 � sin �

2

0 sin �
2 cos �

2

3

75 (2.75)

where � is the tilt angle between the rotors masts. To implement the calculated Hub-Body

component into the equations of motion, these are rotated in the Wind-Hub system:

2

64
( )x
( )y
( )z

3

75

wh

=

2

64
cos �w sin �w 0

� sin �w cos �w 0

0 0 1

3

75

2

64
( )x
( )y
( )z

3

75

hb

(2.76)

where �w is the sideslip angle of equation (2.10).

Equations of motion are the same for the helicopter 6 DoF model, that are equations

(2.1), (2.2), (2.3) and (2.4).

As in the case of the helicopter model, the external forces are the sum of aerodynamic

and gravity contributions, whereas total moments are the aerodynamic ones. Gravity
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Figure 2.6: Synch-rotor XZ view

Figure 2.7: Synch-rotor Y Z view
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forces are expressed in equation (2.6).

Aerodynamic forces and moments are the sum of the components contribution:

F (a) = F (left mr) + F (right mr) + F (fus) + F (hr) + F (vs) (2.77)

M (a) = M (left mr) +M (right mr) +M (fus) +M (hr) +M (vs) (2.78)

Main rotors model

The intermeshing rotors system is made of two counter-rotating tilted main rotors. For

the mathematical modelling purposes, equations for a single counter clockwise rotor are

first derived in the same way presented in section 2.1 for the helicopter model. Then,

by means of symmetrical coordinate systems [74], equations for the clockwise rotor are

obtained. Interference e↵ects related to the overlapping disc area are then included. Blades

are assumed rigid. forces and moments are radially integrated and summed about the

azimuth. Rotor is assumed as a teetering one. The equations presented in section 2.1 are

employed for the counter-clockwise rotor. These equations are now applied to clockwise

rotor by using the left-hand coordinate system and using a direction indicator � in lateral

equations, which value is equal to 1 when rotor is counter-clockwise; -1 otherwise. Resulting

equations for clockwise rotor are given as follows:

V cl = ⇧1V ccl

⌦cl = ⇧2⌦ccl

F cl = ⇧1F ccl (2.79)

M cl = ⇧2M ccl

U cl = ⇧1U ccl

provided

⇧1 =

2

64
1 0 0

0 � 0

0 0 1

3

75 (2.80)

⇧2 =

2

64
� 0 0

0 1 0

0 0 �

3

75 (2.81)

and U = [✓0 A1s B1s].
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Figure 2.8: Synch-rotor geometry

Rotors geometry and interference

A generalized geometrical framework for addressing preliminary design of the two rotors

is given. Let d be the distance between the two main rotors hub on the rotorcraft buttline;

h be the height over the rotor hub between the hub itself and the plane normal to shaft

axis of the other rotor. Let R be the rotor radius and Rhub be the hub length. Considering

� the angle between the rotors, referring to Figure 2.8.

If the distance between the rotors allows them not to collide, that is d > R + Rhub, �

can be zero and the rotors masts can stay parallel. If d  R + Rhub, the masts should be

tilted in order to avoid the collision, so the angle � should be di↵erent from zero. h states

how much the rotors have to be tilted, it is a design parameter. Equation (2.82) links d

and �:

d = h cot(
�

2
) (2.82)

Figure 2.9 shows the trend of � in function of the normalized distance d/R for three
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Figure 2.9: Trend of d vs �

di↵erent normalized values of h/R. For low angles the distance is higher and for high

angles the distance tends to zero.

Interference e↵ects are included considering the overlapping between the two main rotors.

These e↵ects are consistent with those presented by Leishman in ref. [75]. Since rotors are

not coaxial, the rotor interference induced power factor k is adequately scaled in thrust

computation, in order to account for the actual overlapping fraction of the disk area. Factor

k is obtained multiplying the Leishman induced power factor for coaxial rotors by a scaling

factor, that is the ratio between the overlapping area AOV and the rotor area. Overlapping

area between the rotors is calculated projecting the radius of a single tilted rotor from XY

Hub-Body plane to the un-tilted XZ Body plane and considering the length of overlapping

distance. The area is geometrically estimated, whereas seen from the top it appears as

an intersection of two circular sectors. Then equivalent radius is estimated and the ratio

between the areas is found. See Figure 2.10. Equations for overlapping area are as follows:

AOV = 2ACS � AR (2.83)

where ACS =
R2

PRO↵
2 is the area of the circular sector with projected radius RPRO =

R cos(�2 ) and angular opening ↵ = 2 cos�1( d
RPRO

); AR = dRPRO sin(↵2 ) is the area of the

rhombus with diagonals d and 2RPRO sin(↵2 ).

Figure 2.11 shows the trend of factor k for � varyig from 5 deg to 45 deg. As the tilt

angle increases, the interference factor value decreases, being function of the overlapping
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Figure 2.10: Overlapping area geometry

Figure 2.11: Interference actor k vs tilt angle

40



2.2 Synch-rotor model

area.

Fuselage and empennages model

Fuselage and tail surfaces are modelled as follows. The fuselage aerodynamic model

provides forces and moments as a function of angle of attack and sideslip angle along the

flight envelope. E↵ects are accounted into performance and stability analysis for forward

speeds. Continuity in numerical estimation is mandatory in order to prevent unrealistic

linear or angular accelerations in response to small changes in attitude. In this model,

continuity is provided by a linear interpolation for forces and moments on angles range

not covered. Details on the procedure and forces and moments equations are available

in [72]. Vertical fin and horizontal tail are considered as lift and drag producers and are

approximated for all angles of attack and sideslip. Principal assumptions include:

1. Surfaces are modelled with symmetrical profiles;

2. An elliptical distribution with uniform downwash is considered;

3. Forces are applied at the quarter chord of each surface;

4. Maximum lift coe�cient is specified;

5. Profile drag coe�cient varies with angle of attack;

6. The induced drag coe�cient at the square of the calculated lift coe�cient.

Equations are given in detail in [72].

2.2.2 Linearized synch-rotor equations of motion

In this section linearization procedure is described and linearized equations of motion

are given. Throughout this part, a synch-rotor configuration has been chosen to carry

on the linearization procedure and to analyze the dynamic issues. Relevant data for the

aircraft are reported in table C.1 in Appendix C of chapter C.

Let f(Ẋ,X,U , t) = 0 represent the non-linear model described by the equations (2.1),

(2.2), (2.3), (2.4), whereX = {u, w, q, ✓, v, p,�, r, } is the state vector andU = {A1s, ✓0, B1, ✓ped}
is the control vector. With small perturbation theory [86], it can be assumed that dur-

ing disturbed motion, the vehicle behaviour can be described as a perturbation from the

equilibrium condition, written in the form:

X = Xe + �X (2.84)

41



2. Mathematical modelling

where �X represents the perturbed state.

Taylor’s theorem states that it is possible to estimate the behavior of an analytic function

in its range if the function and all its derivatives are known at any one point (the so

called trim condition). The function is expanded in a series about this known point.

Fundamental assumptions of linearization are that external forces and moments can be

expressed as analytic functions of the disturbed motion variables and their derivatives and

that disturbances are assumed small. In this way, higher order terms of Taylor’s expansion

are neglected because the dominant e↵ect in the expansion results to be the linear one.

Thus, aerodynamic forces and moments can be written in the form:

�F (a) =
hPN

n=1 X�i�i
PN

n=1 Y�i�i
PN

n=1 Z�i�i
iT

(2.85)

�M (a) =
hPN

n=1 L�i�i
PN

n=1 M�i�i
PN

n=1 N�i�i
iT

(2.86)

where � = ⇤ � ⇤0, with ⇤ the vector of all variables a↵ecting aerodynamic forces and

moments, whose stability derivatives are written in a semi-normalized form with the no-

tation:

X�i =
1

m

@X(a)

@⇤i
(2.87)

for all forces; and

M�i =
1

Iyy

@M (a)

@⇤i
(2.88)

for M moment stability derivatives, and, as examples,

L0
p =

Izz
IxxIzz � I2xz

Lp +
Ixz

IxxIzz � I2xz
Np (2.89a)

N 0
r =

Ixz
IxxIzz � I2xz

Lr +
Ixx

IxxIzz � I2xz
Nr (2.89b)

for L and N ones.

Linearized equations in the state-space form are:

Ẋ = AX +BU (2.90)

where the state and control matrices are obtained as:
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A =
⇣
@f
@x

⌘

x=xe

B =
⇣
@f
@u

⌘

x=xe

(2.91)

2.2.3 Synch-rotor stability derivatives

Aircraft stability derivatives are obtained both analytically, by using closed-form ap-

proximate models, and numerically, by applying central finite di↵erent method directly

on simulation software [86]. On one hand, numerical linearization allows for a complete

and accurate modelling of system dynamics. On the other hand, there may be a lack of

physical understanding since relationship between aircraft design and dynamic behaviour

is straightforward. In this respect, analytical approximations may help in addressing the

dynamics analysis in a deeper detail. In what follows, according to Padfield approach [86],

a selection of relevant stability derivatives of the synch-rotor configuration (see table C.1)

are examined.

Translational velocity derivatives

Rotor flapping, changes in rotor lift and drag and the incidence and sideslip angles of the

flow around fuselage and empennage are influenced by translational velocity perturbations.

This gives rise to a complex behavior, also considering that the orientation of the Body

axes and the Hub ones are a↵ected by the shaft tilt, rotor flapping and the sideslip angle.

So, a u perturbation in Body axes causes µx, µy and µz perturbations in Hub axes.

Zw The aerodynamic force acting along zB for a conventional helicopter configuration

is [87]: Z = �TMR, where TMR = ⇢A(⌦R)2CT . For the synch-rotor configuration, Z force

results to be: Z = �2TMR⇧hb(3, 3) = �2TMR cos �
2 . By di↵erentiating with respect to

z: @Z
@w = �@(2⇢A(⌦R)2CT cos �

2 )

@w = �2⇢A(⌦R)2 cos �
2
@CT
@w . Applying the chain rule for multi-

variable functions the coe�cient derivative is computed [88]:

@CT

@w
=
@CT

@wH

@wH

@w
=

1

⌦R

h
@CT
@µz

⇧hb(3, 3)
i
=

1

⌦R

h
@CT
@µz

cos �
2

i
(2.92)

where the derivative @CT
@µz

is provided by [86], that is for the hovering case:

@CT

@µz
=

2a0s�0
16�0 + a0s

(2.93)

Zw, known in literature as the heave damping derivative, is the initial acceleration

following an abrupt vertical gust. It is highly influenced by the inverse of rotor blade
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loading Ma
Ab

, which appears in equation (2.92) if it is normalized by Ma. This gives rise to

a lower gust sensitivity with respect to fixed-wing aircrafts. In Table 2.1 values for Zw,

calculated with the proposed analytical expression and numerically evaluated, are reported

with the percentage error in hovering. The semi-normalized form is used.

Table 2.1: Analytical vs numerical values for Zw

� Zwanalytical Zwnumerical %error

Hovering

0° -0.2535 -0.2424 4.5701 %

5° -0.2531 -0.2421 4.5212 %

15° -0.2494 -0.2396 4.0747 %

25° -0.2422 0.2349 3.1077 %

35° -0.2314 -0.2278 1.5637 %

45° -0.2171 -0.2183 0.5477 %

Figure 2.12 shows Zw and Zu stability derivatives for � = [0°, 5°, 15°, 25°, 35°, 45°] along
the flight envelope, considering straight-and-level flight at di↵erent airspeed at an altitude

of 113 m. The dihedral angle does not have a strong influence on these stability derivatives

and the trend is similar to that of a conventional single main rotor helicopter, as stated in

reference [86].

Xu, Xv, Yu, Yv The direct force damping Xu at high forward speed tend to be linear

with velocity, like for conventional single main rotor helicopters [86], reflecting the drag

and the sideforce. Discs tilts in response to u and v perturbations are the main reason of

these direct derivatives. The coupling derivatives tends to zero. As for Zw and Zu, the

dihedral angle does not influence strongly the derivatives trends, as in Figure 2.13 and

Figure 2.14.

Mu,Mw,Mv These stability derivatives are known as speed and static stability deriva-

tives and have influence on handling qualities. Main rotor moments due to speed changes

are almost constant, but aerodynamic moments from fuselage and horizontal and vertical

tails notably vary with forward velocity. Especially for the horizontal stabilizer, whose

normal load gives a pitching moment at the center of mass, a↵ecting Mu. As for single

main rotor helicopters, the static speed stability arises from the increase in forward speed

that induced the disc to flap back and from an increment of the download on the horizontal

stabilizer, bringing to a nose-up pitching moment that contributes to reduce the speed. As

known from the literature [86], the incidence stability derivative Mw, as Mu, is given by
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2.2 Synch-rotor model

Figure 2.12: Stability derivatives - ZwZu
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Figure 2.13: Stability derivatives - XuYv
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Figure 2.14: Stability derivatives - XvYu
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Figure 2.15: Stability derivatives - MuMw

the three contributions from main rotor, fuselage and horizontal stabilizer. In the case of a

synchrotor helicopter, the contribution of the main rotor includes both the rotors, the left

and the right one. The horizontal stabilizer always contributes positively to Mw, in fact,

to a positive change in w follows an increment in tailplane lift, resulting in a nose-down

pitch moment. The contribution of a single main rotor is a combination of a moment

proportional to the disc tilt and one to the thrust. It may be stabilizing or destabilizing,

it depends on the position of the center of mass with respect to the thrust. If the center

of mass is forward it is stabilizing. Mw results to be statically stable if it is negative. For

both the derivatives, the dihedral angle does not give a strong contribution, as depicted in

Figure 2.15.
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2.2 Synch-rotor model

Figure 2.16: Stability derivatives - LvNv

Lu, Lv, Lw The rolling moment derivatives are strongly related to the yawing ones,

belonging to the lateral/directional stability derivatives. The so called dihedral e↵ect Lv

is stabilizing if it is negative. As shown in Figure 2.16, Lv has a negative value, indicating

a stabilizing e↵ect of the dihedral. Lv is generated similarly to Mu. If a positive lateral

velocity perturbation is applied to the synchrotor configuration, both rotors experiences a

rolling moment to port, even if the e↵ect is greater for one and less for the other, due to

the lateral shaft tilt. The rotor sti↵ness, the Lock number and the lift on the blades a↵ect

the amount of flap response.
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Figure 2.17: Stability derivatives - NuNw

Nu, Nv, Nw The weathercock stability derivative Nv for a single main rotor helicopter

is given by the tail rotor, the fuselage and the vertical fin. In the case of synchrotor, only

the fuselage and the vertical fin gives contribution to Nv. It is stabilizing with a positive

value. The vertical fin contributes with a positive value; the fuselage is destabilizing if the

pressure center is behind the center of mass. Nu and Nw arise from changes in rotors torque

due to velocity perturbation, with the vertical fin giving its contribution to Nu similarly

to horizontal stabilizer to Mu.
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Angular velocity derivatives

The angular velocity force derivatives are often associated with the trim inertial velocity

component, that, in some cases, have a primary e↵ect and so the associated derivatives

are negligible, like for example Zq and Yr.

Xq, Yp Xq and Yp are dominated by main rotors. The changes in X and Y forces bring

a primary contribution to pitch and roll moments. If small drag forces are ignored, the

rotor X force of the main rotor results to be X = T cos �
2a1. Accordingly, Xq depends by

the flapping derivatives @a1
@q , that is [87]:

@a1
@q

= � 16

�⌦(1� e
R)

2
(2.94)

The equation (2.94) represents the disc lag following a pitch rate, that produces a pitch

damping moment opposite to q. The Lock number �, that is the ratio between aerody-

namical and inertial forces, plays a crucial role. Yp analysis agree with that resented above

for Xq, with the only di↵erences in sign and flapping angle. With respect to a conventional

helicopter, the trend is opposite, due to the presence of two lateral tilted rotors.

Mq, Lp,Mp, Lq This set of stability derivatives has a fundamental role for dynamic

analysis. Mq and Lp primary damping derivatives are related to handling characteristics

and short-term, while the cross-coupling derivatives Mp and Lq are involved in the pitch-

roll and roll-pitch couplings. These are mainly influenced by the main rotors. The moment

due to in-plane rotor loads, the moment of the thrust vector tilt from the center of mass

and the moment derived from the e↵ective rotor sti↵ness are the principal components for

both the rotor pitching and rolling moments. Mq stability derivative has a strong influence

at high speed by the horizontal tailplane.

Nr, Lr These derivatives are involved in in lateral/directional stability and control char-

acteristics of the aircraft. All the yaw derivatives are mostly influenced by the tail rotor

and the vertical fin for a conventional single main rotor helicopter, especially the yaw

damping derivative Nr. Considering the synchrotor configuration, the absence of the tail

rotor contributes to lower the value of the yaw damping derivative. The rolling moment

due to yaw rate is mainly influenced by the vertical fin, since the tail rotor contribution is

not present. The vertical tail sideforce increases to starboard as the aircraft nose goes to

starboard, being Lr positive. It is a↵ected by the product of inertia Ixz, that couples the

roll into the yaw.
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Figure 2.18: Stability derivatives - XqYp
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Figure 2.19: Stability derivatives - MqLp
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Figure 2.20: Stability derivatives - MpLq
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Figure 2.21: Stability derivatives - LrNr
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Figure 2.22: Loci of synch coupled eigenvalues as a function of di↵erent dihedral angle �

in hovering

2.2.4 Synch-rotor stability analysis

The linear model obtained in section 2.2.2 is used for the stability analysis in both

coupled and decoupled form. The decoupled form consists in longitudinal and lateral sets,

in the same way presented by Padfield [86]. Longitudinal state vector consists of xlong =

[u w0 w q]T , where w0 = w � Ue⇥, while lateral state vector is xlat = [v̇0 v v̇ p]T

with v0 = v + Ue . Coupled and decoupled state and control matrices are reported

in Appendix D of chapter D. The approximation done to decouple the system is that

the eigenvalues fall into two separated sets on the complex plane. For stability analysis

purpose, the equation associated to the heading angle state variable  is omitted, that is

the kinematic equation relating the change of  euler angle to the rate p, q, r.

Figure 2.22 illustrates the eigenvalues for the synch-rotor of the coupled system in hov-

ering condition for � varying from 0 deg to 35 deg. Looking first to the phugoid mode, it

is a stable oscillation for all the dihedral angles considered, as the Dutch-roll oscillation.

The other modes are the roll subsidence and heave and the pitch-yaw coupled motion.

In Figure 2.23 and Figure 2.24 are reported the decoupled motions.
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Figure 2.23: Loci of synch longitudinal eigenvalues as a function of di↵erent dihedral angle

� in hovering
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Figure 2.24: Loci of synch lateral eigenvalues as a function of di↵erent dihedral angle � in

hovering
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Figure 2.25: Loci of synch coupled eigenvalues as a function of di↵erent dihedral angle �

in hovering without the horizontal stabilizer

The phugoid behaviour for a conventional single main rotor helicopter is usually unstable

[86]. With the aim to deepen this aspect, the eigenvalues of the synch-rotor configuration

obtained only considering the two counter-rotating intermeshing rotors and the fuselage

are reported in hovering for the same set of dihedral angles. As shown in Figures 2.25,

2.26 and 2.27, without the horizontal stabilizer, the vehicle results in an unstable phugoid

mode.

Figure 2.28, Figure 2.29 and Figure 2.30 show the poles of the synch-rotor for both

coupled and decoupled systems at a straight and level flight condition with a forward speed

of 140 km/h for di↵erent values of �. At high speed, the phugoid mode for the complete

aircraft is still a stable oscillation. On the contrary, the Dutch-roll mode presents an

unstable behaviour.

Longitudinal dynamics

The longitudinal model involves the u, q, w and ✓ variables, as explained at the beginning

of this section. At the hovering condition, the approximation of the phugoid frequency and
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Figure 2.26: Loci of synch longitudinal eigenvalues as a function of di↵erent dihedral angle

� in hovering without the horizontal stabilizer
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Figure 2.27: Loci of synch lateral eigenvalues as a function of di↵erent dihedral angle � in

hovering without the horizontal stabilizer
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Figure 2.28: Loci of synch coupled eigenvalues as a function of di↵erent dihedral angle �

at 140 km/h
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Figure 2.29: Loci of synch longitudinal eigenvalues as a function of di↵erent dihedral angle

� at 140 km/h
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Figure 2.30: Loci of synch lateral eigenvalues as a function of di↵erent dihedral angle �

at 140 km/h
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damping presented by Padfield [86], that are:

!2
p = �g

Mu

Mq
(2.95)

2!p⇣p = �(Xu + g
Mu

M2
q

) (2.96)

are not valid for the synchrotor, for all the investigated � angles. At low forward speed of

5 km/h, the approximation gives better results, as for some conditions at higher velocities,

whose approximation is again that reported in [86]. Frequency and damping values for

phugoid are given in Table 2.2 for the synch-rotor configuration with the dihedral angle

varying from 0° to 35° in hovering and at 5, 70 and 140 km/h :

Table 2.2: Comparison of exact and approximated values of phugoid frequency and damp-

ing

Hovering !app ⇣app !ex ⇣ex

� = 0° 0.3895 0.2776 0.8199 0.9307

� = 15° 0.3814 0.2750 0.8340 0.9240

� = 25° 0.3532 0.2652 0.8422 0.9310

� = 35° 0.3026 0.2545 0.8492 0.9467

5 km/h !app ⇣app !ex ⇣ex

� = 0° 0.4447 -0.1922 0.4634 -0.1805

� = 15° 0.4292 -0.1370 0.4401 -0.1770

� = 25° 0.4270 -0.1306 0.4261 -0.1712

� = 35° 0.4326 -0.1250 0.4145 -0.1625

70 km/h !app ⇣app !ex ⇣ex

� = 0° 11.197 -0.1593 0.5250 -0.4556

� = 15° 0.6538 -0.1615 0.4940 -0.2446

� = 25° 0.4638 -0.1622 0.4626 -0.0748

� = 35° 0.3783 -0.1632 0.4128 0.0949

140 km/h !app ⇣app !ex ⇣ex

� = 0° 0.1073 0.8195 0.1236 0.4620

� = 15° 0.1700 0.3367 0.1786 0.3863

� = 25° 0.2190 0.3626 0.2225 0.3857

� = 35° 0.2994 0.4198 0.2874 0.4331
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Lateral/directional dynamics

The lateral/directional model concerns the p, v, r and � variables, in the same way

exposed at the beginning of this section. As for a conventional helicopter configuration, the

involved modes are the Dutch-roll oscillation and the roll and spiral aperiodic subsidences.

The roll subsidence mode is well characterized by the Lp stability derivative. For the synch-

rotor, the roll damping stability derivative outlines the roll mode throughout the speed

envelope. With regards to the spiral mode, the expression reported by Padfield is valid

also for the synch-rotor for almost the flight conditions. Furthermore, the approximation

for the oscillatory Dutch-roll is still suitable for the intermeshing configuration, even if

there are some discrepancies, especially for the damping estimation in hovering condition.

Table 2.3 reports the exact and approximated values for the lateral/directional modes for

the synch-rotor configuration with a dihedral angle varying from 0° to 35° at four di↵erent
forward velocities.

Table 2.3: Comparison of exact and approximated values of lateral/directional modes

Hovering !d ⇣d �r �s

� = 0° � App. 0.7219 -4.1388 -3.332 -0.4957

� = 0° � Ex. 0.7881 0.4840 -4.0104 -0.6922

� = 15° � App. 0.6091 -4.43 -3.4019 -0.2641

� = 15° � Ex. 0.9413 0.6597 -3.8162 -0.2500

� = 25° � App. 0.5756 -4.5555 -3.4686 -0.1546

� = 25° � Ex. 1.048 0.6651 -3.9032 -0.1217

� = 35° � App. 0.5626 -4.6199 -3.553 -0.0908

� = 35° � Ex. 1.1146 0.6545 -4.0104 -0.0657

5 km/h !d ⇣d �r �s

� = 0° � App. 0.5647 0.0896 -3.2586 -0.0305

� = 0° � Ex. 0.5537 0.0180 -3.3398 -0.0305

� = 15° � App. 0.5503 0.3394 -3.3266 -0.0514

� = 15° � Ex. 0.5251 0.0528 -3.4079 -0.0512

� = 25° � App. 0.5784 0.4501 -3.3918 -0.0550

� = 25° � Ex. 0.5423 0.0555 -3.483 -0.0548

� = 35° � App. 0.6320 0.5026 -3.4743 -0.0495

� = 35° � Ex. 0.5833 0.0463 -3.5815 -0.0493

70 km/h !d ⇣d �r �s

� = 0° � App. 0.9047 0.0864 -3.509 -0.0616

� = 0° � Ex. 0.8920 0.0504 -3.559 -0.0625
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� = 15° � App. 0.4995 0.3133 -3.5825 -0.3636

� = 15° � Ex. 0.5091 -0.0508 -3.6365 -0.3438

� = 25° � App. 0.0556 3.6101 -3.6815 -4.52

� = 25° � Ex. 0.4503 -0.3361 -3.7459 -0.6739

� = 35° � App. 0.3782 0.6323 -3.8192 1.52

� = 35° � Ex. 0.4900 -0.4478 -3.8987 -0.8800

140km/h !d ⇣d �r �s

� = 0° � App. 1.3476 0.0827 -2.68 -0.0690

� = 0° � Ex. 1.3186 0.0638 -2.7344 -0.0706

� = 15° � App. 0.7862 0.2880 -2.8615 -0.3643

� = 15° � Ex. 0.7390 0.0360 -2.9491 -0.3986

� = 25° � App. 0.1056 2.8092 -3.0567 3.18

� = 25° � Ex. 0.5886 -0.3402 -3.1777 -0.9809

� = 35° � App. 0.6975 0.5159 -3.3045 1.16

� = 35° � Ex. 0.6273 -0.5274 -3.469 -1.36

The approximated expression for the spiral, roll and Dutch-roll mode employed are:

�s ⇡
g

Lp

(LvNr �NvLr)

(UeNv + �sLv)
(2.97)

�r ⇡ Lp (2.98)

2!d⇣d ⇡ �(Nr + Yv + �s{
Lr

Ue
� Lv

Lp
})/(1� �sLr

LpUe
) (2.99)

!2
d ⇡ (UeNv + �sLv)/(1�

�sLr

LpUe
) (2.100)

where �s =
g�NpUe

Lp
.

2.3 Rover model

The mathematical modelling of the rover used for simulations is detailed in this section.

A rover with four wheels is considered. The steering system enables a terrestrial vehicle

to move. Depending on the required precision, the steering system is chosen. Briefly, the

di↵erent steer configurations depend upon the Instantaneous Center of Rotation (ICR)

definition. This point is the intersection of the four wheel axes if there is no wheels slip.

On the contrary, it is not possible to define a unique ICR. Among the steering systems,

the common ones are:
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1. Independent steering

2. Ackermann steering

3. Articulated frame

4. Skid steering

5. Articulated axle

In this work an independent steering model is presented and used for subsequent simu-

lations.

Rover independent steering model In the independent steering model rover the left

and the right wheels may spin independently. The model presented relies on reference [77].

The state vector is x = [xN yE �], where xN and yE are the north and the east vehicle

position in meters and � is the heading angle in radians. The kinematics equations are

written depending on which input vector is chosen. If the input vector contains the wheels

speed, equations are:

2

64
˙xN

ẏE
�̇

3

75 =

2

64

r
2 cos�

r
2 cos�

r
2 sin�

r
2 sin�

� r
2d � r

2d

3

75

"
�̇L

�̇R

#
(2.101)

where r is the wheel radius in meters, d is the track width in meters, �̇L and �̇R are the

left and right wheel speed in m/s.

If the inputs are the speed and the heading angular rate, equations are:

2
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˙xN

ẏE
�̇

3
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2

64
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3

75

"
v

!

#
(2.102)

where v = r
2(�̇L+ �̇R) is the rover speed in m/s and ! = r

2d(�̇R� �̇L) is the vehicle angular

velocity in rad/s.

Figure 2.31 shows the principal parameters.
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Figure 2.31: Rover independent steering model
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CHAPTER 3

Control systems algorithms

Helicopters are intrinsically unstable aircraft and operations require adequate piloting

skills for both manned and unmanned configurations. The development of suitable control

systems is thus a mandatory task. The architectural overview of the flight control system

for the helicopters is reported in figure 3.1. Basically, classical approach has been imple-

mented to stabilize the attitude and to control the speed of the vehicles. These controllers

are used both as baseline controllers for developing the adaptive ones, both to be used

also in the cooperative scenario. The well-known mathematics of these control systems

allowed the author to safely test the algorithms during the flight campaign. After the clas-

sical controllers, modern control approaches have been investigated and the L1 adaptive

technique has been applied to improve baseline performances. As for the case of classical

ones, the control systems are designed to stabilize the attitude of the vehicle and to control

the speed. Both the approaches are finally integrated to be used by the vehicles in the

cooperative scenario. Formation control strategies are presented. In particular, the author

discusses an architecture that allows the pilot that control the formation to switch among

di↵erent strategies without di�culties. This means that it is possible to to modify the

formation configuration throughout the flight. In addition, the proposed framework make

the vehicles autopilot independent from the cooperative one. In this way, it is easier to

implement and test many di↵erent agents control systems in the cooperative framework,

without changing the cooperative control algorithm and make it simple to be implemented

for the experimental campaign.

At the beginning of this chapter the classical strategies are described in the first section.

71



3. Control systems algorithms

Figure 3.1: Flight control software overview
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Then the adaptive controllers are illustrated. Finally, the cooperative control strategies

are reported.

3.1 Classical flight controllers

This section provides the description of the classical controllers for a remotely-piloted

small-scale helicopter and for a synchrotor. Essentially, PIDs based control systems are

developed for the attitude stabilization and for the speed controller. The attitude controller

is first described and subsequently the speed controller.

Proportional-Integral-Derivative (PID) control technique dominates in many practical

control problems and o↵ers simple and e↵ective solutions [78], [79]. Despite the availability

of an advanced class of control schemes, PID controllers are still used to solve many

industrial problems. So far, numerous design methods and techniques for tuning have been

developed. PID gains may be set based on the system parameters if these can be estimated

precisely. Di↵erently, the system may be considered like a black-box and PID gains can be

calculated just based on the system tracking error if the system parameters are unknown.

For these reasons, PID control technique has been chosen as baseline controller. It is

organized as a cascade control system [80], in which a primary controller and a primary

dynamics are components of the outer loop. This outer loop incorporates a secondary

control loop and it calculates the inner loop’s set-points. Moreover, in order to achieve

good results, the inner loop should have much faster dynamics than the outer loop. This

assumption helps them to limit potential interactions and improve stability characteristics.

Thus, a higher gain in the inner loop can be set. Angular rates and attitudes are used as

measured feedback signals. Thanks to the application of a cascade control structure, the

PID control strategy can be adapted to control the helicopter complex dynamics. In the

sections below, each flight controller is explained.

3.1.1 Attitude controller

Figures 3.2 and 3.3 show the controller architecture for attitude control on roll and pitch

axes.

The outer loop deals with the Euler angles � and ✓, respectively, the roll and the pitch

angles. It utilizes attitude estimations calculated into the helicopter model during the sim-

ulations or during flight the attitude estimations calculated by the extended Kalman filter

of the Pixhawk®, whose characteristics are presented in chapter 5. Here a proportional

gain is used. The inner loop concerns with the angular velocities in a PI scheme. Let’s
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Figure 3.2: Helicopter roll controller architecture

Figure 3.3: Helicopter pitch controller architecture
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3.1 Classical flight controllers

define the following error signals:
8
>>>>><

>>>>>:

✏� = �des � �

✏✓ = ✓des � ✓

✏p = pdes � p

✏q = qdes � q

(3.1)

The cascade P-PI control output can be written as follows:
8
>>>>><

>>>>>:

pdes = KP�✏�

qdes = KP ✓✏✓

�lat = KPp✏p +KIp

R t

0 ✏pdt

�lon = KPq✏q +KIq

R t

0 ✏qdt

(3.2)

where KP are the proportional gains and KI the integral gains, referred to the proper

variables.

3.1.2 Heading hold controller

Figure 3.4 shows the design of the heading hold controller.

Figure 3.4: Helicopter yaw rate controller architecture

This architecture is similar to that presented for attitude controller, the only di↵erence

appears in dealing with the user’s input signal. As a matter of fact, it provides direct

control on the yaw rate r instead of on the real heading angle  . The  des reference for the

outer loop is obtained integrating the ✏r signal, starting from an appropriate initial value.

By defining the error signals as follows:

8
<

:
✏ =

R t

0 ✏rdt

✏r = rdes � r
(3.3)
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The cascade P-PI control output results to be:
8
<

:
rdes = KP ✏ 

�coll tr = KPr✏r +KIr

R t

0 ✏rdt
(3.4)

3.1.3 Altitude hold controller

Altitude hold controller allows to control vertical speed and acceleration acting on the

main rotor collective. In this flight mode the pilot input act as a reference vertical ve-

locity. With the aim to ensure good performance, the input signal is integrated to have

a reference altitude that prevents oscillations, in same manner presented for the heading

hold controller. Let’s define the following error signals as:

8
<

:
✏z =

R t

0 vzdt

✏vz = vzdes � vzact
(3.5)

The control output results to be:

8
<

:
vzdes = KPz✏z

�coll mr = KPvz✏vz +KIvz

R t

0 ✏z̈dt+KDazaz
(3.6)

Figure 3.5 shows the altitude hold control scheme.

Figure 3.5: Helicopter altitude hold controller scheme

3.1.4 Velocity controller

The velocity controller for the helicopter is now presented. Figures 3.6a and 3.6b show

the architecture.

The controller belongs to the main cascade control scheme. It is designed as a feedback

proportional controller that has forward and right velocities vfdes and vrdes as reference
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(a) Forward velocity controller architecture

(b) Lateral velocity controller architecture

Figure 3.6: Helicopter speed hold controllers

inputs and gives desired roll and pitch angles as inputs to the inner control loop. The

reference frame considered to evaluate the forward and the right velocities is the local

vertical frame FLV , presented in chapter 2.1, that is equivalent to the NED frame FE

rotated by the euler heading angle  . Let the speed errors be:

"
evf
evr

#
=

"
cos sin 

� sin cos 

#"
udes � u

vdes � v

#

E

=

"
vfdes � vf
vrdes � vr

#

LV

(3.7)

A proportional integral controller is implemented with the following form:

8
<

:
afdes = KPvf✏vf +KIvf

R t

0 ✏vfdt

ardes = KPvr✏vr +KIvr

R t

0 ✏vrdt
(3.8)

Desired accelerations have to be expressed as function of the desired roll and pitch angles

needed with airspeed increasing.

Simplifying equations (2.1), (2.2), the forward, right and down accelerations are:
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8
>>><

>>>:

afdes = �f cos� sin ✓

ardes = f sin�

addes = �f cos� cos ✓ + g

(3.9)

By setting addes = 0, the expressions for �des and ✓des are:

8
<

:
�des = arctan ardes cos ✓des

g

✓des = � arctan afdes
g

(3.10)

3.2 L1 adaptive controller

In this section L1 adaptive controller is presented, as given in reference [81] and showed

in figure 3.7. It is based on the structure given by Hovakimyan and Cao in reference [67] in

chapter 2.4. It is the L1 controller for nonlinear systems under the hypothesis of matched

uncertainties. The main issue is related to the reference dynamics. These are obtained by

identification of the helicopter behaviour with baseline controllers tuned for the hovering

flight condition. In this way the adaptive controller has to maintain the same desired

behaviour for all the flight envelope.

Figure 3.7: L1 adaptive control scheme

As for the case of classical controllers, both the attitude control loop both the speed
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3.2 L1 adaptive controller

control loop have been designed with the adaptive technique. The first scheme is given

in figure 3.8. It illustrates the architecture of the augmented adaptive controller for the

attitude loop stabilization on both pitch and roll angles and the yaw-rate. The augmented

signal is the sum of the adaptive contribution and that one of the baseline.

Figure 3.8: L1 adaptive control scheme for attitude stabilization

Figure 3.9 shows the speed hold controller realized with the adaptive laws. Desired

north and east speed in navigation reference frame are given as inputs to the outer loop

with L1 adaptive controller. The outputs of this outer loop are the desired roll and pitch

attitude angles. For this case the helicopter inner loop attitude is stabilized through the

PIDs control system which gives to the helicopter the longitudinal and lateral cyclic inputs

B1 and A1. Altitude and heading are controlled by the altitude hold and the heading hold

respectively, based on PIDs control laws, as illustrated in section 3.1. Di↵erently from

the adaptive attitude controller, the adaptive speed controllers are not the sum of the

contributions of the baseline plus the adaptive one. In this case, the outer loop that

controls the velocities is made only by the L1 input.

In what follows the mathematical model for L1 controller for nonlinear systems is de-

scribed.

Consider the class of systems

ẋ(t) = Amx(t) + Bm(⌦u(t) + f(x(t), t)), x(0) = x0

y(t) = Cx(t)
(3.11)

79



3. Control systems algorithms

Figure 3.9: L1 adaptive control scheme for velocity

where x(t) 2 Rn is the system state (measured), u(t) 2 Rm is the control signal, Am 2 Rn⇥n

is a known Hurwitz matrix specifying the desired closed loop dynamics; B 2 Rn⇥m and

C 2 Rr⇥n are known constant matrix, ; ⌦ 2 Rm⇥m is an unknown constant matrix with

diagonal terms of known signs, representing the uncertainty in the system input gain;

f(t, x) : R ⇥ Rn �! Rm is an unknown nonlinear map continuous in its arguments which

represents system nonlinear uncertainties; y(t) 2 Rn is the regulated output. The initial

condition x0 is assumed to be inside an arbitrarily large known set ||x0||1  ⇢0. It is

assumed that the nonlinear uncertainties map satisfies the semi-global lipschiz condition

for all kxk1  � and kxk1  �, such that

|f(x, t)� f(x, t)|  Lkx� xk1 (3.12a)

|f(0, t)|  B (3.12b)

The control objective is to design a state feedback adaptive controller to ensure that

y(t) tracks a given reference signal r(t).

The L1 adaptive controller is comprised of the state predictor, the adaptive laws and

the control law, as detailed below.
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State predictor

The state predictor is defined similarly to the plant equations, but the unknown variables

are replaced by their estimates. Equations are given:

ˆ̇x(t) = Amx̂(t) + Bm(⌦̂u(t) + ⇥̂(t)kx(t)k1 + �̂(t))� Lspx̃(t), x̂(0) = x̂0,

ŷ(t) = Cx̂(t),
(3.13)

where ⌦̂ 2 Rm⇥m, ⇥̂ 2 Rm, �̂ 2 Rm are adaptive estimates obtained as results of L1 con-

troller adaptation laws. Lsp is a positive definite diagonal matrix used to assign faster poles

to the prediction error dynamics and x̃(t) = x̂(t)�x(t) i the error dynamics. It is assumed

that system uncertainties f(x, t) could be parameterized as f̂(x, t) = ⇥̂(t)kx(t)k1 + �̂(t).

Adaptation Laws

The adaptation laws for ⌦̂, ⇥̂ and �̂ are defined as:

˙̂⌦(t) = �⌦Proj(⌦̂(t),�(x̃T (t)PB)TuT (t)), ⌦̂(0) = ⌦̂0,

˙̂⇥(t) = �⇥Proj(⇥̂(t), �(x̃T (t)PB)Tkx(t)k1), ⇥̂(0) = ⇥̂0,

˙̂�(t) = ��Proj(�̂(t), �x̃T (t)PB), �̂(0) = �̂0

(3.14)

where x̃(t) = x̂(t) � x(t) is the prediction error, �⌦,�⇥,�� 2 Rn⇥n are the adaptation

gains, P = P T > 0 is the solution to the Lyapunov equation Am
TP + AmP = �Q for

arbitrary Q = QT > 0 and the Proj(., .) denotes the projection operator as defined in

[82]. The projection operator ensures that ⌦̂(t) 2 ⌦s, k⇥̂i(t)k1  ⇥b and k�̂i(t)k1  �b,

where ⌦s is a compact convex set which includes estimated input gain matrix and ⇥b, �b
are adaptation terms bounds.

Control law

The control signal is generated as the output of the following feedback system:

u(s) = �KD(s)⌘̂(s), (3.15)

where K 2 Rm⇥m is a diagonal feedback gain matrix, D(s) is a strictly proper transfer

function and ⌘̂(t) is the Laplace transform of:

⌘̂(t) = ⌦̂u(t) + ⇥̂(t)kx(t)k1 + �̂(t)�Kgr(t) (3.16)
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where Kg = �(CTAm
�1B)�1 and r(t) is the reference signal. Let’s choose D(s) = 1

sIm,
where Im is the identity matrix of size m. Assuming that the adaptive estimation of the

uncertainty input gain ⌦̂ converges to ⌦ after a transient time, the input u(s) to the system

in equations (3.11) and the predictor in equations (3.13) is filtered trough

C(s) = ⌦K(sIm + ⌦K)�1 (3.17)

where C(s) is a strictly proper filter with DC gain C(0) = Im. K and D(s) need to ensure

that exists a positive ⇢r such that:

kG(s)kL1 <
⇢r � kKgC(s)H(s)kL1krk1 � k⇢0kL1

L⇢⇢r +B
(3.18)

where

H(s) = (sIn � Am)
�1B, (3.19a)

G(s) = H(s) (Im � C(s)) , (3.19b)

⇢0 = (sIn � Am)
�1x0 (3.19c)

and L⇢ = ⇥b, B = �b. As stated in [83], the upper bound in equation (3.18) is a consequence

of equation (3.12). If f(x, t) is globally Lipschitz with uniform Lipschitz constant L, then

⇢r �! 1 and the upper bound in equation (3.18) degenerates into

kG(s)kL1 <
1

L⇢
(3.20)

Reference dynamics

The reference dynamics adopted in the predictor, that L1 controller has to track, are

identified directly in the hovering condition sing the helicopter linearized model with the

baseline controllers.

For the attitude control loop the reference dynamics are the following:

�(s) =
6

s+ 6
�lat(s) (3.21a)

✓(s) =
6

s+ 6
�lon(s) (3.21b)

r(s) =
4

s+ 4
�coll tr(s) (3.21c)

where �, ✓ and r are roll angle, pitch angle and yaw rate respectively. �lat, �lon and

�coll tr are the lateral cyclic, longitudinal cyclic and tail rotor collective control inputs.
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Reference dynamics are stable and uncoupled, letting the adaptive system to adapt and

reduce coupling e↵ects. Given closed loop desired model as in equations (3.21), reference

matrices are Am = �diag(6, 6, 4), B = diag(6, 6, 4) and C = Im.
Concerning the velocity control loop, reference dynamics are also identified around hov-

ering conditions considering the attitude PIDs together with the helicopter dynamics in the

linearized model. In this way the identified system inputs are roll and pitch attitude refer-

ences u(t) = [✓ref ,�ref ] and the outputs are y(t) = [VN , VE]. The identified system outputs

coincides with the system states, so matrix C is equal to the identity matrix. The identified

dynamics are stable due to the presence of the attitude controller. The speed loop desired

dynamics are then shaped trough a full state feedback using pole placement technique.

Reference matrices are: Am = (�5 0; 0 � 10), B = (�5.3735 0.0106; 0.0109 5.3584) and

C = Im.

Low pass filter shaping

Assuming that f(x, t) is globally Lipschitz, C(s) is shaped such that condition in equa-

tion (3.20) is always satisfied. This is achieved by choosing the right feedback gain matrix

K and the set ⌦s. Selected K results as follows

K =

2

64
30 0 0

0 30 0

0 0 1

3

75 (3.22)

Since ⌦ has to be strictly diagonally dominant, one possible ⌦s that satisfy also this

condition is

⌦s =

2

64
[0.75, 1.25] [�0.35, 0.35] [�0.35, 0.35]

[�0.35, 0.35] [0.75, 1.25] [�0.35, 0.35]

[�0.35, 0.35] [�0.35, 0.35] [0.75, 1.25]

3

75 (3.23)

Using this ⌦s and theK matrix of equation (3.22), considering that adaptation estimates

limits are |⇥b| = 1, |�b| = 1, and so L⇢ = 1, B = 1, condition given in equation (3.20) is

always satisfied.

Estimation laws and predictor shaping

L1 adaptive control decouples estimation from control. The adaptation laws gains

�⌦,�⇥,�� should have the greater possible values in order to achieve the fastest possi-

ble estimation. However there are limitations that come from the hardware on which the

L1 adaptive control runs on. Satisfactory adaptation gains values are selected by a trial
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and error procedure during simulations. Control systems sample time is set Ts = 0.004.

Final chosen values are �⌦ = �⇥ = �� = � = diag (5000, 5000, 3000). Q = In is chosen

in order to solve the Lyapunov equation needed to compute P matrix in equations (3.14).

Error dynamics is shaped trough Lsp matrix. Satisfactory results are obtained by the

following values Lsp = diag(60, 60, 240).

Baseline augmentation

L1 adaptive control is designed to work in parallel with the baseline PID controllers

in case of attitude stabilization. Figure 3.10 shows the selected architecture highlighting

the L1 activation switch. Inputs computed by baseline and L1 controllers are summed

together, but the switch may be used to cut o↵ adaptive control contribution. This design

choice has two main reasons. On one hand, before a fly there could be the necessity to test

the helicopter actuators on ground. In this condition, a lack of response of the helicopter

to a pilot command could bring to a wrong estimation of the L1 adaptive terms. This

could contribute to force the saturation of the actuators before flying. On the other hand,

it is possible to perform safe flight tests through the use of a secure L1 switch in case of

malfunctioning.

Figure 3.10: L1 augmentation of baseline PID
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3.3 Cooperative control

The cooperative use of unmanned vehicles is an attractive topic for researchers due to the

potentiality to increase their operational capabilities. In future civil aerospace scenarios,

it is supposed that cooperative control will have a key role for many operation, e. g. in

aerial monitoring, with an higher robustness and reliability with respect to the use of a

single aircraft [89]. In this section the cooperative strategies implemented are given. The

scenario combines the use of a terrestrial vehicle with a small-scale unmanned helicopter,

whose models and control systems have been already introduced in the previous sections.

As already stated, the original contribution is in the implementation of the algorithm.

In particular, the possibility to switch among the di↵erent formation schemes without

di�culties and the independence of the control system of each agent from the cooperative

algorithm. This last one gives the chance to change the vehicles autopilot regardless of

the choice of the formation scheme and cooperative controller. Hence it is possible to test

many di↵erent agents control systems in the cooperative framework, without changing the

cooperative control algorithm and make it simple to be implemented for the experimental

campaign.

3.3.1 Cooperative control scenario and strategies problem defi-

nition

The agents involved in the cooperative scenario are a rover and a small-scale helicopter in

a conventional single main rotor configuration. Due to the peculiarity of the implemented

algorithm, it is possible to widen the functionality of the algorithm to more and/or di↵erent

vehicles. The purpose is to build a scenario in which the agents interact to compute a pre-

defined mission and to complete tasks for which a terrestrial vehicle plus an helicopter are

the best choice. For instance, in a rescue mission the UAV can fly above the prescribed

area with the aim to detect the target. Once the target location has been identified, the

position is sent to the rover that can reach it for di↵erent reasons, from objects supply (an

emergency kit for example) to pointing out the optimal path to reach the desired location.

Another strategy may be represented by the two agents interacting in order to fulfill a

surveillance mission. Otherwise, the required task may be that the flying vehicle has to

reach the rover for disparate reasons, from the need to pick up and moving something

quickly from a desired point to another, to the possibility to set up the terrestrial vehicle

as fast recharge moving station.

There are many formation control architectures, depending on the sensing capability and

on the interaction topology of agents. Both software and hardware design are influenced
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by this choice. In reference [25] three main structures are discussed and reported in figures

3.11a, 3.11b and 3.11c. In the leader-wingman structure one vehicle is identified as leader,

that follows its own prescribed trajectory. The others are called wingmen and refer their

positions to another aircraft, keeping a fixed relative distance from it. This structure

is widely employed for its simplicity despite the fact that errors propagate between the

wingmen. In the virtual-leader structure all the vehicles receive the same information,

that usually is the virtual leader trajectory. this latter may be a real aircraft or simply an

ideal point. In this case there is no error propagation and each agent exhibits the same

transient response. However, there may be collisions due to the absence of an explicit

feedback to the formation since only the behaviour of the virtual leader is given. Lastly,

in the behavioural approach the control action for each vehicle is a weighted average.

In particular, each aircraft has to maintain a prescribed distance from the Formation

Geometry Centre (FGC), whose position is determined by the relative positions between

all the agents of the formation. Indeed collision is avoided, since each agent is capable

to sense the others and to adjust the position to re-establish the geometry. Giulietti and

Mengali [25] proved the superiority of this structure, whose main disadvantages are the

greater complexity and the need to exchange more information.

This thesis presents two main formation control scenarios: the leader-wingman and the

behavioural approach. These may be adapted to fulfil the demanded tasks. In both cases,

the helicopter is required to stay at a certain altitude and the problem simplifies from a

three-dimensional to a plane one. The proposed strategy applies under two hypotheses:

1. Position data are available for both the agents.

2. Each agent is provided with its own speed hold controller.

The overall architecture of the cooperative algorithm is given in figure 3.12. The

scheme clearly shows the possibility to switch among the di↵erent formation flight strate-

gies: helicopter as leader and rover as wingman; rover as leader and helicopter as wingman;

behavioural approach with the two vehicles following the FGC. In all the considered situa-

tions the pilot or the ground station commands, in case of completely autonomous mission,

are sent to the leader or to the flight geometry center in terms of desired velocity along

the north and east axes. The commanded velocity is passed to the leader vehicle in case

of leader-wingman situation or directly to determine the FGC speed. Under any circum-

stance each vehicle control system receives is demanded to follow the desired speed. The

vehicle actual position is used to calculate the actual distance from the leader or from the

FGC and it is compared with the desired one d̄. In such a way the distance error feeds the

vehicle cooperative control to generate the desired velocity that each vehicle has to follow
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(a) Leader-wingman configuration (b) Virtual-leader configuration

(c) Behavioural approach configuration

Figure 3.11: Wind velocity components
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in order to maintain the required formation during the mission. The situation illustrated

in figure 3.12 is the leader-wingman case with the rover as leader and the helicopter that

has to follow it at a prescribed distance d̄H . In fact the commanded velocity from the

pilot/ground station works only as reference for the rover, while the helicopter desired

speed V̄H is set by the helicopter cooperative control algorithm.

Figure 3.12: Cooperative control strategy global architecture

In either scenarios one of the most important aspects is ensuring that each agent can

maintain a predetermined distance from a reference point, whatever it may be, from an-

other vehicle to the geometry formation center. The knowledge of the distance dynamic is

thus required. A suitable mathematical model to evaluate this dynamic is here presented,

based on equations from reference [25]. Assume the i-th vehicle has to stay at a specified

distance d̄i from a reference point, moving with velocity V̄ . Let ri and rr be the distance

from the origin of the inertial frame and the i-th agent and the reference point respectively.

di is the actual distance between the i-th vehicle and the reference point, as depicted in

Figure 3.13. The following relations are obtained:

rr + di = ri (3.24)

and

rr + d̄i = r̄i (3.25)
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from which

d̄i � di = r̄i � ri (3.26)

Provided ṙi = Vi and ˙̄ri = V̄i and taking the derivative of equation (3.26):

ḋi � ˙̄di + !i ⇥ (di � d̄i) = Vi � V̄i (3.27)

where !i is the velocity of the axis-frame.

Figure 3.13: Cooperative control problem definition

Since the helicopter has to keep a desired altitude, the problem simplify to the plane

one and figure 3.14 illustrates the plane problem definition.

Let D be the desired point in the North-East plane with ND and ED the relative position

coordinates, R the rover and H the helicopter with the associated coordinates. In order

to find the desired point coordinates ND and ED, the following equations are given:

d2 = (ED � ER)
2 + (ND �NR)

2 (3.28a)

tan↵ =
ED � ER

ND �NR
=

EH � ER

NH �NR
(3.28b)

Two ways to determine the desired heading angle have been implemented and tested in

this work. The first one is based on pure geometrical considerations, whose equations are

reported subsequently:
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Figure 3.14: Cooperative control plane problem definition

8
>>>>>>>><

>>>>>>>>:

↵ = arctan(ER�EH
NR�NH

)

case1 :  des = ↵ for ER > EH NR > NH

case2 :  des = ↵ for ER < EH NR > NH

case3 :  des = ⇡ + ↵ for ER > EH NR < NH

case4 :  des = �⇡ + ↵ for ER < EH NR < NH

(3.29)

The other one is based on the nonlinear guidance logic presented in reference [90]. This

logic generates a lateral acceleration command to track a reference point on the desired

trajectory. With reference to figure 3.15, L1 is the distance between the vehicle center of

gravity and the reference point and ⌘ is the angle between the vehicle velocity and the L1

vector. The lateral acceleration command results to be:
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acmd = 2
V 2

L1
sin ⌘ (3.30)

This guidance law has two important properties:

1. The direction of the acceleration depends on ⌘ sign. In this way the vehicle will tend

to align its velocity to the L1 direction.

2. At each time point is possible to define a circular path by the position of the reference

point, the vehicle position and by the vehicle velocity vector tangent. For this reason,

acmd is equal to the centripetal acceleration and results to be acmd =
V 2

R .

Figure 3.15: Cooperative control guidance logic diagram

As mentioned previously, in this thesis two main scenarios have been investigated. In

both cases, the helicopter autopilot may be either based on the classical approach, with

PIDs controlling attitude and velocity, or on the adaptive laws. In the first scenario the

rover is identified as the leader of the formation and the helicopter, a wingman, has to

follow at a prescribed distance d̄ the rover. Actually, the rover may track a prescribed

trajectory automatically through its own autopilot or may be remotely piloted.
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The second scenario is based on the behavioural approach as described in [25]. The

vehicles in formation are required to keep a specified distance d̄ from the FGC. The position

of this point depends on the relative distances between the vehicles in the formation. In

this way each vehicle is capable to detect if the other one moves from the nominal position.

The equations for the FGC dynamics on the x� y plane are:

"
ẋ

ẏ

#
=

1

nv

nvX

i=1

"
Vi cos i

Vi sin i

#
(3.31)

where nv is the n-th vehicle. The position along north and east axes of the FGC point

is obtained integrating equation (3.31). The coordinates of the desired positions of each

vehicles with respect to the FGC point are calculated by the algorithm as illustrated in

equations (3.27), (3.28). Equations (3.28) are adapted for this second case for the rover

(3.32) and for the helicopter (3.33):

d̄R
2
= (ED � EFGC)

2 + (ND �NFGC)
2 (3.32a)

tan↵R =
ED � EFGC

ND �NFGC
=

ER � EFGC

NR �NFGC
(3.32b)

d̄H
2
= (ED � EFGC)

2 + (ND �NFGC)
2 (3.33a)

tan↵H =
ED � EFGC

ND �NFGC
=

EH � EFGC

NH �NFGC
(3.33b)

The di↵erence between the first and the second scenario is that in the first one the rover

moves independently from the helicopter (the dual scenario is easy to be implemented).

On the contrary, in the second one both the vehicles have to keep a desired distance from

the FGC. This allows each vehicle to be informed about the other one position, avoiding

collisions, and to comply with formation variations.

3.3.2 Cooperative control navigation architecture

The control architecture is based on PID controllers. A general control scheme is given

in figure 3.16, that may be adapted to di↵erent cooperative control scenario, from the

helicopter following the rover, the rover following the helicopter, both the vehicles that

follow a virtual leader or the FGC. Assumptions made in the strategies description are still

valid. Despite the simplicity of the PID control laws, the algorithm architecture allows a

fast choice of the formation flight strategy, that can also be changed during the execution

of the assigned tasks. The controllers deal with the helicopter and the rover velocities and
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positions and the desired point North-East coordinates as presented in equation (3.28) and

with dynamic distance of equation (3.27). The output to the vehicle is a vector of reference

velocities in NED frame and heading angle in order to track properly the desired point.

Depending on the considered case, the cooperative algorithm gives instructions to both

vehicles or only to one, leaving the other one piloted manually or by an automatic control

system. Let’s define the following error signals:

8
>>>>>>>><

>>>>>>>>:

✏N = ND �NH/R

✏E = ED � EH/R

✏vN = vND � vNH/R

✏vE = vED � vEH/R

✏ =  des �  actual

(3.34)

So the control output can be written as:

8
>>><

>>>:

VNcmd = KPvN✏N +KDvN✏vN +KIvN

R t

0 ✏Ndt

VEcmd = KPvE✏E +KDvE✏vE +KIvE

R t

0 ✏Edt

V cmd = KP ✏ +KI 

R t

0 ✏ dt

(3.35)

Figure 3.16: Cooperative control architecture
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CHAPTER 4

Simulation

In this chapter simulations results are presented. First, simulations results from classical

controllers presented in section 3.1 are given for the conventional single main rotor heli-

copter and for the synchrotor. Then the author presents results from the adaptive control

system for the helicopter, whose architecture is described in section 3.2. Ultimately, simu-

lations are carried out in the multi-agent scenario to test the cooperative control algorithms

introduced in section 3.3. Simulations are ran in Matlab/Simulink® environment.

For all the cases, the mathematical models presented in chapter 2 are used. The full

nonlinear dynamic model presented in section 2.1 for the conventional single main rotor

helicopter is employed parameterized for the remotely-piloted SAB® Goblin700 Thunder

helicopter, whose main parameters are reported in table B.1 in Appendix B of chapter

B. Figure 4.1 shows the SAB® Goblin700 Thunder helicopter. Data for the intermeshing

rotors configuration are given in table C.1 in Appendix C. In some cases, a joystick Logitech

Saitek X52 Pro interfaced with Simulink® and with the open source FlightGear® flight

simulator is used mainly for visualization purposes, as in figure 4.2.

4.1 Classical flight controllers simulation results

This section presents the results of the simulation carried out with the classical PIDs

controllers described in section 3.1. First, results for conventional helicopter configura-

tion are showed both for attitude and speed controllers. Then results for synchrotor are

discussed.
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Figure 4.1: SAB® Goblin700 Thunder helicopter

Figure 4.2: FlightGear flight simulator

4.1.1 Helicopter PID controllers simulation results

Utilizing the helicopter model presented in section 2.1 parameterized for the remotely-

piloted SAB® Goblin700 Thunder helicopter, simulations with the PID controllers are

carried out and outcomes are discussed. Many flight conditions are examined. Initially

velocity profiles on each axis are given as reference inputs to the controllers. Then the

helicopter has to track a way-points trajectory. Subsequently the helicopter is directly

piloted by a human pilot through the joystick to simulate as much as possible a real

flight. This last test is simulated also with the use of three wind disturbance mathematical

representations. The first type is the wind shear model, whose implementation is based

on the mathematical theory in the Military Specification MIL-F-8785C [84]. Wind speed
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4.1 Classical flight controllers simulation results

at 6 m of altitude is set to 15 m/s with a direction of 0 deg clockwise from north. The

second wind disturbance is a discrete wind gust on all the three axes, that starts at 5 s

with a gust amplitude of [ugvgwg] = [3.5 3.5 3.0] m/s, where ug, vg and wg are the gust

components. The third disturbance is the discrete Dryden wind turbulence model, that

uses the Dryden spectral representation to add the turbulence as in reference [85]. Wind

speed at 6 m is set to 15 m/s with a direction of 0 deg clockwise from north. All these

model are combined and used for the human pilot simulated flight. In all the simulated

flight situations, the helicopter started from the hovering trim condition at a fixed altitude

of 100 meters above sea level.

Velocity profiles tracking

Figures 4.3 and 4.4 show, respectively, actual and reference north, east and down veloci-

ties, pitch angle, roll angle and yawrate response to track the north velocity profile. It is 0

m/s at the beginning of the simulation; it goes linearly to 10 m/s after 100 s and it comes

back to 0 m/s after 100 more seconds. The other reference velocities and the reference

yawrate are set to zero. Simulations show that PID controllers are able to track precisely

the reference signal on all the axis, even if there is coupling, especially on roll and pitch

axes. This is illustrated in figure 4.3b, where the actual east velocity varies slightly while

north velocity is increasing. The maximum deviation from the reference value on east axis

is 0.016 m/s, that is considered acceptable.

Similar tests have been computed on the other axes. East and down velocities have been

asked to track reference values changing from 0 m/s to 5 m/s in 50 s and coming back to

0 m/s on east axis and from 0 m/s to 2 m/s at 20 s and again 0 m/s at 40 s on down

axis. The heading hold controller is tested giving it a yaw-rate velocity profile to track.

Plot of these simulations are not reported here for the sake of compactness since results

are comparable to those just presented.

Trajectory tracking

In what follows results of the trajectory tracking are reported in figures 4.5, 4.6. The

helicopter has to move along a square path of side 50 m formed by four way-points at the

fixed assigned altitude of 100 m above the sea level.

On east and north axes the speed controller is capable to track the reference signal

despite small overshoots where the velocity suddenly changes, as seen at second 30 in

figures 4.5a, 4.5b. The altitude hold controller keeps the desired down velocity near to zero,

with an error of 0.001 m/s and so the altitude does not change. The attitude controllers

do not show errors in tracking the reference signal. The heading hold controller has the
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(a) Reference vs actual north velocity - helicopter PID controller

(b) Reference vs actual east velocity - helicopter PID controller

(c) Reference vs actual down velocity - helicopter PID controller

Figure 4.3: North velocity profile tracking - NED velocities
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(a) Reference vs actual roll angle - helicopter PID controller

(b) Reference vs actual pitch angle - helicopter PID controller

(c) Reference vs actual yawrate - helicopter PID controller

Figure 4.4: North velocity profile tracking - roll, pitch angles and yawrate
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(a) Reference vs actual north velocity - helicopter PID controller

(b) Reference vs actual east velocity - helicopter PID controller

(c) Reference vs actual down velocity - helicopter PID controller

Figure 4.5: Trajectory tracking - NED velocities
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(a) Reference vs actual roll angle - helicopter PID controller

(b) Reference vs actual pitch angle - helicopter PID controller

(c) Reference vs actual yawrate - helicopter PID controller

Figure 4.6: Trajectory tracking - roll, pitch angles and yawrate
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same behaviour of the speed controllers, displaying a small deviation when north and east

velocities change.

Human pilot inputs tracking

With the aim of being as realistic as possible, this last subsection provides the outcomes

of a simulated flight in which inputs are given with a joystick by a human pilot. The

comparison between reference and actual values of NED velocities is showed in figure 4.7.

Figure 4.8 illustrates the same flight but with the addition of the wind models to test the

controller performances.

Previous results show the capability of the PID controllers to track the reference inputs

in either situations. Figures 4.7a and 4.7b illustrate that the speed controllers are capable

of following the reference signal even if there are some over-shootings in correspondence

of abrupt and fast speed changes on both the axes simultaneously. In case of no wind

disturbances, the altitude hold controller stays on the reference signal with a very small

error and a delay of few seconds, see figure 4.7c. When the wind disturbances are applied,

all the controllers show in figure 4.8 a loss in performance that is proper of the PIDs

which are proving not to be enough robust. This is one of the main reason why adaptive

controllers have been implemented.

4.1.2 Synchrotor PID controllers simulation results

Results of the classical control approach with the same architecture illustrated in section

3.1 are given for the intermeshing rotors configuration. Data for the simulated aircraft are

reported in table C.1. For this configuration, a full scale model has been used.

Figure 4.9 illustrates the actual and the desired attitude angles �, ✓ and  . The system

is asked to track the reference value of �0.1 rad = �5.72 deg starting from zero initial

condition for roll and pitch angles and to track 0.1 rad = 5.72 deg for yaw angle. Figure 4.10

shows the reference and the actual values of the north velocity in km/h. The desired values

is set to 50 km/h. The vehicle starts from the hovering condition and has to achieve the

desired velocity. Results indicates that both controllers are capable to properly accomplish

the requested task, even if there are some small overshoots in all the cases. Simulations

to test response on the other axes and to di↵erent inputs have been computed but results

are similar to those already presented.
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(a) Reference vs actual north velocity - helicopter PID controller

(b) Reference vs actual east velocity - helicopter PID controller

(c) Reference vs actual down velocity - helicopter PID controller

Figure 4.7: Simulation with human pilot - NED velocities
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(a) Reference vs actual north velocity - helicopter PID controller

(b) Reference vs actual east velocity - helicopter PID controller

(c) Reference vs actual down velocity - helicopter PID controller

Figure 4.8: Simulation with human pilot and wind - NED velocities
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Figure 4.9: Reference vs actual attitude angles - synchrotor PID controller

Figure 4.10: Reference vs actual north velocity - synchrotor PID controller

4.2 L1 adaptive controllers simulation results

The outcomes of the simulations with the adaptive controllers as designed in 3.2 are

given in this section. At first, the author discuss the attitude stabilization through the use
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of L1 control system. Then the adaptive speed controller simulation is examined.

4.2.1 L1 adaptive controller for attitude stabilization

This section presents the results of the simulations with the augmented controller for

the attitude stabilization. To begin with, a comparison between the baseline and the

augmented controllers is presented, showing how L1 architecture improves the baseline

performances. Then the switching procedure e↵ects are illustrated. Finally, robustness of

the system to wind disturbances is tested.

Baseline vs Augmented controls

The first simulation result presented is a comparison between the baseline and the aug-

mented controllers. The helicopter has to follow a simple sequence of two steps as reference

signal starting from the hovering trim condition. In figure 4.11a pitch response to a first

step input of 2.5 deg at 20 s of simulation and to a second step of �10 deg at 70 s is re-

ported. Compared to the augmented system, the baseline controller has a slower response

to step inputs. This is also confirmed by figure 4.11b, where the system is asked to track a

first step input of 5 deg at 20 s and a second step of �5 deg at 70 s on the roll axis. Finally,

yawrate response to a first step input of 5 deg/s at time 20 s and to a second step of �5

deg/s at time 70 s is showed in figure 4.11c. For all the axes, the augmented controller

is able to improve the system performances, especially in operational regions far from the

baseline design point. Similar results are presented in figures 4.12a, 4.12b 4.12c. Herein,

pitch angle, roll angle and yawrate responses to di↵erent single step inputs are reported

starting from the hovering initial equilibrium condition.

In figure 4.13 a simulated test flight is illustrated. In this test the helicopter is piloted

trough a joystick by an human operator through the use of the FlightGear® interface.

Pilot control commands are recorded and used both to test baseline performances and

augmented control performances. As expected, augmented control systems performances

lead to smaller errors achieving desired helicopter response and couplings e↵ects are also

mitigated. In figure 4.14 the three axis normalized inputs are showed. L1 adaptive control

contributes only for a part of the total control signal, as it appears by comparing baseline

and augmented control inputs. Figures 4.15a, 4.15b, 4.15c and 4.15d show adaptation

parameters during the same simulated flight test.
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(a) Pitch reference tracking, baseline PID vs augmented PID

(b) Roll reference tracking, baseline PID vs augmented PID

(c) Yawrate reference tracking baseline PID vs augmented PID

Figure 4.11: Reference tracking baseline PID vs augmented PID
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(a) Multiple pitch reference tracking, baseline PID vs augmented PID.

(b) Multiple roll reference tracking, baseline PID vs augmented PID.

(c) Multiple yawrate reference tracking, baseline PID vs augmented PID.

Figure 4.12: Multiple Reference tracking baseline PID vs augmented PID.
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Figure 4.13: Attitude and yawrate in simulation

L1 switch

The e↵ects of the procedure to switch on/o↵ the L1 contribution are illustrated in figures

4.16a, 4.16b, 4.16c. The value of the switch signal is set to zero when the L1 contribution

is o↵, while it is equal to 1 when the adaptive contribution is on. The switching procedure

is performed in simulation while the helicopter is in hovering, that is a trim condition. As

soon as the L1 controller is switched on, pitch angle, roll angle and yawrate set to reference

values after a small spike. The switching o↵ procedure is less critical, unless on the yaw

axis, for which the procedure induces a spike that in any case does not a↵ect the flight.

Wind disturbance rejection

Wind disturbance rejection towards the three mathematical representations of wind is

tested also with the augmented controller. Wind characteristics are illustrated at the

beginning of this section. Results are showed in figure 4.17, in which all the presented

wind models are combined together. The simulated flight is the same presented in figure

4.13, aside from the inclusion of the wind velocity. The augmented controller presents

better reference tracking capabilities even in presence of wind disturbance with respect to

the baseline controller.
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(a) Normalized longitudinal input

(b) Normalized lateral input

(c) Normalized yaw input

Figure 4.14: Helicopter normalized inputs
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(a) Theta

(b) Sigma

(c) Omega diagonal terms

(d) Omega extra-diagonal terms

Figure 4.15: Adaptation terms over time
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(a) Switch e↵ect on pitch

(b) Switch e↵ect on roll

(c) Switch e↵ect on yawrate

Figure 4.16: Switch e↵ect on attitude and yawrate
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4.2 L1 adaptive controllers simulation results

Figure 4.17: Combined model wind rejection

4.2.2 L1 adaptive controller for speed hold

Results of simulations carried out to test the adaptive speed hold are here discussed. In

this case, the results illustrated are the comparison between the PIDs controller and the

adaptive one in terms of capability to track the desired velocities on north and east axes.

Tests are computed with and without the wind disturbances.

A series of North speed references are given to the helicopter. VN goes from 0 m/s up to

30 m/s with an increment of 5 m/s every 10 s. The helicopter starts from the equilibrium

condition in hovering. The east velocity is asked to stay at 0 m/s. Figures 4.18 and 4.19

show respectively how the two controllers track the reference signals on the two axes. Both

PIDs and L1 controllers maintain the helicopter at the desired speed, but the L1 adaptive

control system is able to follow the desired dynamics, guaranteeing proper control system

performance. This is clearly depicted on the north axis in figure 4.18. On the east axis

in figure 4.19 it seems that for low north velocities L1 adaptive controller displays an

higher overshoot if compared to the PID behaviour while tracking the zero east velocity

reference. On the other hand, PIDs based control system performs a sign reversal for low

north velocities, that increases its overshoot as VN grows. This behaviour may be due

to the fact that while the north speed increases, L1 adaptive controller tries to keep the

desired dynamics. The PID controllers do not perform this task.

To test disturbance rejection the same inputs are passed to the controllers in presence
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Figure 4.18: VN reference tracking, adaptive vs PID
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Figure 4.19: VE reference tracking, adaptive vs PID

of the three wind disturbances described at the beginning of section 4.1.1. As for the case

of attitude stabilization, the adaptive controller can overcome wind disturbances better

than the PIDs. It is clearly reported in figures 4.20 and 4.21, which show the comparison
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between the classical and the adaptive controllers in following the desired velocities in case

of wind disturbances. Again, VN varies from 0 m/s up to 30 m/s with an increment of 5

m/s every 10 s, while VE has to be zero. Especially on the lateral axis, the adaptive control

system perform much better than the PID one, which displays higher VE oscillations.
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Figure 4.20: VN reference tracking, adaptive vs PID in case of wind disturbances

4.3 Cooperative control

The capabilities of the developed cooperative control algorithm have been tested in

simulation and results are here presented. The involved vehicles are the rover and the

helicopter, whose mathematical models are in sections 2.3 and 2.1 respectively. Each

vehicle control system is described in the corresponding sections of chapter 3.

Three situations are simulated to test the algorithms. The first one is a simple case in

which the rover stays in a fixed position at a certain distance from the helicopter, that has

to reach a specified distance d̄ from it, as explained in section 3.3 of the previous chapter.

In the second case the rover does not stand in a fixed position and the helicopter has to

follow it and reach the desired distance d̄ from the rover. The third case presents the

simulations related to the behavioural strategy. Accordingly, both vehicles must keep the

desired distance d̄ from the formation geometry center. The helicopter has to maintain

the desired starting altitude. With regards to the helicopter control system, both classical

both adaptive controllers have been used during the simulations.
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Figure 4.21: VE reference tracking, adaptive vs PID in case of wind disturbances

4.3.1 Simulations for leader-wingman scenario

In the leader-wingman scenario many simulations have been carried out to test the

control laws. Either possible cases have been investigated: first the rover as leader and

then the helicopter. In any case two step simulations have been conducted. Firstly, the

leader stands in a fixed position and the wingman has to move to the desired position

and to keep it. Secondly, the leader moves with prescribed velocity and direction and the

follower should move consequently to reach and preserve the required position. For the

sake of compactness, in this section only the results of test with the rover as leader and

the helicopter as wingman are given.

Simulation test 1: rover stays in a fixed position

For this first test, the leader is located at 25 m both on north both on east directions and

it has to stay fixed in this position. The helicopter starts from zero position on both axes in

hovering flight condition and has to reach a distance of 5 m from the rover. Figures 4.22a

and 4.22b show the reference and the actual values for position respectively on north (4.22a)

and east (4.22b) axes. The cooperative control algorithm is able to execute the required

task in few seconds with high precision, since at the end of simulation the helicopter actual

position coincide with the desired one. In figure 4.23 the helicopter trajectory is given in

North-East plane to confirm the ability of the control system in moving to the desired
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position.

Simulation test 2: rover moves with a constant velocity

In the second simulation, the leader starts moving along the north direction with a

velocity of approximate 3 m/s. The rover initial position is set at 300 m on the north and

at 2 m on the east axis. As in the previous case, the helicopter starts from the origin of

the NED axes. The distance that the wingman has to keep in following the leader is of 5

m along the two north and east axes. An equivalent test have been performed using both

the classical and the adaptive approaches in the helicopter speed hold control system, as

reported in chapter 3 and whose performances are discussed in sections 4.1.1 and 4.2.

Figures 4.24a, 4.24b, 4.24c illustrates the reference and the actual values for positions

and heading angle of the helicopter while following the rover. The helicopter speed hold

control system tested in this case is based on PIDs. As proved by the plots, the control

system fulfills the demanded task being the final actual values coincident with the desired

ones. For this test case it is also reported the behaviour of the helicopter heading angle

controller in figure 4.24c that validates the cooperative control system.

As stated before, an equivalent test has been carried out with the adaptive helicopter

speed hold. This time the rover initial position is set at 10 m on the north and at 0 m on

the east axis and it moves with a speed of 2 m/s along north axis. The helicopter should

track the leader with a desired distance of 5 m on both axes at an altitude of 10 m starting

from the origin of NED axes. Figures 4.25a and 4.25b illustrate the distance error along

the north and east axes. These plots demonstrate that also with an adaptive helicopter

speed hold controller, the cooperative algorithm is able to perform properly. In addition,

this test validates the capability of entire cooperative control implementation to preserve

the independence of each vehicle control system from the cooperative one.

4.3.2 Simulations for behavioural approach scenario

As for the leader-wingman scenario, numerical tests have been performed. Vehicles are

required to keep a specified distance d̄ from the FGC, as defined in section 3.3. d̄ is set to a

value of 5 m. Rover initial position is NR = 100 m, ER = 100 m. Helicopter initial position

is NH = 0 m, EH = 0 m. Both heading angles are set equal to zero at the beginning.

Figure 4.26 shows the reference and the actual values of rover positions. The same

variables for the helicopter are given in figure 4.27. Simulations prove that also for the

behavioural approach the control algorithm is able to perform the required task. Both

vehicles employ few seconds to reach the desired position without appreciable errors. In

particular the cooperative control law for the rover does not even show overshoots while

117



4. Simulation

(a) Reference vs actual position along north axis

(b) Reference vs actual position along east axis

Figure 4.22: Cooperative control simulation - First test
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Figure 4.23: Rover and helicopter trajectories - First test

approaching the desired point, whereas the helicopter cooperative controller is proven to

be little less precise. Many other simulations have been computed, but results are not here

showed for conciseness.
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(a) Reference vs actual position along north axis

(b) Reference vs actual position along east axis

(c) Reference vs actual heading angle

Figure 4.24: Cooperative control simulation - Second test
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(a) North distance error in case of helicopter adaptive speed hold controller

(b) East distance error in case of helicopter adaptive speed hold controller

Figure 4.25: Distance errors in case of helicopter adaptive speed hold controller
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(a) Reference vs actual position along north axis for rover

(b) Reference vs actual position along east axis for rover

Figure 4.26: Reference vs actual values for rover in cooperative control - behavioural ap-

proach
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(a) Reference vs actual position along north axis for helicopter

(b) Reference vs actual position along east axis for helicopter

Figure 4.27: Reference vs actual values for helicopter in cooperative control - behavioural

approach
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CHAPTER 5

Experimental validation

In this chapter results of the experimental campaign are given. Primarily the experimen-

tal setup is entirely introduced with an overview of all its components. Then flight tests

outcomes are discussed. The experimental campaign has been operated for the validation

of topics with the use of the conventional single main rotor helicopter, since it has not been

possible to develop a prototype for the synchrotor in these years of Ph.D.

5.1 Experimental setup

An experimental helicopter UAV platform consists of the airframe, the avionics hard-

ware, the ground station and the relevant software.

5.1.1 Helicopter airframe

The SAB® Goblin Thunder 700 helicopter has been used, whose data are reported in

Table B.1. This Radio Commanded (RC) helicopter has been equipped with the electronic

showed in the scheme of figure 5.1.

The engine mounted on the UAV is the XNOVA lightning motor 4025-1120KV Shaft A,

that is a brushless high performance motor proper for this type of small-scale helicopters.

The power is provided by a a Lipo battery with 6 cells, 6300 mAh. As illustrated in the

scheme of figure 5.1, there is a Safety Power Switch (SPS). It is an electronic primary switch

designed for switching o↵/on the main power supply. It adds an element of safety when
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Figure 5.1: Goblin 700 helicopter electronic scheme

handling the vehicle, without the need to physically disconnection of the main battery

pack. It is linked to the Radio Command (RC) through the related telemetry system. In

order to govern the electric motor, an Electronic Speed Control (ESC) is employed. It is

directly connected to the power module and to the autopilot hardware, that is described

below. Since the helicopter has four control inputs, there are four servo controls: three for

the main rotor control (collective, roll and pitch) and one for tail rotor (yaw axis).

5.1.2 Hardware

The avionics hardware of the helicopter is a Pixhawk® autopilot. It may be indicated

as ”Pixhawk Flight Management Unit (FMU)”. It is an open hardware management unit

suitable for a large variety oh vehicles, from aerial to terrestrial ones. It incorporates an

high-performance microcontroller, based on Cortex-M4F processor, an inertial measure-

ments unit (IMU), which integrates three-axis gyroscopes and accelerometers, a barometer

and a set of external sensors including Global Navigation satellite System (GNSS) and

magnetometers. All the important specifications, including data sensors, are reported in

the Pixhawk® websites [92]. This hardware has been selected for its open-source features

and for the possibility of the direct interaction with the Matlab/Simulink® suite through

the toolbox Pixhawk® Pilot Support Package (PSP). By using the PSP, the user can
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work with Simulink® and directly can generate code for the FMU. As a matter of fact,

this toolbox automatically translates the Simulink® code into Pixhawk® compatible code

languages.

5.1.3 Flight software

In this section the flight control software is described. In figure 5.2 the proposed software

architecture is shown, as it has been designed in Simulink®. The software is uploaded on

the FMU through the PSP.

Figure 5.2: Goblin 700 Flight control architecture

The flight control software should have the capacity to be easily adapted to the various

demands according to the automation level required. For this reason, di↵erent flight modes

have been designed and implemented on the FMU. These modes are how the autopilot

responds to inputs, controlling the vehicle and providing many levels of autopilot assisted

flight. The pilot has the possibility to select the right flight mode for the mission and can

also change it during the flight. Usually, it is done by using a switching on the RC or on

a ground control station. The number and the types of flight modes may be di↵erent. In

reference to the required level of automation, these can be typically arranged into manual,

assisted and auto modes [93].

In the so-called manual mode, the pilot has direct control of the vehicle actuators and

the automation is absent or minimum. In the assisted modes, pilot has still vehicle control,

but autopilots o↵er a certain level of assistance. The autopilot triggers di↵erent feedback

control chains to regulate the actuators. Common assisted modes are:
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• Attitude rate flight mode: pilot controls roll, pitch and yaw rates, while the throt-

tle/collective is purely manual. It it also called Acro mode.

• Attitude flight mode: pilot controls roll and pitch angles and yaw rate, throt-

tle/collective is manual. It is also known as Stabilize mode. The attitude and the

heading hold controller presented in chapter 3 belong to this mode.

• Altitude flight mode: it is the same of Attitude mode with the autopilot controlling

also the altitude. Thus, the user controls the roll and pitch angles, the yaw rate and

the vertical speed. The control scheme is presented in chapter 3 under the paragraph

altitude hold controller.

• Speed flight mode: pilot controls lateral and forward ground speed, yawrate and

vertical speed. It is also known as Speed Hold and its architecture for the helicopter

is presented in chapter 3 as Velocity controller.

Finally, auto flight modes have the higher level of automation. The vehicle may compute

autonomously tasks as trajectory tracking or pre-programmed missions.

5.1.4 Ground station

The ground station employed for flight tests is the open source programMission Planner®.

It is a full-featured ground station application for the ArduPilot open source autopilot

project [94]. It supports the application layer message protocol called MAVlink.

5.2 Flight test

This section presents the results from flight test performed with the setup illustrated

above. The first results presented are those related to the validation of the helicopter

trim curve. Afterwards those related to the validation of the PID controller architecture.

Finally, outcomes of the L1 experimental validation.

5.2.1 ArduCopter flight test

Results of flight test performed with the ArduCopter firmware are given. The scope

of these tests is to provide accurate trim data to validate the conventional single-main

rotor helicopter mathematical model presented in chapter 2. This is the reason that led to

the choice of ArduPilot. It is an open source firmware that enables the creation and use

of trusted, autonomous, unmanned vehicle systems. It provides a comprehensive suite of
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5.2 Flight test

tools suitable for almost any vehicle and application [95]. Through the use of this autopilot

it is possible to acquire adequate precise data. In what follows results of a flight test to find

trim data in hovering condition are reported. The test was carried out with three available

flight mode: stabilize, altitude hold and loiter. This last one allows the pilot to control

position on roll and pitch axes, yawrate and the vertical speed as in the altitude hold mode

and it has been used. The pilot had to simply take o↵ and bring the helicopter to the

desired altitude and then let the autopilot acting to stabilize the vehicle in hovering without

moving the sticks. Subsequent table 5.1 reports a comparison between experimental and

simulated trim values for attitude angles in degrees during the hovering. By taking the

average value from the experimental data, the attitude trim angles in hovering are given

at an altitude of 6. There is a discrepancy on the trim pitch angle due to the estimation

of the vehicle longitudinal center of gravity position. In fact, moving the center of gravity

along the longitudinal axis, the trim angle changes consequently.

Table 5.1: Comparison of simulated and experimental values of trim attitude angles in

hovering

Trim data Simulated Experimental

� 4.32° 4.8°
✓ 2.98° 0.77°

5.2.2 Helicopter PIDs flight test

Experimental validation of the PID baseline control architecture is realized by means of

a set of flight tests. As described above, the rotorcraft is equipped with the Pixhawk®

FMU in which the proposed software is directly deployed with PSP toolbox. The proposed

PID based controller architecture is described in chapter 3. The firmware architecture is

showed in figure 5.2. Control tasks and estimation are carried out in real-time directly by

the autopilot unit with a frequency set to 250 Hz and the data are captured with a sampling

rate of approximately 8 Hz for the actual state variables and 3 Hz for the command inputs.

PID gains are settled in empirical way starting from simulations values around a trim flight

condition. In what follows data from flight test performed with the PID based Speed Hold

autopilot are given. Hovering condition and maneuver are both operated by the pilot and

results are discussed in the subsequent plots.

Data for hovering are reported in a time window of approx 10 s. NED velocities are

presented in figure 5.3 to verify the e↵ective flight condition. Values for the three velocities

are in a range between �0.3 m/s to 0.1 m/s, that can be considered an hovering.
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5. Experimental validation

Figure 5.3: Helicopter actual velocities in hovering

Figures 5.4, 5.5 and 5.6 illustrate the percentage error computed respectively on roll and

pitch angles and on yaw-rate. The error is calculated as in equation (5.1):

e% =
Xreference �Xmeasured

Xreference
⇤ 100 (5.1)

where the reference values are those required by the controller and the measured are the

actual values of the variables. The two plots 5.4, 5.5 validate the capability of the attitude

hold control system to track the desired values for � and ✓ angles, since percentage error

is manly under 10%. On the other hand, the heading hold control system in figure 5.6

exhibits to be less precise with percentage errors spikes up to 33%. Actually, one of the

most challenging tasks for a helicopter is stabilizing the tail. The presence of external

disturbances deteriorates the controller performances. However, the overall behaviour is

considered acceptable to maintain the helicopter heading stable. Due to time reasons it

was not possible to refine the tuning since it has been done empirically during flight tests.

With the aim to show the control system behaviour in a flight condition di↵erent from

the hovering, figures 5.7, 5.8 and 5.9 show the controller response to a pilot maneuver in

terms of percentage error, whose formula is given in (5.1). This maneuver is reported in

terms of NED velocities in figure 5.10. It covers a time interval of approx 20 s. Data

prove the capability of both the attitude hold and heading hold controllers to stabilize the
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5.2 Flight test

Figure 5.4: Helicopter percentage error on roll angle in hovering

Figure 5.5: Helicopter percentage error on pitch angle in hovering
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5. Experimental validation

Figure 5.6: Helicopter percentage error on yaw-rate in hovering

helicopter, even if there are some significant spikes. Especially on the first 2 s of the test,

roll axis show errors whose values are up to 70%. This undesired behaviour is linked to

the fact that both north and east velocities were experiencing a a remarkable and quick

change, as illustrated in figure 5.10. As a matter of fact, whenever the velocities go through

abrupt variations, errors occur in attitude stabilization. Indeed the demand for attitude

autopilots is considerable because of this significant fluctuation and the reported errors on

the actual attitude are considered tolerable.

Results prove that the classical PID controllers are capable to maintain the required

flight condition, but there still need the necessity to improve the gains tuning. At the

same time, PID gains are tuned for a prescribed flight condition empirically with pilot

help, so it should be necessary to add some techniques as gain scheduling to guarantee

robustness for all the flight envelope. However the candidate decided to implement the L1

adaptive control technique to face the problem.

5.2.3 L1 flight test

Concerning the experimental validation of L1 adaptive controller, tests have been carried

out with the help of an experienced helicopter pilot. The L1 safe switch mechanism has

been implemented as described in chapter 3. In this way, it was possible to safely take o↵

132



5.2 Flight test

Figure 5.7: Helicopter percentage error on roll angle

Figure 5.8: Helicopter percentage error on pitch angle
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5. Experimental validation

Figure 5.9: Helicopter percentage error on yaw-rate

Figure 5.10: Helicopter actual velocities
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5.2 Flight test

without the adaptive contribution and to activate it directly in flight. As a matter of fact,

being the first flight tests, the main goal was to assess the functionality and the safety

of the augmented controller. For this reason, the performed maneuvers with the adaptive

contribution activated are short. Furthermore, it was not possible at this stage of the

experimental campaign to perform the same maneuvers with the only baseline controller

and with the augmented one separately. Also for these tests the autopilot frequency is

set to 250 Hz and the data are captured with a sampling rate of approximately 8 Hz for

the actual state variables and 3 Hz for the command inputs. The adaptive terms, the

reference dynamics and gains have been set in empirical way starting from values utilized

in simulations. The Acro flight mode was set by the pilot to take o↵ and then it was

switched initially to Stabilize and then the L1 contribution was enabled. Subsequent plots

are extracted in di↵erent moments from the same flight test, with and without the adaptive

contribution. Time axis is scaled from zero to the end of the selected time window. This

is the reason why the time period is di↵erent for the two situations. The L1 contribution

is reported on all the three axes.

Figure 5.11a and 5.11b show the controller action on the roll axis and reference vs actual

values in degrees are reported. Since the inputs given by the pilot are not the same, it is not

easy to clearly recognize the benefits in the use of the augmented controller if compared to

simulations results illustrated in chapter 4. PID baseline controller reported in plot 5.11a

follows the reference signal with a delay of approximately 1.3 s and an error of 22% approx.

Di↵erently, figure 5.11b shows that the augmented controller tracks the reference input with

a lower error (approx 14%) in fewer time (less than 1 s). Errors for both controller are

reported in figures 5.12a and 5.12b. This proves that the adaptive contribution increases

the controller performance. It should be noted that the time window of L1 activation does

not guarantee to the controller adaptation terms to reach their steady values. In addition,

di↵erently from simulations, wherein inputs to controllers were given starting from trim

conditions, the pilot was continuously adjusting all the command inputs, especially the

main rotor collective, varying the thrust contribution and forcing the adaptive terms to

vary.

Figures 5.13a and 5.13b present the pitch controller with and without the adaptive

contribution, displaying the reference and actual pitch angle in degrees. Errors of the

controllers are given in figures 5.14a, 5.14b. In figures 5.15a and 5.15b the reference and

the actual yawrate in degrees/seconds are shown, respectively for the baseline and the

augmented controllers.

A time delay of 0.71 s is reported by the baseline controller in figure 5.13a with an error

of 17%. L1 helps the baseline controller to track better and faster the reference. In fact

figure 5.13b provides that with the augmented control system the time delay is 0.62 s with
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5. Experimental validation

(a) Helicopter flight test results: reference and actual roll angle, baseline controller

(b) Helicopter flight test results: reference and actual roll angle, augmented controller

Figure 5.11: Helicopter flight test results: reference and actual roll angle, baseline vs

augmented controller
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5.2 Flight test

(a) Helicopter flight test results: error of roll angle, baseline controller

(b) Helicopter flight test results: error of roll angle, augmented controller

Figure 5.12: Helicopter flight test results: error of roll angle, baseline vs augmented con-

troller
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5. Experimental validation

(a) Helicopter flight test results: reference and actual pitch angle, baseline controller

(b) Helicopter flight test results: reference and actual pitch angle, augmented controller

Figure 5.13: Helicopter flight test results: reference and actual pitch angle, baseline vs

augmented controller
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5.2 Flight test

(a) Helicopter flight test results: error of pitch angle, baseline controller

(b) Helicopter flight test results: error of pitch angle, augmented controller

Figure 5.14: Helicopter flight test results: error of pitch angle, baseline vs augmented

controller
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5. Experimental validation

an error of 16%. On pitch axis the adaptive contribution has less impact with respect

to the roll axis. This is to be expected if analyzing the baseline tests reported in section

5.2.2. According to the experimental results, the attitude hold controller on the pitch axis

performs better than the one on the roll axis. This is also highlighted in figures 5.12a and

5.14a in which errors on � and ✓ angles are showed for the baseline controllers.

Concerning the yaw axis, the adaptive contribution distinctly improve the PID controller

despite the fact that it is still noisy. The augmented control system on yaw axis is capable

to track better the reference signal as clearly demonstrated by data of figure 5.15b. The

noisy aspect of the yawrate controller is highlighted also in the simulation results, for

instance in figure 4.17.
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5.2 Flight test

(a) Helicopter flight test results: reference and actual yawrate, baseline controller

(b) Helicopter flight test results: reference and actual yawrate, augmented controller

Figure 5.15: Helicopter flight test results: reference and actual yawrate, baseline vs aug-

mented controller
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CHAPTER 6

Conclusions

In this thesis topics related to modelling and control of rotorcrafts in multi-agent scenario

have been studied.

The model of a conventional single main rotor helicopter has been presented and a

proper control system has been designed based on this model. It has been implemented in

Matlab/Simulink® environment. Two di↵erent controllers have been proven to be suitable

for an unmanned helicopter: a simple PID baseline controller and an augmented one with

adaptive techniques. The use of the L1 adaptive contribution to the PID baseline con-

troller is shown to improve the control system performance of the unmanned small-scale

helicopter. The entire software addresses attitude stabilization and velocity control. Em-

bedded codes have been generated by Simulink® and have been validated by simulations

and by experimental tests. The numerical and experimental investigation carried out in

this thesis demonstrates that L1 adaptive controller is a promising technique for helicopters

control system design even in presence of uncertainties of the model.

In the present work the problem of cooperative control of di↵erent agents has been faced.

The helicopter and the rover model have been implemented in scenarios that represent a

preliminary stage of research and rescue or surveillance missions. Two man scenarios of for-

mation flight have been implemented and tested: the leader-wingman and the behavioural

approach. The innovative aspect stays in the implementation of the algorithm itself, that

keeps the architecture open. In this way it is easy to switch from a scenario to another and

to add/remove agents. Another crucial key is the independence of each involved vehicle

autopilot from the cooperative control system so that many control design may be tested.
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6. Conclusions

By means of a test campaign, cooperative control algorithms have been proven to be useful

to achieve the required tasks and their application may be extended to complete complex

missions.

As a further contribution, the analysis of the dynamic modes and the stability issues

of the synch-rotor has been given. This unconventional helicopter configuration has been

studied and its analytical framework has been developed. Interference between the two

intermeshing rotors have been included in the complete mathematical model. The perfor-

mance and stability results have been addressed working with the linearized model. The

analysis takes into account the peculiar parameters of the configuration geometry. Several

properties of the synch-rotor have been showed, most important the dynamic behaviour

in relation to the variation of its distinctive parameters. Promising results confirm the re-

vived interest for the use of this configuration as unmanned aircraft in future applications

such as air mobility.
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Tip path plane equations
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A. Tip path plane equations
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APPENDIX B

Relevant helicopter data

Table B.1: Relevant helicopter data

Parameter Symbol Value Units

Vehicle data

Mass m 4.8 kg

Principal moments of inertia Ix, Iy, Iz 0.0465, 0.2971, 0.2567 kg m2

Inertia products Ixy, Iyz, Ixz 0.0079, 0.0033, 0.0006 kg m2

Stationline position of CG STACG 0.34 m

Buttline position of CG. BLCG 0 m

Waterline position of CG. WLCG 0.174 m

Main rotor data

Stationline position of hub STAH 0.3305 m

Buttline position of hub BLH 0 m

Waterline position of hub WLH 0.35 m

Number of rotor blades Nblades 2

Nominal angular velocity ⌦nom 1995.3 RPM

Radius R 0.79 m

Mean blade chord c̄ 0.06 m

Flapping spring constant K� 162.69 Nm/rad

Pitch-flap coupling tangent of �3 K1 0

Virtual hinge o↵set ✏ 0.0314 m
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B. Relevant helicopter data

Table B.1 – continued from previous page

Parameter Symbol Value Units

Blade Inertia moment I� 0.0344 kg m2

Blade profile lift curve slope Cl↵ 2⇡ rad�1

Blade twist angle ✓tw 0 rad

Precone angle (required for teetering rotor) a0 0 rad

Solidity � 0.0479

Shaft tilt �
2 0.0524 rad

Tail rotor data

Stationline position of hub STAH 1.385 m

Buttline position of hub BLH 0.052 m

Waterline position of hub WLH 0.205 m

Number of rotor blades Nblades 2

Nominal angular velocity ⌦nom 9976 RPM

Radius R 0.115 m

Mean blade chord c̄ 0.031 m

Solidity � 0.1716

Pitch-flap coupling tangent of �3 K1 0

Blade Inertia moment I� 0.00002665 kg m2

Blade profile lift curve slope Cl↵ 2⇡ rad�1

Blade twist angle ✓tw 0 rad

Fuselage

Stationline position of fuselage STAH 0 m

Buttline position of fuselage BLH 0 m

Waterline position of fuselage WLH 0 m

Frontal area Sfront 0.02042 m2

Lateral area Sfront 0.0633 m2

Top area Sfront 0.09739 m2
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APPENDIX C

Relevant synch-rotor data

Table C.1: Relevant synch-rotor data

Parameter Symbol Value Units

Vehicle data

Mass m 794.4 kg

Principal moments of inertia Ix, 260.8476, kg m2

Inertia products Ixy, 0.4146, kg m2

Stationline position of CG STACG 2 m

Buttline position of CG. BLCG 0 m

Waterline position of CG. WLCG 1.2848 m

Rotor data

Stationline position of hub STAH 2 m

Buttline position of left hub BLH 0.25 m

Buttline position of right hub BLH -0.25 m

Waterline position of hub WLH 2.4 m

Number of rotor blades Nblades 2

Nominal angular velocity ⌦nom 396.3 RPM

Radius R 2.8 m

Mean blade chord c̄ 0.195 m

Flapping spring constant K� 0 Nm/rad

Pitch-flap coupling tangent of �3 K1 0
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C. Relevant synch-rotor data

Table C.1 – continued from previous page

Parameter Symbol Value Units

Hinge o↵set ✏ 0 m

Blade Inertia moment I� 27.3651 kg m2

Blade profile lift curve slope Cl↵ 5.8101 rad�1

Blade twist angle ✓tw -0.0742 rad

Tip loss factor B 0.96

Precone angle a0 0.0262 rad

Solidity � 0.0443

Lateral shaft tilt �
2 12.5 deg

Fuselage (Fus.)

Fus. drag, ↵ = � = 0 D1 0.2803 m2

Fus. drag, variation with ↵ D2 -0.1377 m2/rad

Fus. drag, variation with ↵2 D3 1.307 m2/rad2

Fus. drag, variation with �2 D4 5.306 m2/rad2

Fus. drag, ↵ = 90� D5 2.074 m2

Fus.drag, � = 90� D6 3.310 m2

Fus. lift, ↵ = � = 0 XL0 -0.08014 m2

Fus. lift, variation with ↵ XL1 0.8635 m2/rad

Fus. lift, variation with ↵2 XL2 -1.256 m2/rad2

Fus. lift, variation with �2 XL3 -4.812 m2/rad2

Fus. lift, ↵ = 90� XL4 1.3590 m2

Fus. lift, � = 90� XL5 0.0136 m2

Fus. side force, variation with � Y1 -2.062 m2/rad

Fus. rolling moment, variation with � YL1 -1.956 m3/rad

Fus. rolling moment,� = 90� YL2 1.832 m3

Fus. pitch moment, ↵ = � = 0 XM1 -0.3069 m3

Fus. pitch moment, variation with ↵ XM2 0.03538 m3/rad

Fus. pitch moment, ↵ = 90� XM3 -5.621 m3

Fus. pitch moment, variation with ↵2 XM4 4.038 m3/rad2

Fus. pitch moment, variation with � XM5 -0.1521 m3/rad

Fus. pitch moment, variation with �2 XM6 18.57 m3/rad2

Fus. pitch moment, � = 90� XM7 3.819 m3

Fus. yawing moment, variation with � XN1 3.268 m3/rad

Fus. yawing moment, � = 90� XN2 7.790 m3

Fus. yawing moment, ↵ = 90� XN3 0.1527 m3
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Table C.1 – continued from previous page

Parameter Symbol Value Units

Horizontal Stabilizer (HS)

Stationline position of HS STAHS 6.199 m

Buttline position of HS BLHS 0 m

Waterline position of HS WLHS 1.394 m

HS incidence angle iHS -2 deg

HS area sHS 0.2145 m2

HS aspect ratio ARHS 4.71

HS dynamic pressure ratio ⌘HS 0.633

HS lift curve slope CLmaxHS 1.1

Upper Vertical fin (Vf)

Stationline position of Vf STAV F1 6.1 m

Buttline position of Vf BLV F1 0 m

Waterline position of Vf WLV F1 1.683 m

Vf incidence angle iV F1 -4 deg

Vf area sV F1 0.1544 m2

Vf aspect ratio ARV F1 4.304

Vf sweep angle �V F1 33.16 rad

Vf dynamic pressure ratio ⌘V F1 0.41

Vf lift curve slope CLmaxV F1 1.16

Lower Vertical fin (Vf)

Stationline position of Vf STAV F2 6.069 m

Buttline position of Vf BLV F2 0 m

Waterline position of Vf WLV F2 0.996 m

Vf incidence angle iV F2 -2 deg

Vf area sV F2 0.1268 m2

Vf aspect ratio ARV F2 3.358

Vf sweep angle �V F2 33.15 deg

Vf dynamic pressure ratio ⌘V F2 0.54

Vf lift curve slope CLmaxV F2 1.21
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APPENDIX D

State and Control matrices

A =

2

66666666666664

Xu Xw �Qe Xq �We A14 Xv +Re Xp 0 Xr + Ve

Zu +Qe Zw Zq + Ue A24 Zv + Pe Zp � Ve A27 Zr

Mu Mw Mq 0 Mv A36 0 A38

0 0 cos⇥e 0 0 0 A47 sin⇥e

Yu �Re Yw + Pe Yq A54 Yv Yp +We A57 Yr � Ue

L0
u L0

w A63 0 L0
v A66 0 A68

0 0 sin�e tan⇥e A74 0 1 0 cos�e tan⇥e

N 0
u N 0

w A83 0 N 0
v A86 0 A88

3

77777777777775

where:

A14 = �g cos⇥e,

A24 = �g cos�e sin⇥e,

A27 = �g sin�e cos⇥e,

A36 = Mp � 2PeIxzIyy �Re(Ixx � Izz)Iyy,

A38 = Mr + 2ReIxzIyy � Pe(Ixx � Izz)Iyy,

A47 = �⌦a cos⇥e,

A54 = �g sin�e sin⇥e,

A57 = g cos�e cos⇥e,

A63 = L0
q + k1Pe � k2Re,

A66 = L0
p + k1Qe,

A68 = L0
r � k2Qe,
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D. State and Control matrices

A74 = ⌦a sec⇥e,

A83 = N 0
q � k1Re � k3Pe,

A86 = N 0
p � k3Qe,

A88 = N 0
r � k1Qe.

A is the state matrix. B, the control matrix, is:

B =

2

66666666666664

X⇥0 XA1 XB1 X⇥0T

Z⇥0 ZA1 ZB1 Z⇥0T

M⇥0 MA1 MB1 M⇥0T

0 0 0 0

Y⇥0 YA1 YB1 Y⇥0T

L0
⇥0

L0
A1

L0
B1

L0
⇥0T

0 0 0 0

N 0
⇥0

N 0
A1

N 0
B1

N 0
⇥0T

3

77777777777775

The longitudinal and lateral state matrices are:

ALON =

2

6664

Xu g cos⇥e/Ue Xw � g cos⇥e/Ue Xq �We

Zu g sin⇥e/Ue Zw � g sin⇥e/Ue Zq

Zu g sin⇥e/Ue Zw � g sin⇥e/Ue Zq + Ue

Mu 0 Mw Mq

3

7775

ALAT =

2

6664

0 0 Yv g

0 0 1 0

�N 0
r �UeN 0

v N 0
r + Yv g �N 0

pUe

L0
r/Ue L0

v �L0
r/Ue L0

p

3

7775
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