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Abstract

Understanding the natural and forced variability of the general circulation of the atmosphere
and its drivers is one of the grand challenges in climate science. In particular, it is of paramount
importance to understand to what extent the systematic error of global climate models affects
the processes driving such variability. This is done by performing a set of simulations (ROCK
experiments) with an intermediate complexity atmospheric model (SPEEDY), in which the
RockyMountains orography is modified (increased or decreased) to influence the structure of
the North Pacific jet stream. For each of these modified-orography experiments, the climatic
response to idealized sea surface temperature (SST) anomalies of varying intensity in the El
Niño Southern Oscillation (ENSO) region is studied. ROCK experiments are characterized
by variations in the Pacific jet stream intensity whose extension encompasses the spread of
the systematic error found in state-of-the-art climate models. When forced with ENSO-like
idealised anomalies, they exhibit a non-negligible sensitivity in the response pattern over the
Pacific North American region, indicating that a change/bias in the model mean state can
affect the model response to ENSO. It is found that the classical Rossby wave train response
generated by ENSO is more meridionally oriented when the Pacific jet stream is weaker,
while it exhibits a more zonal structure when the jet is stronger. Rossby wave linear theory,
used here to interpret the results, suggests that a stronger jet implies a stronger waveguide,
which traps Rossby waves at a lower latitude, favouring a more zonally oriented propagation
of the tropically induced Rossby waves. The shape of the dynamical response to ENSO,
determined by changes in the intensity of the Pacific Jet, affects in turn the ENSO impacts
on surface temperature and precipitation over Central and North America. Furthermore, a
comparison of the SPEEDY results with Coupled Model Intercomparison Project (CMIP6)
models behaviour suggests a wider applicability of the results to more resources-demanding,
complete climate general circulation models (GCMs), opening up to future works focusing
on the relationship between Pacific jet misrepresentation and response to external forcing in
fully-fledged GCMs.
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Chapter 1

Introduction

1.1 Objective and thesis structure

This work investigates the role of model bias on the response to an external forcing, in
particular, the role of the Pacific jet stream on the propagation of El Niño southern Oscillation
(ENSO) signals is explored. The orography on theRockyMountains region of anEarth system
Model of Intermediate Complexity (EMIC) is changed in order to induce a modulation of
the climatological mean state of the Pacific Ocean. In a second moment, for each orographic
configuration, an idealized ENSO anomaly is imposed over the climatological Sea Surface
Temperature (SST) to study the response of the model.1
The thesis is divided into six chapters:

• The first (the current one) is an introduction on Atmospheric General Circulation
Models (AGCMs) and their biases.

• The second contains three short reviews respectively on the role of orography, the
mechanism behind ENSO and the Rossby wave theory.

• Chapter 3 is an explanation of the model and methodology used in this work.

• Chapter 4 reports the results from experiments with different heights for the Rocky
mountains, and

• chapter 5 contains the results from experiments forced with ENSO.

• Finally, in chapter 6 is a summary of the main conclusions.

1The experiments and their results are also contained in the paper submitted to "Climate Dynamics" entitled
“ENSO teleconnections and atmospheric mean state in idealised simulations” by Di Carlo et al. (under second
revision).
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14 CHAPTER 1. INTRODUCTION

1.2 General circulation models

Atmospheric general circulation models (AGCMs) are powerful tools to investigate many
phenomena of global circulation. From the first years of atmospheric numerical simulations
to nowadays the complexity of AGCMs has increased relentlessly. The reasons are the con-
tinuous need for refinement and the request for more detailed and quantitatively accurate
predictions.
The complexity of AGCMs can be divided into three different categories: Conceptual com-
plexity, coupling complexity and numerical complexity. The conceptual complexity repre-
sents the intellectual effort, in the sense of physics, mathematics and computer codes, needed
to understand their formulation. The coupling complexity takes into account the interaction
between all the building blocks that constitute an AGCM. Finally, numerical complexity
refers to the increasing spatial and temporal resolution of the models. Simulations have
become every day more time and storage space consuming. Despite the improved ability of
AGCMs in simulating and predicting weather and climate, these comprehensive very sophis-
ticated models might not be the ideal tools to study physical processes. Their complexity
(and computational cost) might in fact limit our capability to realize targeted experiments
(long enough or with enough ensemble members) suitable to analyze and possibly explain
the reason why fundamental features of atmospheric circulation develop. On the other hand
simplified models (e.g. Held, 2005[52]) might depict a too idealized atmospheric circulation.
A good compromise between extreme complexity and uttermost simplification is represented
by the category of Earth System Models of Intermediate Complexity (EMIC, Claussen et al.,
2002[32]). They are sufficiently realistic (because they include the "essential" complexity of
atmospheric circulation), yet very convenient from a computational point of view (because
their resolution is coarse and they can be installed and run on a desktop computer). These
models are sufficiently accurate to be compared with observations, but less complex and
computationally cheaper than fully-fledged GCMs. The model used in this study is an inter-
mediate complexity Atmospheric General Circulation Model developed at the Abdus Salam
International Center for Theoretical Physics (ICTP), known as SPEEDY (Simplified param-
eterization PrimitivE Equation DYnamic (Molteni 2003[81], Kucharski et al. 2006[68]).

1.3 History of GCM

The story of AGCM started in the early 20th century when Vilhelm Bjerknes developed
seven “primitive equations” describing the behaviour of heat, air and moisture. In 1922,
Fry Richardson used a simplified version of the primitive equations to develop the very first
numerical system for weather predictions. The idea of Richardson was to divide the domain
into a grid of cells, each with its own set of variables, and calculate the wind speed and
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direction from the difference in pressure between two adjacent cells. Despite Richardson
planting the seed of modern numerical models, his first practical test failed after weeks of
pencil work. Twenty years after the failure of Richardson, at the end of the second world
war, Von Neuman found several similarities between his study on the effects of a nuclear
explosion and the weather prediction, so he decided to invite Jule Charney to lead a brand
new group of scientists to model the entire atmosphere. One of the most famous experiments
and achievements of Charnay’s group was the simulation of the effect of a mountain range
on airflow. It was the first experiment exploring the role of orography on the mean flow (the
first true orography experiment in an AGCM was in 1965 by Mintz et al.[80]). In 1949 the
first three-dimensional model for a small region (North America) was developed (Charney,
1949[26]; Charney and Eliasses, 1949[27]). The forecast for only one day took almost one
day of calculation. But, results, compared with the first observational data, demonstrated
that Charney’s model was able to catch several features of how the weather had actually
developed (Charney et al.,1950[28]). The first "real" AGCMwas the model made by Phillips
in 1955 [87]. Phillips, inspired by some experiments with a rotating pan of water, developed
simplified equations for a two-layer atmosphere. To reduce the mathematical complexity, he
represented the hemisphere as a cylinder and he put the heating in the lower half. This very
simple model was able to represent a plausible jet and a realistic-looking weather disturbance
(Phillips, 1956[87]). Phillips’s promising results inspired Von Neumann to put more effort
into model development. He invited the Japanese meteorologist Manabe to join the lab.
Manabe, with the help of Smagorinsky (the new director of the Weather Bureau), was able to
implement a water cycle and radiative transport in his model. In 1965 their model was ready,
it was a three dimensional model with the atmosphere divided into 9 levels. The model was
missing ocean, land and orography, and the surface was simplified with a damping layer able
to exchange moisture with the atmosphere. This new model was able to show a stratosphere
and the formation of Hadley cells (Manabe, Smagorinsky and Strickler, 1965[75]; Smagorin-
sky, Manabe and Holloway,1965[103]). At the same time, another group composed by Mintz
and Arakawa produced a model of the entire globe, with two layers and realistic geography,
with rudimental orography, oceans and ice cover (Arakawa, 1970[8]; Mintz,1965[80]). Dur-
ing his work, Arakawa encountered difficulties in simulating the cloud cover, mainly because
all the processes involved were on a scale, by far, lower than the model grid resolution, so
he spent a good portion of his time in defining some useful “parameterizations” in order to
tackle such processes. It was in this period that meteorologists found out the power of sharing
information between several research groups.
In the second half of the 1960s GCM improved drastically thanks to the increasing effort
in atmospheric measurement. The new data were useful to make better parameterizations
up to the point of having good three-day forecasts. In the 1970s, the group led by Hansen
developed a model that incorporated a parameterization for the reflection of sunlight by the
snow. The implementation of this “albedo” parameterization drastically improved the quality
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of the forecasts (Hansen et al.,1983[48]).
In the same period, the analysis of Keeling (1970[61]) led to an interesting discovery: the
quantity of CO2 in the atmosphere was rising. This discovery tickled the fantasy of meteo-
rologists that tried to simulate the effects of increasing levels of CO2. In 1975, Manabe and
Wetherald published a paper describing the results of their “sensitivity” experiments. They
showed that if the CO2 level is doubled, the global temperature would rise roughly 3.5°C.
Moreover, the increased evaporation and precipitation lead to changes in the water content of
the soil, making some regions drier and some others wetter. Finally, the warming was greater
at the poles than in the rest of the globe, mainly because of the melting of the ice and the
snow. But at that time, the results were taken not so seriously due to the scarce reliability
of model predictions and the lack of consensus among the scientists. In 1979, after pressure
from the media, the American National Academy of Science appointed a panel, chaired by
Charney. This new study concluded that with a CO2 doubling in the atmosphere, the planet
would warm up to three degrees (National Academy of Sciences,1979, pp.2,3[33]).
Manabe’s opinion was that the only way to have a realistic model was to put together the
atmosphere and the ocean. He collaborated with Bryan, an oceanographer who developed
a numerical model for the oceanic circulation, and they built the first coupled model. They
were well aware that the atmospheric wind would have developed more realistic oceanic
currents, and the ocean sea-surface temperature and evaporation would help the circulation
in the atmosphere. In 1969, they published a paper in which Bryan wrote that the experiment
was a failure because the ocean was not able to reach equilibrium. Indeed the model was
not able to describe the Earth climate, but the result resembled a real planet (Manabe and
Bryan, 1969[74]). Years later, with the implementation of a rough but realistic Earth-like
geography their model was able to represent many features of the real Earth. During the
1980s, the main modelling groups dedicated most of the time to refine the models in order to
make better predictions and check how the models reacted to increasing levels of CO2. The
increasing computational power and the implementation of the historical record of aerosol
from volcanic explosion made possible the simulation of a realistic “transient response” of
the models to increasing values of CO2 (Hansen et al.,1988[47]). Finally, in 1988 global
warming was declared an imminent threat. From the early 1990s up to the current generation,
the structure of AGCMs has not changed, but the complexity of parameterization and the
spatial and temporal resolution has increased exponentially.

1.4 CMIP project

Since the birth of the first GCMs, scientists were well aware of the importance of sharing
data and results from their different models. It was and it still is the fastest way to improve the
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quality of model and simulation. The first organized, multi center, intercomparison project
was born in 1989, it was the Atmospheric Model Intercomparison Project (AMIP). AMIP is
a standard experimental protocol for atmospheric models. In 1990 almost the entire interna-
tional climate modeling community participated in this project. In the following years the
AMIP protocol was incorporated as an integral part in the wider and more complex Coupled
Model Intercomparison Project (CMIP, 1995).

1.4.1 AMIP

AMIP is a standard experimental protocol for global AGCMs initiated in 1989 under the aus-
pices of the World Climate Research Programme (WCRP). It provides a community-based
infrastructure in support of climate model diagnosis, validation, intercomparison, documen-
tation and data access. This standard protocol enables a diverse community of scientists to
analyze AGCMs in a systematic fashion, a process which serves to facilitate model improve-
ment. The experimental design of AMIP simulations is simple; AGCMs are constrained
by realistic sea surface temperature, sea ice from 1979 to near present, and prescribed CO2
concentration and solar constant. The simplified configuration enables scientists to focus on
the atmospheric model without the complexity of ocean and ocean-atmosphere interactions.

1.4.2 CMIP history

The CoupledModel Intercomparison Project (CMIP) is the analog of the AtmosphericModel
Intercomparison Project (AMIP) for coupled ocean-atmosphere general circulation models.
The project was launched in 1995 with the purpose to provide a database of coupled GCM
simulations under standardized boundary conditions, and attempt to diagnose model prefro-
mances and investigate models’ biases and models’ uncertainty (i.e., why different models
give different output in response to the same input).
The first phase of the CMIP, CMIP1, had three objectives: to document the mean response
of the dynamically coupled climate system to CO2 doubling, to quantify the effects of flux
adjustment on climate sensitivity in the coupled simulations and to document features of the
simulated time-evolving climate system response to gradually increasing CO2 levels. The
program included 18 models from 7 different countries. One year later, the CMIP2 added an-
other experiment in which CO2 increases at the rate of 1% per year (Covey et al., 2003[34]).
The main result of the first two CMIP phases was that coupled GCM control runs were
nearly as accurate as observational uncertainty. Finally, the CO2 increasing scenarios had
different outcomes depending on the model, but the range of model-simulated global mean
warming, however, was less than the factor of 3 (1.5 - 4.5°C), the uncertainty commonly cited
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for equilibrium warming under doubled CO2 (Hansen et al. 1984[48], 1985[47]; Wigley
and Schlesinger 1985[122], Covey et al., 2003[34]). The phase 3 of CMIP was carried
out during the two years 2005 and 2006. It had 12 different experimental designs in order
to explore the past, current and future climate in the most advanced generation of GCMs
(for the time). In September 2008, the Working Group on Coupled Modelling (WGCM)
decided to promote the phase 5 of CIMP (CMIP5). The program was to provide a framework
for coordinated climate change experiments. The aims of simulation were to evaluate how
realistically the models simulate the recent past, provide projection for the future on a near
term and long term time scales and to understand the factors responsible for differences in
model projections. All the experiments were divided in three groups: Decadal Hindcasts and
Predictions simulation, long-term simulations and atmosphere only simulations. 20 coupled
models from all over the world participated to the project, they were fully-fledged GCM
comprehensive of: atmosphere, ocean, sea ice and land-vegetation. The phase lasted five
years and a summary of the results was published in the Intergovernmental Panel on Climate
Change (IPCC) fifth assessment report (AR5)(Climate Change 2013 – The Physical Science
Basis). The most recent coupled model intercomparison project is the CMIP6 (Eyring et al.,
2016[42]). It contains 23 experiments covering past, present, and future climate. Among
them there are the “classical” Diagnostic, Evaluation and Characterization of Klima experi-
ments (DECK), standard experiments carried out from CMIP2 onward and constituting the
core of the CMIP project. These are the control experiment, the AMIP, abrupt increase of
CO2 (4x the CO2), and the increase of 1% per year of CO2. The aim of CMIP6 was to
give more insight for several scientific questions with a major effort in understanding how the
Earth responds to forcings, how future climate can be assessed given internal climate vari-
ability, predictability, and uncertainties, and, finally, what are the origins and consequences
of systematic model biases. More information on CMIP can be found on the WCRP web
page https://www.wcrp-climate.org/wgcm-cmip.

1.4.3 CMIP6 biases

One of the main aims of the CMIP experiment is understanding the reasons behind the biases
of state-of-the-art models. Despite the high complexity and the everyday increasing spatial
and temporal resolution, modern GCM are affected by large bises in the mean state. Under-
standing the “sources” of these biases and how they affect the simulation of forcing scenarios
is of extreme importance. Principal biases are found in the sea surface temperature, sea level
pressure (SLP), and zonal wind (Shaffrey et al., 2009[100], Keeley et al., 2012[60]).
In the Atlantic Ocean the larger bias consists in an underestimation of the equatorial Atlantic
cold tongue with an SST that is too warm in the eastern Atlantic. At the same time, the
western equatorial Atlantic is affected by a cold bias. These two biases make an equatorial

https://www.wcrp-climate.org/wgcm-cmip
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SST gradient, from east to west, that is the opposite of the observed gradient (Richter et
al.,2014[89]). The Bjerknes feedback (Bjerknes, 1969[13]) links the SST with the zonal
wind resulting in weaker Trades and a westerly wind bias over the equatorial region. Outside
of the equator, the SST shows a cold bias in the region south of Greenland (Randall et al.
2007[88]). The bias in midlatitudes SST is generally associated with a too zonal representa-
tion of the Gulf stream and the North Atlantic Current in the models (Eden et al., 2004[39]).
The SLP shows a dipole bias pattern, very similar to the North Atlantic Oscillation, with
a high pressure center over the Azores and a low pressure center over Iceland (Keeley et
al., 2012[60]). The zonal wind at 850 hPa also exhibits a positive bias, with westerlies too
strong and following a too zonal path crossing the Atlantic Ocean (Hannachi et al., 2013[46]).
Models are able to represent the Atlantic jet seasonality, but they do not catch the trimodal
structure observed by Woollings (2010[125]). The errors in the zonal wind are reflected
into both the blocking frequency, that shows a negative bias with fewer blocking event when
compared with observations (Cheung and Zhou 2015[30]; Anstey et al. 2013[7]) and a too
zonal storm track that is placed over central Europe rather than over Scandinavia (Ulbrich et
al., 2009[111]).
In the Pacific Ocean, the storm track is too strong on both its northeastern and northwestern
flanks (Harvey et al., 2020[50]) and the jet stream has an equatorward bias (Ulbrich et al.,
2009[111]). The SST bias in the Pacific Ocean is of great importance because it is able to
alter the El Niño Southern Oscillation (ENSO) signal (Manganello and Huang, 2009[77],
See chapter 3 for a short ENSO review). Usually CMIP models show a cold SST bias in a
large region of the tropical pacific (10-40N,130E-120W).
The reasons behind model biases are still not well understood. Usually, atmospheric biases
are associated with the lowmodel resolution (e.g., Zappa et al., 2013[126]), the representation
of orography (e.g., Berckmans et al., 2013[12]) and SST biases (Keeley et al., 2012[60]).
Regarding the model resolution, CMIP6 models proved to have smaller biases and higher
resolution when compared with CMIP5 models. But in models of the same phase there is
a large spread in model resolution. Some models with a coarse resolution have very little
biases and some models with high resolution show larger biases, the reason is that sub grid
parameterizations are also relevant in generating biases (Sandu et al., 2019[95]) and not only
the model resolution. Finally, it is difficult to assess an order of influence between SST bias
and atmospheric bias. Bias in SSTs affect the atmospheric circulation, but the opposite is
true as well (Keeley et al., 2012[60]).
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Chapter 2

Literature

This chapter contains a short review of the basic concepts used as fundament for this work:
orography, El Niño southern oscillation and Rossby waves.

2.1 Orography introduction

Orography plays a relevant role on the Earth climate, it has a large impact on stationary
waves, large-scale circulation (Charney and Eliassen 1949[26]; Bolin 1950[16]), surface
temperature (Seager et al. 2002[97]) and precipitation (Broccoli andManabe 1992[22]; Wills
and Schneider 2015[124]). The principal mountain chains able to influence the atmospheric
flow are the Rocky Mountains(Brayshaw et al.,2009[21]), the Tibetan Plateau (Held et al.
2002[54]) and the Mongolian Plateau (White et al. 2017[119],2018[120]).

2.1.1 Orography and stationary waves

Stationary waves are wave-like features of the atmosphere that manifest at planetary scale. In
the northern hemisphere, stationary waves are so relevant, and have a well defined structure
that they have been given names: the Aleutian low, the Icelandic low, and the Siberian high.
Another, weaker, signature of stationary waves is the Rocky ridge over the Rocky Mountains.
Stationary waves are forced by orography and land-sea temperature contrast (Manabe and
Tapestra 1974[76]). Strong SST gradients are also able to generate Rossby waves.
Orography represents a barrier for the mean flow and this is the main reason for the generation
of Rossby waves; but, it also influences the diabatic heating, and, consequently, the stationary
waves indirectly. This makes it difficult to disentangle the relative effects of ‘orographic’ and
‘thermal’ forcings to the stationary waves. The contribution of orography to the total ampli-
tude of stationary waves is about 30% (Valdes and Hoskins 1989[112], Chang 2009[25]).
Some works explored the role of orographyby comparing control experiments with a standard

21



22 CHAPTER 2. LITERATURE

representation of the orography with sensitivity experiments in which orography is "”flat-
tened". It was found that, in the troposphere, stationary waves induced by orography have the
same intensity of the waves generated by the land-sea contrast (White et al., 2018[120]). On
the other hand, in the stratosphere the contribution of the orography is dominant (White et al.,
2018[120]). The vertical structure of the orographic stationary waves show a neat difference
between the surface and the upper levels. Near the surface, the presence of orography largely
affects the stationary wave pattern. Stationary waves change intensity (weaker stationary
waves) and wavenumber (higher) from experiment with orography to experiments without
the orography (White et al., 2021[121]). While at upper levels, orography modulates the
intensity of the baseline stationary waves, but their phase and shape is not affected. This
suggests a constructive interference between the orographically forced stationary waves and
the stationary waves due to land-sea contrast and SST gradients (Held, 1983[51]; Held et al.,
2002[54]; Chang, 2009[25]; White et al., 2021[121]).

2.1.2 Orography and mean zonal wind

The two Hemispheres, Northern and Southern, have similar zonal mean zonal wind (*) struc-
ture in the troposphere. This feature suggest, in former works, a weak effect of the orography
on the zonal wind (Manabe and Terpstra, 1974[76]; Held et al., 2002[54]). Conversely, the
stratosphere shows an asymmetry between the two hemispheres, and this is a consequence
of the differences in the activity of planetary waves due to the orography and the land-sea
contrast (Waugh and Polvani, 2010[118]; White et al.,2018[120]). Orography also affects the
mean flow through the interactions between orographically generated stationary waves and
the flow itself (Eliassen and Palm, 1961[41]; Charney and Drazin,1961[29]).
The principal effect of orography in the mean flow is a reduction of the zonal mean zonal
wind both in troposphere and stratosphere. Experiments performed with a model in which
the orography is removed completely, show that, despite the weak effect at lower latitudes,
from 40N/S the effect of orography on the zonal wind is relevant. The northern hemisphere
orography reduces the zonal wind by 50% near the surface, up to 80% in the stratosphere.
Due to the limited continentality and very few mountain chains, the Southern Hemisphere is
subject to a (smaller) reduction of about 10% (White et al., 2018[120]).

2.2 ENSO introduction

One of the main drivers of both tropical and extratropical variability is the El Niño-Southern
Oscillation (ENSO) (Philander 1990[85], Wang 2017[117]), which generates global tele-
connections in both the atmosphere and the ocean. ENSO is a quasi-periodic, coupled
ocean-atmosphere phenomenon characterized by fluctuations of the sea surface temperature
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Figure 2.1: ENSO mechanism. a) Neutral condition and b) El Niño condition. Figure from
Meteorology today (Ahrens, D. 2009, pp 277[2])

(SST), thermocline depth, and sea level pressure (SLP) across the equatorial Pacific. The
word quasi-periodic is used to describe the fluctuation between two extreme phases around a
neutral state, which is not an oscillation in the strict sense.

2.2.1 ENSO mechanism

The state of the Tropical Pacific climate with respect to ENSO can be synthetically described
as being in one of three conditions: Neutral, El Niño, and La Niña. El Niño is the positive
phase of ENSO (associated with a warm SST anomaly) while La Niña is its negative phase
(with a cold SST anomaly).
During the Neutral condition (Fig.2.1a), the trade winds blow from east to west, producing a
surface westward ocean current and driving superficial water westward. This current creates
high sea level and a deep thermocline (the water layer in which temperature changes drasti-
cally with depth and that divides the warmer upper mixed layer from the cool deep ocean)
in the west, and low sea level and a shallow thermocline in the east. Due to the rotation of
the Earth, the second water motion caused by the trades is the displacement of water out of
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the Equator, this motion causes upwelling (the rise of cool water from deeper levels to upper
levels of the ocean). The combination of upwelling and the shallow thermocline produces the
equatorial Pacific SST, which is characterized by a cold tongue in the east and aWarm Pool in
the West Pacific (WPWP). This SST gradient is associated with a high SLP high on the east
and a low SLP in the west. The low SLP in the west is associated with a rising motion of the
air, convection and divergence at upper levels. In the eastern equatorial pacific, upper levels
are subject to convergence and sinking air. The combination of rising air to the west and
sinking air to the east generates, at upper levels, an eastward wind. The complex mechanism
described above constitutes an east-west cell known as the Walker circulation. One of the
main atmospheric consequences of ENSO is the rearrangement of the atmospheric Walker
circulation which leads to a longitudinal shift of the associated convective rainfall patterns
(Dai and Wingley 2000[36]).
During an El Niño event (fig.2.1b), a warm SST anomaly takes the place of the usually cold
waters in the eastern tropical Pacific. The SST gradient weakens and the trades weakens
as well (in strong events trades can also reverse). The atmospheric deep convection of the
Walker circulation moves from the WPWP to the central Pacific and eastern tropical Pacific.
The SLP pattern is modified and a low-pressure center prevails in the central tropical Pacific.
The weaker easterlies reduce upwelling (this is the cause of the warming), and the associated
waker SST gradient further weakens the trades, causing the Bjerknes feedback (Bjerknes,
1969[13]).
La Niña events are characterized by an opposite pattern of SST anomalies. The Neutral
condition is reinforced, with stronger trades at the surface, increased convergence over the
eastern tropical Pacific and reinforced divergence over the western Pacific. The wind-driven
adjustment of the thermocline causes the oscillation between El Niño and La Niña events
(Zebiak and Cane, 1987[127]).
The trigger mechanism of El Niño and La Niña events is still unclear (Timmermann et al,
2018[107]), the anomalies appear during summer and then they grow till reaching their max-
imum during the winter. The anomalies persist for periods longer than a year.

2.2.2 ENSO teleconnections

During an El Niño event, the warm SST anomaly, and the related anomalous convection in
the eastern Tropical Pacific lead to an increased atmospheric low-level convergence and a
corresponding upper-tropospheric divergence, generating an anomalous vorticity source in
the tropics. These changes in the tropics influence the global atmospheric circulation via
Kelvin and Rossby waves (Trenberth et al. 1998[108]).
The largest extratropical teleconnection generated by ENSO is a large-scale Rossby wave
train(Hoskins and Karoli, 1981[59]; Horel and Wallace, 1981[57]). The Rossby wave train
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Figure 2.2: Schematic El Niño rossby wave train from Horel and Wallace (1981)[57].

structure consists of three centers of action in the upper tropospheric circulation(Fig.2.2.
Starting from the Pacific Ocean, an El Niño event generates a cyclonic center of action that
reinforces the climatological Aleutian Low. The second center of action is an anticyclonic
center of action over the North American continent. The last one is another cyclonic center of
action located on the edge of North America close to the Florida peninsula and the Atlantic
Ocean. The position and intensity of these three centers of action affect the North Pacific jet
and the Atlantic jet. During an El Niño event, the Pacific jet is stronger and shifted southward.
The Atlantic jet is affected only in the entrance region. The position of the three centers of
action and the associated changes in the zonal wind influence the weather and climate over
Mexico, United States and Canada (Seager et al. 2005a[98],b[99]). During El Niño (La Niña)
events, the southern part of North America is usually colder (warmer) and wetter (dryer),
while the north-western part is mostly warmer (colder) and dryer (wetter). The Rossby wave
train generated by ENSO starts to develop with the SST anomaly, it is fully established in
January and persists until spring (Bladé et al. 2008[15], King et al. 2018[64]).
There is an ongoing debate regarding the connection between ENSO and the Pacific North
American pattern (PNA). PNA is a characteristic pattern of the Northern Hemisphere inter-
nal variability, that includes four main centers of action observed in the 200hPa geopotential
height (Wallace and Gutzler 1981[115]) and has significant influence on temperature and
precipitation over North America (Gershunov and Cayan 2003[45]). Some authors argue that
ENSO can only amplify internal variability and cannot generate new patterns (Molteni et al
1993[82], Lau 1997[71], Blade 1999[14], Palmer 1999[86]). Straus and Shukla (2002[104]),
on the other hand, suggest that the external forcing (i.e., ENSO) can lead to patterns that
are different from those typical of the internal variability. Lopez and Kirtman (2019[73])
found that ENSO produces response patterns over North America which are different from
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PNA in the same region. Considering the limited observational record, the ENSO response
is difficult to disentangle from internal atmospheric variability patterns.

2.3 Rossby stationary waves

The above-described ENSO teleconnection can be explained in terms of the linear theory of
Rossby wave propagation. Rossby waves are planetary-scale waves that propagate westward
with respect to the time-averaged background flow so that they can become stationary if the
mean westerly flow presents the opportune conditions; they are capable of transferring energy
and momentum across large distances and giving rise to teleconnection patterns (Hoskins
and Karoli 1981[59]). Rossby waves can be generated by diabatic heating, a condition which
typically occurs in areas of deep convection at tropical latitudes, and by orography. Conse-
quently, anomalous Rossby waves can be produced following the onset of ENSO.
The way Rossby waves propagate in a slowly varying flow is well understood and the conser-
vation of potential vorticity can be used to simplify the notion of Rossby stationary waves.
Potential vorticity (PV) combines small scale properties, as the small-scale spin of elements
of the fluid, and large scale environmental properties as the spin of the Earth. If friction, heat
sources and small scale turbulence are neglected, the equation describing the conservation of
PV is the following:

�@

�C
= 0 Fℎ4A4 @ =

5 + Z
ℎ

(2.1)

@ is the PV, 5 is the Coriolis frequency (eq2.2, where Ω is the Earth’s rotation rate and q is
the latitude).

5 = 2Ωcosq (2.2)

Z is the relative vorticity, it is twice the average rate of spin of fluid elements and h is the
thickness of the fluid. When a fluid element moves north or south, it may trade off its small-
scale spin (Z) for its large scale spin ( 5 ). Fixing Z = 0 at C0 and calling mH the meridional
departure from the starting latitude

(Z + 5C1) = 50 (2.3)

or better
ZC1 = 50− 5C1 (2.4)

In the case of a fluid with a constant thickness h, it is possible to use the ‘beta plane’
approximation. The spherical Earth can be approximated, locally, as a plane tangent to it.
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Figure 2.3: Velocity field (dashed arrows) generated by vorticity conservation due to a
sinusoidal displacement. The bold line represents the initial perturbation, the thin line is the
position, at the time t, due to the velocity field.

With this approximation, the Coriolis parameter can be written as

5 = 2Ωsinq = 50 + VmH (2.5)

V is the following
V =

35

3H
=

2Ωcosq
0

(2.6)

where 0 is the Earth’s radius. In the case of a fluid at rest (without the east-west mean wind),
and a meridional sinusoidal perturbation like

mH = 3 sin[: (G− 2C)] (2.7)

where d is is the maximum northward displacement. The speed is

E =
� (mH)
�C

= −:23 cos[: (G− 2C)] (2.8)

and the relative vorticity is

Z =
mE

mG
= :223 sin[: (G− 2C)] (2.9)

Substitution for H and Z in 2.4 leads to

:232 sin[: (G− 2C)] = −V3 sin[: (G− 2C)] . (2.10)
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The former can be rewritten as
2 = − V

:2 (2.11)

and the dispersion relation for Rossby waves is

l = − V
k

(2.12)

where l is the frequency and k the wavenumber (which is 2c divided by the wavelength).
For Rossby waves, the restoring force, driving the acceleration of the wind, is the north-south
pressure gradient. From Figure 2.3, an air mass moving northward in a standing wave pattern
and conserving the PV, has to develop a negative relative vorticity (Z), as higher latitudes are
characterized by lower values of 5 . The associated anticyclonic spin matches the northward
velocity west of the air parcel and the southward velocity to its east and the result is an
enforcement of the basic wave pattern. If the wave propagates along an arbitrary direction,
the term k in the dispersion equation can be divided in its two components : (east-west) and
; (north-south). Consequently, the dispersion relation can be written as

l =
−V:
:2 + ;2

=
−VcosU
|k| (2.13)

where U is the direction of k with respect to the east.
In the case of a background flow with an east-west wind *, w can be replaced with −:*
giving the following dispersion relation

:* =
:V

:2 + ;2
(2.14)

or, by taking the square root, multiplying by 2c and and arranging the terms

2c
√
:2 + ;2

= 2c

√
*

V
(2.15)

This equation shows that faster winds make longer waves and regions with U<0 prevents the
formation of Rossby waves. By considering that the group velocity has magnitude V/|k|2, in
the case of standing waves, it is equal to U.
Finally, in the general situation of propagating waves (not stationary waves) on a westerly
wind, the dispersion relation is:

l =*: − V :

:2 + ;2
(2.16)

with an east-west phase speed
2 =* − V

:2 + ;2
(2.17)

This is Carl-Gustav Rossby’s ‘trough’ formula.



Chapter 3

Model and methodology

In the last decades, a hierarchy of different GCMs has been developed to tackle a wide variety
of scientific questions. Starting from the second half of the ’80s, the complexity of GCM has
dramatically increased. This has been associated with an increase in computational costs.
For academic purposes, however, state-of-the-art GCMs can be too expensive, and here Earth
System Models of Intermediate Complexity (EMIC, Claussen, et al. 2002[32]) can come
into play. These models are sufficiently accurate to be compared with observations, but less
complex and much computationally cheaper than fully-fledged GCMs.
The model used in this study is an intermediate complexity Atmospheric General Circulation
known as SPEEDY.

3.1 SPEEDY

SPEEDY (Simplified parameterization PrimitivE Equation DYnamic, Molteni 2003[81],
Bracco et al. 2004[19], Kucharski et al. 2006[69]) is an intermediate complexityAtmospheric
General CirculationModel developed at the Abdus Salam International Center for Theoretical
Physics (ICTP).
The SPEEDYmodel uses the Held and Suarez hydrostatic spectral dynamical core (Held and
Suarez 1994[53]) developed at the Geophysical Fluid Dynamics Laboratory. The model is
a hydrostatic, σ- coordinate, spectral transform model expressed in the vorticity-divergence
form derived by Bourke (1974[18]). The model treats the gravity waves semi-implicitly. The
prognostic variables are vorticity, divergence, absolute temperature, the logarithm of surface
pressure, and the specific humidity. A leapfrog scheme associated with a weak time filter
integrates the model in time (Robert 1966[91]). The accuracy of the leapfrog integration is
increased from the first order to the third order using an additional filter (RAW) introduced
by Amezcua et al. (2011[6]). The horizontal hyper-diffusion of vorticity, divergence,
temperature and humidity has the form of the fourth power of the Laplacian, applied on
σsurfaces. To avoid spurious vertical diffusion of T and Q over steep topography, a corrective

29



30 CHAPTER 3. MODEL AND METHODOLOGY

term that simulates diffusion on pressure surfaces is used.
SPEEDY can be set to work at different horizontal spectral resolutions; typical triangular
spectral truncation numbers are 21, 30 or 47. The version in this work uses the T30 resolution
( 450 km at the equator) with a standard gaussian grid of 96 by 48 points and 8 vertical layers
with boundaries (half levels) at σvalues of 0, 0.05, 0.14, 0.26, 0.42, 0.60, 0.77, 0.90 and 1.
All the prognostic variables, apart from ;>6(?B), are specified at sigma levels intermediate
between the upper and lower boundaries (full levels). The top two layers give a representation
of the stratosphere and the bottom layer a representation of the planetary boundary layer
(PBL). The output data are given on pressure levels at 30, 100, 200, 300, 500, 700, 850, 925
hPa.
A set of parameterizations, based on the same basic principles used in more complex GCMs,
but appropriately modified to suit a model with a coarse vertical resolution, takes care of
processes such as cloud formation, large-scale condensation, surface fluxes of momentum
and energy, vertical diffusion of heat and moisture, convection, short and longwave radiative
transfer. All the parameterizations are run as independent modules, the exceptions are the
surface fluxes that use the downward radiative flux at the surface as an input.
The model requires appropriate boundary conditions in order to determine the fluxes of
momentum, heat and moisture at the surface and the flux of incoming solar radiation at the
top of the atmosphere. At the surface, the boundary conditions are the topographic height,
land-sea mask, and the climatological field of sea surface temperature (SST), sea ice fraction,
soil temperature in the deep soil layer, moisture in the soil top layer and the root-zone layer,
snow depth, bare-surface albedo (no snow and no sea ice) and the fraction of land-surface
covered by vegetation. Apart from the last two fields that are used as annual mean values, all
the other fields are specified as monthly means. To obtain the daily data, the monthly values
are linearly interpolated.
The net surface albedo derives from the bare-surface albedo linearly combined with assigned
values of snow albedo and sea-ice albedo. Sea-ice fraction and snow cover are used as weights
for the calculation. The evaporation over land derives from the linear combination, weighted
using the vegetation fraction, of soil top layer moisture and root-zone layer moisture.
All the climatological fields are the monthly averages of the corresponding data from the
European Center for Medium-Range Weather Forecast’ re-analysis (ECMWF, ERA Interim,
Dee et al. 2011[37]) in the period 1979-2008. The incoming flux of solar radiation at
the top of the atmosphere is computed daily from astronomical formulae (no daily cycle).
Empirical, seasonally varying functions define the absorption of solar radiation by ozone in
the stratosphere and the latitudinal variations of optical depth for solar radiation.
The SPEEDY model is computationally advantageous, so it can be integrated over centuries
at a minor computational cost. The source code and the documentation of the current version
of the model - including information on model development and subsequent releases, can be
found at http://users.ictp.it/ kucharsk/speedy-net.html.

http://users.ictp.it/~kucharsk/speedy-net.html
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3.1.1 SPEEDY parameterizations

This section illustrates all the SPEEDY parameterizations.
Convection: the convection scheme is derived from the mass-flux scheme developed by

Tiedke (1993[106]). The scheme describes the upward motion of saturated air from the PBL
to a particular “top of convection” (TCN) level in the middle or upper troposphere and the
large-scale downward motion. The entrainment is allowed in the lower troposphere above
the PBL, and the detrainment is blocked except for the TCN layer. The condition for the
activation of the convection scheme is the onset of an unstable region, this happens when
the moist static energy (MSS = dry static energy + latent heat x saturation specific humidity)
decreases with height and the humidity in both PBL and the layer above exceeds a threshold
value. The TNC level is the highest tropospheric level for which the MMS is still decreasing
with height. The condensation is calculated only in the TCN layer, where the upward fluxes
are set to zero. The effect of smaller non-precipitation convective systems is represented by
an additional diffusion of moisture between the PBL and other levels. The effect is activated
when, for a certain level, the relative humidity falls below a threshold value.

Large-scale condensation: large-scale condensation is represented as a relaxation of
humidity towards a reference value. In the troposphere, the condition is reached when
relative humidity exceeds a threshold value that depends on sigma. In the troposphere,
the precipitation flux due to large-scale condensation is the vertical integral of humidity
tendencies with the opposite sign.

Clouds and short-wave radiation: the radiation scheme in SPEEDY is themost complex
parameterization. Clouds exist in layers where the relative humidity and the specific humidity
exceed their corresponding thresholds. The lower boundary of clouds is the interface between
the lowest two model layers in which the previous conditions are satisfied. The top of the
clouds is the upper boundary of the highest model layer in which the same conditions are
satisfied. The cloud cover is a function of the total precipitation and relative humidity. If the
top layer of precipitation is higher than the top layer of clouds, the top layer of clouds is set
to the top layer of precipitation. At the top of PBL, Stratocumulus clouds are parameterized
depending on the static stability and exist if the gradient of static energy exceeds a threshold
value. After cloud properties are defined, the shortwave radiation is calculated. The incoming
solar radiation is calculated from astronomical formulae. The absorption by ozone is defined
as an idealized function that depends on the latitude and it is considered as absorbed by the
first model layer. To consider the absorption due to upper non resolved stratospheric layers,
a small latitudinally-dependent fraction of the incoming radiation is turned into outgoing
longwave radiation. The downward radiation that remains after the subtraction of the ozone
absorption is divided into two bands, the visible and the near-infrared. For both the bands
and for each model layer, the downward propagation of shortwave radiation is computed
defining transmissivities as functions of the daily-averaged zenith angle, layer depth, specific
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humidity, layer mass, and cloud properties. In the cloud top layer, the flux reflected by clouds
is removed from the downward radiation. At the surface, another portion of downward
radiation is removed to consider the reflection due to stratocumulus clouds. Lastly, at the
surface, a climatological albedo is defined as a function of the seasonally varying field of sea
ice and snow depth. The upward flux of shortwave radiation is modelled as the flux incident
at the lower boundary of the model layer multiplied by the transmissivity. By considering
that almost all the near-infrared radiation is absorbed during the downward propagation, the
upward part is calculated only for the visible band.

Longwave radiation: the infrared spectrum is divided into four bands:

• the “infrared-window” between 8.5 and 11 `< (1);

• the CO2 band around 15 `< (2);

• the aggregation of regions with moderate absorption by water vapour (3);

• the aggregation of regions with strong absorption by water vapour (4).

The transmissivity is computed for each band and each model layer as a function of layer
depth, humidity and cloud properties. The effect of clouds is treated as a strong reduction of
transmissivity in the “infrared-window” band. Typically, the values of transmissivity (g) for
each band and in clear-sky conditions are such to have

g!':,4 < g
!'
:,2 < g

!'
:,3 < g

!'
:,1 (3.1)

At the tropics, near the surface, the transmissivity of band 3 is smaller than band 2. In
the stratosphere, the CO2 band has the lowest transmissivity.
The downward flux at the upper boundary is set to zero and then, for each level and each
band, the downward transmission and emission are computed. At the lower boundary,
the black body emission from the Earth surface is multiplied for the surface emissivity
and partitioned among the four bands. A small contribution coming from the longwave
reflection is added. The upward propagation follows the same equation of the downward
propagation, the only exception is the temperature of emission. When the transmissivity
is close to zero, the upward and downward emissions are dependent on the temperature at
the respective boundaries (upper and lower). When the transmissivity is large, upward and
downward emissions approach each other depending on the temperature of the mid-layer.
The last correction to the parameterization is the addition of a seasonally varying term in
the longwave radiation flux emitted by the stratospheric layers. This term is needed because
neither the water vapour nor the ozone is modelled in the stratosphere.

Surface fluxes of momentum and energy: surface fluxes are modelled using standard
aerodynamic formulas (chapter 4 in Hartmann 1994[49]). By considering that the PBL is
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represented by only one layer, it is not possible to approximate near-surface variables to
the lowest model level. Also, PBL stability properties cannot be estimated as the gradients
between two model layers. Therefore, near-surface atmospheric values of wind, temperature
and humidity are obtained through extrapolations. The near-surface wind is proportional to
the wind at the lowest level. Near-surface temperature is extrapolated considering a linear
profile in log(f) for values between the two lowest layers. The near-surface temperature is
not allowed to be lower than the temperature of the lowest model layer. The relative humidity
is set equal to the lowest-level value. The value for near-surface specific humidity is calcu-
lated starting from near-surface temperature and relative humidity. By using all the defined
variables , the effective wind speed is obtained as a function of the wind zonal component, the
wind meridional component, and a constant that represents the unresolved wind variability.
The water content in the soil top layer and the root layer are expressed by a single climato-
logical index depending on the vegetation fraction and soil moisture value at field capacity
(Viterbo andBeljiars 1995[114]). Once the appropriate variables are defined, surface stresses,
sensible heat flux and evaporation are computed over the land surface and sea surface. The
difference between land and sea is the drag coefficient used for the surface stresses. Over
the land, the drag coefficient is a function of the topographic height, over the sea, the drag
coefficient is constant.
SPEEDY uses a fractional land-sea mask, in all grid points where the land-fraction is less
than one and greater than zero, surface fluxes are obtained as weighted averages of land and
sea fluxes.

Skin temperature: skin temperature is derived from the surface energy balance. The
skin layer has zero heat capacity (Viterbo and Beljaars 1995[114]). The energy balance is a
non linear function of skin temperature, and to avoid time-consuming solutions like iterative
solving methods, the function is linearised assuming small skin temperature adjustment with
respect to the soil temperature. The error due to linearization is small.

Soil and sea ice temperature: for each soil layer the temperature is calculated using
an extended force-restore method (Hirota et al 2002[56]). A similar method calculates the
temperature for the sea ice, the only difference is the variation of sea ice thickness. The
model calculated the temperature anomalies with respect to the climatology, and the final
temperature is given by summing the anomaly to the climatological temperature.

Vertical diffusion: the vertical diffusion module is used for three different processes,
shallow convection between the two lowest layers, slow diffusion of moisture in stable
conditions, and a fast redistribution of dry static energy. The condition which activates the
shallow convection is when the moist static energy in the second layer exceeds the saturation
moist static energy of the lowest layer. The moist static energy is used instead of saturation
moist static energy to prevent the activation of vertical diffusion in dry regions. In upper
levels, the diffusion is activated when the vertical gradient of a variable is outside some
reference bounds.
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For the diffusion of moisture, the activation variable is the gradient of relative humidity with
respect to sigma levels. For dry static energy, the variable is the same but with respect to
geopotential.

3.1.2 Boundary conditions:

The model requires several boundary conditions to determine the surface fluxes and the
incoming solar radiation at the top of the atmosphere. The surface requires the topographic
height, the land-seamask, sea surface temperature (SST), sea ice fraction, surface temperature
in the soil top layer, moisture in the soil top layer and root-zone layer, snow depth, bare-surface
albedo and the fraction of land-surface covered by vegetation. All the fields are specified
as monthly means and are linearly interpolated to get daily values. The bare-surface albedo
and the fraction of land-surface covered by vegetation are two exceptions; these two fields
are given as annual-mean values. Boundary conditions are obtained from the 1979-2008
monthly climatology from the ERA-Interim reanalysis (Dee et al. 2011[37]).

3.1.3 SPEEDY climatology

The website http://users.ictp.it/ kucharsk/speedy-net.html provides the descriptions of the
model version and a brief overview of the performance of the model in representing the
mean climate and variability. A more exhaustive description of the model climatology can
be found in Molteni 2003[81], Bracco 2004 [19], and Kucharski 2006 [68]. Here, a summary
is reported.

The mean state

The comparison between SPEEDY and ERA data shows that the model reproduces to a good
degree of accuracy the meridional temperature gradient with height, the cross-section of
zonal-mean zonal wind, the global rainfall distribution, and the 500-hPa geopotential height.
The temperature cross-section shows a good tropospheric thermal structure, with a reasonable
inversion of the temperature gradient in the stratospheric layer. The systematic error of the
model is characterized by a cold bias at 500 hPa in the midlatitude and polar region for both
the hemispheres. Conversely, the upper troposphere shows a warm bias in the extratropics of
the Northern Hemisphere. Overall, the SPEEDY model bias is comparable with biases from
state-of-the-art GCM.
The tropospheric zonal wind vertical structure is realistic, the upper-tropospheric jet maxi-
mum has nearly the correct amplitude and position for both the hemispheres. The model also
represents well the lower-troposphere easterly maximum. The main bias for the zonal wind
is a northward shift of the jet structure. The wind field at 925 hPa shows a good agreement
with the reanalysis. The largest difference is located over the North Atlantic. In the jet exit

http://users.ictp.it/~kucharsk/speedy-net.html
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region, the westerlies are too strong and are associated with a zonal storm track that extends
too far east. This is a typical error of GCMs. SPEEDY biases in the zonal wind are larger
than state-of-the-art models.
With regards to the global rainfall distribution, the SPEEDY model reproduces all major
features. In the tropics, the model has stronger precipitation over the Indian and West Pacific
Oceans with respect to reanalysis, but the effect is reversed over South America and Africa.
The geopotential height at 500 hPa, in the North Hemisphere, shows an underestimation of
the amplitude of stationary eddies. The amplitude of the stationary wave is about half of the
reanalysis value.
The capability of SPEEDY in representing the global circulation is season dependent with
results that are better during the Boreal Winter and worse during the Summer.

Variability

The SPEEDY model wintertime variability is reasonably good for, at least, three different
time scales: the high-frequency, interannual low-frequency and interannual variability.
The high-frequency variability is represented by the standard deviations of departure of the
instantaneous field from 5-day means. The model shows a good representation of the storm
track regions over the northern oceans. The variability over the Pacific Ocean is underesti-
mated on the eastern side of the ocean, while the variability in the western side is in good
agreement with the observations. On the Atlantic Ocean, the variability is always underes-
timated. The representation of variability is worse in Europe, where the storm track has an
incorrect intensity and orientation.
Moving to the intraseasonal low-frequency variability, represented as the deviation of the
5-day means from the running 60-day averages, the discrepancies between the model and the
reanalysis are larger. Over both the Pacific and Atlantic oceans, the model low-frequency
maxima are displaced southward of the observed location. In the Pacific Ocean, the under-
estimation is more pronounced in the eastern side of the basin.
The variability of seasonal means shows a good simulation of the position of the Atlantic
maximum, while the pacific shows two separate maxima located at the eastern and western
sides of the single maximum observed in the reanalysis. Also, for interannual variability, the
intensity of the maxima is underestimated.

3.1.4 SPEEDY literature

Despite the limitations of an EMIC, especially true for the vertical resolution, and the
simplified parameterizations, since its first release in 2003 the SPEEDY model has been
used with satisfactory results for several aspects of the atmospheric climate. The liter-
ature regarding SPEEDY is flourishing and the model achieves capability that is on par
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with state-of-the-art models. For some aspects, the performance of state-of-the-art mod-
els can even be exceeded (Kucharski et al 2007[67]). Here are some of the main results.
The SPEEDY model proved to have a good representation of the extratropical circulation
trends and decadal changes (Kucharski et al. 2006[68]), extratropical planetary-scale vari-
ability modes (Molteni et al. 2011[83]), tropical-extratropical teleconnections between the
western Pacific and the North Atlantic Oscillation (NAO) (Kucharski et al. 2007[67]), mon-
soon climate (Kucharski 2013[70]), tropical teleconnection patterns (Brimalala 2012[10]),
ENSO teleconnections (Herceg-Bulić et al. 2012,[24]), and a minimal representation of
troposphere-stratosphere interactions (Herceg-Bulić et al 2017[55], Ruggieri et al. 2017[93]).
An updated and comprehensive list of publications involving SPEEDY can be found in
http://users.ictp.it/ kucharsk/speedy-doc.html.

3.2 Methodology

This section illustrates the procedure followed to modify the bias (mean state/climatology)
of the SPEEDY model. The control simulation and all the modified orography experiments
are illustrated in the following sections.

3.2.1 Modified orography experiments (ROCK)

The chapter 2 has an overview of the role of orography in shaping and modulating the
circulation at several levels of the atmosphere. Starting from the present knowledge on
the effects of orography, a reasonable way to alter a model Mean State is the modulation
of the model topography. A simple but effective approach is to change the orography
over the Rocky Mountains region. Indeed, the Rocky Mountains play a relevant role in
shaping and modulating the Northern Hemisphere climate (e.g., White et al, 2021[121]).The
principal effects of the Rocky Mountains are the weakening of the wind and the storm track
in the zonal mean, the strengthening of the stationary wave pattern, a southwest-northeast
tilt of the tropospheric eddy-driven jet downstream of the mountains and an increase of
baroclinicity in the downstream southward side of the mountains. Associated with the
increase of baroclinicity, there is an increase in the strength of the storm track over the
downstream basin (Atlantic Ocean) along a southwest-northeast axis. These effects are
due to the peculiar topography of the Rocky Mountains, which generates a dipole with an
anticyclone on the windward and poleward side of the mountain range (where the wind has to
“go over” the mountain) and a cyclone on the leeward and equatorward side (where the flow
is more effectively blocked so that it is partially diverted around the mountain) (Brayshaw
et al, 2009[21]). These effects are also enhanced by the northwest-southeast elongation of
the Rocky Mountains and their extension through the tropics (Brayshaw et al, 2009[21]). By
modulating the height of the Rocky Mountains, it is possible to act on the way the circulation

http://users.ictp.it/~kucharsk/speedy-doc.html
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interacts with the orographic obstacle and, consequently, change the mean flow over both the
Pacific and the Atlantic sectors.

Experiments setup: Control simulation (ROCK-0)

The baseline experiment is the SPEEDY model in the default configuration. The name of
this experiment is ROCK-0. The names of the experiments represent the way the model
orography is changed and the presence, or absence, of external forcing. In this specific case,
the word “ROCK” indicates the absence of external forcings; moreover, the nomenclature
makes explicit that the experiment is included in the modified orography group. The number
0 indicates the particular percentage of orographic change, in this particular case, it is no
change (0%).
To reduce the model internal variability, the model sea ice and the land modules are switched
off. The trade-off of this choice is that the interpretability of the effects of changes in the
model increases (there are fewer interactions between modules and/or a decrease in possible
non-linear effects) for a bit less accurate description of the climatology. Each experiment is
200 years long and the first year is discarded and considered as spinup time.
The SST and the Sea Ice Concentration (SIC) boundary conditions are obtained from the
1979-2008 monthly climatology from the European Centre for Medium-Range Weather
Forecasts reanalysis (ERA-Interim; Dee et al. 2011[37]). Daily SST and SIC forcing data
are obtained by linearly interpolating monthly mean values. The radiative parameters for
shortwaves and CO2 are set to represent values of the last decades of the 20th century (King
et al.,2010[65]). Model integration starts with a standard atmosphere at rest and in hydrostatic
equilibrium.

Experiments setup: ROCK experiments

Twelve 200-year long simulations are performed with a set of modified orographies to obtain
different mean states of the mid-latitude atmospheric circulation. The twelve modified
orography simulations are characterized by an increased or decreased height of the Rocky
Mountains in a box spanning 170W-90W and 10N-80N. The North American orography is
referred to as Rocky Mountains because, due to its resolution, the SPEEDY model is unable
to resolve smaller mountain chains as Sierra Nevada and the Cascades. The changes to
the height of the Rocky mountains ranges from -60% to +60% (-60%, -50%, -40%, -30%,
-20%, -10%, +10%, +20%, +30%, +40%, +50% and +60%). To avoid discontinuities in the
orography field along the edge of the box, a nine grid point smoothing is applied at the borders
of the domain. The names of the experiments follow the rules of the ROCK-0 experiment.
The twelve simulations with changes in the height of the Rocky Mountains, together with
the ROCK-0 control simulation, are hereafter named ROCK experiments. Figure3.1 shows
the domain in which the Rocky Mountains are modified. Panel a is the topography of the
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Figure 3.1: Topography for the ROCK experiments (m). a) standard topography, b) merid-
ional profile at 110W and c) longitudinal profile at 40N.

ROCK-0 experiment, in other words, the standard topography for the Rocky Mountains in
SPEEDY. Panel b and c are, respectively, the meridional profile at 110W and the longitudinal
profile at 40N for each ROCK experiment.

By comparing ROCK experiments with modified orography and ROCK-0, the effective-
ness of the orography in producing changes in the mean state of the Pacific jet stream is
assessed.

3.2.2 Idealized tropical forcing (ENSO forcing)

To study the impact of the model bias on the response to external forcing, four sets of ENSO-
like simulations are conducted. The SST pattern of an idealized ENSO anomaly, both positive
(El Niño) and negative (La Niña), is defined in the El Niño 3.4 region (Equatorial Pacific
Ocean, 5N-5S, 170W-120W): this anomaly is then superimposed to the climatological SST
for all the orographic configurations of the ROCK experiments. The shape and magnitude of
the idealized anomaly in the El Niño case are generated as follows:

• from HadSST3 data (1979 to 2008, see Kennedy et al. 2011[62]), all El Niño events
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are extracted detecting events for which the 5-month running mean of the monthly SST
anomalies in the El Nino 3.4 region are greater than 0.5K for six consecutive months
or more (for the El Niño 3.4 index, see Trenberth, 1997[108]).

• The SST composite of the above-defined events is computed over the El Niño 3.4
region. For each event, the (6) monthly anomalies are taken. The composite is made
by the average of the considered monthly anomalies.

• A nine-grid-point smoothing is applied along the edges of the area.

• This idealized El Niño3.4 anomaly is finally superimposed on the climatological SST.

The red contours in Fig.3.2 show the area and the intensity of the selected idealized El
Niño3.4 anomaly. Two sets of experiments are then designed, for both El Niño and La Niña
phases. The first set of experiments is conducted with the idealized El Niño3.4 anomaly
just described (a “standard intensity” El Niño), which has a maximum of about 1.2K (NINO
experiments hereafter). The experiment with El Niño forcing and no orographic change
is thus labelled NINO-0. The second set of experiments uses the same anomaly pattern,
but doubled in magnitude (i.e. NINOx2 experiments). The experiment with twice El Niño
forcing and no orographic change is named NINOx2-0. Following the same methodology,
the La Niña and the La Niña with doubled idealized anomalies are obtained by reversing the
sign of the El Niño experiments (defined as NINA and NINAx2 experiments). Similarly, the
experiments with no orographic change, are labelled NINA-0 and NINAx2-0, respectively.
Since the ENSO signal is stronger during the late boreal winter, i.e., January-March (JFM)
(Brönnimann 2007[23], King et al. 2021[63]), the analysis is limited to this season.
Similarly to the ROCK experiments, the NINO, NINOx2, NINA, and NINAx2 integrations
are 200-year long. All the simulations start from an atmosphere at rest and in order to discard
the spin-up of the model, the first year of each integration is excluded.
By comparing ENSO experiments (NINO, NINOx2, NINA, NINAx2) and the corresponding
ROCK simulations it is possible to estimate the modulation of the ENSO signal due to the
change of the model mean state.
This idealized configuration has strengths and limitations; on the one hand, the idealized
SST forcing helps to understand the mechanism behind the interaction between the bias
of the Pacific Jet stream and the ENSO response, isolating the source of the signal over
the Central Pacific. On the other hand, the observed ENSO SST signal is characterized
by anomalies outside the Niño3.4 region that might generate non-negligible signals and
non-linear interactions with the signals coming from the Niño3.4 region.
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3.3 Reanalysis and fully-fledged general circulation models

To provide an estimate of the SPEEDY biases in the ROCK and ENSO experiments the
ECMWF ERA-Interim Reanalysis (1979-2018) is used. The El Niño signal is obtained by
compositing the geopotential height field during the El Niño events (in the 1979-2018 period)
identifiedwith theNino3.4 index. The reference for state-of-the-art general circulationmodels
is the Coupled Model Intercomparison Project phase 6 (CMIP6, Eyring et al. 2016[42]):
considering the atmosphere-only setup of the SPEEDY integrations, the focus is on the
Atmospheric Model Intercomparison Project experiment (AMIP, Gates et al. 1998[44]).
AMIP simulations are performed over the historical period 1979-2014, with observed sea
surface temperature and sea-ice and observed greenhouse gases (GHGs) and stratospheric
ozone mixing ratios and aerosol emissions. Because models have different resolutions, all
the model outputs are interpolated to a 2.5°x2.5° regular lat-lon grid1.

3.4 Metrics: Jet Indices

Considering the relevance for this study of the propagation of signals from the tropics to the
extratropics, the position of the so-called “Rossby stationaryWaveguide” is of key importance
(Hoskins and Ambrizzi,1993[58]; Ambrizzi and Hoskins, 1997[4]). The Rossby stationary
waveguide is strictly related to three parameters characterizing the jet stream: 1) the jet
strength, 2) the latitudinal position of the jet maximum and 3) the jet width (Manola et al.
2013[78]). Therefore, in order to characterize the mean state of each ROCK simulation,
three dynamical indices that define such properties of the jet stream are introduced. A Jet
Strength index (JS), a Jet Latitude index (JL) and a Jet width index (JW). The two indices are
calculated for the two Jet streams of the Northern Hemisphere, the Pacific Jet and the Atlantic
jet. To distinguish the properties of the two Jets, a letter is added to the indices acronyms.
The indices for the Pacific Jet are labelled with the letter P, leading to a Pacific Jet Strength
index (PJS), Pacific Jet Latitude index (PJS) and Pacific Jet Width index (PJW). Similarly,
the indices for the Atlantic Jet are labelled using the letter A. Atlantic Jet Strength index
(AJS), Atlantic Jet Latitude index (AJS) and Atlantic Jet Width index (AJW). The indices are
calculated as follows:

• the PJS index is the average of the 850 hPa zonal wind in a box spanning 110-170W
and 30-60N, and it is used to measure the intensity of the Pacific jet stream;

• the PJL index is the average of the 850 hPa zonal wind in a box 110-170W and 45-
60N minus the same average in a box 110-170W and 30-45N. The PJL index aims at

1List of CMIP6 models used: ACCESS-CM2, ACCESS-ESM1-5, BCC-CSM2-MR, BCC-ESM1, CAMS-
CSM1-0, CanESM5, CAS-ESM2-0, CESM2, CESM2-FV2. CESM2-WACCM, CESM2-WACCM-FV2,
CIESM, EC-Earth3, EC-Earth3-Veg, FGOALS-f3-L, FGOALS-g3, FIO-ESM-2-0, GFDL-ESM4, INM-CM4-
8, INM-CM5-0, IPSL-CM6A-LR, MIROC6, MPI-ESM2-0, NorESM2-LM.
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Figure 3.2: SPEEDY zonal wind at 850 hPa mean state for the winter season(DJF). Boxes
indicate the regions where the PJ and AJ indices are calculated.

describing the latitudinal position (and therefore the associated meridional wind shear)
of the Pacific jet stream.

• the PJW is estimated as the distance between the inflexion points of the meridional
profile of the zonally averaged zonal wind at 850hPa, between 110W and 170W.

• the AJS index is the average of the 850 hPa zonal wind in a box spanning 90-0W and
30-60N, and it is used to measure the intensity of the Atlantic jet stream;

• the AJL index is the average of the 850 hPa zonal wind in a box 90-0W and 45-60N
minus the same average in a box 90-0W and 30-45N. The AJL index aims at describing
the latitudinal position (and therefore the associated meridional wind shear) of the
Atlantic jet stream.

• he AJW is estimated as the distance between the inflexion points of the meridional
profile of the zonally averaged zonal wind at 850hPa, between 90W and 0W.

3.4.1 Metrics: turning latitude

Rossby stationary waves can be produced following the onset of ENSO. The way Rossby
waves propagate in a slowly varying flow following pathways that are similar to rays in optics
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(Hoskins and Ambrizzi 1993[58]). These ‘rays’ are affected by variations in background
wind, the thermal structure, and the orography of the Earth. Rossby stationary waves tend to
be ‘refracted’ toward region with larger stationary wavenumber Ks, defined as follows:

 B =
√
:2 + ;2 =

√
V"

*"
(3.2)

The subscript M indicates the Mercator projection on the sphere. The term V" is cosq times
the meridional gradient of the absolute vorticity on the sphere. q is the latitude. Lines char-
acterized by U=0 are called critical lines. Here the Rossby stationary wavenumber becomes
infinite, and Rossby waves tend to be reflected after the absorption of a certain quantity
of their wave activity and momentum. From the kinematic wave theory, given a Rossby
stationary wave characterized by a fixed  B, the zonal wavenumber k is constant along the
Rossby wave path, so the meridional wavenumber l has to vary, and this change in l is the
reason for the variation in the propagation direction. The propagation of the Rossby wave
in the meridional direction is stopped when the wave reaches a latitude characterized by a
meridional wavenumber equal to zero (l=0); the group velocity becomes purely zonal, so the
wave is refracted back to lower latitudes. Latitudes characterized by l=0 are usually called
“turning latitudes”. As described above, the presence of a zonal jet affects the propagation
of Rossby waves. It is possible to generate some preferred paths or waveguides depending
on the background flow. For example two typical waveguides are the westerly winds at the
equator and in the upper troposphere. The intensity and the width of the midlatitude jet are
two key properties to create an effective waveguide that can propagate the Rossby wave along
the zonal direction (Manola et. al. 2013[78]).
The turning latitude can be computed from the meridional profile of  B. Given a meridional
profile of  B (q) and a stationary Rossby wave characterized by a zonal wavenumber n, the
turning latitude is the latitude where the function  B (q) crosses the vertical line n=const.
In our case, the meridional profile of the stationary wavenumber is calculated by zonally
averaging the zonal wind over the Pacific sector (170W-110W) and considering only the
Northern Hemisphere (10N-70N). The longitudinal size of the Pacific sector is comparable
with the typical scale of quasi-stationary Rossby waves (Scaife et al. 2017[96]).



Chapter 4

ROCK experiments

This chapter illustrates the results of the ROCK experiments, showing all the changes in the
mean state for the principal atmospheric variables.

4.1 Jet indices

The jet indices defined in chapter 3 are calculated for each ROCK experiment. Indices are
calculated for the early winter (December, January and February, DJF) and late winter (Jan-
uary, February and March, JFM).

4.1.1 Pacific Jet

Figure 4.1a shows the PJS index and its standard deviation as a function of the change in the
height of the Rocky Mountains. The effect of the increase of height of the mountains is a
reduction of the strength of the zonal wind, the PJS index is progressively smaller, but here
are no changes in the standard deviation depending on the Rocky Mountains height.
Figure 4.1b shows that the changes in the height of the Rocky Mountains have a moderate
and non-linear impact on the values of the PJL index. While the latitude of the jet is
slightly affected by the increase of the orography, the PJL index decreases linearly with
lower orography: indeed, a larger negative value of the PJL index implies an equatorward
displacement of the Pacific jet. Similarly to the PJS index, the standard deviation of the PJL
index doesn’t change among the experiments.
in figure 4.1c the PJW index is shown. The effect of orography on the width of the jet is
clearly non-linear: a reduction of the height of the Rocky mountains is associated with a
narrow jet, on the opposite, an increase of the orographic height doesn’t affect the width of
the jet. The standard deviation behaves simularly differently, though: a decrease in the height
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of the mountains is associated with a decrease in the standard deviation of the PJW index.
When the height is increased furter (ROCK = [+10, ... , +60]) the variability of the PJW
index exhibits some fluctuations.

4.1.2 Atlantic jet

Fig.4.2 shows the indices of the Atlantic Jet. The effect of the orography on the Atlantic
Jet is moderate. Fig.4.2a shows a small modulation of the strength of the jet depending on
the height of the Rocky Mountains. The effect is in accordance with the behaviour of the
Pacific Jet (Fig.4.1a), an increase in the height of the mountain is associated with a decrease
in the strength of the jet, but the intensity of the effect is reduced. Fig.4.2b and Fig.4.2c show
respectively the latitude and width indices of the Atlantic jet, there are no changes in both
indices.

4.1.3 SPEEDY vs CMIP6

To understand how the Pacific jet stream and the Atlantic jet stream change in the ROCK
experiments (e.g., from ROCK-60 to ROCK+60) and how these changes are related to the
mean climate of state-of-the-art GCMs, the indices for the strength and latitudinal position of
the two jets are calculated from the ROCK simulations and compared with the same indices
computed from the CMIP6 simulations. Due to the negligible sensitivity of the PJW index
to the orography, this particular index is not considered.
Figure 4.3 shows a scatter plot with the PJS index versus the PJL index for the CMIP6 (orange
diamonds) and SPEEDY (black, blue and red dots) experiments, all compared to ERA-Interim
(the black star). Figure 4.4 is the analogue, but for the Atlantic Jet.
In the Pacific Ocean, the vast majority of models show a relevant bias in the PJL index with
respect to reanalysis, with a Pacific jet displaced poleward. On the other hand, PJS indices
from CMIP6 models and ROCK experiments are scattered around the value of the reanalysis;
the PJS values range from 4 to 6 (the reanalysis is about 5). The ROCK experiments cover
approximately a fair amount of the CMIP6 model spread in terms of the PJS index; on the
other hand, the PJL index covers only a small portion of the CMIP6 models.
The Atlantic ocean shows a very different picture. The reduced sensitivity to the height of the
Rocky Mountains is reflected in both the AJS and AJL indices. All the ROCK experiments
show an AJS index lower than that of ERA-Interim and the values cover only a small portion
of the CMIP6 variability. The same is observed for the AJL index: ROCK experiments have
a jet slightly shifted equatorward, which doesn’t exhibit a substantial sensitivity to the height
of the Rocky Mountains and its values cover only a minimal portion of that shown by the
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Figure 4.1: Winter season Pacific Jet indices. a) PJS index, b) PJL index, c) PJW index.
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Figure 4.2: Winter season Atlantic Jet indices. a) AJS index, b) AJL index, c) AJW index
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Figure 4.3: DJF PJL index vs PJS index. Orange diamonds are models from CMIP6, blue
dots are ROCK experiments with reduced orography, red dots are ROCK experiments with
increased orography, the black dot is the ROCK-0 experiment and the black star is ERA-
Interim.

CMIP6 models.
The AJS and AJL indices are representative of the jet core and do not take into account the
jet exit region over Europe, where the bias is different (see section3.1.3).

4.2 The Climatology

The effects of changes in the height of the Rocky Mountains on model climatology are ex-
amined in this section. The focus is on the model mean state.

4.2.1 The mean state

Zonal wind

Figures 4.5, 4.6 and 4.7 show the winter season (DJF) zonal wind at three different geopo-
tential levels: 850 hPa, 300 hPa and 30 hPa. These levels represent, respectively, the lower
troposphere, upper troposphere and lower stratosphere. Each figure is composed of three
panels; panels a) and c) show the zonal wind, for the DJF season, as the difference between
ROCK±60 and ROCK-0, while panel b reports the linear regression of the zonal wind to the
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Figure 4.4: DJF AJL index vs AJS index. Orange diamonds are models from CMIP6,
blue dots are ROCK experiments with reduced orography, red dots are ROCK experiments
with increased orography, the black dot is the ROCK-0 experiment and the black star is
ERA-Interim

PJS index across all the ROCK experiments. In panels b) of these figures, shades represent
the regressions (all the average JFM fields from ROCK experiments are merged together into
a single array and then the linear regression is calculated) and the black contours are the full
field of the ROCK-0. The thicker line in panel b) is the zero level contour. For all the panels,
stipplings mark the regions where the results are statistically significant using a two-tailed
t-test and a significance level of 95%.
In Figure 4.5 (850 hPa) the main impact on the flow due to changes in the Rocky Moun-
tains height is found over the North American continent and the North Pacific basin, with a
secondary structure over the North Atlantic and Eurasia. As expected from Figure 4.3, the
ROCK-60 experiment (Fig.4.5a) is characterized by a stronger jet. The signal in the zonal
wind is maximum over the mountains, and it spreads mainly upstream up to the center of the
Pacific Ocean. The ROCK+60 experiment (Fig.4.5c) shows an opposite behaviour, with the
effect of the orography localized only on the region of the Rockies and downstream, over the
North American continent.
The linear regression in Fig.4.5b shows the relation between the lower-tropospheric zonal
wind and the PJS index: a stronger Pacific jet is associated with an intensified zonal wind
over the Rocky Mountains in a latitude band between 30N and 50N. At latitudes below 30N,
the effect of a stronger Pacific jet is the reinforcement of the trade winds. In a latitudinal
band between 50N and 70N, the response of the zonal wind reverts; a stronger Pacific jet
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Figure 4.5: DJF 850 hPa zonal wind (m/s). (a,c) Differences between the modified orography
experiments (ROCK-60 and ROCK+60) and ROCK-0 (shading). (b) linear regression of the
zonal wind from all ROCK experiments on the PJS index. Contours are the full field from
the ROCK-0 (the step of the contours is 2.5 m/s). Stippling shows regions where the values
are statistically significant (two-tailed t-test, α=0.05).

weakens the zonal wind. Two smaller but significant signals are found over the tropical
Atlantic Ocean (60W-0W) and in the mid-latitudes of the Euro-Asiatic sector; here, the zonal
wind strengthens with a more intense Pacific jet.
Figure 4.6 shows the DJF zonal wind at 300 hPa. At this level, the orography induces larger
anomalies than the lower troposphere, but, when the anomalies are compared to the mean
state, the differences are proportionally smaller. The signal changes from local confinement
to a wider spread around the globe. The experiment ROCK-60 (Fig.4.6a) is characterized by
an intensification of the Pacific jet stream in the exit region over the Rocky mountains. The
Atlantic jet stream is weaker in the entrance region (North American Continent) and stronger
in the exit region over Europe. The experiment ROCK+60 (Fig.4.6c), as for the zonal wind
at 850 hPa, shows an opposite behaviour with a weaker Pacific jet in the exit region and a
stronger Atlantic jet in the entrance region.
From the regression (Fig.4.6b) on the PJS index it is possible to see the relationship between
the lower and the upper troposphere; a stronger jet at lower levels is associated with a stronger
jet at upper levels. The intensification of the jet has its maximum in the exit region of the
Pacific jet and propagates upstream crossing the dateline. A stronger low-level Pacific jet is
also associated with a stronger upper tropospheric Atlantic jet in the exit region. On the other
hand, the Atlantic jet is weakened in the entrance region.
Fig.4.7 shows the DJF zonal wind at 30hPa (lower stratosphere and the topmost level of

the SPEEDY model). In the stratosphere, the difference between experiments ROCK-60
and ROCK-0 (fig.4.7a) shows two distinct behaviours: at mid-latitudes, a strong signal is
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Figure 4.6: as Fig.4.5, but for 300 hPa zonal wind (m/s), the step of the contours is 10 m/s.

associated with a reduction of the intensity of the wind over the Rocky mountains and down-
stream. Over Asia and the Pacific ocean, the sign of the signal changes, from negative to
positive, and the zonal wind is increased. At higher latitudes, near the pole, the effect of the
reduction of the height of the mountains is characterized by a positive signal around 60W and
a negative signal between 180E and 120E. Figure 4.7c shows the ROCK+60 experiment, the
different behaviour between mid-latitudes and high-latitudes, observed in fig.4.5 and fig.4.6,
is more evident, the sign of the response is the opposite with respect to that in the ROCK-60
experiment.
The regression between the PJS index and the zonal wind (Fig.4.7b) shows that a stronger
jet at the lower troposphere is associated with a weaker wind in the lower stratosphere when
the North American and North Atlantic sectors at mid-latitudes are considered. Conversely,
the wind over Eastern Asia and Japan is reinforced. Moving to higher latitudes, a stronger
tropospheric jet induces a reinforcement of the polar vortex in a range of longitudes going
from 0 to 120 W, on the other hand, the polar vortex over the pacific ocean is weaker.
Figure 4.8 shows the latitude-height cross-section of the zonal wind. The experiment ROCK-
60 (Fig.4.8a) shows that the effect of a reduction of the height of the Rocky Mountains is the
intensification of the zonal wind inside a latitudinal band going from 25N to 50N; the effect
propagates from the surface to 100 hPa. From about 400 hPa, at both sides (northward and
southward) of the positive signal, the zonal wind is weaker. In the stratosphere, the effect of
the orography changes the sign, at lower latitudes from the equator to about 25N, the zonal
wind increases, at higher latitudes from 25N to 75N the zonal wind is weaker. Fig.4.8c shows
the same pattern as Fig.4.8a for the experiment ROCk+60 minus ROCK-0, but, as expected,
the sign of the difference is the opposite with respect to the ROCK-60 experiment.
The regression (Fig.4.8b) shows the link between the Pacific jet strength in the lower tropo-
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Figure 4.7: as Fig.4.5, but for 30 hPa zonal wind (m/s), the step of the contours is 10 m/s.

sphere and the zonal wind in the vertical column above the region of the orographic changes.
The lower troposphere is characterized by a stronger wind with a stronger Pacific Jet. From
400 hPa the regression shows a stronger latitudinal dependence between the PJS index and
the zonal wind and, lastly, in the stratosphere the behaviour of the wind changes completely
with respect to the troposphere.

Meridional wind

Figure 4.9 shows the meridional component of the wind, calculated at 850 hPa, for the ROCK
experiments. The Rocky Mountains divert the mean flow, as can be seen from the black
contours in the figure, which refer to the ROCK-0 experiment. Upstream of the Rockies, at
latitudes higher than 40N, a strong positive meridional component of the wind is associated
with a northward displacement of the air parcels; at the same time, lower latitudes exhibit
negative values for the meridional wind. The air parcels move northward and southward
around the topography. Downstream of the Rockies, the effect is reversed, at higher latitudes,
the meridional wind is negative, while at lower latitudes is positive. The Atlantic Ocean is
dominated by positive values of the meridional component of the wind. Regions far away
from the North American Continent show weak signal generated by the local orography.
Other regions with strong meridional wind are the Hymalaia and eastern Asia. These regions
are characterized by a strong negative meridional wind, especially over Japan.
The experiment ROCK-60 (Fig.4.9a) shows a reduction of the previously described effect.
By reducing the orography, the meridional component of the wind, over the west coast of
Alaska, Canada and the United states, is reduced; indeed, the figure shows a negative anomaly
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Figure 4.8: DJF zonal wind latitude-height cross-section (m/s). (a,c) Differences between
the modified orography experiments (ROCK-60 and ROCK+60) and ROCK-0 (shading). (b)
linear regression of the geopotential height from all ROCK experiments on the PJS index.
Contours are the full field from the ROCK-0 (the step is 2.5 m/s). Stippling shows regions
where the values are statistically significant (two-tailed t-test, α=0.05).

in these regions. A second negative anomaly can be found over the California Peninsula and
the west coast of Mexico. Around 50N, upstream of the Rockies and over the ocean, a
positive meridional wind anomaly is overimposed on the negative meridional wind from the
control experiment. Downstream of the Rockies, over the North American continent and the
Atlantic Ocean, the effect of the orography reduction is a weakening of the absolute value of
the meridional wind; the region of southward motion over Canada is dumped by a positive
anomaly and the poleward component of the wind over the Atlantic Ocean is reduced by a
negative anomaly. Over Europe and North Africa, a positive anomaly dominates the response
to orography. Fig.4.9c illustrates the ROCK+60 experiment and confirms (in reverse) the
results of ROCK-60. In this case, the effect of increasing the orography is a strengthening of
the ROCK-0 patterns. Interestingly, the signals of the experiments ROCK-60 and ROCK+60
are symmetric with respect to zero when considered close to the forcing region (the Rockies);
but moving downstream, above the ocean, the experiment ROCK+60 has a signal with smaller
absolute value compared to ROCK-60.
The regression of the meridional wind to the PJS index (Fig.4.9b) shows a (not unexpected)
relation between meridional wind and zonal wind. Higher values of the PJS index are
associated with a weakening of the meridional wind. Upstream of the Rockies, the response
is characterized by a dipole with a negative anomaly at higher latitudes and a positive anomaly
at lower latitudes. Above the continent and the Caribbean, the response is still a dipole, but
the sign is reversed. The signal is positive at higher latitudes and negative at lower latitudes.
Similarly, the signal over the Pacific ocean is weakened by a larger PJS index. The easternmost
area with a clear correlation between the meridional wind and the PJS index is the western
Europe where a positive meridional wind anomaly is associated with larger values of the PJS
index. Figure4.10 shows the meridional component of the wind in the upper troposphere.
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Figure 4.9: DJF 850 hPa meridional component of the wind (m/s). (a,c) Differences between
the modified orography experiments (ROCK-60 and ROCK+60) and ROCK-0 (shading). (b)
linear regression of the zonal wind from all ROCK experiments on the PJS index. Contours
are the full field from the ROCK-0 (the step of the contour is 2.5 m/s). Stippling shows
regions where the values are statistically significant (two-tailed t-test, α=0.05).

(300 hPa). At this level, the intensity of the wind is larger than in the lower troposphere,
but the two patterns are quite similar. Above the Rocky Mountains, the control experiment
is dominated by a negative component of the wind which elongates upstream and southward
over the ocean. The sign of the meridional wind is reversed at higher latitudes. Downstream,
a positive meridional wind characterizes the western North Atlantic Ocean; as for the negative
wind over the continent, this positive pole elongates upstream and southward reaching the
southern United States and Mexico. Eastern Atlantic Ocean and Europe are regions of
negative meridional wind.
The effect of a reduction of the height of Rocky mountains (Fig.4.10a) is, as in the lower
troposphere, a weakening of the absolute value of the meridional wind. In the proximity
of the Rockies, the anomalies, generated by changes in the orography, take the shape of a
quadrupole. The positive anomalies are in the SW andNE sectors, and the negative anomalies
are in the SE and NW sectors. The western Atlantic Ocean is characterized by a negative
meridional wind anomaly. Finally, the Eastern Atlantic Ocean and Europe are subject to a
positive anomaly. The response in the upper troposphere (experiment ROCK+60, Fig.4.10c),
is consistent with that of the lower troposphere.
The regression of the meridional wind to the PJS index (Fig.4.10b) confirms the results from
lower levels of the atmosphere. But, conversely, a change of one unit of the PJS index (m/s)
induces changes in the upper troposphere, downstream of the Rockies, that are five time larger
than the changes in the lower troposphere. Upstream of the Rockies the effect is about the
same.
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Figure 4.10: as Fig.4.9, but for meridional wind (m/s) at 300 hPa.

Geopotential height

Geopotential height in the troposphere (500 hPa, Fig.4.11) shows a response due to the
orographic changes in two regions: the North American Continent (the region of the forcing)
and the eastern North Atlantic. Figure 4.11a shows the response to a decrease in the height of
the Rocky Mountains. Over North America, the difference in the geopotential height shows a
dipolar signal characterized by a negative anomaly on the northward side of the mountain and
a positive anomaly on the southern side. In the Eastern North Atlantic, the response shows a
negative signal which elongates northward reaching the North Pole. A smaller positive signal
is present over North Africa, southern Europe and the middle west. The response due to an
increase in the height of the mountains (Fig.4.11c) is characterized by opposite anomalies.
The regression of the geopotential height on the PJS index (Fig.4.11b) summarizes these
results, and shows the relation between the geopotential height and the zonal wind in the
lower troposphere. When the zonal wind on the exit region of the jet increases in strength,
the geopotential height in the Eastern North Pacific, at latitudes greater than 40N, the North
Pole and the Eastern North Atlantic decreases in intensity. On the opposite, the geopotential
height on the Eastern North Pacific, at lower latitudes, the region east of the Hudson Bay and
the Mediterranean area, including North Africa and the Middle East, increase.
Figure 4.12 shows the geopotential height at 100 hPa, a layer closer to the stratosphere.

At this level, the pattern of the response differs from lower levels. When the orography is
reduced (Fig.4.12a), the principal signal is an increase in the geopotential height over North
America with the maximum of the center of action around the Hudson Bay. A negative
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Figure 4.11: DJF 500 hPa geopotential height (m). (a,c) Differences between the modified
orography experiments (ROCK-60 and ROCK+60) and ROCK-0 (shading). (b) linear regres-
sion of the zonal wind from all ROCK experiments on the PJS index. Contours are the full
field from the ROCK-0 (the step of the contour is 100 m starting from 5100m). Stippling
shows regions where the values are statistically significant (two-tailed t-test, α=0.05).

geopotential height anomaly is generated over the Pacific Ocean and it elongates upstream
covering Asia. On the other hand, when orography is increased (Fig.4.12c)the signal is more
confined. The response over North America is positive, but its magnitude is a little weaker,
if compared with that of Figure 4.12a. Another positive anomaly can be found on the eastern
boundary of Russia.
In summary, the regression of geopotential height on the PJS index (Fig.4.18b) points to a
clear increase of the signal over North America and the Northern Atlantic with a stronger
Pacific Jet. On the contrary, the signal over the Northern Pacific Ocean is weaker when the
Pacific Jet strengthens.

Precipitation

The effects of changes in the height of the Rocky Mountains on the total precipitation can
be seen in Figure4.13. Figure 4.13a, which refers to the experiment ROCK-60, shows a
reduction of the total precipitation on the west coast of Alaska and Canada. In the latitudinal
band between 40N and 50N, the total precipitation shows a small increase both over the
ocean and over the North American continent. The region comprising Mexico and Florida
is another region characterized by a decrease in precipitation. Figure 4.13c shows the effect
of an increase of the orography on the total precipitation. The stronger signal is located over
the Florida Peninsula where the precipitation has a marked increase in amplitude. Two other
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Figure 4.12: as Fig.4.11, but for 100 hPa geopotential height (m), the step of the contour is
500m starting from 15000m.

regions with an increase in precipitation are the Lower California peninsula and the western
coast of Canada. The principal decrease in precipitation, at mid-latitude, is over the western
part of the border between the United States and Canada.
As usual, a summary of the response, is given in panel (b) where the regression of the total
precipitation on the PJS index (Fig4.13b) confirms the results of Figure 4.13a/c. With a
stronger Pacific jet, over the North American continent, the total precipitation increases in a
region of latitudes between 40N and 50N, over the Eastern Pacific Ocean, and between 40N
and 60N over Canada. An opposite behaviour is found on the west coast of Canada, the Lower
California peninsula and Florida. In these three regions, the stronger the jet the smaller the
total precipitation. The largest signal is over Florida where the precipitation decreases by 1.5
mm/day for an increase of 1 m/s of the jet speed.

Temperature

Figure 4.14 shows the near surface air temperature of ROCK experiments. Experiment
ROCK-60 (Fig.4.14) has a clear increase of the near surface air temperature over the Rocky
Mountains. The warming is a direct consequence of the orography reduction. Alaska and the
Caribbean are two regions characterized by a decrease of the near surface air temperature.
Figure 4.14 shows changes in the temperature for the experiment ROCK+60. When the
height of the Rocky Mountains increases, the near surface air temperature decreases in the
region of orographic changes. Contrarily, two warm anomalies appear over Alaska and the
Caribbean. Results from ROCK+60 are about the opposite of that from ROCK-60.
The regression of the near surface air temperature to the PJS index shows a relation between
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Figure 4.13: DJF total precipitation (mm/day). (a,c) Differences between the modified orog-
raphy experiments (ROCK-60 and ROCK+60) and ROCK-0 (shading). (b) linear regression
of the zonal wind from all ROCK experiments on the PJS index. Contours are the full field
from the ROCK-0 (the step of the contour is 1 mm/day). Stippling shows regions where the
values are statistically significant (two-tailed t-test, α=0.05).

the two quantities. A stronger wind in the Pacific Ocean induces a warm temperature anomaly
over North America, with the exception of Alaska, where the temperature decreases. The
Caribbean and the south-east of the United State are similar to Alaska, in these regions an
increase of the zonal wind implies a decrease of the near surface air temperature. Figure
4.14 contains both the temperature difference directly originated from changes in orography
and the temperature anomaly generated by different mean states. In order to isolate the effect
of the mean state, the signal from the orography is removed. Figure 4.15b shows only the
temperature anomaly due to changes in the mean state. A stronger Pacific Jet reduces the
near surface temperature of all the North American continent and increases the temperature
on the Europe. On the contrary, a weaker Pacific Jet Stream increases the temperature on
the North America and decreases the temperature in Europe. By comparing figure 4.14b
and figure 4.15b is clear that the temperature anomaly generated by changes in orography
dominates over the North American mountain chains, with a signal that is 6K larger then the
one generated by changes in the mean state.
Figure 4.16 shows the vertical cross-section for the temperature. Fig.4.16a shows signals

due to a reduction of the orography, only the levels above 400 hPa are considered. From the
Equator to 40N, the stratosphere undergoes a reduction in its temperature. From 40N to the
pole, the temperature anomaly is positive and is located in both the upper troposphere and
stratosphere. A small positive signal appears in the lower troposphere around 75N. The panel
associated with the anomaly in temperature due to an increase in the height of the Rocky
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Figure 4.14: DJF near surface air temperature (K). (a,c) Differences between the modified
orography experiments (ROCK-60 and ROCK+60) and ROCK-0 (shading). (b) linear regres-
sion of the zonal wind from all ROCK experiments on the PJS index. Contours are the full
field from the ROCK-0 (contours start from 250K and increase with a step of 10K). Stippling
shows regions where the values are statistically significant (two-tailed t-test, α=0.05).

Figure 4.15: as Fig.4.14 but without the temperature signal associated with changes in
orography (i.e., height change multiplied by the reference lapse rate).
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Figure 4.16: DJF zonal air temperature cross section (K). (a,c) Differences between the
modified orography experiments (ROCK-60 and ROCK+60) and ROCK-0 (shading). (b)
linear regression of the geopotential height from all ROCK experiments on the PJS index.
Contours are the full field from the ROCK-0 (the step is K). Stippling shows regions where
the values are statistically significant (two-tailed t-test, α=0.05).

Mountains, Fig4.16c, shows the absence of any signal in the lower troposphere. Conversely,
the stratosphere shows a positive anomaly going from the Equator to 40N and a negative
anomaly from 40N to the Northern Pole.
The regression of the temperature on the PJS index, Fig.4.16b, shows an increase of the
stratospheric temperature with high values of the PJS index (i.e. stronger Pacific jet) at
subtropical regions. The effect is reversed for higher latitudes where, with a stronger jet, the
stratospheric temperature increases.

Eddy height

The Eddy height (or stationary waves) indicates the deviation from the zonal mean (or Eddy
component) of the geopotential height:

/∗ = / − [/] . (4.1)

The square brackets indicate the zonal average and the top line the time average.
Figure 4.17 shows the Eddy height at 500hPa. The black contours, obtained from the control
run, show the typical pattern of Eddy height. The Anticyclonic region over the North
American continent, from now on referred to as the Rocky ridge, shows the larger effect of
the Rocky Mountains. Figure 4.17a shows a reduction of Eddy Height at high latitudes and
an increase of the Eddy Height at lower latitudes, this can be interpreted as a southward
shift of the Rocky ridge with a reduced height of the Rocky mountains. Figure 4.17c, the
experiment with the height of the Rocky mountains increased, shows an opposite behaviour.
The amplitude of the Rocky ridge increases at higher latitudes and decreases at lower latitudes.
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Figure 4.17: DJF eddy height (m) at 500hPa. (a,c) Differences between the modified orog-
raphy experiments (ROCK-60 and ROCK+60) and ROCK-0 (shading). (b) linear regression
of the geopotential height from all ROCK experiments on the PJS index. Contours are the
full field from the ROCK-0 (the step is m/s). Stippling shows regions where the values are
statistically significant (two-tailed t-test, α=0.05).

Moving eastward, the control experiment shows a negative center of action, over the Hudson
Bay. The reduction of the height of the Rocky mountains decreases the intensity of the
anticyclonic center of action. On the contrary, an increase of the height of the mountains
leads to a stronger cyclonic region. Over the North Atlantic and the Euro-Asiatic sector the
stationary wave pattern is characterized by a positive center of action, associated with the
Azore high. Figure 4.17a shows a decrease of the intensity on the westward branch of the
anticyclonic center of action and an increase on the eastward branch. This configuration can
be associated with an eastward shift of the center of action from the ocean to the continent.
The figure showing the experiment with increased height for the Rocky Mountains exhibits
only a reduction of the intensity of the anticyclonic center of action on the Euro-Asiatic sector.
In summary (Fig.4.17b, regression of the Eddy height on the PJS index), as the strength of
the Pacific jet increases the Eddy height pattern changes as well. The Rocky Ridge is less
anticyclonic at higher latitudes and more anticyclonic at lower latitudes. The cyclonic region
on the Hudson bay becomes less cyclonic. The Azore high, shifting fromwest to east, reduces
its intensity over the ocean and increases its intensity over the land.
The Eddy height for the upper troposphere, 100hPa, is shown in Figure 4.18. At this level,
the stationary wave pattern starts its transition from wavenumber two to wavenumber one
(Nigam and De Weaver, 2015[84]). The black contours of the figure show the Eddy height
full field for the ROCK-0 experiment. Two positive anomalies are located over the Pacific
and Atlantic oceans and two negative anomalies, one large and the other smaller, are located
over the continents. The colours in Fig.4.18a show the response to a reduction of the height
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Figure 4.18: as Fig.4.17, but for eddy height at 100hPa (m).

of the Rocky Mountains. The cyclonic region over the North American region is overcome
by the effect of the orography, the sign of the Eddy height changes becoming positive. At the
same time, the positive signal over the Atlantic Ocean is slightly weaker. Over the Pacific
Ocean and Asia, the reduction of the height of the Rocky mountain leads to a deepening of the
cyclonic center of action over the continent and a reduction of the anticyclonic center of action
over the ocean. Fig.4.18c shows the difference between ROCK+60 and ROCK-0. Increasing
the height of the Rocky mountains the cyclonic center of action over North America deepens
and becomes more defined. The anticyclonic center of action over the Pacific ocean shifts to
the west and the center of action over Asia becomes a little weaker. Lastly, the anticyclonic
center of action over the Atlantic Ocean does not change.
The linear regression of the experiments on the PJS index (Fig.4.18b) confirms the results.
With a stronger Pacific jet stream, the low over North America disappears and the two signals
over the oceans tend to merge together. On the other hand, the negative center of action over
Asia becomes larger and moves eastward.

4.2.2 Rossby stationary wavenumber

The turning latitude of Rossby stationary waves (see 2 for the definition) can be computed
from the meridional profile of Ks. Given a meridional profile of  B (q) and a stationary
Rossby wave characterized by a zonal wavenumber n, the turning latitude is the latitude
where the function  B (q) crosses the vertical line n=const. In our case, the meridional profile
of the stationary wavenumber is calculated by zonally averaging the zonal wind over the
Pacific sector (170W-110W) 604 and considering only the Northern Hemisphere (10N-70N).
The longitudinal size of the 605 Pacific sector is comparable with the typical scale of quasi-



62 CHAPTER 4. ROCK EXPERIMENTS

stationary Rossby waves 606 (Scaife et al. 2017[96]).
Figure 4.19 shows themeridional profile for each ROCK experiment and for the ERA-Interim:
Red curves refer to ROCK experiments with increased Rocky Mountains height, blue curves
refer to ROCK experiments with reduced height, the solid black line corresponds to the
ROCK-0 experiment, while the dashed black line indicates the ERA-Interim reanalysis. For
wavenumbers greater than 4 the ERA-Interim reanalysis shows a constantly lower turning
latitude than ROCK experiments. For values between 3 and 4, the range of values computed
from the ROCK experiments is comparable with the reanalysis values. Nonetheless, the
meridional profile is different, and none of the SPEEDY experiments is able to represent the
reanalysis profilewell. For values lower than 3, the spread of the ROCK experiment is reduced
and all the simulations satisfactorily follow the profile of ERA-Interim. The experiments with
the higher Rocky Mountains, however, are more similar to the reanalysis than those with the
Rocky Mountains decreased, possibly because the higher orographic barrier reduces the jet
speed, and so it reduces the zonal wind model bias as well. Moreover, in Figure 4.3 it was
shown that ERA-Interim has a lower value of the PJL index than the ROCK experiments.
The bias in the latitudinal position of the jet stream is related to the bias in the meridional
profile of the Rossby stationary wavenumber. Indeed, a jet at lower latitudes implies lower
turning latitudes.

4.3 Summary and discussion

ROCK experiments show that, by changing the height of the Rocky Mountains, it is possible
to modify substantially the mean state of the SPEEDY model over the North Pacific sector.
Indeed, it is shown that changes in the speed of the Pacific jet simulated in the ROCK ex-
periments cover the whole spectrum of the zonal wind-speed bias in state-of-the-art global
climate models. In other words, the comparison with the values of the same Pacific Jet indices
computed for the CMIP6 models indicates that the SPEEDY experiments are able to mimic
the biases in the Pacific jet strength of CMIP6 models (Fig.4.3).
Not many authors have explored the impact of changes in models’ orography. Generally,
the most used approach is either the complete removal of the orography or the removal of
a specific mountain chain (Held 1983[51], Broccoli e Manabe 1992[22],Wills 2015[124],
Seager 2002[97], White et al. 2017[119],2018[120], Baldwin et al. 2021[9]). For example,
a number of papers studied the role of the Tibetan plateau and the Mongolian mountains
(Boos and Kuang 2010[17], Chiang et al. 2015[31], Shi et al. 2016[101], Kong and Chiang
2020[66]) in shaping the large-scale Northern Hemisphere atmospheric circulation. White
et al. 2021[121] compared simulations with standard orography and simulations carried out
removing completely all the orography. They found out that the orography reduces the mean
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Figure 4.19: DJF meridional profile of Rossby stationary wavenumber at 300 hPa. Ks is
calculated by averaging the zonal wind at 300 hPa over a region between 170-110W. The
black dashed line represents ERA-Interim, the black line is the ROCK-0 simulation, reds are
ROCK experiments with increased orography, and blues ROCK experiments with reduced
orography.

zonal wind by 50-80% and, without the orography, the wintertime zonal wind of the Northern
Hemisphere is comparable with the Southern Hemisphere winter jet. The resolved orography
accounts for about 1/3 of the total slowdown of zonal wind. The ROCK experiments, which
showed (e.g. Fig.4.1, Fig.4.5, 4.6 and 4.7) that the height of the Rocky Mountains linearly
affects the zonal wind, are consistent with these results.
Results for the geopotential height and eddy height are in accordance with previous works
(Seager 2002[97]). By reducing the orography of the Rockies, the trough over the eastern
coast of North America is weakened, on the contrary, an increase of the height of the Rocky
Mountains strengthens the trough (Fig.4.11, 4.12). The consequences are various. First there
is a more zonal flow over North America with lower mountains (Fig.4.5, 4.6, 4.7). The
second effect is the weakening of the northerlies over western North America (Fig.4.9,4.10)
with associated warming (Fig.4.14). Moreover, the reduced southerlies over eastern North
America and the Atlantic Ocean (Fig.4.9,4.10) imply a cooling (Fig.4.14). ROCK experi-
ments also enrich the work of Seager 2002[97] showing that an increase of the orography
induces changes in the mean state that are exactly the opposite of the effect of a reduction.
The interaction between wind and the mountains has a profound impact on the precipitation
on the North American continent. The Rocky Mountains are located at the exit region of the
Pacific Jet stream, and, due to the peculiar conformation of the mountain range, they act as a
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barrier for the incoming wind. In this way a wet region forms on the windward side of the
mountains and a dry region on the leeward side. This effect is generated by the air coming
from the ocean, rich in moisture, and forced to rise following the mountain range profile. The
moisture condensates during the upward motion and this process generates the wet area on the
windward side of the mountain. The air reaching the leeward side of the mountain, deprived
of its moisture, is dry and unable to generate precipitations in the inland (Haurwitz and
Austin 1944[1], Critchfield 1974[35], Trewartha and Horn 1980[109], Broccoli and Manabe
1992[22], Wills and Schneider 2015[124]). The orography maintains midlatitude dry zones
west of troughs of orographically forced stationary Rossby waves. Results from Figure 4.13
show that a lower height of the mountains reduces the drought in continental North America,
on the other hand, by increasing the orography, precipitation is reduced.



Chapter 5

ENSO sensitivity experiments

This chapter illustrates the results of the ENSO sensitivity experiments, showing how the
RockyMountains orography affects the response to idealized El Niño and La Niña anomalies.
Results from King et al. (2018[64]) demonstrate that the propagation of ENSO signals from
the tropics to the extratropics is more intense during the late winter (January, February and
March, JFM), therefore all the results, from the ENSO experiments are shown in the JFM
season.

5.1 ENSO results

In order to show the response to an idealized ENSO in the Pacific-Western North American
sector, the JFM 500 hPa geopotential height is considered (King et al. 2017[64], Feng et al.
2017[43], Alexander et al. 2008[3]).
Figure 5.1 shows the response to an idealized El Niño in the 500hPa geopotential height for the
NINO-0 (Fig.5.1) and ERA-Interim (Fig.5.1a). In the Pacific and the North American sectors,
the response in the geopotential height due to the idealized El Niño SST is in good agreement
with observations (e.g., Horel and Wallace 1981[57], Bracco et al. 2007[20], Kucharski
et al. 2007[67], Rodriguez-Fonseca et al. 2009[92], Kroger and Kucharski 2010[?], Bulíc
et al. 2012[24], Wang 2017[117], Dogar et al. 2017[38], Mezzina et al. 2020[79]). The
NINO-0 response shows a strong negative anomaly in the Pacific Ocean (120E-120W, 30-
50N) and a positive anomaly over the North American continent (180-110W, 50-80N). These
two anomalies, combined with the (weaker) negative anomaly over Mexico, constitute the
typical Rossby wave train associated with ENSO. Another negative anomaly is found over
Greenland.
The response to an idealized La Niña (NINA-0 experiment, Fig.5.2) shows a signal char-

acterized by a positive anomaly over the Pacific Ocean, a negative anomaly over the North
American continent and a positive anomaly over Mexico, consistent with the Rossby wave

65
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Figure 5.1: JFM response to El Niño in geopotential height at 500 hPa for ERA-Interim
(a) and SPEEDY (NINO-0 minus ROCK-0,b). Contours are the respective climatological
geopotential height and colours are the responses to El Niño. Stippling shows regions where
the signals are statistically significant (two tailed t-test, α=0.05)

train for La Niña. The NINA-0 experiment also shows a significant positive signal over the
Atlantic Ocean.
Overall the NINO-0 run shows a westward displaced Rossby wave train and weaker positive
pole when compared to ERA-Interim. It is worth noting that the observed North Atlantic
pole of the Rossby wave train is missing in the NINO-0 experiment, suggesting a weaker at-
mospheric bridge between the two basins in SPEEDY. However, over Europe and the Middle
East, the reanalysis and the NINO-0 experiment show similar patterns; both show a positive
anomaly of about 10m. Conversely, Eastern Asia and Japan are regions where the NINO-0
experiment and ERA-Interim are more in contrast: in the NINO-0 experiment, the negative
anomaly in the Pacific Ocean elongates westward till reaching Japan and the coasts of Asia,
while in ERA-Interim a positive anomaly over Asia and Japan is observed. Considering
the idealized framework of the NINO experiments, a discrepancy between SPEEDY and
ERA-Interim is expected. Nonetheless, the overall response is in satisfactory agreement with
respect to the reanalysis.
The NINA-0 experiment, compared with ERA-Interim, shows an overall weaker signal with
respect to ERA-Interim (Fig.5.2). In SPEEDY, the Rossby wave train, starting from the
Pacific Ocean and crossing the North American continent is roughly the half of the signal
observed in the reanalysis. The only exception is the positive pole over Mexico, which is
comparable with ERA-Interim. The positive centre of action on the Pacific Ocean is shifted
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Figure 5.2: JFM response to LaNiña in geopotential height at 500 hPa for ERA-Interim (a) and
SPEEDY (NINA-0 minus ROCK-0, shadings) and ERA-Interim (contours). Contours are the
climatological geopotential height and colours are the responses to El Niño. Stippling shows
regions where the SPEEDY signals are statistically significant (two-tailed t-test, α=0.05).

to the west with respect to the reanalysis and covers all the ocean up to Japan.
The asymmetry of the signals between El Niño and La Niña are caused by the different impact
that imposing a warm or cold SST anomaly on the climatological SST might have. Indeed,
small warm SST anomalies over the tropical western Pacific can enhance convection and
induce large rainfall anomalies. Conversely, for cold SST anomalies over the tropical eastern
Pacific, strong SST anomalies are required to induce the convective anomalies (Timmermann
et al. 2018[107]).
In order to better highlight the effect of the mean state on ENSO response, all the results are
presented as the difference between the ENSO sensitivity experiment and the relative ROCK
baseline counterpart (for example, NINO-0 minus ROCK-0; NINO-60 minus ROCK-60 ;
NINO+60 minus ROCK+60 . . . and so on).

5.1.1 ENSO response: teleconnection

To study the relationship between the model bias and the ENSO response in the different
NINO (NINA) and NINOx2 (NINAx2) experiments, the properties of the geopotential height
dipole over the Pacific Ocean and North America (i.e., the ENSO Rossby wave train) are
investigated.
This is done, for each experiment, by looking at the geographical position of the maximum
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Figure 5.3: JFM dipole response to ENSO in the geopotential height at 500 hPa for (a)
for NINO-ROCK experiments (b) for NINOx2-ROCK experiments, (c) for NINA-ROCK
experiments, and (d) for NINAx2-ROCK experiments. Only one contour for the North
Pacific anomaly and only one for North America anomaly are drawn. Contours are chosen
arbitrarily in order to highlight displacement of the anomaly. Dots show the positions of the
maximum positive response and crosses the position of the minimum negative response. The
value for the anomaly over the North American continent for the NINA experiments is about
-9m, while the same for NINO reaches 15m. Similarly, NINAx2 shows a maximum signal
of about -17m, while NINOx2 gets up to 30m.

(minimum) over the North America and the North Pacific poles (i.e., in the case of an El Niño
response anomaly, this corresponds to a positive pole over North America and a negative pole
over the North Pacific). Results are shown in Fig.5.3, while the position of the signal over the
ocean is weakly affected by orographic changes, the position of the signal over North America
(see dots for El Niño and crosses for La Niña) migrates along a south-east/north-west axis as
long as the height of the Rockies is increased.
Although a significant change is seen for the position, the intensity of the ENSO Rossby wave
train is not affected by the height of orography. The magnitude of the signal doubles when
the intensity of the forcing is doubled (e.g., NINO vs NINOx2). On the other hand, a strong
nonlinearity in the ENSO teleconnection is observed when NINO and NINA experiments are
compared. The El Niño signal is almost twice the intensity of its La Niña counterpart.
A graphical summary of these results is provided by Fig.5.4, where the latitude, longitude,
and intensity of the maximum (minimum) of the geopotential height at 500hPa over North
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Figure 5.4: JFM 500 hPa geopotential height response to NINO, NINA, NINOx2, and
NINAx2 for all ROCK experiments. (a) NINO and NINOx2 latitude of the maximum of the
response. (b) NINO and NINOx2 longitude of the maximum of the response. (c) NINO and
NINOx2 geopotential height intensity of the maximum of the response. (d,e,f) are the same
as (a,b,c) but for the minimum of the response in NINA and NINAx2 experiments. In all the
panels the mean is represented by a dot and the standard deviation by the vertical bars.

America for all the idealized ENSO NINO (NINA) and NINOx2 (NINAx2) experiments are
shown.
In order to provide an estimate of the uncertainty in the position of the maxima/minima

over the North America region due to internal variability, a bootstrap method is used. From
the 200-year simulation, 130 JFM seasons (63% of the data, as suggested by Efron and
Tibshirani 1993[105],1994[40]) are randomly chosen and averaged. Then the position of the
maxima/minima of the geopotential height at 500 hPa in the box [45N-70N, 150W-90W] is
computed. The sampling is repeated 3000 times. In this way, it is possible to estimate the
uncertainty of the position of the maximum/minimum, denoted in the figure by the extension
of the bars, which shows the standard deviation of the bootstrap sample. By increasing the
intensity of the Pacific jet (i.e. by reducing the height of the Rockies) the center of action
of the response over North America moves from north-west to south-east (Fig.5.4a,b,d,e).
On the other hand, the intensity of the North American response does not change as the
intensity of the Pacific jet increases (Fig.5.4c,f). Results are consistent for all sets of NINO,
NINOx2, NINA and NINAx2 experiments. However, a minor difference can be noted: the
standard deviation of the position (for both the longitude and latitude) of the positive PNA
pole decreases when the intensity of the idealised El Niño anomaly is doubled. This suggests
that, not surprisingly, a stronger forcing provides a larger signal-to-noise ratio.
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Figure 5.5: JFM 500 hPa geopotential height response to NINO, NINA, NINOx2, and
NINAx2 for all ROCK experiments as a function of the PJS index calculated at 850 hPa.
(a) NINO and NINOx2 latitude of the maximum of the response. (b) NINO and NINOx2
longitude of the maximum of the response. NINO and NINOx2 geopotential height intensity
of the minimum of the response. (d,e,f) are the same as (a,b,c) but for the maximum of the
response in NINA and NINAx2 experiments. In all the panels the mean is represented by a
dot and the standard deviation by the bars.

The same bootstrap approach is applied to the signal over the Pacific Ocean (Fig.5.5). When
looking at the position of the pole over the ocean of the ENSO Rossby wave train, it is found
that there is no significant shift in its latitudinal and longitudinal position and the intensity of
the anomaly doesn’t change.

5.2 ENSO response: impacts

To better assess the sensitivity of the ENSO-induced teleconnection patterns to the model
mean state, the responses of near-surface air temperature and total precipitation are analyzed
(Fig.5.6 Almost the same patterns - but with doubled amplitude - are obtained from NINOx2
experiments (5.7). Conversely, NINA and NINAx2 experiments show approximately oppo-
site impacts (5.8 and 5.9).
The Northern Hemisphere near-surface air temperature response (Fig.5.6a,c) shows that El

Niño has wide but moderate impacts all over the Northern Hemisphere, with near-surface air
temperature changes not larger than +/- 0.5K. The only region where El Niño has a stronger
signal is Western North America. A clear warm signal is present over Alaska and Canada,
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Figure 5.6: JFMnear surface air temperature response inNINOexperiments (NINO -ROCK).
(b) Linear regression between the near surface air temperature and the PJS index. (a,c) Two
examples of the changes in the response to El Niño (NINO-60 and NINO+60). Stipplings
show regions where the values are significant (FDR, 06;>10; = 0.20, Wilks, 2006[123]).
Contours show the near surface air temperature of the relative baseline experiments: (a)
ROCK-60 , (b) ROCK-0 and (c) ROCK+60.

Figure 5.7: as Fig.5.6 but for the NINOx2 experiments.
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Figure 5.8: as Fig.5.6 but for the NINA experiments.

Figure 5.9: as Fig.5.6 but for the NINAx2 experiments.
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where the near-surface air temperature increases by 1.25K. The same anomaly, reduced in
intensity, also extends southward over theWest coast of the United States. While experiments
with the increased orography (Fig.5.6c) show a negative temperature anomaly over Mexico,
those with reduced orography (Fig.5.6a) are characterized by a neutral or positive response.
Another clear signal is located over Japan: a cold anomaly spreads downstream, from the
Asian East coast to the Pacific Ocean. On the other hand, the signal over Europe, North
Africa, and the Arabian Peninsula (a warm anomaly unaffected by changes of the mean state)
is weak and becomes statistically significant only in the NINOx2 experiments (Fig.5.7a,c).
The linear regression shown in Fig.5.6b, which shows the relationship between the ENSO
near-surface air temperature response and the PJS Index, highlights the role of the changes in
the mean state in modifying the ENSO temperature fingerprint. The response over Western
Alaska is weakened when the PJS index increases, implying that a stronger jet tends to sup-
press the warm signal there. Similarly, in Mexico, the cold signal of the response decreases as
the PJS index increases, but the sign changes when the PJS index exceeds a threshold value.
On the contrary, the positive signal over Canada is enhanced by a stronger Pacific jet. The
response over Asia resembles the one over Mexico, but only the responses over Japan and
the Middle East seem to be significantly affected by the mean state, and both become colder
when the intensity of the jet stream over the Pacific Ocean decreases. To summarize, larger
PJS indices (i.e., for stronger jet speeds) strengthen the zonal flow. This leads to a more
zonal configuration of the Rossby wave train to the idealized ENSO-like SST anomaly and
a reduction of the meridional advection. As a consequence, a reduction in the intensity of
the temperature anomaly is observed. The temperature anomaly reduces over most of the
Northern Hemisphere. Two minor exceptions, where the temperature anomaly is enhanced,
are Canada and the region east of the Caspian Sea.
Figure 5.10 shows the total precipitation response for NINO experiments. As expected, the
pattern of precipitation anomaly produced by NINO experiments shows a marked signal over
tropical regions. The total precipitation shows the typical equatorial El Niño signal, with
an increase in the eastern and central Equatorial Pacific (not shown), while it decreases in
tropical and subtropical regions approximately corresponding to the downward branch of the
Hadley cell.
A positive rainfall response is also located near the California coast and the Aleutian region,

extending further upstream in the Pacific Ocean. A second positive rainfall response is in
the Gulf of Mexico, Florida, and Caribbean region, whose signal also extends over Mexico
and reaches the eastern tropical Pacific. On the other hand, El Niño favours a decrease in
precipitation over India, Southeast Asia, and Japan.
The regression of the total precipitation on the PJS index (Fig.5.10b) shows modulation of the
signal following a change in the mean state over multiple regions: the most relevant signal
is a dipolar anomaly that involves Caribbeans and Mexico. Over the Caribbean, the total
precipitation decreases when the PJS index increases, with NINO experiments showing a
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Figure 5.10: JFM total prexipitation response in NINO experiments (NINO - ROCK). (b)
Linear regression between the total precipitation and the PJS index. (a,c) Two examples of
the changes in the response to El Niño (NINO-60 and NINO+60). Stipplings show regions
where the values are significant (FDR, 06;>10; = 0.20, Wilks, 2006[123]). Contours show the
total precipitation of the relative baseline experiments: (a) ROCK-60 , (b) ROCK-0 and (c)
ROCK+60.
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Figure 5.11: as Fig.5.10 but for NINOx2 experiments.
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Figure 5.12: as Fig.5.10 but for NINA experiments.
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Figure 5.13: as Fig.5.10 but for NINAx2 experiments.
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stronger relationship between the signal and the PJS index. Conversely, the total precipitation
over Mexico increases with the PJS index.
Similarly, the tropical Pacific is strongly affected by the Pacific Jet stream intensity, and
the total precipitation regression shows an increase in the precipitation greater than 0.30
mm/day/m/s. The response on the west coast of Canada on the border with Alaska shows an
increase of the precipitation associated with an increase of the Pacific Jet intensity, while an
opposite signal is observed over the Aleutian low.

5.2.1 ENSO response: Rossby waves propagation and the Rossby sta-
tionary wavenumber.

In this subsection we show the sensitivity of the meridional profile of the Rossby stationary
wavenumber to ENSO idealised forcing. The results should be compared to those of ROCK
experiments, discussed in subsection 4.2.2 (see Fig.4.19, which for sake of comparison is
reported here as well in Fig.5.14).
Figure 5.15 shows the meridional profile of the Rossby stationary wavenumber for each NINO
experiment and for the ERA-Interim: Red curves refer to NINO experiments with increased
Rocky Mountains height, blue curves refer to NINO experiments with reduced height, the
solid black line corresponds to the NINO-0 experiment, while the dashed black line to the
ERA-Interim reanalysis.
The introduction of an idealized El Niño SST anomaly induces a change of zonal wind with
the consequence of a different latitudinal profile of the Rossby wave number. All the curves
of NINO experiments are displaced towards higher values of the Rossby wave number. The
effect is larger at mid-latitudes for latitude values between 30N and 60N. Here, the meridional
profile starts to develop a proper waveguide (the profile has a relative maximum, Hoskins
and Ambrizzi, 1993[58]; Ambrizzi and Hoskins, 1995[5]). Outside of this latitudinal band,
the displacement is still visible but with a smaller amplitude. Experiments with increased
orography display a more defined waveguide structure, showing a more pronounced relative
maximum.
The effect of a stronger forcing (NINOx2, Fig.5.16) is the formation of a well-defined
waveguide for latitudes between 30N and 60N. A reduction of the height of the Rocky
Mountains is less effective on the modulation of the Rossby wavenumber around 50N. At this
latitude, corresponding to the maximum of :B, the spread of blue curves is smaller than that
of the red ones.
La Niña experiments (NINA, Fig.5.17) show a flattening of the Rossby wavenumber profile;
the distance between different curves, corresponding to different orographic heights, reduces.
The experiments with increased orographi are more affected by La Niña, the profile changes
more when compered with the reduced orography experiment. The effect is amplified for
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Figure 5.14: DJF meridional profile of Rossby stationary wavenumber at 300 hPa. Ks is
calculated by averaging the zonal wind at 300 hPa over a region between 170-110W. The
black dashed line represents ERA-Interim, the black line is the ROCK-0 simulation, reds are
ROCK experiments with increased orography, and blues ROCK experiments with reduced
orography. Same as Fig.16.1.

NINAx2 experiments (Fig.5.18).
It is evident how the turning latitude associated with wavenumbers between 3 and 5, which
corresponds to the typical Rossby signal generated by ENSO (Li et al 2020[72]) changes
with the height of the Rocky Mountains and consequently with the speed and the position
of the Pacific jet. Experiments characterized by a more intense jet stream over the Pacific
Ocean (blue lines) show equatorward turning latitudes; experiments with a weaker jet stream
show poleward turning latitudes. The changes of the turning latitude values across ROCK
experiments are consistent with the observed changes of the position of the ENSO-induced
Rossby wave train over North America in NINO/NINA experiments (Fig.5.3); a stronger jet
modifies the propagation of Rossby waves reducing the values of the turning latitude and thus
inducing a southward shift of the signal in geopotential height. On the other hand, a weaker
jet leads to a poleward turning latitude and a consequent poleward shift of the Rossby wave
train.

5.3 Summary and discussion

The idealized ENSO sensitivity experiments show that the midlatitude leading response to
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Figure 5.15: JFM meridional profile of Rossby stationary wavenumber at 300 hPa. Ks is
calculated by averaging the zonal wind at 300 hPa over a region between 170-110W. The
black dashed line represents ERA-Interim, the black line is the ROCK-0 simulation, reds are
ROCK experiments with increased orography, and blues ROCK experiments with reduced
orography.
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Figure 5.16: as Fig.5.15 but for the NINOx2 experiments.
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Figure 5.17: as Fig.5.15 but for the NINA experiments.
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Figure 5.18: as Fig.5.15 but for the NINAx2 experiments.
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El Niño is a geopotential height anomaly over the North Pacific and North America, stronger
during the late winter and reminiscent of the PNA pattern (King et al. 2018[64]). In the
ENSO experiments, the Rossby wave train in response to a tropical El-Niño-like forcing is
clearly affected by changes in the mean state. When the Pacific jet is stronger (i.e., when
the Rocky Mountains height is reduced), the positive geopotential height response center
over Canada and Alaska migrates from north-west to south-east. The position of the center
of action of the 500 hPa geopotential height response of the idealized El Niño experiments
moves about 4° southward and about 10° longitude eastward following an increase of the jet
speed of about 1 m/s. For idealized La Niña experiments, the position of the center of action
moves about 2° southward and 14° longitude eastward with an increase of the jet speed of
about 1 m/s. Responses to the double intensity idealized El Niño and La Niña experiments
are roughly the same as the regular intensity experiments.
The idealized ENSO experiments are similar to experiments carried out in previous works.
In particular, Dogar et al. 2017[38] (here on D17) performed four ENSO experiments using
the SPEEDY model: two El Niño and two La Niña experiments with regular and doubled
intensity respectively.They used an SST anomaly imposed on the climatology, only in the
tropical region (50S-50N). Given the very similar structure of this and D17 experiments, a
direct comparison is possible. Despite the differences in the ENSO forcing (full Tropical
Pacific in D17 and Niño3.4 region in this work), the near-surface temperature in D17 four
ENSO experiments is similar. The west coast of the North American continent shows the
typical positive (negative) signal related to an El Niño (La Niña) event. The intensities of the
near-surface temperature anomalies are comparable to our NINO-0(NINA-0) and NINOx2-
0(NINAx2-0) experiments. In D17 the responses in near-surface temperature extend over the
Hudson Bay, while in our experiments the anomalies are confined in the west of Hudson Bay.
These differences highlight the importance of the SST in the Tropical Pacific outside of the
Niño3.4 region. The Extratropical North Pacific Ocean shows a very consistent response in
the two works. The spatial pattern and intensity of the total precipitation response found in
our experiments match well D17 results.
The schematic shown in Figure 5.19 summarises the mechanism behind the modulation of the
ENSO signal by orography over North America. An increased orography (panel a) reduces
the intensity of the Pacific jet in the exit region over the continent. The reduction of the zonal
component of the wind is associated with an increased meridional component of the wind
and more advection of warm air from the tropics to mid-latitudes. This can be interpreted
as the air having not enough kinetic energy to go over the orographic barrier, and being
deviated poleward. Lastly, the high-pressure anomaly (due to El Niño) is displaced to the
North-West. On the other hand, a reduced orography (panel b) increases the jet strength in the
exit region and reduces the meridional component of the wind, resulting in a more zonal jet.
Consequently, the meridional advection is reduced so that less warm air reaches the higher
latitudes. The positive center of action over the continent migrates to the South-East.
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Figure 5.19: Schematic representation of the impact of the orography on the ENSO response.

The results and the interpretation of the link between the ENSO response over the North
American continent and the atmospheric mean state (i.e. the zonal wind) proposed in this
work are supported by Benassi et al. (2021[11]). They explore the impact of low-frequency
SST variability over the extratropical Pacific on the El Niño teleconnection, concluding that
different values of the zonal wind in the jet exit region over North America can modulate the
response to ENSO. As in this study, they found that a weaker jet leads to a more poleward
ENSO wave train.
Similarly, it has been shown that the position and intensity of the ENSO centre of action in
the geopotential height at 500 hPa over the Pacific do not change with different mean states:
this confirms the work of Tyrell and Karpechko (2021[110]), who found that changes in the
model zonal wind bias do not affect the ENSO signal in the Aleutian Low.
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Chapter 6

Conclusions

6.1 Summary of the main conclusions

This work aims at investigating the role of the mean atmospheric state, and in particular the
North Pacific zonal flowmean state, in modulating the atmospheric response to ENSO and its
impacts on temperature and total precipitation. A set of experiments is designed and realized
in order to modify the mean state of the SPEEDY intermediate complexity general circulation
model via progressively increasing or decreasing the height of the Rocky Mountains. Each
experiment is forced with the same idealized ENSO SST anomaly. Finally, linear Rossby
waves propagation theory is used to interpret the results. The following conclusions have
been drawn:

• ROCK experiments proved that, by changing the height of the Rocky Mountains, the
mean state of the model over the North Pacific sector changes as well. The speed of the
Pacific jet changes in strength comparably to the zonal wind-speed bias of state-of-the-
art global climate models. Pacific Jet indices computed for the CMIP6 models indicate
that the ROCK experiments are able to mimic the bias in the Pacific jet strength of
CMIP6 models.

• In the NINO and NINA experiments, the Rossby wave train in response to a tropical
El-Niño-like and La Niña-like forcing is clearly affected by changes in the mean state.
A stronger Pacific jet (i.e., when the Rocky Mountains height is reduced) corresponds
to a geopotential height response center over Canada and Alaska shifted from north-
west to south-east. Responses to the double intensity idealized El Niño and La Niña
experiments are roughly the same as the regular intensity experiments.

• The observed sensitivity of the ENSO-induced Rossby wave train can be interpreted
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in terms of linear Rossby Wave propagation theory. Experiments with a stronger jet
over the North Pacific are characterized by an average turning latitude, for wavenum-
bers from 3 to 5, located at lower latitudes than experiments with a weaker jet. The
difference in the turning latitudes directly influences the direction of propagation of
Rossby waves: experiments with a weaker jet show that the RossbyWave train is shifted
westward and northward, while experiments with a stronger jet tend to confine Rossby
waves to lower latitudes.

6.2 Future perspectives

Several open questions concerning the role of the mean state in teleconnection remain. Some
insights for future research are reported here:

• The altitude of the Rocky Mountains proved to be a good tuning parameter for the
pacific jet speed, but there are other ways to change the mean flow. For example, differ-
ent SST patterns may affect the mean climate. For instance, a good experiment could
evaluate changes in the mean state on the North Atlantic Ocean altering the meridional
gradient of the SST on the East coast of the North American continent. The idea is to
alter the baroclinicity in the western North Atlantic and alter the storm track, inducing,
in the end, a modulation of the Jet stream in the Atlantic. With different jets over the
Atlantic Ocean it is possible to introduce an SST forcing like the Atlantic Multidecadal
Variability (AMV) and see how the atlantic mean state affects the response to such
anomalies.

• Biases in tropical convection are also contributing to biases in the Pacific jet. It would
be useful to perform additional experiments that modify drastically the tropical Pacific
convection. For example, a zonally symmetric climatological SST pattern (e.g. zonal
mean) can be used to completely remove the Walker circulation and see how this in-
fluences the Pacific Jet properties. Then, the difference of the observed climatological
SST with the zonally symmetric SST can be multiplied for an opportune coefficient.
This SST field can be used as an anomaly to force the zonally symmetric SST pattern.
In this way, by changing the value of the parameter it is possible to reintroduce the
Walker circulation with different strengths. Coefficients from 0 to 1 represent a Walker
circulation weaker than the climatological one, and values greater than 1 are for in-
creased Walker circulation. Finally, the idealized El Niño (and La Niña) anomaly can
be imposed to make experiments similar to the ENSO one.
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• A third useful setup for a future work can consider the subgrid parameterization of
orography. Several works explored the effect of parameterizations on the biases of
the state-of-the-art general circulation models (Wallace et al., 1983[116]; Richter et
al., 2010[90]; Sigmond and Scinocca, 2010[102]; Sandu et al., 2016[94]; Lindvall et
al., 2017[?]; Van Niekerk et al.,2018[113]). These works separate the effects of the
resolved orography from the subgrid parameterization. The results shows that, subgrid
parameterization affects both the atmospheric zonal mean wind (Sandu et al.,2016[94])
as well as the stationary waves (Sandu et al., 2019[95]), and the effects are comparable,
if not larger, with resolved orography. In recent years, the representation of such subgrid
processes improved, although biases still exist (Sandu et al., 2019[95]). It would be of
relevant scientific importance to understand how small changes in the parameterization
can affect the atmospheric mean state. For example, it is possible to explore the role
of orographic drag by changing the opportune parameterization. In SPEEDY the oro-
graphic drag parameterization consists of a single coefficient that can be easily changed.

The examples above are only a small portion of the possible experiments. Due to the complex
nature of a GCM there are countless “tuning parameters” that can be used to modulate the
mean state and the bias of the model. The SPEEDY model proved to be a good, fast and
cheap test bed for performing this type of experiment.
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Acronyms

AGCM Atmospheric General Circulation Model.

AJL Atlantic Jet Latitude.

AJS Atlantic Jet Strength.

AJW Atlantic Jet Width.

AMIP Atmospheric Model Intercomparison Project.

AMV Atlantic Multidecadal Variability.

CMIP Coupled Model Intercomparison Project.

D17 Dogar et al., 2017[38].

DECK Diagnostic Evaluation and Characterization of Klima experiments.

DJF December, January and February, winter season.

ECMWF European Centre for Medium-Range Weather Forecasts.

EMIC Earth system Model of Intermediate Complexity.

ENSO El Niño Southern Oscillation.

ERA ECMWF Re-Analysis.

FDR False discovery rate.

GCM General Circulation Model.

ICTP International Center for Theoretical Physics.

JFM January, February and March, Late winter season.

MSS MoiSt Static energy.
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88 Acronyms

NINA Idealized La NIña experiments.

NINAx2 Double intensity idealized La Niña experiment.

NINO Idealized El Niño experiments.

NINOx2 Double intensity idealized El Niño intensity.

PBL Planetary Boundary Layer.

PJL Pacific Jet Latitude.

PJS Pacific Jet Strength.

PJW Pacific Jet Width.

PNA Pacific North America.

PV Potential Vorticity.

ROCK Modified orography experiments.

SIC Sea Ice Concentration.

SLP Sea Level Pressure.

SPEEDY Simplified Parameterization PrimitivE Equations DYnamics.

SST Sea Surface Temperature.

TCN Top of CoNvection.

WCRP World Climate Research Programme.

WPWP West Pacific Warm Pool.
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