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L O N G A B S T R A C T

This PhD work arises from the necessity to give a contribution to the energy saving
field, considering automotive applications. The research program have taken steps in
several directions: from innovative materials to cutting-edge battery thermal manage-
ment systems (BTMSs) and also dealing with the life cycle assessment (LCA) of the
battery packs (BPs). The aim was to produce a multidisciplinary work to show how
much important is taking into account different aspects of an electric car realization
as they all contribute to the overall energy consumption.

Regarding the materials, it has been chosen to focus on carbon fiber composites as
their use allows realizing light products with great mechanical properties. Processes
and methods to produce carbon fiber goods have been analysed with a special at-
tention on the Emilia 4 case study: the solar car made by the sport team Onda Solare
represents an example of how carbon fibers can be an effective solution to the weight
reduction and, consequently, the and energy saving in automotive.

The lightening of a car is just one of the effective moves to lower the energy con-
sumption: in an electric car lot of attention has to be put on the battery pack and and
its cooling systems which allows it working properly. This is why the work presents
several BTMSs which are the most common on the market and, then, it deepens some
of the most innovative ones. Among the ordinary ones the attention has been focused
on air-cooled systems, cooling plates and heat pipes. Then, some innovative cooling
strategies have been discussed such as the immersive and the thermoelectric ones
and the BTMSs based on phase change materials (PCMs).

It has been decided to meticulously study this last avant-garde cooling strategy as
it was not available a clear and detailed literature about the PCM-based BTMSs. A
previous experimental campaign has been necessary to characterize the PCMs and
interesting results have come out: in particular, the investigations have dealt with ini-
tial qualitative tests regarding the melting time of a PCM, an aluminum-foam-loaded
PCM and a copper-foam-loaded PCM, then quantitative tests have been carried on.
The temperature homogeneity on the planes (x,y) during the melting cycle of the
PCM has been studied and a comparison between the melting cycles of a pure PCM
and a copper-foam-loaded PCM has been done, focusing on the thermal conductivity
and thermal homogeneity enhancements.

After the PCM characterization it has been possible to proceed with a complex
experimental campaign regarding PCM-based BTMSs, considering both uninsulated
and insulated systems. About the first category, the tested systems have been pure
PCM-based and copper-foam-loaded-PCM-based BTMSs; the insulated tested sys-
tems have been pure PCM-based and copper-foam-loaded-PCM-based BTMSs and
both of these systems equipped with a liquid cooling circuit. Results have shown
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that with an uninsulated system the copper-foam-loaded-PCM-based BTMS repre-
sents a valid choice both in terms of proper working temperatures for the Li-ion
batteries (LIBs) and considering the negative convective motions which develop with
pure PCM but are hindered by the metal foam. With an insulated BTMS the use
of a PCM-based (passive) cooling method is not enough to satisfy the LIB thermal
requirements and a liquid (active) cooling circuit is necessary: the coupled use of
active and passive systems allows achieving the desired temperatures and the proper
temperature distribution inside the BP.

The choice of lighter building materials and the optimization of the BTMS are
strategies which helps in reducing the energy consumption considering both the en-
ergy required by the car to move and the BP state of health (SOH). Focusing on this
last factor, a clear explanation regarding the importance of taking care about the SOH
(reducing the aging phenomena and allowing a longer BP duration) is given by the
analysis of a BP production energy consumption. This is why a final dissertation
about the life cycle assessment (LCA) of a BP unit has been presented in this thesis.

Three main research macro-topics have been considered: the cells support, the
Li-ion cells and the BTMS. For each of these components the extraction, processing
and transporting impacts have been estimated and the partial and total values of the
energy demand (ED) and the global warming potential (GWP) have been shown and
discussed. A final interpretation of the data allows understanding the possible ways
to reduce these values.
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I N T R O D U C T I O N

The research topics on which this PhD thesis has been based come out from the
awareness that the global energy demand is constantly increasing as well as the world
population and, consequently, the greenhouse gas emissions. The balance between
the energy demand and consumption and the strategies to lower the CO

2
emissions

are two of the hardest challenges of our time and many efforts are daily spent by
researchers all over the world trying to face and solve these issues.

This PhD thesis arises from this necessity and aims to give its contribution to
the cause, proposing several energy-saving solutions concerning the electric vehicles
field. From the cutting-edge building materials to the comparison between ordinary
and innovative battery thermal management systems (BTMSs) and also analysing the
life cycles of the battery packs, several discussions and multidisciplinary investiga-
tions are presented in this work.

The starting research questions concerned the possibility of facing the energy-
saving topic both in terms of energy needed by the car to move its own weight while
on motion and analyzing existing and innovative solutions to preserve the vehicle
BP. In particular, this last aspect finds its basis in the consideration that the lower are
the aging issues, the longer is the life of the car parts considered and, consequently,
the lower is the production energy consumption. A strong push to proceed in this
research direction, studying cutting-edge building materials and ordinary and novel
BP cooling systems with an experimental approach, was given by the analysis of the
current state of the art. The existing literature is plenty of analytical works dealing
with the research questions mentioned above, but there is a scarcity of experimen-
tal studies which would be useful to validate the analytical ones. For this reason,
the approach chosen to carry on the investigations presented in this thesis has been
strongly experimental but always supported by the analytical studies present in the
literature.

The first part of this thesis concerns the composite materials, their structure, how
they are classified. It focuses on the carbon fiber composites as one of the best solu-
tions to lower the car weight and, consequently, reducing the energy (or fossil fuel
in heat engine cars) consumption. Several methods to realize carbon fiber products
are presented such as the hand layup, the under-vacuum process and autoclave cure,
the compressing molding, the resin transfer molding and the vacuum-assisted resin
transfer molding. An optimization strategy regarding the production process of car-
bon fiber objects is proposed and carried on with the product lifecycle management
software Fibersim. Finally, experimental evidences of the lightening brought by the
carbon fiber use are shown thanks to the Onda Solare project, the university solar car
team which designs and realizes competitive cars fully made of carbon fibers.
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The second part of the thesis deals with the battery thermal management systems,
presenting a deep study about the most common BTMSs on the market such as
the forced-air-based ones, the cooling plates and the heat pipes, highlighting their
pros and cons and also showing some of the most innovative battery pack cooling
technologies. Among these systems it has been chosen to deepen the phase-change-
material-based BTMS.

To do this, a previous overview about the phase change materials (PCMs) is re-
ported, presenting qualitative and quantitative experimental tests regarding the phys-
ical behaviour of these materials during the phase change process. In particular, the
temperature distribution and the thermal conductivity have been investigated. Af-
ter this preparatory phase, all the experiments concerning the PCM-based BTMS
are shown. The tests have been divided into two main experimental campaigns:
the uninsulated BTMS tests and the insulated BTMS ones. During the experimental
campaign about the uninsulated BTMSs three cooling systems have been tested: the
forced-air, the pure PCM and the copper-foam-loaded-based one. During the experi-
mental campaign about the insulated BTMSs four cooling systems have been tested:
the pure PCM-based BTMS, the copper-foam-loaded-based one and these two sys-
tems coupled with a further liquid-cooling circuit.

The last part of this thesis presents the life cycle assessment (LCA) of a BP unit,
not only as analytical research method to estimate the energy demand and the CO

2

emissions but also as the proper mindset with which every industry stakeholder
should work. A LCA study regarding a LiBER (Lithium Battery for Emilia-Romagna)
battery pack unit is shown with investigations about the energy demand (ED) and
the Global Warming Potential (GWP) related to the raw materials extraction, their
processing and the components transportation impact. A final interpretation of the
results proposes several energy-saving solutions.



1
C O M P O S I T E M AT E R I A L S

1.1 introduction

The importance of composite materials derives from their very nature: it is possible
to combine two materials with different physical and chemical properties, creating
a new material which is the appropriate one considering a precise application. It is
since the Mesopotamian society that the composites are used: in 3400 B. C. people
who lived those lands started to produce plywood gluing together different wooden
stripes, in 2181 B. C. the Egyptians soaked linen or papyrus with plaster to make
death masks and in 1200 A. D. the Mongols exploited the composites in the war
field, making bows with wooden, bamboo, bones and horns, animal tendons and
silk, everything bonded with pine resin [1]. An important step froward was done at
the end of the XIX century when, thanks to polymerization processes, new synthetic
resins (useful as matrices in the future composite materials) were prepared for the
first time. During World War II, as hedge against the rationing of metals which had
become precious materials, many car companies started to carry on several experi-
ments to produce composites for their vehicles. One of the most famous result was
the Ford "hemp" car, a vehicle with the body and the fenders made of a plastic com-
posite material obtained with soy, corn, hemp and wheat beans [2] and whose final
weight was about 450 kg lighter than the average of the common cars at that time.

Figure 1.1. Henry Ford during the famous resistance to impact test carried out with an axe on his
personal hemp car [3].
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1.2 Composites structure and classification 10

Another famous example of composite cars is the Stout 46, a car with a fully com-
posite frame realized by the Owens Corning company in collaboration with William
Stout [4] in the ’40s: from that moment on, there was a composites use escalation in
the automotive field.

Composites are a very attractive solution, in particular in those fields where the
strength to weight ratio needs to be as lower as possible and also thanks to their high
strength to stiffness ratio. On the today market there is a huge variety of compos-
ite materials like fiber reinforced composites [5], particle reinforced composites [6],
sandwich panels [7], metal matrix composites [8] and ceramics matrix composites
[9] which differ from each other in the build-up, the matrix and the reinforcement
type. Nowadays composite materials are used in several fields such as electronics
[10], aeronautics [11], aerospace [12], sports [13], automotive [14].

The automotive field of the last forty years has been interested by a huge increase in
the use of light materials with high mechanical properties. Considering the constant
rise of the energy demand, the choice of the carbon fibers as automotive building ma-
terial seems to be one of best the solutions in terms of energy saving. The leitmotiv is
that the lighter is a car the lower are the consumption, whatever is their nature (fossil
fuel, electricity or solar energy): this is why in the extreme automotive applications
as supercars [15] or competition cars (for instance the Formula 1 vehicles), the weight
always plays a key role. Studies demonstrated that the substitution of metal parts
with carbon fiber ones brings to a significant weight reduction which can even reach
the 80% [16]. Further, the success of the carbon fibers also derives from the environ-
mental aspect: many recent studies are involved into the carbon fiber second life to
obtain recycled short fibers [17] useful both in the design field and in the building
one [18] so that it is possible to reduce the costs and the wastes [19].

1.2 composites structure and classification

A composite material is a heterogeneous material with final characteristics designed
to be superior to those of its constituents. Composites are usually made of two prin-
cipal components such as a reinforcement and a matrix. The reinforcement is the
discontinuous and more resistant phase; the matrix is the continuous and less resis-
tant phase whose work is to incorporate and bind the reinforcement.

There are several ways to classify the composite materials. One of the most com-
mon and used criteria is that which takes into account the shape and the orientation
of the reinforcement. The following main composite classes (Figure 1.2) are presented
in order of increasing strength, stiffness and cost:

• Particle reinforced composites;

• Short fiber composites;

• Long fiber composites;
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Figure 1.2. The most common classification of the composite materials [20].

Particle reinforced composites can be loaded with lamellar or spherical (solid or
hollow) particles. The lamellae are usually made of talc or mica and their presence
slightly increases the stiffness and the strength of the composites. The spheres can be
made of glass, silica, rubber, carbon black, giving the final structure the same benefits
of the lamellae in terms of mechanical properties. In addition, based on what mate-
rial they are made of, the reinforced composites can also be tougher (with rubber) or
more resistant to photo-aging (black carbon). In particle reinforced composites the
improvement of the mechanical properties is not so significant as the load is equally
distributed between the matrix and the reinforcement and the stiffness and strength
improvements involve all the directions (isotropic behaviour). This kind of materials
is mainly used where high levels of wear-resistance are required such as for road
surfaces. These composites are easy to produce and have a low cost [21].

Short fiber composites are materials whose reinforcement is made of fibres with a
diameter which ranges from dmin = 10 µm to dmax = 30 µm, a length from lmin = 1 cm
to lmax = 10 cm and a random orientation (they are rarely oriented in one single
precise direction). The matrix can be a vinyl one or it can be made of polyester, the
reinforcement can be realized with glass or carbon fibers. The improvement of the
mechanical properties is greater than that obtainable with particle reinforced compos-
ites but not comparable with that achievable with long fiber composites. When the
fibers are randomly distributed, the stiffness and strength increase involves all the
direction (isotropic behaviour). Further, these materials are more resistant to corro-
sion compared to metals. Typical applications are in the nautical, sport and building
fields and their cost is intermediate between the particle reinforced and the long fiber
composites.

Long fiber composites have a length which is comparable to that of the final object.
It is reasonable to assume that with this kind of composites a load with a direction
parallel to the fibers is applied on the fibers themselves, not on the matrix. This last
element works for the load distribution, keeps the fibers together and protects them
against corrosion phenomena. Long fiber composites find their application in several
fields, from sport to building, until the automotive.

From a structural point of view there is a sort of hierarchy in the composite world
(Figure 1.3): aligned fibers incorporated into a matrix create a ply (or lamina); the
stacking of two or more plies with several fiber directions gives a composite laminate
as a result. The ply is an orthotropic element (anisotropic with three mutually orthog-
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onal planes of symmetry), it is very resistant in the direction parallel to the fibers but,
at the same time, its strength is low in the direction transverse to the fibers: in that
case the load is completely applied to the matrix. The laminate is an isotropic element
and its stiffness and strength can vary depending on how the fibers are oriented in
every ply it is composed of. A composite structure is made of two or more laminates,
properly put together on the basis of what is the final result desired. Further, from
the dimensional scale on which the attention is focused derives a different way to
analyze the mechanical behaviour of the studied object.

Looking at Figure 1.4 and Figure 1.5 the pros in the use of composites are clear:
these materials allow obtaining extremely high specific strength and specific stiffness
values on the plane. Additionally, composites do not show important thermal expan-
sion effects as in the metals, they are corrosion resistant and the starting investment
to build a composite production pole is affordable.

Figure 1.3. Dimensional scale: from the fiber to the composite structure [22].
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Figure 1.4. Strength over density for different classes of materials [23].

Figure 1.5. Young’s modulus over density for different classes of materials [23].
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Unfortunately composite materials have also a low specific fracture toughness and,
once the composite structure is compromised, the propagation of the damage usu-
ally follows a precise pattern. Firstly it occurs the matrix cracking but in this phase
nothing is visible with the naked eye as all the plies seem to be still stacked together.
Secondly the delamination begins and the damage is clear as the plies start to de-
tach one from each other. It all ends with a catastrophic failure. The difficulty in
evaluating a damage during the matrix cracking phase often brings to catastrophic
failures: it is necessary to pay a lot of attention in the choice of the proper com-
posites and in the analysis of the loads that will be applied on the final composite
structure. Other cons of the composite materials are the low strength outside the
plane, the anisotropic behaviour of the laminate for which it is necessary a complex
design phase, important stresses on the free edges due to the different stiffness of the
plies which compose the laminate and which are often responsible for delamination
phenomena.

Further, depending on the material, the maximum working temperature for the
common composites is around T = 250 °C [22] (higher temperature can be tolerated
by high performance carbon fiber composites which can reach T = 450 °C [24] or by
innovative HfB

2
-powder-based composites, useful for a very few niche applications,

which can reach T = 3000 °C [25]). Hence, an appropriate evaluation needs to be
done before choosing a composite material, considering all the pros and the cons and
not forgetting that the mechanical properties of the composites have a high variability
degree due to the poor repeatability of the lamination process.

1.2.1 Carbon fiber composites

Among the long fiber composites there are the fiber reinforced plastics (FRPs) which
present a polymeric matrix that keeps together high strength fibers. In this kind of
composites the reinforcement can be made of several materials such as glass, carbon
or Kevlar® fibers and the matrix can be a thermosetting (e.g. epoxy, polyester, vinyl)
or a thermoplastic one (e.g. PEEK, nylon). Although the high specific strength and
stiffness of the fibers, the overall values related to the final composites are always
much lower due to the low strength and stiffness of the polymeric matrices (Fig-
ure 1.6).

Carbon fibers are reinforcements characterized by high strength and stiffness, prop-
erties which can even be 10 times higher than the glass fiber ones. There are two main
classes of carbon fibers:

• HS (high-strength) fibers;

• HM (high-modulus) fibers.
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Figure 1.6. Specific strength related to the specific modulus for different kind of composite materials
and their components [22].

The first category presents high strength values which can range from σmin = 4 GPa
to σmax = 7 GPa but a medium stiffness which can vary from kmin = 240 GPa to
kmax = 300 GPa. The second class shows high values of stiffness which can cover the
interval from kmin = 400 GPa to kmax = 900 GPa but a low strength which can go from
σmin = 2 GPa to σmax = 3 GPa [22].

Considering how the fibers are oriented, the carbon plies are called unidirectional
(1D or UD) if they are made of parallel carbon fibers, fabrics (2D) if they are made
of woven fibers (Figure 1.7). A unidirectional ply has better mechanical properties
(strength and stiffness) and it is cheaper with respect to a woven one but it is not
always possible to use it. As the fibers are not woven, it is hard to manipulate the ply
without damaging them: to laminate pieces with a complex shape avoiding to shred
the fibers, the use of fabrics is the best choice.

Fibers need to be immersed into a matrix as them alone are not able to support
compression stresses, transverse or shear loads. Matrices avoid the so called buck-
ling issues which are problems derived from a loss of fiber elastic stability [26] and
they also provide a protection from environmental factors (UV rays, humidity) and
corrosive agents.

A thermosetting matrix is made of a resin and a hardener: it is by mixing these two
components in a precise stoichiometric ratio chemical that reactions occurs. At the
beginning the viscosity of the mixture decreases (this helps the fiber impregnation)
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and during this phase the temperature has a key role: the higher is the temperature,
the faster drops the viscosity. Then a reticulation phase begins, ionic and covalent
bonds are formed among the functional groups of the two reagents and there is
the formation of small branched molecules (gelation phase). Finally, the viscosity
sharply increases until the reticulation is completed and a 3D cross-linked structure
is formed.

Figure 1.7. A unidirectional carbon fiber roll (left) and a fabric carbon fiber roll (right).

For thermosetting-matrix-based composites the glass transition temperature Tg has
to be taken into account: this is a characteristic of the amorphous materials and rep-
resents a limit value above which the carbon chains start to move (the gap between
the molecular chains increases by 2.5 times [27]). Once the transition from a hard and
relatively fragile state to a gummy one is reached, the resulting state is irreversible.

A thermoplastic matrix is made of thermoplastic polymers whose chains have a
bad cross-linking degree: there are both amorphous and crystalline regions which
result in a semicrystalline structure [22]. As for amorphous materials there is the
temperature limit Tg, for the crystalline ones there is the melting temperature Tm

above which they are able to flow. This means that in thermoplastic-matrix-based
composites, as they have semicrystalline matrices, the temperature limit Tl depends
on the structure and Tg < Tl < Tm. Tl will be closer to Tg or to Tl if its structure has
more amorphous or crystalline regions, respectively [27].

1.3 production methods

The processes by which carbon fiber objects are produced differ from each other
considering how the plies are manipulated, how the resin impregnates the fibers, the
time the process takes and its cost. Although all these factors it is possible to divide
the production method into two main phases:

• Lamination process;

• Cure cycle.
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The lamination is the phase during which the carbon fiber plies are positioned on
the moulds and modeled on them. This process is carried on following the instruc-
tions written in the so called plybook: here all the fundamental layering data are
collected. The plybook information deal with the type of the carbon plies (HS or
HM), where they have to be put on the mould, their orientation, dimensions, if and
how many cuts and overlaps are admitted.

At the end of the lamination process it may follow a phase during which the lami-
nated piece is put under vacuum coupled with a manual or automated resin injection
if dry fibers (not pre-impregnated) are used for the lamination. The production pro-
cess ends with the cure, an operation during which the laminated piece is subjected
to a heating cycle under precise values of temperature and pressure.

1.3.1 Hand layup

The hand layup technique is the easiest and most common composite lamination
method. If the composite ply used is made of dry fibers, after putting it on the
mould the manufacturer has to manually apply the resin (matrix), wetting the fibers
and equally distributing this component everywhere on the composite surface. This
has to be repeated for every ply stacked on the other ones to compose the final
laminate, until the desired thickness value (written on the plybook) is reached. In
this case the laminate can also be cured at the environmental temperature (although
a heating cycle would help in accelerating the matrix catalyzing process) and the
under-vacuum phase is not strictly necessary (but it would be positive in terms of
final quality).

The advantages in using dry fibers are the cheap and minimal equipment needed
(autoclave or vacuum pumps are not required) so that it is also possible to use this
method in emergency situations (as during competitive challenges, when there is a
lack of all the workshop facilities, Figure 1.8) and the possibility to laminate huge and
complex components. On the other hand, there are several cons such as the volatile
compound emissions, the difficulty to obtain uniform pieces, long cure cycles at the
environmental temperature, a low production rate and the dependency of the lami-
nate piece from the manufacturer ability.

A solution to some of these problems is represented by pre-impregnated (pre-preg)
carbon fibers. This kind of fibers are industrially impregnated with a controlled
quantity of resin so that the laminated piece has a more uniform distribution of
fibers (70%) and matrix (30%) everywhere in the laminate [22]. With pre-preg plies
the lamination process (Figure 1.9) is easier, the volatile compound emissions are
lower and the final strength among the plies is higher thanks to the lower presence
of air inclusions (a common issue with the manual fiber impregnation). As with dry
fibers, the autoclave cure and the under-vacuum processes are not strictly necessary
but the overall cost is higher due to the use of the more expensive pre-preg material.
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Figure 1.8. Hand layup technique applied during a crack repair of a carbon fiber rim (left) and a
carbon fiber bracket link in the course of the American Solar Challenge 2018.

Figure 1.9. Lamination process of a solar car rim with pre-preg carbon fiber plies.

1.3.2 Under-vacuum process and autoclave cure

Independently from the kind of fibers used (dry or wet), the adoption of under-
vacuum processes allows obtaining higher quality results. Once the lamination phase
ends the laminate can be vacuum-packed: it is possible to cover the whole laminate
with a flexible plastic bag which has to perfectly seal the mould or both the laminate
and the mould can be put inside the vacuum bag. As it is possible to see in Fig-
ure 1.10, a release film has to be put on the laminate to prevent the plastic bag from
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sticking to the composite fibers. Then, a fabric called breather (or bleeder) is placed
between the release film and the plastic bag to better distribute the vacuum and to
absorb the exceeding resin. Finally, the vacuum pumps can be turned on. With the
under-vacuum bag, the atmospheric pressure uniformly works on the composite lam-
inate: this procedure is the best solution against air inclusions among the plies and it
is also useful to squeeze the exceeding resin out from the carbon fiber plies, allowing
the breather to absorb it.

Figure 1.10. A carbon fiber rim laminated on a carbon fiber mould (left); a release film put in contact
with the last carbon fiber ply and then covered by a breather (right).

Figure 1.11. A flexible sealed plastic bag, not under vacuum yet (left); the bag put under vacuum and
placed into the autoclave (right).

When the cure cycle has to be done in an autoclave the under-vacuum process is
mandatory. Once the vacuum-bag is ready, it is put inside the autoclave (Figure 1.11):
at that point the laminate is subjected both to the vacuum inside the bag and to
the pressure inside the autoclave which acts on the composite piece. The value of
the autoclave pressure is higher compared to the atmospheric one, ranging from
Pmin = 4 bar to even Pmax = 12 bar [28]. The temperature increases until the set-up
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value (common cure temperatures for automotive or aeronautical applications vary
from around Tmin = 120 °C to Tmax = 180 °C [29]) and the catalyzing process of the
resin (matrix reticulation, see Section 1.2.1) starts. A typical autoclave cure cycle is
shown in Figure 1.12. This method allows achieving final laminates with a very low
air inclusion degree but the necessity of an autoclave often represents an obstacle in
terms of cost.

Figure 1.12. Example of autoclave cure cycle for pre-preg carbon fiber composites.

1.3.3 Compression molding

The compression molding is a completely automated process. A calculated quan-
tity of material (fibers and resin) is loaded on a bottom mould during the charging
phase; a hydraulic press pushes a top mould (countermould) on the bottom one with
a defined pressure (even until P = 100 bar), releasing heat at the same time. The
more the press pushes, the more the load occupies the empty spaces and acquires
the shape of the mould. With the compression molding method the lamination time
is drastically reduced as well as the waste of material. The obstacle in the spread of
this technology is the initial cost (the press is an expensive machine) and the fact that
the compression molding allows using only short fibers.

Lamborghini used this technology for its Sesto Elemento model (the name reminds to
the sixth element of the periodic table that is carbon) [30] a supercar designed to drive
in the circuits which is almost entirely made of carbon fibers: its total weight is equal
to 999 kg. The underside of the monocoque and the suspension arms (Figure 1.13) are
produced with the so called Forged Composite process that is exactly a compression
molding used by Lamborghini for the Sesto Elemento [31].
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Figure 1.13. The underside of the monocoque (left) and one bracket (right) of the Lamborghini Sesto
Elemento produced with a compression molding process.

1.3.4 Resin transfer molding (RTM)

For the resin transfer molding technique it is necessary to use dry fibers: first they
have to be positioned on a bottom mould and then a top mould is put on the bottom
one. This top part of the mould is equipped with some orifices through which the
matrix flows in and the air is drawn (Figure 1.14). When the resin is pumped it soaks
the fibers and this is helped by the pushing action of the press. As the mould is filled
with resin, the orifices are sealed and the cure begins inside the molding machine
itself. It is a fast completely automates process (it can even take just 15 minutes)
and the great advantage with respect to the compression molding is that it is also
possible to work with long fiber composites. The cons are that the initial cost is high,
the design of the mould is not so easy and sometimes there can occur impregnation
problems when the resin is not able to completely fill the space between the top and
the bottom moulds.

Figure 1.14. Scheme showing the RTM of a wood fiber laminate [32].
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1.3.5 Vacuum-assisted resin transfer molding (VARTM)

A method similar to the RTM is the vacuum-assisted resin transfer molding which
exploits the vacuum instead of the pressure applied by the press. As the press work
is not required, it is also possible to build a VARTM machine with just the bottom
half of the mould, substituting the top half with a vacuum bag. In general, the steel
moulds used for the RTM are not necessary here as there are not high operating pres-
sures and lighter moulds made of wood, epoxy resin or sheet metal are enough. The
VARTM is a low volatile emission process and finds application in the realization of
huge composite parts with a high fiber ratio. A risk not to underestimate is the pos-
sible formation of areas not completely impregnated: this can cause a bad adherence
among the plies of the laminate and can bring to later delamination issues.

Figure 1.15. Scheme showing a VARTM system [33].

1.4 lamination process optimization : fibersim

The industrial processes have to be carried on both paying attention to the final
quality of the results and not wasting time and materials. The adoption of process
optimization plans lead a company to save time and energy, both important topics
from the economic and environmental-friendly points of view.

During my PhD program I spent a period working in the Mind Composites [34],
a company involved into the automotive field and where the entire composite pro-
duction chain is handled, from the CAD design to the manufacturing processes. As
member of the technical division I worked at two main projects (NDA covered) which
dealt with the carbon fiber lamination process design. The first project was about the
sides and the air intakes of a Bugatti Divo: the goal was to obtain carbon look vehi-
cle parts considering a carbon fiber deviation tolerance α = 0.3°. The second work
concerned the pillars of a Lamborghini Aventador and the aim was to design a manu-
facturing process with as few cuts and overlaps as possible.
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To optimize these two carbon fiber lamination processes I used Fibersim. Fibersim is
a product lifecycle management (PLM) software developed by Siemens which works
as an expansion of some of the most used CAD programs such as CATIA, Creo, NX
and allows companies to simulate the lamination processes evaluating their feasibility
or highlighting how to improve them. Using Fibersim coupled with CATIA (the CAD
software I used in Mind Composites) the main steps to simulate a lamination process
are the following:

• Drawing the mould on which the lamination will be done;

• Choosing the mould reference system;

• Defining the all the laminates (systems of plies) that will be realized (Fig-
ure 1.16);

• Choosing the rosettes (reference systems) for the laminates, one for all their
different orientations;

• Defining all the plies that will be used for the lamination (UD or fabric, dry or
wet, etc.) linking each of them to the proper laminate (Figure 1.17).

At this point the simulation can be run and the results will be something like those
shown in Figure 1.18. A mesh allows understanding if the lamination process is well
designed and if all the composite fibers are oriented with the desired angle (blue
mesh), if there is a borderline situation with a slight fiber deviation angle (yellow
mesh) or if the deviation exceeds the limits set (red mesh). A blue meshed simula-
tion is always approved. The approval of a yellow meshed simulation depends on
the application because different fields have different tolerance degrees: aerospace,
automotive and sport are the fields with the most stringent limits both for safety
and for aesthetics reasons. A red meshed simulation means that the piece cannot be
laminated in the designed way and some changes need to be done: cuts, overlaps,
different starting points or laying directions for the ply placement and the choice of
another kind of ply can be some valid options.

After several iterations, once a satisfying simulation is obtained, it is possible to
collect all the lamination information in a plybook which will be useful by the manu-
facturers. In this way they will have a clearer list of instructions to follow so that they
can work not wasting material and with a higher certainty degree about the quality
of the final result. Another useful advantage is that Fibersim simulations allow calcu-
lating the dimensions of the plies needed to exactly cover the moulds: starting from
the 3D mesh, it is possible to obtain the flat patterns of the plies (DXF format files)
which, in turn, will be directly read by the plotter that will cut the carbon fiber rolls.
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Figure 1.16. Definition of the composite laminates to run a Fibersim simulation [35]: in this example
two different laminates are designed.

Figure 1.17. Definition of the carbon fiber plies to run a Fibersim simulation [35]: in this example
two groups of plies are designed and linked to the two laminates previously created
(Figure 1.16).
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Figure 1.18. A lamination process simulated by Fibersim [36].

To resume, a proper optimization of the lamination process is achievable using
Fibersim so that it is possible to:

• analyze the fibers deformations and deviations;

• evaluate the fibers alignment between the plies (carbon look requirement);

• minimize the number of cuts and choose the best position for them;

• minimize the number of overlaps;

• simulate any kind of composite material;

• create flat patterns and DXF files to cut the plies with a plotter;

• obtain a clear summary plybook about the whole process.

1.5 onda solare project

The knowledge acquired during the PhD program about carbon fiber composites
improved my work as member of Onda Solare, the sport association which, in col-
laboration with the University of Bologna, builds carbon fiber solar cars to attend
competitive challenges around the world [37].

Onda Solare realizes solar vehicles since 2005, when a solar-powered carbon fiber
bicycle called Emilia 1 was realized and the team won the World Solar Cycle Challenge
2005, taking the third place. From 2011 to 2017 Onda Solare competed first with Emilia
2 and then with Emilia 3, both challenger class (single-seat) solar cars with one rear
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in-wheel electric motor. With Emilia 3 the team got the second place at the Carrera
Solar Atacama 2016 and the first place at Moroccan Solar Race 2016 and at the Albi Solar
Challenge 2017. In 2018 Onda Solare presented to the public Emilia 4 (Figure 1.19), its
first cruiser class (multi-seats) solar car.

Designed to bring four passengers on board (pilot included), the main characteris-
tics of Emilia 4 were two rear in-wheel electric motors, 5 m2 of monocrystalline silicon
solar panels on the roof and a Li-ion battery pack (1344 cells) whose total weight was
64 kg. Considering that the weight is one of the key-points in the solar car design,
the use of carbon fibers is essential to compensate the weight of the electrical heavy
components such as the in-wheel motors, the battery pack and the inverter. Before
starting to build Emilia 4, several studies were carried on about the aerodynamics
[38], the monococque chassis and the springs [39], the wheels (it is proven that a
lighter unsprung mass lead to increased performances [16]). With the aim of realiz-
ing the lightest car possible and always taking into account the limits imposed by the
regulations of the solar car challenges, the result was a car with a final weight equal
to 333 kg (battery pack included).

Figure 1.19. Emilia 4 is presented at the Ferrari Museum in Maranello on 11th June 2018.

With Emilia 4 the team won the American Solar Challenge 2018 (ASC18), a solar car
competition 2760 km long, from Omaha, Nebraska, to Bend, Oregon (Figure 1.20).
Onda Solare participated in the cruiser category getting the first place cup and the
two coveted special prizes: the Mechanical Design and Use of Composites Award
and the Battery Design Award.



1.5 Onda Solare project 27

Figure 1.20. Bend (OR), July 2018: the Onda Solare team crosses the finish line and won the ASC18
with Emilia 4.

After the ASC18 the team went back to work with the aim of modifying Emilia 4,
preparing it for the Bridgestone World Solar Challenge 2019 (BWSC19): this is the oldest
solar car competition where the participants have to drive for 3000 km, crossing the
Australian desert from Darwin (Northern Territory) to Adelaide (South Australia).
The BWSC19 regulation imposed an average speed ṽ ≥ 75 km/h which was much
higher compared to the average speed kept during the ASC18 (ṽ = 55 km/h) so that
the energy capacity of the battery had to be increased: a new battery pack was de-
signed and this time its weight reached about 120 kg. Consequently, many works
to lighten all the other parts became necessary. To face this increase in weight new
aerodynamics studies were also carried on and lead to the realization of a novel long
tail [40] which gave the name to the new solar car model: Emilia 4 LT (long tail).

One of the hardest challenges was the lamination of the upper rear and front
brackets: these components were the only metal parts of the car (made of Ergal)
so, although their shape was not easy in terms of lamination, it was worthy trying
to realize them with composite materials. The experience acquired with Fibersim was
fundamental for this activity as the shape of the moulds (Figure 1.21) required many
cuts and overlaps on the carbon fiber plies: thanks to the previous practice done with
the software, it has been possible to minimize them.

Looking at the results in Table 1.1 it clearly appears that the lamination was suc-
cessful in terms of weight reduction: with the carbon fiber composite the total weight
for the car brackets (two rear and two front) was 1810 g instead of 6360 g obtained
with Ergal, with a resulting weight reduction by 71.54%.
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Figure 1.21. Moulds for the lamination of the upper front (top) and rear (bottom) brackets.

Figure 1.22. Comparison between the upper front (top) and rear (bottom) brackets made of Ergal (left)
and carbon fibers (right).
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Table 1.1. Comparison between the weights of the upper front and rear brackets made of Ergal and
carbon fibers.

Ergal Carbon fiber

Front brackets 2200 g 558 g

Rear brackets 980 g 347 g

Other main lightening works involved the windscreen, the bracket links, the rims,
the roof, the roll-bar: in particular, these last two parts were significantly modified.
About the roof, the aim was to obtain an innovative lighter object made of ultra-
light composite sandwich panels [41] which was able to support 5 m2 of solar panels,
leaving them a wider free surface for the natural convection cooling of the silicon
monocrystalline cells [42] (Figure 1.23). At the same time there was the necessity to
modify the Emilia 4 roll-bar due to different competition safety criteria (ASC18 and
BWSC19 regulations were different): as the previous titanium roll-bar had to be dis-
mounted, the idea was to substitute it with a carbon fiber one, realizing a structural
roll-cage thanks to which it was possible to light the roof even more (Figure 1.24).
Results [43] showed that, although the carbon fiber roll-bar (14 kg) was heavier than
the titanium one (7 kg), the installation of this composite structure allowed obtaining
a roof with an alternation of structural and non-structural (lighter) parts, with an
overall roof weight reduction of around 15 kg (Figure 1.23).

Figure 1.23. The Emilia 4 heavier roof (left) and the Emilia 4 LT lighter one (right).
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In Figure 1.24 it is evident how the roll-cage of the solar car has been deeply mod-
ified: the central titanium bar placed in the middle of the windscreen was removed
as well as the bars between the two front seats. This left space to a single carbon fiber
structural beam (coupled, as said, with the structural parts of the roof). Further, the
lighter roll-cage solution of Emilia 4 LT resulted in a vehicle easier to drive, with a
better visibility degree from the pilot point of view.

Emilia 4 LT was presented to the public on 31
st July 2019 at the Ferrari Museum in

Maranello (Figure 1.25). Onda Solare attended the BWSC19 only taking the 10
th place

(Figure 1.26) but in 2021 the team was able to capitalize all the improvements previ-
ously made to the car, competing and winning the iLumen European Solar Challenge
2021 (ESC21), a 24 hours challenge in the circuit of Zolder, Belgium (Figure 1.27).

Figure 1.24. Comparison between the Emilia 4 roll-cage (top) and the Emilia 4 LT one (bottom).
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Figure 1.25. Emilia 4 LT is presented at the Ferrari Museum in Maranello on 31st July 2019.

Figure 1.26. October 2019, Adelaide (SA): the Onda Solare team gets the 10th place at the BWSC19
with Emilia 4 LT.
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Figure 1.27. September 2021, Zolder (Belgium): Onda Solare wins the ESC21 with Emilia 4 LT.

As initially said and as showed above, the lightening of a car (solar, electric or
fossil fuel powered) plays a key-role from the energy consumption point of view but
it is not the only possible move. The research work regarding the lightest materials
and the best production processes to realize lighter pieces has to be coupled with
a studies about the more energy-intensive components. Talking about electric cars
it appears clear that a lot of attention has to be payed on the battery pack and its
cooling systems which will be deepened in Chapter 2 and Chapter 3.



2
B AT T E RY T H E R M A L M A N A G E M E N T S Y S T E M S

2.1 energy storage devices

Driven by the growing improvements in technology levels and by the necessity of
moving frequently and fast all around the world, the global demand for energy re-
sources, especially for fossil fuels, is rising more and more [44]. Intending to reduce
fossil emissions, the interest in electric vehicles (EVs) is greatly increasing. EV tech-
nologies represent striking options to reach climate goals in the transport sector with
policy makers, manufacturers and research institutions, renewing their commitment
toward the reduction of transport-related greenhouse gas emissions by 2050 [45, 46].
One of the most challenging issues about EVs is related to the limited amount of the
energy stored in the on-board lithium-ion battery pack (BP). EV performances can
significantly vary in extreme weather conditions, with range reductions up to 30% in
summer and 60% in winter [47]. In addition to performance issues, the safety [48]
and the lifetime [49] of lithium-ion batteries (LIBs) are proven to be in close relation
with the cell temperature and the C-rate [50].

Lithium-ion cells are commonly used in battery electric vehicles (BEVs) for their
high energy density whose common maximum value is around 180 Wh/kg (Fig-
ure 2.1), with peaks until 255 Wh/kg for high-performance applications [51] (com-
petitive supercars) and an expected increase until 270 Wh/kg [51] which will follow
the ascending LIB demand predicted for the next few years [52] (compound annual
growth rate CAGR = 25.45% [53], Figure 2.2). Other advantages which make the
LIBs one of the most used kinds of batteries are the lower self-discharge rate, the
increasing recyclability degree, the lower weight and the compact size. In particular,
this last factor is very helpful in those applications where there is a lack of space
such as automotive or aerospace. LIBs have also a longer life cycle with respect to
the other rechargeable batteries such as the lead-acid, the nickel-cadmium (Ni-Cd) or
the nickel-metal hydride (Ni-MH) ones [54, 55].

Today the most used LIB packs in the automotive field are those made of 18650

cells (with a diameter d = 18 mm and a length l = 65 mm) or 21700 ones (d = 21 mm,
l = 70 mm). This choice is mainly due to their small size: as the cells contain a limited
amount of energy, if a failure event occurs the effect is much more restrained com-
pared to that expected from larger cells [56]. 18650 cylindrical cells were introduced
by Tesla more than 10 years ago on the pioneer Roadster model and then massively
substituted by the 21700 ones used for the other cars of the Silicon Valley company
such as the Tesla Model X and Model 3. As a matter of facts, this type of cells is in-
creasingly used in the automotive field thanks to the evolution of their capacity [57]
and, consequently, the reduction of the costs (less cells are necessary to have the same
amount of energy) [58]. Recently, the Elon Musk’s company presented the innovative

33
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4860 cells (Figure 2.3) but, although Panasonic declared its commitment in working
together with Tesla to produce this new product [59], these kind of batteries is still
far from a worldwide spread.

Figure 2.1. Comparison among energy storage devices present on the market considering their power
density [W/kg] and energy density [Wh/kg] values [60].

Figure 2.2. LIBs placed on the market: prevision from 2019 to 2030 [53].
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Nowadays many efforts are made to understand what are the factors which pos-
itively influence the efficiency of the LIBs. Researches investigate about why LIBs
represent one of the best choices for EVs [61] and present a considerable amount
of simulation studies. For instance, Huang et al. use 3D simulations to study the
convection in the cell spacing and analyze what is their best arrangement [62]. Ex-
perimental works are also fundamental and represent the final step to validate the
theoretical researches: a lot of experiments are carried on about the effects of the
different arrangements and shapes of the cells [63, 64, 65].

Figure 2.3. Different cell formats (from the left to the right): AAA, AA, 18650, 21700 (or 2170), 4860.

Scientific researches are essential to study the high anisotropic thermal properties
of the Li-ion cells caused by the different layers of the electrodes [66]. This can
represent a serious problem in application fields such as the automotive one: here
the necessity of compact BPs leads not to have much space among the cells and,
consequently, this brings to high temperature and non-uniform thermal distribution
conditions. These situations can worse the efficiency of the cells and can degenerate
in a dangerous and uncontrolled thermal runaway.

A thermal runaway is caused by a cascade process, with reactions that feed each
other and, in the worst scenario, lead to fire and combustion [67]. To avoid an un-
controlled situation like this and, in general, to monitor the thermal health of the
battery pack, a properly designed battery thermal management system (BTMS) has
to be installed.

2.2 battery thermal management systems : an overview

Talking about thermal management there are several methods and systems to control
the temperature of a BP, maintaining it in the right thermal range.
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A thermal management method is considered:

• active if it works adding or removing energy using a substance which increases
heat transfer processes;

• passive if it relies upon the thermodynamics of the heat transfer (conduction,
convection and radiation) [68].

The first category includes air or liquid-based management methods, whereas tech-
nologies which involve substances such as phase change materials (PCMs) belong to
the second BTMS class.

Many researchers are involved into several aspects of the BTMSs aiming to reduce
the energy wasting and trying to understand what are the thermal management key-
factors to achieve the best battery performances. Each BTMS has its own pros and
cons and it is more suitable for a precise application rather than another: this is why
it is important to carefully select the thermal management system on the base of the
boundary conditions imposed by the surrounding environment.

In literature there are several values about the best operating temperature for LIBs:
on average it ranges from Tmin = 15 °C and Tmax = 40 °C [69]. If the temperature rises
above T = 50 °C the charging efficiency and the longevity of the batteries decreases
[70]. As the purpose of a thermal management system is to maintain the battery tem-
perature within the optimum range and improve its uniformity inside all the single
battery modules [71], when the battery temperature is under the acceptable lower
limit, heating is essential as much as cooling [72]. At low temperatures, charged LIB
discharging processes are easier than discharged LIB charging processes [73]: Fig-
ure 2.4 shows that the capacity of Li-ion batteries can decrease even until 95% when
the energy storage system (ESS) is operating at T = −10 °C comparing the capacity
drop to that recorded at T = 20 °C [74].

Figure 2.4. LIB capacity drops at different temperature values, for a fixed 3C discharge rate [74].
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It is probably due to the exothermic nature of the chemical reactions inside the bat-
teries that not many studies deal with the LIB heating management [75], considering
that as a rarer issue. However, there are some promising researches about internal
self-heating strategies to overcome the poor battery performances at too low temper-
atures [76] and contrast the battery life reduction [77].

While studying the BP heat dissipation, two main indexes are usually taken into ac-
count: the maximum temperature rising (Tris, max) and the maximum temperature dif-
ference (Tdif, max). Tris, max is the maximum difference between the battery pack tempera-
ture and the environmental temperature. Tdif, max is the maximum difference recorded
inside the battery pack. Desirable values for these indexes are Tris, max < 10 K and
Tdif, max < 5 K [78]. If Tris increases more and more it means that the environmental
conditions are not good enough to properly cool the battery and the heat generated
from the BP will not be taken away without the installation of an external BTMS
[79]. If Tdif has a too much high value it means that there is not a good temperature
distribution inside the battery pack [71] and possible heat peaks can degenerate in
a thermal runaway situation. An appropriate cooling system design is necessary to
reduce both Tris, max and Tdif, max.

As seen before, BTMSs can be grouped in active or passive systems but it is not
the only way to classify them. Considering the work the system does to bring the BP
back to the proper LIB working temperature it is possible to distinguish:

• Preheating BTMSs

• Cooling BTMSs

The first ones help the BP in case of cold weather, increasing its temperature: they
can be divided into external or internal (faster and more efficient) heating systems
[80]. The conventional BTMSs are usually active cooling ones and exploit air or liquid
refrigerants as working fluids. The second kind of BTMSs are designed to lower the
temperatures so that the BP can properly work within the optimal temperature range.

What follows comes out from a meticulous literature research and aims to show
the reader the most common BTMSs such as the air-based and the liquid-based ones.
Then a brief overview about the uncommon and most innovative thermal manage-
ment technologies is presented to be later deepened in Chapter 3. Finally, important
strategies against dangerous BP fire situations have been discussed.

2.3 air cooling

One of the easiest ways to manage the BP temperature is represented by the air
cooling. This can be realized with natural or forced ventilation: the first method
is not so efficient and it is often unable to ensure the battery health even in case
of Tris ≃ Tris, max. For this reason this section focuses on forced ventilation cooling
systems.
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Figure 2.5. Classification of the most used air-cooled BTMSs.

About forced-air cooling methods [81], Zhou et al. [71] show the advantages of an
air distribution pipe thermal manage system, Xu et al. [78] study the optimization of
the forced-air cooling, testing the effects of different airflow duct modes, whereas Xie
et al. [82] go forward towards the same goal but modifying factors such as the air-
inlet and outlet angles. There are also researches which propose a multi-parameter
control strategy for air-based BTMSs [83]: the aim is to monitor the state of health
(SOH) of the battery and the energy consumption as functions of the temperature
fluctuations and the air flow rate.

Many experiments have been carried on not only to optimize the whole BTMS, but
also to analyze the thermal conditions inside the single battery modules, improving
the temperature uniformity and investigating on the Tdif, max values inside the bricks
[84]. Several methods have been explored, with analytical and experimental tests
such as the installation of a baffle plate [85], different cell arrangements [64], the
spacing optimization among the battery cells [86], the installation of a secondary
vent [87] in an air-cooled BTMS. Other examples are the addition of an inlet plenum
[88], special axial-flow air-cooling systems [89], nanofluid-based cooling techniques
with forced-air flows to remove the heat from the battery pack [90].

2.3.1 Forced ventilation: prismatic cell BP

Several researches deal with the temperature distribution and analyze the stream-
lines obtained with different air-flow arrangements in the case of batteries made of
densely packed prismatic cells.

Focusing on the research of Xu et al. [78] it is possible to extrapolate interesting
results. In a parallel flow arrangement (Figure 2.6 (a)) the air flows parallel to the
battery cells and it is expelled by the fans from the air-outlets. The highest temper-
ature areas inside the battery are close to the air-outlets. With this configuration the
heat dissipation performance is not satisfying and with any of the environmental
temperatures considered (Tenv, 1

= 20 °C, Tenv, 2
= 27 °C, Tenv, 3

= 40 °C) the battery
temperature is outside the proper working range.



2.3 Air cooling 39

Figure 2.6. Streamlines in case of parallel flow (a), cross-flow (b), with a bottom passage (c) and a
2U-passage (d) [78].

Table 2.1. Temperature decrease obtained moving from a parallel flow cooling method to a 2U-passage
technology at different environmental temperatures [78].

Tenv = 20 °C Tenv = 27 °C Tenv = 40 °C

Tris, max[°C] Tdif, max[°C] Tris, max[°C] Tdif, max[°C] Tris, max[°C] Tdif, max[°C]

La
yo

ut

Parallel flow A
20

B
20

A
27

B
27

A
40

B
40

Cross-flow −2.25% −7.91% −1.98% −7.27% −1.50% −5.75%

Bottom passage −36.80% −63.83% −37.04% −63.84% −37.55% −63.87%

2U-passage −38.38% −72.58% −39.03% −73.03% −38.97% −72.15%

In a cross-flow arrangement (Figure 2.6 (b)) the air flows perpendicularly to the
battery cells and the shorter air-flow paths improve the heat dissipation. The temper-
ature peaks are lower, showing that this configuration is better than the parallel-flow
one in terms of heat dissipation. Other approaches such as the addition of air pas-
sages on the bottom of the BP can increase the heat transfer performances. With the
bottom passage (Figure 2.6 (c)) the temperature values are lower compared to the
previous tests but not enough to satisfy the heat dissipation requirements for all the
Tenv considered (only for Tenv, 2

and Tenv, 3
). In the case of a double U-passage (2U-

passage in Figure 2.6 (d)) it clearly appears that the temperature field distribution is
more uniform with respect to the bottom passage. Temperatures are lower compared
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to all the previous cases and satisfy the heat dissipation requirements for all the Tenv

considered. In Table 2.1 Tris, max (A) and Tdif, max (B) related to the parallel flow test
have been taken as reference values and then compared with those recorded during
the other tests: the table shows the temperature drops.

Other evaluations take into account several factors such as the battery SOC and
the charge/discharge rate. About the SOC, with the double U-passage the heat dis-
sipation requirements are satisfied for SOC = 70% and SOC = 100% but results are
better for the lower SOC percentage: this means that with insufficient heat dissipa-
tion conditions, it could be helpful to work with lower SOC values [78]. The heat
dissipation requirements are satisfying both for the charge and for discharge rates
0.6C, 0.8C and 1C with the best result for the lowest of these values: considering
this, if the heat dissipation is not satisfying it could be helpful to work with lower
charge and discharge rates [78]. The angle between the air-inlet and the cells, the
one between the air-outlet and the cells and the air-flow channel width are all crucial
elements in terms of battery thermal benefit as well as the cell spacing. Properly
tuning all these parameters, Tris, max and Tdif, max can respectively drop even by 12.82%
and 29.72% [82].

2.3.2 Forced ventilation: cylindrical cell BP

The BTMS state of the art does not only consider whole BPs but also deal with what
happens inside them. Here some air-cooling techniques adopted for the thermal
management of cylindrical cell bricks are proposed.

Zhou et al. [71] take into account 18650 LIB bricks, monitoring the temperature of
every single cell with K-type thermocouples (TCs) in three different points: the top,
the middle and the bottom where they record the related temperatures TTOP, TMID,
TBOT. Air distribution pipes inserted among the cells present orifices arranged along
their entire length. Three kinds of pipes have been tested: the first presents three
orifices with a diameter d

1
= 1 mm, the second has four orifices with d

2
= 15 mm and

the third pipe has five orifices with d
3
= 2 mm. As it is possible to see in Figure 2.7 the

air flows into the pipes from the upper inlets and gets out from the orifices. Before
starting the cooling test, considering a constant discharge rate process, researchers
[71] have noticed that the temperature increases from the negative pole to the posi-
tive one and this is explainable with a higher internal resistance related to the battery
caps (high heating due to the Joule’s effect). Four main factors have been considered
in the test to optimize the air distribution pipe system: the number and the diameter
of the orifices, the air-inlet pressure and the discharge rate.

For all the diameters of the orifices TMID < TTOP, TMID < TBOT and, in particular,
TMID decreases as the orifice diameter increases. This is the effect of an enhanced
heat transfer area between the battery surface and the airflow. Choosing pipes with
bigger orifices lead to an increase of the forced air inlet area. At the same time, the
power consumption increases but it has not significant effects. Regarding the inlet
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pressure, the higher is its value, the higher is the inlet airflow rate. As a consequence
Tdif decreases (while the power consumption increases [71]).

Figure 2.7. Battery brick and air distribution pipes used in the experiment [71].

As shown by the experiments of Xu et al. [78] on prismatic cells, the discharge rate
affects the temperature, too. This is because as the heat dissipation rate remains the
same the heat generation rate changes: if it is too much high, the dissipation is not
sufficient to keep the thermal balance, so the temperature starts to increase. For each
discharge rate there is a degree of discharge (DOD) value from which the tempera-
ture starts to drop but, at the same time, the higher is the discharge rate, the higher
is the Tmax of the battery: the cooling rate declines with the increase of the discharge
rate. Tdif, max increases with the discharge rate, too.

In the forced-air cooling field, promising results at a brick level have also been
achieved equipping the bricks with baffles. Jiaqiang et al. [85] study the influence
of different air-inlet and air-outlet positions, comparing a more ordinary forced-air
cooling strategy with that involving the use of a baffle: the discussion deals with the
benefits in terms of heat dissipation. The tested brick is made of 18650 Li-ion batter-
ies. Figure 2.8 shows the temperature distribution obtained within the brick under
different forced ventilation conditions: lateral inlet and outlet on the same side, lat-
eral inlet and outlet on opposite sides and with the presence of a baffle.

In the first condition (Figure 2.8 (a)) the cells near the air-inlet have the lowest tem-
peratures and the highest peaks are concentrated where the air hardly flows through
the cells. The recorded Tdif, max is unacceptable. With the second setup (Figure 2.8
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(b)) the temperature distribution remains almost the same, the highest temperature
values decrease but not enough to have an acceptable Tdif, max. Thanks to the baffle in-
stallation, with the third layout (Figure 2.8 (c)) it is possible to narrow and concentrate
the airflow: this simple and cheap solution results in an improvement of the airflow
cooling ability. The temperature distribution is close to the previous cases but this
time the Tmax inside the battery is in the proper LIB working range (15 °C < T < 40 °C
[69]). However, problems of temperature uniformity still have to be fixed to satisfy
the requirement of Tdif, max < 5 K.

Figure 2.8. Temperature distribution obtained under different air-forced conditions: lateral inlet and
outlet on the same side (a); lateral inlet and outlet on opposite sides (b); baffle installation
(c) [91].

To resume, there are lots of possibilities to improve the air-cooled BTMS efficiency:
it is possible to go from a natural convection system to a forced ventilation one, plac-
ing air-inlets and air-outlets in the right places, equipping the system with properly
designed air distribution pipes and installing simple baffles. But all these solutions
could be not enough to reach an acceptable Tdif. In this case, it becomes necessary to
move on to higher effectiveness technologies such as the liquid-based BTMSs.
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2.4 liquid cooling

Liquid-based BTMSs provide very effective LIB cooling methods, showing promising
performances thanks to the high thermal conductivity of the refrigerants: current
researches focus their attention on the peak temperature reduction [92].

Figure 2.9. Classification of the most used liquid-cooled BTMSs.

Chang et al. [93] study the effect of reciprocating liquid flows in a liquid-based
BTMS and show that reciprocation leads to consistent reductions of Tdif, flow rates
and heating power. Liu et al. [94] carry on experimental investigations about the role
of the heat capacity and the charge/discharge ratio: they put in evidence how the
thermal management of a single BP surface can be not effective enough in terms of
temperature uniformity and, under specific conditions, the immersive cooling (dis-
cussed in Section 2.5.1) represents a better choice. In a recent work by Tang et al.
[95] the performances of liquid BTMSs are analysed considering experimental data
and with the help of a BTMS automated calibration model: thanks to this model it
is possible to fit the non-linear relationship between the coefficient of performance
(COP) related to the system, the cooling capacity and the thermal characteristics of
the battery.

One of the liquid BTMS downsides is their relative heavy weight (including the
coolant and the sealing elements necessary to avoid fluid leakages) and the high
manufacturing cost for the fluid circulation system [71]. These penalties have to be
accepted anyway when high cooling performances are required and an air cooling
system is not sufficient. Here below, the leading liquid cooling technologies such as
cooling plates and heat pipes are presented.

2.4.1 Cooling plates

A typical cooling plate is made of a metal plate on which several flow paths are
machined (Figure 2.10). The cooling liquid flows along the paths, absorbing the
heat of the cells and dissipating it through the plates by means of conduction and
convection heat transfer processes. The factors which more influence the efficiency
of this technology are the shape and the size of the flow paths, the contact surface
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between the coolant and the walls of the paths, the type of coolant, the flow rate and
the material of the plates. Cooling plates can be divided into two main categories:

• Cold plates

• Ice plates

Ice plates show the best performances and are positioned among the battery cells
(Figure 2.10); cold plates perform worse but, as they are placed under the cells like
a cell-floor, they are easier to install. Ice plates are often preferred in BEVs for their
high efficiency, but the tight spaces represent a hard challenge.

Darcovich et al. [96] compare the ice and cold plate technologies showing what
happens to the cell Tmax if changing the cell case material and the coolant. They also
take into account two different driving cycles: the US06, an urban-like driving-cycle,
and the HWY, thought for cars which drive along the highways. Further, they obtain
the cell Tmax and the battery lifetime as functions of SOH values.

Results show a better temperature uniformity with ice plates than with cold plates.
The higher is the value of the heat transfer coefficient, the lower is the Tmax of the
battery for any kinds of case materials and driving-cycles. One consequence is a
longer battery lifetime which, in this case study, is about 2 years for US06 driving-
cycles and 1 year for the HWY ones.

Figure 2.10. Cooling plates used to cool cylindrical cell BPs.
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Studies about novel technologies suitable to improve cooling plate systems deal
with new kinds of channels such as leaf-like channels. The design project of Deng et
al. [97] (Figure 2.11) provides four collection channels arranged along the diagonal
lines where the temperature decrease is more necessary. Several simulations put in
evidence the key-factors which more influence the effectiveness of this system: the
width to length ratio of the channels, their thickness and the inlet flow rate. Further,
leaf-like channels can be helpful in the study of fractal networks for cold plates [97].

Figure 2.11. An example of leaf-like channels [97].

The choice of the right cooling plates has to be done considering the case material,
the battery Tmax but also taking into account the space availability. If the BP geometry
does not allow the installation of the plates, heat pipes (discussed in Section 2.4.2)
could be the right solution thanks to their flexibility which makes this BTMS suitable
for any size and shape of BPs. In this case, to choose the proper heat pipes it has to
be payed attention to the several factors which influence the cooling efficiency such
as the coolant and the heat-flux load [98]. Another good practice is proceeding with
an orthogonal test, evaluating the right geometric pipe parameters [99].

2.4.2 Heat pipes

Heat pipes (HP) are passive capillary-driven two-phases systems that represent an-
other solution to manage the temperature of EV battery packs. They are two-phase
systems as the heat transfer occurs thanks to a phase change and, in this case, thanks
to the liquid-vapor one.

A HP-based cooling system is made of three main parts: the evaporator (heat
source), the adiabatic section (which links the first part to the the third one and along
which the heat transport happens) and the condenser (heat sink). The evaporation
and the condensation rule the thermodynamic cycle: the coolant within the pipes
(usually made of copper) absorbs the heat of the BP cells causing the evaporation of
the cooling liquid itself; then the fluid moves along the pipes towards the condenser.
The heat transfer is a high efficiency process thanks to the vaporization latent heat.
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Figure 2.12. Top view of a HP-based BTMS assembly equipped with a RHE-HP system.

Once the vapor reaches the condenser another phase change happens and it turns
to liquid again: the heat is so dissipated. Simulations [100] have shown that a BTMS
based on HPs allows saving EV energy, keeping the battery at Tmax < 50 °C and
Tdif, max < 5 K so that a good temperature distribution inside the BP is achievable.

The possibility to easily bend the pipes makes them suitable in almost any battery
design, creating unique cooling systems specially realized for the considered appli-
cation. In Figure 2.12 it is shown a scheme of a particular kind of HP-based BTMS:
a remote heat transfer heat pipe system (RHE-HP) that is a HP technology equipped
with a further U-pipe system which helps in the heat transport. The interface plate
connects the heat pipe cooling plate system (HPCP) and the RHE-HP one.

Several researches deal with the influence of many factors on the efficiency of HP
systems. For their experiments, Putra et al. [98] use different coolants (distilled water,
alcohol 96% and acetone 95% with a filling ratio of 60%) and modify the heat flux
load, studying the final Tmax of the battery and the best system performance. Firstly,
during the transient the evaporator temperature increases fast and then it follows a
drop: this is due to super-heating which occurs when the boiling point is reached.
Considering that if the heat flux load increases the duration of the transient decreases,
the shortest transients have been obtained with acetone and alcohol as coolants, for
any evaporator and condenser temperature values.

During the steady-state the same temperature trends for distilled water and alcohol
have been recorded, except when the highest heat flux load is reached: in that case
alcohol and acetone have an equal temperature trend. It has been found that for
the highest heat flux loads, the acetone condenser temperature is very different from
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the other coolant ones. This is due to both the super-heating which occurs in the
evaporator and the vapor infiltration which causes a consequent increase of the liquid
temperature with much more heat transported towards the condenser. However, the
lowest ∆T between the evaporator and the condenser has been obtained with acetone
for the most moderate heat flux load. Final results show that the best performance is
achievable using acetone as a coolant and with the highest heat flux load.

Figure 2.13. Top view of the HP-based BTMS considered in the tests of Wang et al. [99].

Wang et al. [99] study the cylindrical cell HP-based BTMS performances focus-
ing on the effects of several structural parameters such as the cell spacing, the angle
between the battery and the conductive elements and their thickness. Simulations
show that the height of the conductive elements is the parameter which most influ-
ences the temperature distribution. The angle is a second influencing factor, while
the thickness of the conductive elements and the cell spacing have a minimum effect.

2.5 innovative cooling strategies

Among all the different battery cooling systems some of them have begun to be
more considered just in the last few years: in the past they were only used for heat-
exchange laboratory experiments and nobody thought about them as possible cooling
strategies to be exploited in the automotive field. These BTMSs (Figure 2.14) combine
the ordinary cooling technologies such as the air or liquid-based ones with innova-
tive methods, resulting in hybrid versatile cooling systems.
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Several recent researches about BTMSs propose immersive solutions, thermoelec-
tric cooling (TEC) systems [101] or PCM-based BTMSs [91, 102] which provide im-
mersive methods or not (PCMs and the cooling methods related to these materials
will be discussed in Chapter 3). These cooling options show great results but they
are not widespread yet due to the high costs.

Figure 2.14. Classification of the most innovative BTMSs.

2.5.1 Immersive solution

Immersive methods are innovative strategies adopted to improve the performances
of several kinds of BTMSs. This solution is often used coupled with cold plates, HP-
based BTMSs or more simple liquid-based cooling systems. In this kind of cooling
BTMSs the cells are literally immersed into a more or less dense fluid so that the
heat transfer surface of the cells is completely exploited. There are several options
to choose the battery filling material: thermal greases [103], silicon-based gels [104],
intumescent pastes [51], dielectric oils [105].

Talking about dielectric-oil-based immersive applications, a great example is the
XING Mobility patent. In collaboration with Castrol, XING Mobility realized a modular
BP cooled thanks to the immersive method: the coolant is a very low viscosity fluid
with a high flash point and a strong electrical insulation [105]. Further, this innovative
BP is made of stackable micro-modules so that it is possible to configure the system
for all the sizes and shapes required by the precise application. In Figure 2.15 the
1969 Chevrolet Camaro electrified by XING Mobility is shown: inside the car hood it is
possible to see the so called Immersion Cooled Modular Battery Pack System.
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Figure 2.15. The 1969 Chevrolet Camaro electrified by XING Mobility [106].

2.5.2 Thermoelectric cooling (TEC)

With a thermoelectric cooler all the processes concern about transformations from
electricity to heat and vice-versa. These systems can work like coolers as well as like
heaters (useful for applications in extremely low temperature environments). The
TEC technology is also used in combination with more common air or liquid-based
cooling systems resulting in hybrid BTMSs.

Lyu et al. [101] compare the temperatures reached by a cylindrical lithium-ion cell
first cooled with the ordinary BTMSs and then with a hybrid BTMS which combines
air and liquid cooling methods with a TEC system. Results show that during the test
performed just with the air cooling system the cell temperature increases with the
voltage: the higher is this value, the faster is the temperature rising. With the liquid
cooling system the cell and the water temperatures rise almost together, with a more
moderate trend compared to the air cooling case. Lower cell temperatures have been
obtained equipping the BTMS with a TEC system.

2.6 lib firefighting methods

The incredible spread of LIBs seen in these years is easily understandable thinking
about their specific capacity and energy density. All these characteristics are higher in
LIBs rather than in the outdated batteries but this new technology is not completely
issue-free: one of the hardest challenges is to find valid methods to prevent or face
the so-called thermal runaway. As said, it is a dangerous phenomenon during which
the temperature rises, exothermic cascade reactions are triggered and this could lead
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to fire or explosions [107]. There may be several causes that generate the thermal run-
away: short circuits, battery overcharging, design and manufacturing defects [108].

There are several ways to act against the thermal runaway and it is possible to di-
vide these methods into three categories considering their effects. The first category
regards preventive measures such as the addiction of flame retardants. The second
class includes fail-safe measures which stop or decrease the damage caused by the
thermal runaway and involves the addition of separators or the adoption of cell vent-
ing techniques. Finally, the third category is a multiple-level strategy concerning
actions to extinguish fires when the thermal runaway has already occurred [108].

2.6.1 Multiple-level thermal runaway strategies

There is another way to classify the firefighting strategies which deals with the tech-
niques to prevent the thermal runaway or how to reduce its damages. Three main
ways of acting correspond to the following three levels of protection:

• Cell-to-cell

• Module-to-module

• Battery pack

The so called cell-to-cell technique is the highest level of protection using engi-
neered materials among all the cells. Considering the space constraints typical of
certain application fields this represents a hard challenge, but the advantages are rel-
evant. As a matter of fact, if a thermal runaway occurs the material surrounding the
cells absorbs the exceeding heat and minimizes the propagation of the thermal effects
to the adjacent cells [68]. PCMs are a good solution at a cell-to-cell level protection
thanks to their nature of heat storage materials. The module-to-module protection
level follows the same philosophy of the cell-to-cell one but it separates the modules
from each other. It has a lower protection effectiveness with respect to the previous
level one but it is a lighter solution, easier to adopt for several kinds of BPs. Fi-
nally, the battery pack firefighting strategy represents the lowest level of protection:
it does not work against the heat propagation between the cells or the modules, it
just provides a BP insulation from the outside. For instance, in an automotive appli-
cation the car occupants would have more time to escape from the car cockpit, saving
themselves.

2.6.2 Emergency spray cooling

If emergency situations occur there might be necessary rapid cooling actions. It is
usually hard to face these events with a common BTMS, having the right timing: an
efficient solution for these issues is the installation of a supplementary refrigerant
spray cooling system [109]. This technology is not only useful to lower the tempera-
ture fast but also to suppress oxygen which is one of the possible causes of exother-
mic reactions. When the thermal sensors detect an incoming thermal runaway, the
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refrigerant is sprayed inside the battery box and gasifies due to the high tempera-
ture, strengthening the heat convection. In this way, a rapid temperature decrease
occurs and the generated refrigerant gasses push the oxygen out of the box. Vents
positioned in the right places can contribute to the oxygen flow out, too. Several tests
have been carried on about different spray modes. The most common ones can be
divided into the following mode categories:

• Continuous;

• Fixed-interval intermittent;

• Non-fixed-interval intermittent.

The continuous spray mode results in the most efficient cooling method, obtain-
ing the lowest Tdif value (the highest temperature uniformity degree). On the other
hand, the oxygen suppression is not better than that achievable with the intermittent
modes. With these techniques the higher is the frequency of the spray, the better is the
efficiency of the cooling. About the temperature uniformity, the non-fixed-interval
intermittent mode is less influenced by the spray frequency than the fixed-interval
intermittent one. Another advantage of the intermittent modes is that adopting them
it is easier to keep a low oxygen concentration.

2.7 conclusions

The study of the cooling technologies available on the market is fundamental for a fur-
ther approach to the novel systems not greatly widespread yet and about which less
researches are available. Knowing the most common BTMSs means to understand
the benefits they can bring to a BP but also their limits and what is still necessary to
satisfy the heat dissipation requirements.

In this chapter several air and liquid-based BTMSs have been analyzed and a lot
of attention has been payed on the influence which many factors have on the cool-
ing efficiency of the systems. For instance, considering an air-based BTMS it has
been showed what happens in terms of temperature and temperature distribution
modifying the position of the air-inlets and outlets, cooling the bottom of the BP
or installing a baffle. Further, the influence of the geometrical factors has been in-
vestigated in a cooling system equipped with air distribution pipes. Regarding the
liquid-based BTMSs, evaluations have been done regarding cooling plates (cold or ice
plates, leaf-like channels) and heat pipes equipped or not with a remote heat transfer
system. Discussions concerning the typical factors which influence the liquid-based
BTMSs efficiency have mainly taken into account the position of the cooling plates,
the geometry of the channels where the coolant flows, the kind of refrigerant and its
flow rate, the driving-cycle. Literature investigations like these have been useful to
put the basis for a CFD study about a liquid-cooled BP brick with cylindrical cells
staggered into a solid plastic matrix and wavy liquid cooling channels put among
the cells [91]. To conclude this chapter, an overview regarding some of the novel
cooling technologies (some of them deepened in Chapter 3) has been presented and
a conclusive dissertation dealing with firefighting strategies has been proposed.
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P H A S E C H A N G E M AT E R I A L S F O R B AT T E RY C O O L I N G

3.1 phase change materials

Phase change materials (PCMs) are substances which change their physical state from
solid to liquid and vice-versa to store and release heat. This is a superior way of stor-
ing thermal energy both for the PCM high storage capacity and for the isothermic
nature of the storage processes [110].

During a melting process a solid PCM initially behaves like a sensible heat storage
(SHS) material (Figure 3.1): the more the time passes the more it absorbs heat and its
temperature increases. Then, when it reaches a certain temperature value (it depends
on the specific PCM), the melting begins and the PCM starts storing a large amount
of heat at an almost constant temperature: this is the latent contribution. This isother-
mic process proceeds until all the PCM is melted and, at that point, a further energy
supply is stored as sensible heat and the temperature starts rising again.

Figure 3.1. Theoretical energy trend during PCM heating and cooling cycles [111].

There is a huge number of parameters which contribute to the PCM characteri-
zation. This represents a potential advantage because it is possible to choose the
material which better meets the thermal, physical, chemical and economical require-
ments for the precise application [112]. On the other hand, this variety of factors
makes the choice hard.

52
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Considering their chemical composition, PCMs are broadly classified into:

• Inorganic (hydrted salts, metals);

• Organic (paraffins, fatty acids);

• Eutectics (two or more organic or inorganic PCMs mixed) [113].

About the properties, Abhat et al. [114] identify four classes of criteria that should
be taken into account while characterizing the PCMs. These categories deal with:

• Thermodynamics

• Kinetics

• Chemistry

• Economics

Following this classification it comes out that the PCMs comprehended in each
of these groups can be distinguished considering factors such as their stabilization
shape [115], the phase-change temperature range, the latent heat of fusion, the ther-
mal conductivity (which influences slower or faster charging/discharging cycles),
the volume change during the phase transition, the cost [113]. Further, PCMs show
a high chemical stability, non-toxicity, non-corrosive and non-flammable properties,
they are relatively cheap and there are no availability issues [116].

For all these reasons PCMs have spread in several application fields. In particular,
their most appreciated property is the very high latent heat storage (LHS) capability
considering a relatively small volume [117].

Figure 3.2. Stored energy over time during water and PCM heating cycles.
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This characteristic behaviour is exploited in many different fields where the energy
storage is required or when thermal comfort is needed. As shown in the graph
of Figure 3.2, the benefit brought by a PCM in terms of thermal storage capability
is evident. Before reaching its characteristic melting temperature (Tmelt), the PCM
energy storage capability is slightly lower than the water one but, as soon as the
PCM reaches Tmelt it starts the storage of a huge quantity of energy which is much
higher than that absorbed by water.

3.2 pcm research and applications

Renewable energies are usually non-programmable sources which need storage sys-
tems to balance the energy demand with the energy production. Talking about
thermal applications, if the heat generation is obtained using discontinuous energy
sources like solar or wind energy [118], the introduction of thermal energy storage
systems (TESSs) is mandatory. Among the TESSs, the PCM-based ones are acquiring
more and more importance thanks to the high latent heat storage capability of these
materials which can allow a significant reduction of the storage volume for a fixed
quantity of energy stored [119].

Many papers have been devoted to the characterization of the latent thermal en-
ergy storage systems (LTESSs) and nowadays PCM-based LTESSs find application in
several fields: civil [120, 118], textile [121, 122], food transport [123, 124], agriculture
[125], air conditioning [126], electronics [127, 128, 129], solar systems [130, 131], auto-
motive [132, 133, 134, 135]. Among the PCMs, the paraffin-based ones are very pop-
ular thanks to their small temperature drop during the heat recovery, a low vapour
pressure and, in addition, their high chemical inertia, stability and non-toxicity [136].

Figure 3.3. A PCM textile application: a jacket and a pair of motorbike gloves made by BMW with
internal PCM pouches.
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Conversely, a common negative property of many PCMs is their low thermal con-
ductivity (λ < 1 W/m K) which represents one of the biggest challenge in this
research field. As a matter of fact, the low PCM thermal conductivity limits the po-
tential of these materials leading to low heat storage/release rates and a low utiliza-
tion efficiency of the stored energy [137]. Different methods have been proposed to
increase the PCM thermal conductivity: the addition of fins [138, 139, 140], nanopar-
ticles [141, 116, 142, 143], both fins and nanoparticles together [144], the use of PCM
loads such as graphite [145], carbon-fibers [146], metal wools [147], 3D metallic peri-
odic structures [148, 149] or high-porosity metal foams [150, 151, 125, 137, 136, 152,
153, 154, 102]. This last solution is found to be very effective thanks to the high
thermal conductivity of the metal foams [155, 156], their significant surface area to
volume ratio, the highly interconnected structure and the natural fluid mixing effect
[137].

Righetti et al. [148, 149] studied how to enhance the heat conductivity of paraffin
PCMs with different phase change temperatures, using various 3D metallic periodic
structures immersed into the paraffin materials and supplying different heat fluxes
to the system. They found that the 3D structures greatly improves the heat transfer
performance, significantly reducing the charging/discharging time. About 3D metal-
lic non-periodic structures, Alhusseny et al. [151] studied the effects of a copper
foam inside a LTESS made of staggered bundled tubes already filled with pure paraf-
fin PCM and around which the water flows as heating/cooling fluid: they obtained
good results in terms of PCM charging/discharging rate (accelerated by more than
50% with respect to the corresponding system with pure PCM) and efficiency.

Esapour et al. [136] enriched this research field studying a multi-tube heat ex-
changer (MTHX), analyzing the effects of the metal foam porosity, the number of
tubes and their arrangement on the LTES thermal characteristics. Results showed
that a greater number of inner tubes filled with metal-foam-loaded PCMs has more
influence on phase change rates with respect to the case with tubes filled with pure
PCMs. Further, in agreement with Righetti et al. [157] and Rehman et al. [154],
the charging/discharging time decreases with the porosity. On the contrary, the ar-
rangement of the inner tubes has no effect on the melting rate of the composite PCMs.

Playing with the porosity parameter to achieve a more uniform temperature in the
whole system, Mahdi et al. [153] suggested a multiple-segment metal foam character-
ized by a cascade porosity in the heat flow direction, put in a shell-and-tube storage
containment heat exchanger. Dinesh et al. [158] focused their attention on the size
of the metal foam pores demonstrating that, even for the same porosity, the pore
size distribution strongly affects the PCM melting rate with smaller pores resulting
in faster melting processes and higher heat transfer rates. Ghahremannezhad et al.
[152] analysed the effects of non-homogeneous porous metal foams (structures pre-
senting positive and negative porous gradients in several spatial directions) on the
melting behaviour of PCMs. Their simulations highlighted that the heat transfer is
remarkably influenced by the porous characteristics of the metal foams and there are
also changes considering the heat source location due to the gravity effect. The anal-
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ysis of the open literature puts in evidence that many numerical studies have been
published on this topic but there is still a lack of experimental data.

3.3 pcm characterization

The following work arises from the necessity to enrich the experimental branch of
the PCMs state of the art, aiming to demonstrate the positive impact of the metal
foams in enhancing the PCMs thermal conductivity, lowering their melting time and,
at the same time, improving the temperature distribution of the PCM-based systems.
Further, as projecting and testing new innovative systems presupposes a deep knowl-
edge of the physics behind, before studying a cutting-edge PCM-based BTMS it has
been fundamental to proceed with the following PCM characterization tests.

3.3.1 Qualitative tests

The first tests were qualitative evaluations regarding the PCM conductivity increase
using metal foams. The experiments were conducted using a polymeric case (Fig-
ure 3.4) filled first with pure PCM and then with metal-foam-loaded PCMs. The
selected PCM was a commercial paraffin (the RT35 made by Rubitherm [159]) fully
compatible with both plastic and metallic containers, highly stable, with a low toxic-
ity and flammability degree. A case was built with 5 mm thick polycarbonate (soften-
ing temperature Tsoft ≃ 115 °C) sheets and used as PCM container. An electric heater
was put on the top of the PCM volume and linked to an analogical variac which
supplied a voltage V = 40 V for all the tests: the amount of released heat was always
the same. All the properties of the materials are shown in Table 3.1.

Figure 3.4. Poycarbonate case used for the qualitative tests and filled with pure PCM.

Two couples of tests were carried on comparing the heating cycles of pure and
foam-loaded PCMs. The first comparison was that between a pure PCM heating
cycle and an aluminum-foam-loaded PCM one. The second comparison dealt with a
pure PCM heating cycle and a copper-foam-loaded PCM one.
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Figure 3.5. Comparison between a pure PCM heating cycle (left) and an aluminum-foam-loaded PCM
one (right).
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Figure 3.6. Comparison between a pure PCM heating cycle (left) and an copper-foam-loaded PCM
one (right).
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Table 3.1. Materials properties provided by the manufacturers.

PCM Symbol Unit Value

Phase change temperature (solid → liquid) TS-L [°C] 29 ÷ 36

Phase change temperature (liquid → solid) TL-S [°C] 36 ÷ 31

Heat storage capacity H [kJ/kg] 160

Specific heat capacity (solid) cp, S [kJ/kg K] 3

Specific heat capacity (liquid) cp, L [kJ/kg K] 2

Density (solid) ρS [kg/l] 0.86

Density (liquid) ρL [kg/l] 0.77

Heat conductivity (solid, liquid) λSL [W/m K] 0.2

Volume expansion (solid → liquid) Vexp [%] 12.5

Flash temperature Tflash [°C] 167

Maximum working temperature Tw, max [°C] 65

Aluminum foam

Heat conductivity λAl [W/m K] 239

Porosity ϕ [%] 96

Pores per inch PPI 10

Copper foam

Heat conductivity λCu [W/m K] 385

Porosity ϕ [%] 95

Pores per inch PPI 20

Polycarbonate

Heat conductivity λpc [W/m K] 0.21

Density ρpc [g/cm3] 1.2

Softening temperature Tsoft, pc [°C] 115

Polystyrene

Heat conductivity λps [W/m K] 0.035

Density ρps [g/cm3] 1.05

Softening temperature Tsoft, ps [°C] 90

EUROBATEX®

Heat conductivity λps [W/m K] 0.033 ÷ 0.039

Working temperature Tw, opt [°C] −45 ÷ 110
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Figure 3.5 shows the first couple of tests: during the pure PCM test a half of
the PCM volume melted in t

1, pure = 330 min, while the aluminum-foam-loaded
PCM completely melted in t

1, Al = 285 min. In Figure 3.6 it is possible to see
the second couple of tests: during the pure PCM test a half of the PCM volume
melted in t

2, pure = 318 min, while the copper-foam-loaded PCM completely melted
in t

2, Cu = 200 min.

The results of these qualitative experiments confirmed the benefits brought by
the metal foams to the PCM in terms of heat conductivity enhancement and, con-
sequently, melting time reduction. From the impossibility to melt the entire PCM
volume during both of the tests with pure PCM, the idea to insulate the whole exper-
imental setup came out. The aim was to get as close as possible to an ideal adiabatic
system where there were no heat losses so that it was possible to proceed with more
accurate quantitative tests to characterize the PCM.

3.3.2 Temperature homogeneity on the plane

The goal of the tests was to check if the heat transfer could be considered as mono-
dimensional (1D) into the PCM, under precise heating conditions. Having a 1D heat
transfer process means that it is possible to proceed with a temperature evaluation
just considering the temperatures in the direction of the heat gradient, avoiding use-
fulness recordings and facilitating the measurements.

3.3.2.1 Experimental setup

For this series of tests a new polycarbonate case was designed and drawn with the
CATIA CAD software. Then it was realized using a Roland MDX-40A milling machine,
thanks to the coupled use of SRP Player (a CAM software) and Vpanel (a controlling
machine program) [160]. The resulting case had a final volume Vcase = 1.08 · 106 mm3

and it was equipped with 12 T-type thermocouples (TCs) previously calibrated (see
Appendix 1). As it is possible to see in Figure 3.7 the TCs were placed inside the case
at two fixed heights: 6 TCs were fixed at a distance of 5 mm from the bottom of the
case, 6 TCs were placed at a distance of 45 mm from the bottom of the case. Finally,
the case was filled with RT35 PCM [159].

In Figure 3.9 the whole experimental setup is shown. An electric resistance (heater)
was put on the top of the PCM, at 67 mm from the bottom of the case, so that
it was completely immersed and in direct contact with the PCM. Two TCs were
placed in contact with the heater to monitor its temperature and one additional
TC was used to record the temperature of the room (TAIR) during the experimen-
tal tests. A power supplier was connected to the heater in order to impose the
heat flux generated by Joule effect and the values of voltage and current were mon-
itored thanks to an ammeter and a voltmeter: these data are shown in Table 3.2
together with the full scales (FS) considered and the full scale uncertainties (%FS)
related to the instruments. With these values of voltage and current, the resulting
power supplied was P = V · i = 3.5 W/m2 and its related uncertainty value was
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U(P) =
√

U2(i) + U2(V) = 11.77%. The temperature values were acquired thanks
to a series of NI-9213 modules for TCs and the use of a LabVIEW project specifically
realized for this purpose. The typical uncertainty value of the T-type thermocouples
(estimated by means of a series of comparison with a RTD reference sensor) was
U(T) = 0.4 ÷ 0.7 K.

Figure 3.7. Scheme of the polycarbonate case used to test the temperature homogeneity along the (x,y)
plane.

Figure 3.8. A building phase of the case: welding of the TCs on the supporting iron wires at the
bottom level.
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Figure 3.9. Experimental setup composed of the polycarbonate case (A) the heater on the top of the
case (B), the polystyrene box which insulates the case (C), the NI-9213 module for TCs
(D), the power supply (E) and the computer (F).

Table 3.2. Instruments used to monitor the electrical current and voltage values and the related full
scale (FS) and full scale uncertainty (U(%FS)) values.

Instrument Quantity Unit Measured value FS U(%FS)

Ammeter i [A] 0.2 1 2

Voltmeter V [V] 17.5 30 3.6

To obtain the complete melting of the whole PCM volume (result not achieved
with the pure PCM tests discussed in Section 3.3.1), the case was enclosed into a
polystyrene box with 100 mm thick walls and a global heat transfer coefficient U =

0.132 W/m2K (calculation in Appendix 2): the aim was to minimize the heat losses.

3.3.2.2 Results

In order to check if the heat transfer within the case could be considered as mono-
dimensional, the PCM was heated from the top of the case, ensuring that the heat
was transferred within the PCM only by pure conduction. Due to the symmetry of
the geometry it was expected that the temperature was homogeneous on the hori-
zontal planes (x,y), which means that the only heat flux component different from
zero was the vertical (z) one. As it is possible to see in Figure 3.10, the temperature
trends recorded by all the 6 top plane TCs, as well as by the other 6 bottom plane
ones, were very similar during the whole charging/discharging cycle. In addition, in
Figure 3.10 the room temperature TAIR is reported during the complete cycle.
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It is evident how TAIR was almost constant during the cycle which lasted 35 h (the
graph shows just the first 30 h) with an average value of T̃air = 27.2 °C: this is the
reason why the initial temperature of the PCM in the case was very close to the
phase change interval of RT35. For a heat flux P = 3.5 W/m2 applied on the top
for 18.2 h (charging phase), the maximum temperature recorded on the top plane
was TTP ≃ 90 °C, the maximum temperature recorded on the bottom plane was
TBP ≃ 60 °C. The discharging phase, during which the PCM volume was cooled
down to the initial temperature value (33.3 °C), lasted about 34.8 h.

Figure 3.10. Temperature trends recorded by the 6 TCs on the top plane (a) and by the 6 TCs on the
bottom plane (b) [161].

It is clear how, independently from the position of the TCs on the same horizontal
plane (top or bottom), all the temperature trends recorded by the TCs and showed
in Figure 3.10 (a) and Figure 3.10 (b) are overlapped. The maximum temperature
differences recorded during the whole charging phase by the TCs on the same plane
were ∆TTP = 0.4 K for the top plane and ∆TBP = 0.5 K for the bottom plane, within
the uncertainty range of TCs. This result confirms that the temperature field can be
considered as variable only along the vertical direction z, especially in the central
region of the case. The time needed to reach a quasi-steady state temperature on
the top plane, closer to the heater, was about 8 h. This time was longer for the
bottom plane (far from the heater) where about 10 h were necessary to obtain a
stable temperature value. The discharging phase lasted about 6 h for both the top
and the bottom plane.

3.3.3 PCM thermal conductivity enhancement

A series of experimental tests were conducted using a polycarbonate case filled first
with pure PCM and then with copper-foam-loaded PCM. The aim of these experi-
mental tests was to show that loading a PCM with a metal foam is a useful technique
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to enhance its thermal conductivity and improve the temperature distribution in the
whole system.

3.3.3.1 Experimental setup

Once verified the temperature homogeneity along the x and y directions, the exper-
imental setup was changed to better monitor the evolution in time of the melting
front from the top to the bottom of the case. The polycarbonate case used for the
previous tests (see Section 3.3.2.1) was modified and properly adapted to proceed
with the new experiments. In Figure 3.11 the scheme of the new case is showed: 7

T-type thermocouples were inserted in the case, 2 TCs were placed below the electric
heater, in contact with its bottom surface, and 5 TCs were fixed along the central axis
of the case, at different heights from the case bottom. More in detail, TCH1

and TCH2

were at 67 mm from the case bottom, TC
1

was at 55 mm, TC
2

at 42 mm, TC
3

at 29 mm,
TC

4
at 16 mm, TC

5
at 3 mm.

Figure 3.11. Scheme of the polycarbonate case used to monitor the melting front progress.

Figure 3.12. Experimental rig with 5 TCs placed along the z-axis.
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Another setup improvement concerned the insulation box: the thin air cavities be-
tween its polystyrene walls and the polycarbonate case (Figure 3.13 (a)) were filled
with EUROBATEX® [162], a dense insulating elastomeric foam (FEF) with a low ther-
mal conductivity coefficient (λ = 0.033÷ 0.039 W/mK) which helped in lowering the
heat losses. This material is often used for the thermal insulation both in civil and in
the industrial field. A EUROBATEX® layer was also used to cover the inner surface
of the polystyrene top (Figure 3.13 (b) and Figure 3.13 (c)) and to insulate the ther-
mal bridges among all the parts of the polystyrene box (Figure 3.13 (d)). With these
changes the insulation was greatly enhanced as showed by the global heat transfer
coefficient U = 0.044 W/m2K (calculation in Appendix 2) which decreased by 66.6%.

Figure 3.13. Assembling of the polystyrene box: front view (a), detail of the air cavities filled
with EUROBATEX® [162] (b), inner surface of the polystyrene top wrapped with a
EUROBATEX® layer (c), final assembly of the insulation box.

This experimental setup was useful to analyze the temperature distribution within
the case, along the vertical direction (z) at the center of the case, and to verify the
effect of the metallic foam on the temperature distribution during the PCM charging
phase. Besides the case changing, the rest of the experimental setup remained the
same as in Figure 3.9.

3.3.3.2 Results

Two series of tests were conducted: the first was carried on filling the polycarbonate
case with pure PCM, for the second one the PCM was loaded with copper foam. The
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electric heater was put on the top of the case, supplying power for 23.7 h (charging
phase). The heat flux imposed on the top by Joule effect was P = 3.5 W/m2.

In Figure 3.14 (a) and Figure 3.14 (b) the evolution in time of the temperature
within the case is presented for both pure PCM and copper-foam-loaded PCM. In
addition, in these graphs the temperature of the lower surface of the electric heater
(red curve) is shown: this temperature has been obtained as the average of the tem-
peratures measured by the two TCs placed below the heater (see Figure 3.11).

In Figure 3.14 (a) the trends of the temperatures recorded in presence of pure PCM
are reported. After 15 h the temperature difference between the closest TC to the
heater and the furthest one (i.e. TC

1
and TC

5
) was ∆T

1-5, PURE = 20 K. This large
temperature difference within the case highlights how much strong is the thermal re-
sistance offered by the pure PCM due to the low thermal conductivity typical of the
paraffin. Starting from an initial temperature T

0, PURE = 23 °C, the whole volume of
pure PCM melted in 23.7 h, when the PCM temperature close to the heater (average
between TCH1

and TCH2
) reached a value of 66 °C.

In presence of the copper foam, the charging test was repeated and monitored
thanks to the 7 TCs, supplying to the heater the same power used for the test with
pure PCM. This was guaranteed by imposing the same electrical voltage and current
to the heater. In Figure 3.14 (b) it is possible to see the trends of the temperatures
recorded in presence of copper foam. The graph shows that after 15 h the tempera-
ture difference between TC

1
and TC

5
was ∆T

1-5, FOAM = 3 K: this means that loading
the PCM with the copper foam allows reducing the thermal resistance of about one
order of magnitude.

This result confirmed the beneficial effect of copper metal foam if the goal of the
designer is to reduce the melting time and accelerate the heat transfer rate. The
presence of the high porosity metal foam significantly increased the effective thermal
conductivity of the system and reduced the temperature gradient along the vertical
direction z.

The graphs in Figure 3.15 (a) and Figure 3.15 (b) show the evolution in time of the
vertical temperature profile recorded by the 5 TCs placed along the central axis of the
case, during the charging phase with pure (Figure 3.15 (a)) and metal-foam-loaded
(Figure 3.15 (b)) PCMs. Further, in these graphs it is also shown the temperature of
the electric heater lower surface (red curve). Two dashed vertical lines indicate the
temperature melting range for the RT35 PCM.

As it is possible to see in Figure 3.15 (a), with pure PCM the melting process began
just after 1 h the charging process started, close to the heater (at 55 mm from the
bottom); on the contrary, in presence of the copper foam (Figure 3.15 (b)) the melting
range was not reached, yet. As a matter of fact, in presence of the copper foam, when
the charging process started the heat was transferred faster by conduction from the
top to the bottom layers and a larger thickness of PCM started to be charged.
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Figure 3.14. Temperature trends recorded by the TCs during the tests with pure PCM (a) and with
copper-foam-loaded PCM (b).
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Figure 3.15. Vertical temperature profiles recorded by the TCs during the tests with pure PCM (a)
and with copper-foam-loaded PCM (b).
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In presence of pure PCM (Figure 3.15 (a)) the temperature difference between the
closest TC to the heater and the furthest one (∆T

1-5, PURE) strongly increased over time:
the heat was slowed down as it passed through the paraffin due to its low thermal
conductivity. The last thermocouple reached the melting temperature after 9 h. In
presence of copper-foam-loaded PCM (Figure 3.15(b)) the 5 TCs worked with very
similar temperature values during the whole charging phase, with a maximum tem-
perature difference between the closest TC to the heater and the furthest one equal
to ∆T

1-5, FOAM = 2.7 K after 25 h. Although the test with copper-foam-loaded PCM
started with an initial temperature (T

0, FOAM) within the case equal to 21 °C (lower
than T

0, PURE), the whole PCM volume completely melted in 16 h (7.7 h earlier than in
presence of pure PCM), when TC

5
reached 35 °C.

Figure 3.15 (a) and Figure 3.15 (b) demonstrate how, in presence of copper foam,
the vertical temperature distribution within the case was always more uniform than
in presence of pure PCM during the whole charging process. After t = 5 h, with
copper foam the entire volume of the PCM was in the melting range; on the contrary,
with pure PCM only 59.4% of the case volume was in that range. From t = 9 h to
t = 13 h, the copper-foam-loaded PCM was completely involved into the melting
process and after t = 13 h about the 7.8% of the PCM volume was already into super-
heated liquid state. On the contrary, in presence of pure PCM, the more the time
passed, the higher the thermal difference between the top and bottom layers became:
after t = 9 h the solid phase was still present on the case bottom; after t = 13 h there
was no more solid PCM but the thermal distribution indicates that the PCM layers
close to the heater were in a liquid state, while the bottom layers were still involved
into the melting process.

As clearly evidenced by Figure 3.15 (a) and Figure 3.15 (b), the complete melting
was reached in 23.7 h with pure PCM and in 16 h with the copper-foam-loaded PCM.
This result confirmed the positive effect of the metal foam on the acceleration of the
melting phase. In addition, comparing Figure 3.15 (a) and Figure 3.15 (b) it is pos-
sible to see that after t = 25 h the temperature difference between the extreme TCs
(TC

1
and TC

5
) was ∆T

1-5, PURE ≃ 23.6 K with pure PCM but only ∆T
1-5, FOAM ≃ 2.7 K in

presence of the copper foam: this highlights the strong increase of the temperature
uniformity along the vertical direction obtained with the introduction of the foam.

Another important point is the difference between the heater temperature with and
without the copper foam: after t = 25 h (see Figure 3.15 (a) and Figure 3.15 (b)), the
heater reached TH, PURE = 67° C with pure PCM and TH, FOAM = 50.1° C in presence of
the copper foam. In order to melt the whole PCM volume, the heater had to reach a
temperature TH, PURE = 66° C with pure PCM and TH, FOAM = 44° C in presence of the
copper foam.

With pure PCM the higher heater temperature is a clear consequence of the low
thermal conductivity of the paraffin which acts as a shield against the heat transfer.
This point is fundamental because it demonstrates that, with an enhanced thermal
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conductivity, the PCM can be completely (and more rapidly) melted, even using
lower temperatures, finally obtaining faster and energy saving charging processes.

3.3.4 Conclusions

The experimental campaign has been conducted with the aim to investigate how
much the presence of a copper metal foam with high porosity (95%) and 20 PPI influ-
ences the thermal performances of a commercial paraffin PCM during a solid-liquid
phase change process. The presence of the metal foam guarantees an enhancement of
the heat conduction within the medium, compensating the low thermal conductivity
of the pure RT35 PCM (λSL = 0.2 W/m K both for liquid and solid phase).

First of all, it has been demonstrated that during the charging/discharging phase
the melting front remains planar and horizontal due to a uniform temperature field
along both the directions x and y. Monitoring the temperature evolution over time
and along the central axis of the case, results show how a faster complete melting
can be reached with a metal-foam-loaded PCM with respect to a pure one. In par-
ticular, in the experiments discussed in Section 3.3.3 the copper-foam-loaded PCM
melted in 16 h instead of 23.6 h, with a time reduction by 32.5%. The copper foam
is responsible for a more uniform temperature along the vertical direction z which
testifies a reduced thermal resistance of the metal-foam-loaded PCM layers. A strong
reduction of the maximum temperature needed to melt the whole PCM volume is
evidenced with the presence of the metal foam (44 °C instead of 66 °C), maintaining
the imposed heat flux at the top of the case as a constant (P = 3.5 W/m2).

The experimental results presented in this chapter highlight that, using metal
foams to load PCM-based LTESSs, it is possible to obtain a more uniform heating
of the PCM volume, faster charging and discharging processes with lower working
temperatures and the consequent possibility to save energy. Last but not least, the
reported experimental results can be exploited as a benchmark for the numerical
models used to analyze the thermal behaviour of metal-foam-loaded PCMs. The ab-
sence of convective motions linked to the position of the heater makes the case study
easy to be numerically modeled [163]: for this reason, these tests represent a useful
starting point for a critical analysis about the effective properties of the metal foams
and, in general, to achieve a deeper knowledge regarding these materials.

3.4 pcm-based btms

Among the technologies under investigation, one of the most promising solutions
to obtain an optimised BTMS is the one which relies on the use of PCMs, exploit-
ing their ability to act as a thermal storage systems [161, 164]. Besides the widely
used air-based and liquid-based cooling strategies, which take advantage of being de-
signed on well-known technologies, PCM-based strategies have a great potential for
improvements if exploited both alone or in combination with other BTMSs like heat
pipes and TEC systems [165]. In this context, immersive solutions provide a consid-
erably higher thermal capacity if compared with other more ordinary solutions [110].
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Many recent studies focus their attention on the PCM-based thermal management for
LIBs: several researches investigate about the role of fillers like metal foams, fibers or
graphite immersed into the so called loaded PCMs [166, 167]. For instance, consider-
ing the field of BTMSs, Samimi et al. studied innovative carbon-fiber-loaded PCMs
[146] to increase their thermal conductivity and, consequently, to improve the tem-
perature distribution inside the battery pack. For their experiments the researchers
compared different cooling media (air, pure PCM, carbon-fibre-loaded PCM) during
the discharge of a LIB: it resulted that air was the worst media with which the high-
est cell temperatures were reached; the situation improved using pure PCM and the
best temperature results were obtained with carbon-fibre-loaded PCMs. Further, it
turned out that the higher the percentage of carbon fibre loading was, the lower the
resulting cell temperature became.

In general, after loading the PCMs with the proper materials, consistent perfor-
mance developments can be observed both on the maximum temperature of the cells
(Tmax) and on a better temperature uniformity among them [168]. Accurate decisions
in terms of thickness and melting temperature of the PCMs need the proper consider-
ation as these two parameters have a significant impact on the thermal behaviour of
the system [169, 170, 132, 171]. Despite the simplicity of mixing two components ob-
taining a more thermally conductive PCM filled with metal foams, the confirmation
of their benefits needs the proper experimental validation [172, 173, 156] as showed
in Section 3.3. Metal-foam-loaded PCMs are expected to merge the benefits of the
high latent thermal capacity of the PCMs with the good thermal conductivity of the
metal foams, improving the performances of the BTMSs.

In the following sections several laboratory experiments are presented, all involv-
ing LIB cooling methods. After showing the performances of a forced-air-based
BTMS, the work goes ahead dealing with a comparison between two different kinds
of BTMSs: a pure PCM-based system and a metal-foam-loaded-based one, both with-
out insulation. Then, the whole experimental BTMS has been insulated to get closer
to a more realistic case where the BP is usually enclosed into a safety boxe. Several
other tests have been carried on with this new experimental setup and discussed in
this thesis. These tests deal with different kinds of BP thermal management such
as the use of pure PCM, metal-foam-loaded PCM, pure PCM or metal-foam-loaded
PCM coupled with a liquid cooling system.

The PCM chosen for the experimental campaign has been the same used for all the
experiments discussed in the previous sections: the commercial paraffin RT35, made
by Rubitherm [159]. Besides its compatibility with both plastic and metallic containers,
the high stability and the low toxicity and flammability degree [161], the melting of
this precise PCM is exactly in the optimal working temperature interval of the LIBs.
The main characteristics of the RT35 PCM as well as of the metal foam and all the
other materials used in these tests have been summarized in Table 3.1.
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3.4.1 4-cells element: experimental setup

All the experiments were conducted testing a module which simulates a LIB brick
made of four 21700 cylindrical cells which, in turn, formed the 4-cells element (Fig-
ure 3.16). This element represents a battery unit that can be combined with other
similar ones, resulting in a modular BP arrangement. From a thermodynamic point
of view, this module represents a heating source composed of 4 elementary units
each of which simulates one Li-ion cell. A single unit was realized with a 40 mm
long cylindrical cartridge heater [174], with a diameter dcart = 6.5 mm, put inside a
70 mm long hollow aluminum cylinder, with a diameter dcell = 21 mm (the aluminum
cylinders had the same dimensions of the 21700 cylindrical Li-ion cells). The units
cartridge-cylinder were in turn put into a PET support the job of which was keep-
ing together all the cells. All the cylindrical holes of this PET support presented an
inner surface covered by a 1 mm thick aluminum liner (Figure 3.18 (a)) which better
dissipated the heat generated by the cartridges with respect to the PET.

Figure 3.16. The main parts of the 4-cells element.

Due to the backlashes between the hollows of the cylinders and the cartridges and
between the cylinder outer surfaces and the liners (necessary to slide every single
part over each other), it was important to fill the air cavities with a thermal paste,
reducing the insulation effect of the air. The selected thermal paste was the LOCTITE
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SI 100, chosen for its high thermal conductivity (λair = 0.026 W/m K < λpaste =

3.4 W/m K [175]). Hence, all the cartridge heaters were coated with the thermal
paste (Figure 3.17 (a)) so that they were ready to be inserted into the cylinders hollows
(Figure 3.17 (b)).

Figure 3.17. A cartridge heater coated with the thermal paste (a); the four paste-coated cartridge
heaters inserted into the hollows of the aluminum cylinders (b).

Figure 3.18. The PET support with the aluminum liners covering the inner surfaces of its holes (a);
the inner surface of an aluminum liner coated with the thermal paste (b).

The same coating process was done for the liner inner surfaces (Figure 3.18) but,
before inserting the cylinders into them, the thermocouples were placed. 12 T-type
TCs were fixed all along the aluminum cylinders (3 TCs per cylinder), in the thin gap
between the cylinders and the liners (Figure 3.19) to monitor the cell temperatures
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over time: independently from the z-quote, all the TCs were fixed at three precise
x-quotes. Considering these positions, it was possible to identify top, middle and
bottom thermocouples (TCTOP, TCMID, TCBOT), obtaining four TCs with the x-quote in
common for each of these groups. In Figure 3.20 the 4-cells element equipped with
all the TCs is shown.

Figure 3.19. Scheme representing one of the four units which composes the 4-cells element.

Figure 3.20. The 4-cells element equipped with 12 T-type TCs.
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The experimental setup showed in Figure 3.9 was used again for this research cam-
paign but some changes and upgrades were done. The power supply was indirectly
linked to the cartridge heaters (in order to impose a heat flux generated by Joule ef-
fect [161]) as the circuit was equipped with an Arduino board put between them. With
an electric relay managed by Arduino it was possible to remote control the power sup-
ply circuit, making the work easier when the longer experiments had to be carried on.

The choice of the power with which supplying the heating source (the 4-cells ele-
ment) was done on the basis of thermal evaluations and considering that the maxi-
mum operating temperature above which a BTMS starts to work is around 40 °C. A
voltage tuning was carried out using the power supply of the experimental setup: the
cells temperatures were constantly monitored and the voltage was slowly increased
or decreased until the cells reached temperature values 2÷ 5 °C higher than the upper
bound of the optimal working range for lithium cells. For a voltage value V = 34.5 V
the cells reached the maximum temperature T = 45 °C, so the related voltage value
was chosen for the tests. For that voltage value the current delivered by the digital
power supply was i = 0.137 A, that is icell = 0.0343 A for each cell. Consequently, the
power supplied to the whole 4-cells element was P = V · i = 4.73 W and the power
supplied to each of the cartridge heaters was Pcell = V · icell = 1.18 W.

This experimental setup represented the starting point for all the tests: it was a
common configuration from which all the experiments started and, proceeding with
the research work, the setup was upgraded both in terms of hardware and software
(from the first to the last test the LabVIEW project was deeply improved and adapted
to the acquisition needs).

3.4.2 Forced ventilation

Before starting with the tests about the PCM-based BTMSs, a forced ventilation cool-
ing experiment was conducted with the aim of understanding the effectiveness of
an ordinary air-based BTMS compared to the performance of an innovative cooling
system without insulation.

To proceed with the forced ventilation test series a scaled wind gallery was built: an
85 mm2 section duct was put in front of a fan which, in turn, was linked to the power
supply (the set voltage was V = 12 V) and blew air into the gallery. As it is possible
to see in Figure 3.21, the 4-cells module was horizontally placed in correspondence
of the longitudinal axis of the duct and it was hung up in this position (so that the
PET support could not touch the duct inner surfaces), opposite to the fan. In this
configuration there were two levels of cells: a lower level with cells number 1 and
4, an upper level with cells number 2 and cell 3. The air flow blown by the fan was
ṁair = 0.0236 m3/s = 84.96 m3/h and it was measured by a Pitot probe. In Figure 3.22

the final experimental setup is shown.
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Figure 3.21. The 4-cells module hung up in correspondence of the duct longitudinal axis: cells number
1 and 4 are the lower ones, cells number 2 and 3 are the upper ones.

Figure 3.22. The final setup for the forced ventilation tests.
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3.4.2.1 Results

The cooling process started as the 4-cells element reached the maximum tempera-
ture possible for the fixed power value (around T = 45 °C as previously explained
in Section 3.4.1) and lasted until a temperature balance was achieved. The test was
repeated for three times to demonstrate the repeatability of the experiment. The air
temperature was constant during all the acquisitions with a value TAIR = 22.5 °C.
Firstly, as it is possible to see in Figure 3.23, Figure 3.24, Figure 3.25 and Figure 3.26,
the cell temperature was homogeneous for all the cells during the whole cooling pro-
cess of Test 0.1 (as well as during Test 0.2 and Test 0.3). This means that the cell
temperature was not influenced by the position of the TCs along the single cell.

Instead, a temperature difference was evident between the upper and the lower
cells and this is highlighted by the left graphs in Figure 3.27, Figure 3.28 and Fig-
ure 3.29: for all the x-values fixed along the cells (top, middle, bottom) the tem-
perature trends are not overlapped for all the cells but overlapped in couples. The
temperature trend recorded for Cell 1 is always coincident with that of Cell 4 and so
do the trends of Cell 2 and Cell 3: this is due to the air convective motions which
cause higher temperatures on the higher levels.

In Table 3.5 there are the average temperatures recorded at the beginning and at
the end of Test 0.1 for all the cells, calculated as the means of TTOP, TMID and TBOT: the
values show that the convective motions influenced the temperature difference more
when the cells temperature was higher, that is at the beginning of the cooling process,
and this is because at that point the air around the cells was hotter, too.

In the right graphs in Figure 3.27, Figure 3.28 and Figure 3.29 it is possible to see the
temperature difference (∆TUP-LOW) trends recorded between the upper and the lower
cells at different x-values. An interesting result regards the values of ∆TUP-LOW, max

visible in these graphs and showed in Table 3.6: the closer the temperature acqui-
sition was made to the duct outlet, the lower was the temperature difference. This
happened because the bottom of the cells was closer to a colder environment (the one
outside the duct) compared to the top of the cells which was in a hotter environment.
Supplementary results related to Test 0.2 and Test 0.3 are reported in Appendix 4.

The overall results of Test 0.1÷0.3 are shown in Figure 3.30, Figure 3.31, Figure 3.32

and Figure 3.33, showing the temperature trends recorded by TCMID (as it was already
demonstrated that the x-value does not influence the temperature along the cell) for
the single cells. Considering Cell 1, as well as all the other cells, it is evident the
repeatability of the experiment. This forced-air cooling system demonstrated that,
with the described conditions (no insulation, constant air temperature), it is possible
to cool a battery until its proper working temperature.
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Table 3.3. Tmax reached by the cells at the beginning of Test 0.1÷0.3 with forced ventilation.

Unit Cell 1 Cell 2 Cell 3 Cell 4

Tmax, Test 0.1 [°C] 44.81 45.71 45.55 44.66

Tmax, Test 0.2 [°C] 44.83 45.73 42.60 44.72

Tmax, Test 0.3 [°C] 44.93 45.86 45.66 44.90

T̃max [°C] 44.86 45.77 45.60 44.76

Table 3.4. Tmin reached by the cells at the end of Test 0.1÷0.3 with forced ventilation.

Unit Cell 1 Cell 2 Cell 3 Cell 4

Tmin, Test 0.1 [°C] 29.35 29.69 29.46 29.22

Tmin, Test 0.2 [°C] 29.29 29.64 29.42 29.17

Tmin, Test 0.3 [°C] 29.25 29.53 29.37 29.06

T̃min [°C] 29.30 29.62 29.42 29.15

Table 3.5. Test 0.1: cell average temperatures at the beginning and at the end of the cooling process.

Unit Cell 1 Cell 2 Cell 3 Cell 4

T̃
0

[°C] 44.78 45.63 45.64 44.60

T̃end [°C] 29.35 29.66 29.52 29.20

Table 3.6. ∆TUP-LOW, max recorded at a precise x-value along the cells for all the tests and ∆̃TUP-LOW, max

Unit TOP MID BOT

∆TUP-LOW, max, 1
[K] 1.687 1.423 1.270

∆TUP-LOW, max, 2
[K] 1.662 1.402 1.288

∆TUP-LOW, max, 3
[K] 1.688 1.375 1.320

∆̃TUP-LOW, max [K] 1.679 1.400 1.292
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Figure 3.23. Forced ventilation, Test 0.1: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 1.
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Figure 3.24. Forced ventilation, Test 0.1: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 2.
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Figure 3.25. Forced ventilation, Test 0.1: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 3.
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Figure 3.26. Forced ventilation, Test 0.1: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 4.
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Figure 3.27. Forced ventilation, Test 0.1: temperature trends recorded on the top of all the cells (left)
and ∆T trend between the top of the upper and the lower cells (right).
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Figure 3.28. Forced ventilation, Test 0.1: temperature trends recorded in the middle of all the cells
(left) and ∆T trend between the middle of the upper and the lower cells (right).
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Figure 3.29. Forced ventilation, Test 0.1: temperature trends recorded on the bottom of all the cells
(left) and ∆T trend between the bottom of the upper and the lower cells (right).
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Figure 3.30. Forced ventilation, Test 0.1÷0.3: temperature trends recorded by TCMID on Cell 1.
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Figure 3.31. Forced ventilation, Test 0.1÷0.3: temperature trends recorded by TCMID on Cell 2.
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Figure 3.32. Forced ventilation, Test 0.1÷0.3: temperature trends recorded by TCMID on Cell 3.
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Figure 3.33. Forced ventilation, Test 0.1÷0.3: temperature trends recorded by TCMID on Cell 4.

3.4.3 Pure PCM

To start with the tests regarding the PCM-based BMTSs, the experimental setup was
properly modified. A new case with 5 mm thick polycarbonate walls and a final
volume Vcase = 8.28 · 105 mm3 was built (as described in Section 3.3.2.1), milling
polycarbonate sheets and gluing the resulting walls with a specific acrylic glue for
polycarbonate (Figure 3.34). The case was filled with pure PCM and it was used as
PCM container for all the experiments. The 4-cells battery module was immersed
into the PCM and put horizontally into the polycarbonate case (Figure 3.35), so that
the TCs configuration with upper and bottom levels (already seen in Section 3.4.2)
was kept the same for all the experiments about the PCM-based BTMSs. Besides
the 12 T-type TCs placed along the cells (as shown in Figure 3.19) three other TCs
were used to monitor the air temperature (TAIR) and the PCM temperature above and
under the 4-cells module (TPCM, UP and TPCM, DOWN, Figure 3.36): these TCs were named
TCAIR, TCPCM, UP and TCPCM, DOWN, respectively.

Figure 3.34. The milling process (left) to obtain the polycarbonate walls, gluing them to realize the
case (right).
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Figure 3.35. Scheme of the polycarbonate case with the heating source inside.

Figure 3.36. The polycarbonate case filled with pure PCM: TCPCM, UP and TCPCM, DOWN put above and
under the 4-cells module.

One series of experiments was carried out to investigate the performance of a pure
PCM-based BMTS, later comparing it to the effectiveness of a copper-foam-loaded-
based BTMS. Finally, both of these two innovative cooling systems were compared
with the forced-air BTMS, evaluating if without an insulation box it is necessary to
use a cutting-edge technology anyway or an ordinary cooling system is enough.
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The tests concerned charging cycles: at the beginning the power supply was turned
on, the cells started to be heated (as in a real Li-ion cells charging cycle) thanks to the
heat flux generated by Joule effect and the temperatures were recorded. The power
supply was turned off, the system was left free to cool down to the initial temperature
and, once that temperature was reached, another charging test started. For the first
series of tests (Test 1.1÷1.6) described here below the filler of the polycarbonate case
was just pure PCM.

3.4.3.1 Results

Six experimental tests (Test 1.1÷1.6) simulating charging cycles were carried on, with
a constant environmental temperature TAIR = 23.5 °C and a power supplied to the
4-cells element P = 4.73 W (Pcell = 1.18 W for each cell).

Since Test 1.1 a ∆TUP-LOW was measured (between Cell 2 and Cell 3 and between
Cell 1 and Cell 4). The left graphs in Figure 3.41, Figure 3.42 and Figure 3.43 show
the results of Test 1.1 with pure PCM: the blue and the orange curves show the tem-
peratures of the upper cells, the grey and the yellow curves show the temperatures
of the lower cells. The temperature difference is constantly present, its value is inde-
pendent from the x-quote and increases over time: in the right graphs in Figure 3.41,
Figure 3.42 and Figure 3.43 the trends of the temperature differences during Test 1.1
at different x-values (top, middle and bottom areas of the cells) are shown.

This ∆T was visible during all the six tests with pure PCM. Considering Test
1.1÷1.6, the averages of the maximum temperature differences recorded by the
top, the middle and the bottom TCs were ∆̃TTOP, max = 0.91 K, ∆̃TMID, max = 0.90 K,
∆̃TBOT, max = 0.87 K. In Figure 3.37, Figure 3.38, Figure 3.39 and Figure 3.40 the blue,
the orange and grey curves (representing the temperature trends of the top, the
middle and the bottom areas of the cells during Test 1.1) are overlapped, meaning
that the temperature was homogeneous all along each unit of the 4-cells element.
As there were no important differences among the temperatures recorded by the
three TCs placed on each single cell, from now on only the values recorded by TCMID

will be considered. Supplementary results related to Test 1.2÷1.6 are reported in
Appendix 4.

In Figure 3.44, Figure 3.45, Figure 3.46 and Figure 3.47 the overall results of Test
1.1÷1.6 (all made with pure PCM) are presented: the cells temperatures considered
are those recorded by each of the TCMID in contact with all the cells and there are
also shown the temperature trends recorded by TCPCM, UP and TCPCM, DOWN which
were immersed into the PCM, put above and under the 4-cells element. As seen
in Figure 3.41, Figure 3.42 and Figure 3.43, for each of these six tests there is a ∆T
between the upper (Figure 3.45 and Figure 3.46) and lower cells (Figure 3.44 and
Figure 3.47).

For t = 12000 ÷ 16000 s, TPCM, UP has not a constant trend and shows sudden tem-
perature dips and rises: this is due to convective motions which developed in the
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upper PCM volume and, in turn, this could be a cause of the ∆TUP-LOW. As a matter of
facts, in the time interval when the PCM above the 4-cells element was involved into
the convection process, the cells temperature trends do not exactly overlap. However,
the more the time passes, the more they tend to a common temperature value (getting
very close at t = 40000 s). By comparing the maximum values of ∆TUP-LOW for all the
4 cells (Table 3.7), it is possible to see that at t = 15000 s, when the effect of the con-
vection was the highest, and at t = 40000 s, when the PCM previously involved into
the convection process reached the equilibrium, it seems that the convection plays a
key role in cells temperature. To verify this, it was necessary to damp the convective
motions and re-analyse the temperature results (see Section 3.4.4.1).

Table 3.7. Maximum temperature difference at t = 15000 s and t = 40000 s for a fixed cell, obtained
in the Test 1.1÷1.6 with pure PCM.

Cell Unit ∆T
15000 s ∆T

40000 s

1 [K] 1.11 0.56

2 [K] 1.04 0.47

3 [K] 1.08 0.46

4 [K] 1.30 0.54

The maximum temperatures reached by the cells during Test 1.1÷1.6 and their av-
erages (T̃max) are summarized in Table 3.8. Although all these temperatures are in the
proper working range for Li-ion cells (which is about 15 ÷ 40 °C [69]), lower values
and a more homogeneous distribution in the areas close to the cells would be appre-
ciable, avoiding those temperature fluctuations typical of the convective processes. In
a typical automotive BP, with a high number of modules one close each other and
packed in a safety box, such fluctuations could lead to runaway problems.

Table 3.8. Maximum temperatures reached by the cells during Test 1.1÷1.6 with pure PCM.

Unit Cell 1 Cell 2 Cell 3 Cell 4

Tmax, Test 1.1 [°C] 36.52 36.40 36.16 36.48

Tmax, Test 1.2 [°C] 36.83 37.68 37.43 36.81

Tmax, Test 1.3 [°C] 36.88 37.68 37.43 36.87

Tmax, Test 1.4 [°C] 37.14 37.90 37.64 37.12

Tmax, Test 1.5 [°C] 36.51 37.36 37.11 36.51

Tmax, Test 1.6 [°C] 36.53 37.41 37.17 36.50

T̃max [°C] 36.73 37.57 37.32 36.71
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In conclusion, a temperature difference between the lower and the upper cells
was always observed. This ∆TUP-LOW presented wide fluctuations, in particular in the
first 16000 s when convective motions developed (in the PCM area above the 4-cells
element), influencing the heat fluxes and so the temperatures values. The maximum
temperature averages reached by the cells during Test 1.1÷1.6 were T̃max, UP, pure =

37.57 °C for the upper cells and T̃max, LOW, pure = 36.73 °C for the lower ones.
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Figure 3.37. Pure PCM, Test 1.1: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 1.
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Figure 3.38. Pure PCM, Test 1.1: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 2.
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Figure 3.39. Pure PCM, Test 1.1: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 3.
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Figure 3.40. Pure PCM, Test 1.1: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 4.
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Figure 3.41. Pure PCM, Test 1.1: temperature trends recorded on the top of all the cells (left) and ∆T
trend between the top of the upper and the lower cells (right).
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Figure 3.42. Pure PCM, Test 1.1: temperature trends recorded in the middle of all the cells (left) and
∆T trend between the middle of the upper and the lower cells (right).
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Figure 3.43. Pure PCM, Test 1.1: temperature trends recorded on the bottom of all the cells (left) and
∆T trend between the bottom of the upper and the lower cells (right).
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Figure 3.44. Pure PCM, Test 1.1÷1.6: temperature trends recorded by TCMID on Cell 1.
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Figure 3.45. Pure PCM, Test 1.1÷1.6: temperature trends recorded by TCMID on Cell 2.
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Figure 3.46. Pure PCM, Test 1.1÷1.6: temperature trends recorded by TCMID on Cell 3.
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Figure 3.47. Pure PCM, Test 1.1÷1.6: temperature trends recorded by TCMID on Cell 4.

3.4.4 Copper-foam-loaded PCM

As an inhomogeneous temperature distribution is one of the major causes for
non-uniform and accelerated degradation both at a cell and at a battery pack level
[176], for the second series of tests the PCM was loaded with a 95% porous copper
foam (Table 3.1) to avoid the development of the convective motions and improve
the temperature homogeneity [161] around the 4-cells element. The tests with the
copper foam were carried on with the experimental rig used with the pure PCM
tests: considering the polycarbonate case dimensions, the copper foam was properly
milled and then immersed into the PCM inside the case (Figure 3.48).

Six tests (Test 2.1÷2.6) were performed with the same environmental temperature
TAIR and power P supplied to the 4-cells element as in Test 1.1÷1.6. To verify the metal
foam capability to damp the convective motions, a confirmation test was done putting
a TC inside the upper copper foam layer, at the same height where the convective
motions had been observed during Test 1.1÷1.6. Results (Figure 3.49) show that
with a copper-foam-loaded PCM there was still a temperature difference between the
upper and the lower cells but there were not temperature fluctuations anymore and
the 4-cells element reached lower temperatures.
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Figure 3.48. Assembly of the experimental rig used for the tests with copper-foam-loaded PCM.

Figure 3.49. Analysis of the convective motions in presence of the copper foam.
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3.4.4.1 Results

The left graphs in Figure 3.54, Figure 3.55 and Figure 3.56 show the results of Test
2.1 which was carried on with the copper-loaded PCM: the blue and the orange
curves show the temperature of the upper cells, the grey and the yellow curves
show the temperature of the lower cells. As in Test 1.1 (Figure 3.41, Figure 3.42 and
Figure 3.43), with the copper-foam-loaded PCM ∆TUP-LOW is constantly present and it
is visible in all the five tests (Test 2.1÷2.5), its value is independent from the x-value
along the cell and increases over time: in the right graphs of Figure 3.54, Figure 3.55

and Figure 3.56 it is possible to see the trends of the temperature differences during
Test 2.1 at different x-values (top, middle and bottom areas). This ∆T is visible
during all the five tests when the copper-foam-loaded PCM was used. The averages
of the maximum temperature differences recorded by the top, the middle and the
bottom TCs are ∆TTOP, max = 0.98 K, ∆TMID, max = 1.00 K, ∆TBOT, max = 0.95 K. Taking
into account the typical uncertainty value of the TCs which is estimated to be
Er ≃ 0.75 ÷ 1 K [161], the values of the temperature difference between the upper
and the lower cells are close to those obtained in Test 1.1÷1.6. Supplementary results
related to Test 2.2÷2.5 are reported in Appendix 4.

As said, the presence of the metal foam does not influence the ∆TUP-LOW but it
works efficiently in lowering the highest temperatures reached by the cells. In
Figure 3.57, Figure 3.58, Figure 3.59 and Figure 3.60 the results of Test 2.1÷2.5 with
the copper-loaded PCM are presented: as mentioned in Section 3.4.3.1, the cells
temperatures considered are those recorded by TCMID.

Comparing these results with those related to the pure PCM tests in Figure 3.44,
Figure 3.45, Figure 3.46 and Figure 3.47, it is possible to see how the presence of
the copper foam was fundamental not to have a fast increase in temperature. As a
matter of fact, with pure PCM the temperatures rose fast in a time interval of about
∆tpure = 10000 s, then they tended to balance. Instead, with the copper-loaded PCM
temperatures rose slower in about ∆tload = 100000 s (a value which is one order of
magnitude higher than the previous one) until the moment they tended to balance.
Table 3.10 shows the values of the maximum temperatures Tmax measured on the
cells for each test and their averages T̃max. Comparing the values obtained for the
copper-foam-loaded PCM with those obtained for the pure PCM (Table 3.8) it can
be observed that the maximum temperatures recorded for the copper-foam-loaded
PCM are lower and so do their averages (Table 3.10).

In Table 3.9 all the maximum ∆TUP-LOW values for all the cells are collected. This
table shows that the effect of the copper foam in the system was to dampen the
convective circulation observed in the case of pure PCM.
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Table 3.9. Maximum temperature differences at t = 15000 s and t = 70000 s for a fixed cell, obtained
in Test 2.1÷2.5 with the copper-loaded PCM.

Cell Unit ∆T
15000 s ∆T

70000 s

1 [K] 1.61 0.76

2 [K] 1.37 0.43

3 [K] 1.42 1.24

4 [K] 1.60 1.26

Table 3.10. Maximum temperatures reached by the cells during Test 2.1÷2.5 with the copper-foam-
loaded PCM.

Unit Cell 1 Cell 2 Cell 3 Cell 4

Tmax, Test 2.1 [°C] 35.70 35.97 36.18 35.75

Tmax, Test 2.2 [°C] 35.11 35.97 35.24 35.03

Tmax, Test 2.3 [°C] 34.60 35.63 35.43 34.52

Tmax, Test 2.4 [°C] 34.63 35.68 35.48 34.53

Tmax, Test 2.5 [°C] 34.88 35.91 35.67 35.57

T̃max [°C] 34.98 35.93 35.60 35.08

In conclusion, although the ∆TUP-LOW was still present (independently from the x-
value), there were no more temperature fluctuations in the PCM area above the 4-cells
element and the temperature of the upper PCM layer (TPCM, UP) followed that of the
cells, not presenting peaks. As a matter of fact, for Test 1.1÷1.6 ∆TUP-LOW is equal to
0.91 K on the top, 0.90 K in the middle and 0.95 K on the bottom; for Test 2.1÷2.5
the values are 0.98 K on the top, 1.00 K in the middle and 0.95 K on the bottom of
the cells. Another interesting result achieved thanks to the copper-foam-loaded PCM
was a lower cell temperature for all the cells. The maximum temperature averages
reached by the cells during Test 2.1÷2.5 were T̃max, UP, load = 35.93 °C for the upper
cells and T̃max, LOW, load = 35.08 °C for the lower ones.



3.4 PCM-based BTMS 95

20
22
24
26
28
30
32
34
36
38
40

0 20000 40000 60000 80000 100000 120000

Te
m

pe
ra

tu
re

 [°
C]

Time [s]

Cell 1

TOP MIDDLE BOTTOM

Figure 3.50. Copper-foam-loaded PCM, Test 2.1: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 1.
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Figure 3.51. Copper-foam-loaded PCM, Test 2.1: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 2.
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Figure 3.52. Copper-foam-loaded PCM, Test 2.1: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 3.
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Figure 3.53. Copper-foam-loaded PCM, Test 2.1: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 4.
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Figure 3.54. Copper-foam-loaded PCM, Test 2.1: temperature trends recorded on the top of all the
cells (left) and ∆T trend between the top of the upper and the lower cells (right).
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Figure 3.55. Copper-foam-loaded PCM, Test 2.1: temperature trends recorded in the middle of all the
cells (left) and ∆T trend between in the middle of the upper and the lower cells (right).
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Figure 3.56. Copper-foam-loaded PCM, Test 2.1: temperature trends recorded on the bottom of all the
cells (left) and ∆T trend between the bottom of the upper and the lower cells (right).
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Figure 3.57. Copper-foam-loaded PCM, Test 1.1÷1.5: temperature trends recorded by TCMID on
Cell 1.
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Figure 3.58. Copper-foam-loaded PCM, Test 1.1÷1.5: temperature trends recorded by TCMID on
Cell 2.
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Figure 3.59. Copper-foam-loaded PCM, Test 1.1÷1.5: temperature trends recorded by TCMID on
Cell 3.
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Figure 3.60. Copper-foam-loaded PCM, Test 1.1÷1.5: temperature trends recorded by TCMID on
Cell 4.

3.4.5 Comparison between pure and copper-foam-loaded PCM

The aim of these two first series of tests was to compare the performances of a
pure PCM-based BTMS with those of a copper-foam-loaded-PCM-based one. With
the pure PCM a ∆TUP-LOW was recorded: wide fluctuations showed convective
motions in the PCM area above the 4-cells element. This phenomenon influenced
the heat fluxes and the temperature distribution within the system. The maximum
temperature averages reached by the cells during these tests were in the interval
T̃max, pure = 36.7 ÷ 37.6 °C. With the copper-foam-loaded PCM results showed that,
although a ∆TUP-LOW was still present, no temperature fluctuations were recorded in
the PCM layer above the module and the temperature measured into the PCM was
very close to the cell temperatures. The maximum temperatures reached by the cells
were 1.63 ÷ 1.75 K lower than those measured with pure PCM.

These results highlight the benefits of a copper-loaded-PCM-based BTMS com-
pared to a pure-PCM-based one such as lower maximum temperatures on the cells
and a better temperature homogeneity into the system: two important factors which
contribute to the battery state of health (SOH)improvement.

3.4.6 Insulated BTMS tests: experimental setup

In all the automotive applications LIBs are enclosed in safety boxes which work both
as fire emergency devices and to protect the cells from accidental impacts. Hence,
these boxes are necessary but they also negatively influence the BP temperature,
acting as an insulation container and making harder the heat dissipation process
from the cells to the outer environment. For this reason it was important to proceed
with deeper studies about insulated cooling systems, analysing the performances of
several of them. Here below four series of tests are presented: each series deal with
a different kind of insulated BTMS such as the PCM-based and the copper-loaded-
PCM-based ones and those same BTMSs coupled with a liquid cooling system.
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To proceed with the tests an insulation box was built, first drawing it on the
CATIA CAD software and then milling it (the process was the same described in
Section 3.3.2.1 for the polycarbonate case realization). The insulation box had 50 mm
thick walls and it was composed of four polystyrene components: in this way it
was possible to enclose the polycarbonate case into the final assembly (Figure 3.61)
without leaving air cavities between the case and the box walls. All the thermal
bridges were properly covered with EUROBATEX® (Table 3.1) and this insulation
material was also inserted into the holes through which the cables of the cartridge
heaters passed.

As explained in Section 3.4.1, for the uninsulated tests the choice of a precise value
of power supplied to the 4-cells element was done considering that the typical tem-
perature around which a BTMS starts to work is around 40 °C. With the addition of
the insulation box it was necessary to lower the power supplied to the system as the
heat losses were less: this means that for the same power the final temperature was
higher. Hence, for the experimental campaign about the insulated cooling systems
another voltage tuning process was done before proceeding with the tests: for a volt-
age value V = 22.55 V the cells reached the maximum temperature T = 45 °C, so the
related voltage was chosen for the tests. For that voltage value the current delivered
by the digital power supply was i = 0.089 A, that is icell = 0.0223 A for each cell.
Consequently, the power supplied to the whole 4-cell element was P = V · i = 2 W
and the power supplied to each of the cartridge heaters was Pcell = V · icell = 0.50 W.

Figure 3.61. The assembly process of the insulation box with the polycarbonate case inside.
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3.4.7 Pure PCM: insulated

A series of three tests (Test 3.1÷3.3) was carried on testing an insulated PCM-based
BTMS. The experimental rig was the same used for the study of the uninsulated
PCM-based BTMS (see Section 3.4.2) upgraded with the insulation box in Figure 3.62.
As in the previous test series, several cell charging cycles were simulated monitoring
the temperatures reached by the 4-cells element and the temperature homogeneity of
its four units.

Figure 3.62. The final assembly of the insulation box.

3.4.7.1 Results

The temperature difference ∆TUP-LOW was constantly present and its value was
independent from the x-quote. In the right graphs of Figure 3.67, Figure 3.68 and
Figure 3.69 it is possible to see the trends of the temperature differences during Test
3.1 at different x-values: ∆TUP-LOW has a peak at t = 6000 s and this happens when
the phase change occurs. Looking at the left graphs of the same figures, as well as
at the graphs in Figure 3.63, Figure 3.64, Figure 3.65 and Figure 3.66, at t = 6000 s
the temperature curves tend to flatten (their slope decreases before increasing again)
and this is a typical temperature behaviour during a phase change process. This
temperature trend was here more clearly visible than in the case of uninsulated
systems as the studied environment was closer to an ideal adiabatic one.

The said ∆TUP-LOW was visible during all the three tests when pure PCM was
used in the insulated configuration. Considering Test 3.1÷3.3, the averages of the
maximum temperature differences recorded by top, the middle and the bottom TCs
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were ∆̃TTOP, max = 1.06 K, ∆̃TMID, max = 1.09 K, ∆̃TBOT, max = 0.98 K. In Figure 3.63,
Figure 3.64, Figure 3.65 and Figure 3.66 the curves showing the temperature trends
along the cells are overlapped: there is thermal homogeneity all along each unit
of the 4-cells element. As there were no great differences among the temperatures
recorded by the three TCs placed on each single cell, from now on only the values
recorded by TCMID will be considered. Supplementary results related to Test 3.2 and
Test 3.3 are reported in Appendix 4.

In Figure 3.70, Figure 3.71, Figure 3.72 and Figure 3.73 the overall results of Test
3.1÷3.3 are illustrated. Thanks to the insulation box, no temperature fluctuations
were recorded during the heating processes as previously seen in Section 3.4.3.1 for
an uninsulated PCM-based BTMS. Convective motions did not negatively influence
the cells temperatures as much as they did without insulation, when they caused
temperature dips and rises. However, a precise repeatability of the experiment was
not fully achieved: with the pure PCM the melting material had a low thermal
conductivity and, although the starting temperature was the same for all the tests
of the series, the internal convective motions influenced the first part of the heating
processes so that the whole volume of PCM did not always go through the same
melting cycle in terms of phase change temperature. In particular, in the time interval
t = 15000 ÷ 60000 s, when the phase change happened and the convection was more
developed, the temperature trends of the cells recorded during Test 3.1÷3.3 are not
exactly overlapped. After the complete melting of the PCM (t > 60000 s) the same
thermal situation occurred in all the tests.

In the automotive LIBs, much more bigger than the 4-cells element studied, such
a situation could lead to an inhomogeneous temperature distribution inside the
battery pack and this is not a desired situation considering the SOH of the Li-ion cells.

The maximum temperatures reached by the cells during Test 3.1÷3.3 and their
averages (T̃max) are summarized in Table 3.11. As the proper working range for Li-ion
cells is about 15 ÷ 40 °C [69], lower temperatures are required: this means that in
an insulated environment a pure PCM-based BTMS is not able to satisfy the optimal
thermal requirements for LIBs.

Table 3.11. Maximum temperatures reached by the cells during Test 3.1÷3.3 with pure PCM in an
insulated system.

Unit Cell 1 Cell 2 Cell 3 Cell 4

Tmax, Test 3.1 [°C] 44.19 44.84 44.62 43.96

Tmax, Test 3.2 [°C] 45.33 45.97 45.77 45.11

Tmax, Test 3.3 [°C] 45.79 46.33 46.04 45.54

T̃max [°C] 45.10 45.71 45.44 44.87
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Figure 3.63. Insulated system, pure PCM, Test 3.1: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 1.
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Figure 3.64. Insulated system, pure PCM, Test 3.1: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 2.
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Figure 3.65. Insulated system, pure PCM, Test 3.1: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 3.
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Figure 3.66. Insulated system, pure PCM, Test 3.1: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 4.
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Figure 3.67. Insulated system, pure PCM, Test 3.1: temperature trends recorded on the top of all the
cells (left) and ∆T trend between the top of the upper and the lower cells (right).
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Figure 3.68. Insulated system, pure PCM, Test 3.1: temperature trends recorded in the middle of all
the cells (left) and ∆T trend between the middle of the upper and the lower cells (right).
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Figure 3.69. Insulated system, pure PCM, Test 3.1: temperature trends recorded on the bottom of all
the cells (left) and ∆T trend between the bottom of the upper and the lower cells (right).
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Figure 3.70. Insulated system, pure PCM, Test 3.1÷3.3: temperature trends recorded by TCMID on
Cell 1.
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Figure 3.71. Insulated system, pure PCM, Test 3.1÷3.3: temperature trends recorded by TCMID on
Cell 2.
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Figure 3.72. Insulated system, pure PCM, Test 3.1÷3.3: temperature trends recorded by TCMID on
Cell 3.
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Figure 3.73. Insulated system, pure PCM, Test 3.1÷3.3: temperature trends recorded by TCMID on
Cell 4.

3.4.8 Copper-foam-loaded PCM: insulated

Three tests (Test 4.1÷4.3) were conducted exploiting almost the same experimental
setup used for Test 3.1÷3.3 (see Section 3.4.7) but, this time, the investigations dealt
with the temperature trends and the temperature distribution inside an insulated BP
thermally managed by a copper-foam-loaded PCM. In Figure 3.74 the copper foam
immersed into the PCM and the insulated experimental setup are shown.

Figure 3.74. The copper metal foam immersed into the PCM which fills the case (left) before the system
is insulated with the polystyrene box (right).

3.4.8.1 Results

Focusing the attention on Test 4.1, a ∆TUP-LOW was measured and showed in Fig-
ure 3.79, Figure 3.80 and Figure 3.81. On the left graphs it is possible to see that
the temperatures have almost the same trend for all the four cells, independently
from the x-value. However, analysing the right graphs, it clearly appears that a
temperature difference is always present with this setup configuration, too. As with
the insulated PCM-based BTMS (Section 3.4.7.1), the peak of ∆TUP-LOW is still at
around t = 6000 s (during the phase change process) but, in this case, the trend of
the increase in less steep. This happens thanks to the copper foam which keeps the
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temperatures more stable and homogeneous: soon after the heating process begins
the ∆TUP-LOW stabilizes on a value and retains it until the increase, before reaching the
peak. This ∆TUP-LOW was visible during the whole experimental campaign carried on
with the copper-foam-loaded PCM used in the insulated configuration. Considering
Test 4.1÷4.3, the averages of the maximum temperature differences recorded by the
top, the middle and the bottom TCs were ∆̃TTOP, max = 0.86 K, ∆̃TMID, max = 0.83 K,
∆̃TBOT, max = 0.67 K resulting in slightly lower values than those obtained with the
insulated PCM-based BTMS (Section 3.4.7.1).

In Figure 3.75, Figure 3.76, Figure 3.77 and Figure 3.78 the curves showing the
temperature trends along the cells are overlapped: this confirms that the temperature
homogeneity all along each unit of the 4-cells element was achieved with this setup
configuration, too. As there were no important differences among the temperatures
recorded by the three TCs placed on each single cell, from now on only the values
recorded by TCMID will be considered. Supplementary results related to Test 4.2 and
Test 4.3 are reported in Appendix 4.

In Figure 3.82, Figure 3.83, Figure 3.84 and Figure 3.85 the overall results of
Test 4.1÷4.3 are shown. As in the case with the insulated PCM-based BTMS, no
temperature dips and rises were recorded and, moreover, an important improvement
came from the addition of the copper foam. As a matter of fact, the graphs show
temperature trends exactly overlapped (the repeatability of the test is demonstrated),
meaning that there were no more convective motions influencing the temperature
during the phase change processes (Section 3.4.7.1).

However, although the ∆TUP-LOW values were better (slightly lower) than those
obtained in Test 3.1÷3.3 and the experiments showed a higher temperature stability
during the phase change (a better temperature distribution in case of a huge real
BP), the copper-foam-loaded-PCM-based BTMS did not satisfy the optimal thermal
requirements for LIBs due to the maximum temperatures reached by the cells. These
values and their averages are shown in Table 3.12.

Comparing the T̃max values recorded during Test 3.1÷3.3 (insulated PCM-based
BTMS) and Test 4.1÷4.3 (insulated copper-foam-loaded-PCM-based BTMS) it is clear
that the two cooling systems reached almost the same temperatures and the benefits
brought by the copper foam are not sufficient enough to preserve the cell SOH.

Table 3.12. Maximum temperatures reached by the cells during Test 4.1÷4.3 with copper-foam-loaded
PCM in an insulated system.

Unit Cell 1 Cell 2 Cell 3 Cell 4

Tmax, Test 4.1 [°C] 45.02 45.54 45.38 44.83

Tmax, Test 4.2 [°C] 45.25 45.77 45.67 45.03

Tmax, Test 4.3 [°C] 45.38 45.89 45.69 45.17

T̃max [°C] 45.22 45.73 45.58 45.01
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Figure 3.75. Insulated system, copper-foam-loaded PCM, Test 4.1: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 1.
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Figure 3.76. Insulated system, copper-foam-loaded PCM, Test 4.1: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 2.
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Figure 3.77. Insulated system, copper-foam-loaded PCM, Test 4.1: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 3.
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Figure 3.78. Insulated system, copper-foam-loaded PCM, Test 4.1: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 4.
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Figure 3.79. Insulated system, copper-foam-loaded PCM, Test 4.1: temperature trends recorded on
the top of all the cells (left) and ∆T trend between the top of the upper and the lower cells
(right).
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Figure 3.80. Insulated system, copper-foam-loaded PCM, Test 4.1: temperature trends recorded in the
middle of all the cells (left) and ∆T trend between the middle of the upper and the lower
cells (right).

20

25

30

35

40

45

50

0 50000 100000 150000

Te
m

pe
ra

tu
re

 [°
C]

Time [s]

BOTTOM

Cell 1 Cell 2 Cell 3 Cell 4

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

0 50000 100000 150000

ΔT
 [K

]

Time [s]

ΔTBOT, up-low

Figure 3.81. Insulated system, copper-foam-loaded PCM, Test 4.1: temperature trends recorded on
the bottom of all the cells (left) and ∆T trend between the bottom of the upper and the
lower cells (right).



3.4 PCM-based BTMS 112

20
25
30
35
40
45
50

0 20000 40000 60000 80000 100000 120000 140000

Te
m

pe
ra

tu
re

 [°
C]

Time [s]

Cell 1

Cell 1.1 Cell 1.2 Cell 1.3

Figure 3.82. Insulated system, copper-foam-loaded PCM, Test 4.1÷4.3: temperature trends recorded
by TCMID on Cell 1.
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Figure 3.83. Insulated system, copper-foam-loaded PCM, Test 4.1÷4.3: temperature trends recorded
by TCMID on Cell 2.
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Figure 3.84. Insulated system, copper-foam-loaded PCM, Test 4.1÷4.3: temperature trends recorded
by TCMID on Cell 3.
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Figure 3.85. Insulated system, copper-foam-loaded PCM, Test 4.1÷4.3: temperature trends recorded
by TCMID on Cell 4.

3.4.9 PCM and liquid cooling: insulated

The aim of this new series of tests was to analyse the performances of a PCM-based
BTMS coupled with a liquid cooling system which, in turn, used water as a coolant.
To do this it was necessary to modify the previous experimental setup, updating it
with the cooling circuit. A thermal bath was used to circulate the water along the
circuit and to keep the water temperature at the chosen fixed value Tw = 20 °C. A
flexible silicon tube was chosen to be the channel where the coolant would have
flown. As it had to pass through the central hole of the 4-cells element PET support
whose diameter was dPET = 10 mm, the selected tube had an internal diameter
dtube, int = 8 mm and a thickness stube = 1 mm, resulting in a tube whose external
diameter was equal to dPET. The tube was inserted into the PET support hole so that
the cold-water inlet and the hot-water outlet were in correspondence of the cells
bottom and top, respectively (Figure 3.86).

Both the polycarbonate case and the polystyrene box had to be properly adapted
for the new cooling system configuration (Figure 3.87): the case was milled and a
hole was made to allow the tube to pass through; the insulation box was modified
so that the tube could go in and out from it.

An analog flowmeter was inserted into the cooling circuit line to monitor the water
flow rate. The chosen flowmeter gave a frequency output signal so a converter was
used to transform the frequency into a current output signal which, in turn, was
acquired by another NI module (NI-9203). To correlate the acquired current value
with the initial flow rate, a flowmeter calibration process was done before starting
with the tests (see Appendix 3): thanks to this preliminary work it was possible to
determine the flow rate used for Tests 5.1÷5.3 which resulted to be ṁ = 0.058 kg/s.
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Figure 3.86. Indications regarding the cold-water inlet and the hot-water outlet of the liquid cooling
system.

Figure 3.87. The polycarbonate case and the polystyrene box modified for the water cooling system
addition.
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The scheme of the final experimental setup is shown in Figure 3.88: starting from
the thermal bath (A), the cold water (light blue line, B) flows out from it to pass
through the flowmeter (C), the polystyrene box (dashed line, D), the polycarbonate
case (E), then it flows all along the 4-cells element (F) and, finally, it goes out from
the box as hot water (red line, G) and enters into the thermal bath again. The signal
converter (H) receives the output signals from the flowmeter and sends them to the
NI current module (I). Both the current signals and the temperature ones acquired
by the NI temperature module (L) are sent to the computer (M) to be elaborated. As
seen before, the 4-cells element is linked to a digital power supply (N). With this
new configuration another series of tests (Test 5.1÷5.3) was carried on.

With these experiments a passive-active BTMS was tested: the passive section was
represented by the PCM-based one, the active section was the water cooling circuit.
The 4-cells element was heated until it reached the maximum temperature possible
and, once it stabilized on that Tmax, the cooling system was turned on. The cooling
process was stopped when a thermal balance was reached.

Figure 3.88. Scheme of the PCM-based BTMS coupled with the water cooling system.
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Figure 3.89. The experimental setup used to test the PCM-based BTMS coupled with the water cool-
ing system.

3.4.9.1 Results

Focusing the attention on Test 5.1 results, looking at Figure 3.94, Figure 3.95 and
Figure 3.96 it soon appears that the ∆TUP-LOW shows a trend never recorded with
the previous experiments. Analyzing the left graphs of the figures and moreover
the right ones, it is evident how the ∆TUP-LOW does not vary a lot during the cooling
process except for a cooling time interval in correspondence of the top of the
cells. From t = 0 s to t = 5000 s ∆TTOP has a steep decrease starting from about
∆TTOP, 0

= 0.85 K which is a higher initial value compared to ∆TMID, 0
= 0.47 K and

∆TBOT, 0
= 0.31 K.

The reason of this phenomenon is that when the experimental setup was realized,
to avoid PCM leakages both from the polystyrene box and from the polycarbonate
case, all the holes through which the cooling tube passed were sealed with a silicon
paste (it is visible in Figure 3.88). After Test 5.1÷5.3, opening the experimental box,
it was discovered that some silicon paste was in contact with the top of the upper
cells, acting as an insulator and slightly hindering the heat dissipation. The result
(Figure 3.94) was that on the top of the 4-cells element, the upper cells were at a
higher temperature than the lower ones.

As soon as the liquid cooling system was turned on and the water started to flow,
the coolant acted to balance the temperatures all along the cells. As a matter of fact,
although the silicon paste issue, looking at the graphs of Test 5.1 ∆TUP-LOW tends
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to zero over time independently from the x-value. Considering Test 5.1÷5.3, the
averages of the maximum temperature differences recorded by the top, the middle
and the bottom TCs were ∆̃TTOP, max = 0.86 K, ∆̃TMID, max = 0.42 K, ∆̃TBOT, max = 0.33 K
but, considering the aforementioned issue about the silicon paste, the most realistic
∆̃TUP-LOW value assumable for the whole cell is ∆̃TBOT, max. This is also confirmed by
the left graphs in Figure 3.94, Figure 3.95 and Figure 3.96 for Test 5.1 as well as by
those related to Test 5.2 and Test 5.3 (see Appendix 4). In Figure 3.90, Figure 3.91,
Figure 3.92 and Figure 3.93 the temperature trends show a thermal homogeneity
situation all along the cells so, from now on, only the values recorded by TCMID will
be considered. Supplementary results related to Test 5.2 and Test 5.3 are reported in
Appendix 4.

In Figure 3.97, Figure 3.98, Figure 3.99 and Figure 3.100 the overall results of Test
5.1÷5.3 are presented. The temperature trends do not show dips and rises and
exactly overlap for all the cells: this means that the addition of the liquid circuit was
functional to overcome the thermal inhomogeneity issues caused by the convective
motions (still present with the insulated PCM-based BTMS, see Section 3.4.7.1)
whose influence, in this case, is hindered by the more effective liquid cooling effect.

Further, looking at Table 3.13 and comparing these Tmax values with those showed
in Table 3.11, the benefit brought by the coolant is evident: it worked absorbing a
part of the cells heat when the liquid system was not turned on yet. As a matter of
fact, although at t = 0 s the cooling process had not yet begun, the averages of the
maximum temperatures reached by the cells ranged from 42.05 °C to 42.87 °C, lower
values compared to those in Table 3.11 which ranged from 44.87 °C to 45.71 °C. These
values recorded in Test 5.1÷5.3 are also lower than those recorded in Test 4.1÷4.3,
with the insulated copper-foam-loaded-PCM-based BTMS, when T̃max (Table 3.12)
ranged from 45.01 °C to 45.73 °C.

Anther interesting result deals with the lowest temperatures reached by the cells
at the end of the cooling process: analysing the data in Table 3.14 it is clear that this
BTMS successfully satisfied the thermal requirements for LIBs.

Table 3.13. Maximum temperatures reached by the cells at the beginning of Test 5.1÷5.3 with pure
PCM, in an insulated system coupled with a water cooling circuit.

Unit Cell 1 Cell 2 Cell 3 Cell 4

Tmax, Test 5.1 [°C] 42.99 42.64 42.44 42.16

Tmax, Test 5.2 [°C] 42.82 42.37 42.27 42.00

Tmax, Test 5.3 [°C] 42.79 42.34 42.24 41.98

T̃max [°C] 42.87 42.56 42.32 42.05
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Table 3.14. Minimum temperatures reached by the cells at the end of Test 5.1÷5.3 with pure PCM,
in an insulated system coupled with a water cooling circuit.

Unit Cell 1 Cell 2 Cell 3 Cell 4

Tmin, Test 5.1 [°C] 28.75 29.07 28.97 29.09

Tmin, Test 5.2 [°C] 28.62 28.80 28.62 28.84

Tmin, Test 5.3 [°C] 28.90 29.07 28.91 29.07

T̃min [°C] 28.76 28.98 28.83 29.00

25
27
29
31
33
35
37
39
41
43
45

0 2000 4000 6000 8000 10000 12000

Te
m

pe
ra

tu
re

 [°
C]

Time [s]

Cell 1

TOP MIDDLE BOTTOM

Figure 3.90. Insulated system, pure PCM and water cooling, Test 5.1: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 1.
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Figure 3.91. Insulated system, pure PCM and water cooling, Test 5.1: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 2.
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Figure 3.92. Insulated system, pure PCM and water cooling, Test 5.1: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 3.
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Figure 3.93. Insulated system, pure PCM and water cooling, Test 5.1: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 4.
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Figure 3.94. Insulated system, pure PCM and water cooling, Test 5.1: temperature trends recorded
on the top of all the cells (left) and ∆T trend between the top of the upper and the lower
cells (right).
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Figure 3.95. Insulated system, pure PCM and water cooling, Test 5.1: temperature trends recorded
in the middle of all the cells (left) and ∆T trend between the middle of the upper and the
lower cells (right).
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Figure 3.96. Insulated system, pure PCM and water cooling, Test 5.1: temperature trends recorded
on the bottom of all the cells (left) and ∆T trend between the bottom of the upper and the
lower cells (right).
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Figure 3.97. Insulated system, pure PCM and water cooling, Test 5.1÷5.3: temperature trends
recorded by TCMID on Cell 1.
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Figure 3.98. Insulated system, pure PCM and water cooling, Test 5.1÷5.3: temperature trends
recorded by TCMID on Cell 2.
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Figure 3.99. Insulated system, pure PCM and water cooling, Test 5.1÷5.3: temperature trends
recorded by TCMID on Cell 3.
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Figure 3.100. Insulated system, pure PCM and water cooling, Test 5.1÷5.3: temperature trends
recorded by TCMID on Cell 4.

3.4.10 Copper-foam-loaded PCM and liquid cooling: insulated

For this last series of tests (Test 6.1÷6.3) the experimental rig exploited in Test 5.1÷5.3
was used again, the excess of silicon paste was removed not to create the same issues
discussed in Section 3.4.9.1 and the metal foam was added to the system to load
the PCM. No other changes were done and three other heating/cooling cycles were
analysed.

3.4.10.1 Results

Taking into consideration Test 6.1, the first test of this series, and looking at the
graphs in Figure 3.105, Figure 3.106 and Figure 3.107, a ∆TUP-LOW is visible but the
more the time passes and the cooling proceeds, the more it tends to a common value
for all the x-values. On the left graphs it is possible to see that the temperatures
have almost the same trend for all the four cells, independently from the x-quote:
the slight detachment among the temperature curves is completely negligible until
t = 5000 s, then the ∆TUP-LOW starts to increase very slowly until it reaches its
maximum value at the end of the cooling process. However, considering how low
the cells temperatures were when the cooling circuit was turned off, this ∆TUP-LOW

did not represent a big issue.

In particular, during Test 6.1÷6.3, the averages of the maximum temperature differ-
ences recorded by the top, the middle and the bottom TCs were ∆̃TTOP, max = 0.66 K,
∆̃TMID, max = 0.68 K, ∆̃TBOT, max = 0.50 K. Considering what it was said in Sec-
tion 3.4.9.1 about the realistic value of ∆̃TUP-LOW, in this case the temperature
difference between the upper and the lower cells was 0.1 ÷ 0.3 K higher.

In Figure 3.101, Figure 3.102, Figure 3.103 and Figure 3.104 the curves showing the
temperature trends along the cells are almost completely overlapped. Supplementary
results related to Test 6.2 and Test 6.3 are reported in Appendix 4. As there were
no important differences among the temperatures recorded by the three TCs placed
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on each single cell (not important considering the low temperatures reached, thanks
to the liquid cooling), from now on only the values recorded by TCMID will be
considered.

In Figure 3.108, Figure 3.109, Figure 3.110 and Figure 3.111 the overall results of
Test 6.1÷6.3 are shown. No temperature dips and rises were recorded and in the
aforementioned figures it is possible to see that the temperature trends are almost
exactly overlapped, except for the final parts of the curves: anyway, the temperatures
were so low that such ∆T are negligible. Further, thanks to the addition of the copper
foam there was an improvement regarding both the highest starting temperatures
and the lowest final ones.

About the maximum temperatures reached by the cells at the beginning of the
tests, comparing the results in Table 3.15 with those obtained without metal foam
and collected in Table 3.13, it is possible to appreciate a slight decrease of the Tmax

and T̃max. The same magnitude of improvement regards the minimum temperatures
reached by the cells at the end of Test 6.1÷6.3. In Table 3.16 are shown the Tmin and
the T̃min recorded with the setup configuration tested in this section and, comparing
these results with those obtained without metal foam in Table 3.14, it can be said that
the insulated copper-foam-loaded-PCM-based BTMS coupled with a water cooling
system is the one which allows reaching the lowest temperatures.

Table 3.15. Maximum temperatures reached by the cells at the beginning of Test 6.1÷6.3 with copper-
foam-loaded PCM, in an insulated system coupled with a water cooling circuit.

Unit Cell 1 Cell 2 Cell 3 Cell 4

Tmax, Test 6.1 [°C] 41.97 41.71 41.51 41.48

Tmax, Test 6.2 [°C] 42.71 42.35 42.15 42.13

Tmax, Test 6.3 [°C] 42.69 42.34 42.14 42.14

T̃max [°C] 42.46 42.13 41.93 41.91

Table 3.16. Minimum temperatures reached by the cells at the end of Test 6.1÷6.3 with copper-foam-
loaded PCM, in an insulated system coupled with a water cooling circuit.

Unit Cell 1 Cell 2 Cell 3 Cell 4

Tmin, Test 6.1 [°C] 28.13 28.88 28.68 25.56

Tmin, Test 6.2 [°C] 28.03 28.65 28.45 28.41

Tmin, Test 6.3 [°C] 28.46 29.11 28.91 28.88

T̃min [°C] 28.21 28.88 28.68 28.62
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Figure 3.101. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.1: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 1.
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Figure 3.102. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.1: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 2.
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Figure 3.103. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.1: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 3.
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Figure 3.104. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.1: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 4.
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Figure 3.105. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.1: temperature
trends recorded on the top of all the cells (left) and ∆T trend between the top of the
upper and the lower cells (right).
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Figure 3.106. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.1: temperature
trends recorded in the middle of all the cells (left) and ∆T trend between the middle of
the upper and the lower cells (right).
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Figure 3.107. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.1: temperature
trends recorded on the bottom of all the cells (left) and ∆T trend between the bottom of
the upper and the lower cells (right).
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Figure 3.108. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.1÷6.3: tempera-
ture trends recorded by TCMID on Cell 1.
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Figure 3.109. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.1÷6.3: tempera-
ture trends recorded by TCMID on Cell 2.
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Figure 3.110. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.1÷6.3: tempera-
ture trends recorded by TCMID on Cell 3.
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Figure 3.111. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.1÷6.3: tempera-
ture trends recorded by TCMID on Cell 4.

3.4.11 Conclusions

This complex experimental campaign was useful to compare the performances of
different kinds of BTMSs and offers a valid overview on what is the proper cooling
system to install considering the working conditions.

The most innovative BTMS is not always essential and sometimes ordinary cooling
systems can be the best choice in terms of installation simplicity and economic
investment. This is valid for those applications where a safety battery box is not
provided: it is the case of the tests about the forced ventilation, the pure PCM and
the copper-foam-loaded PCM cooling (Test 0.1÷0.3, Test 1.1÷1.6 and Test 2.1÷2.5,
respectively), all carried on without the insulation box.

With a simple forced-air BTMS (Section 3.4.2.1) results showed that an air flow
ṁair = 0.0236 m3/s = 84.96 m3/h at a constant temperature TAIR = 22.5 °C was able
to cool the system until it reached the average temperature T̃min, Test 0.1÷0.3 = 29.37 °C
(calculated considering the data referred to TCMID in Table 3.4) in an average time
t̃Tmin = 2400 s. During Test 0.1÷0.3, before turning on the fan, the system was left free
to heat till an average maximum temperature T̃max, Test 0.1÷0.3 = 45.28 °C (considering
Table 3.3) which is absolutely not a good thermal situation considering the battery
SOH. However, this was obviously done for research purposes: in a real BP the
forced-air system can be sat to start working at a desired cell temperature, before the
batteries reach such high values.

So T̃max, Test 0.1÷0.3 does not represent a big issue for this kind of BTMSs. Instead,
the measured TUP-LOW can represent a problem in the bigger real BPs: although the
studied 4-cells element was not sealed in a box, it was surrounded by the scaled
wind gallery and the temperature difference between the upper and the lower cells
was influenced by the position of the cells inside the gallery, with respect to the outer
environment. Proceeding towards the area of the 4-cells element closer to the gallery
air-outlet (from the cells top to their bottom) TUP-LOW ranged from 1.68 K to 1.29 K
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as, following that direction, the heat of the cells could be more easily dissipated
. In huge battery packs such temperature differences have to be avoided. Further,
it is not often available enough space to install the forced ventilation system: the
pure PCM-based and the copper-foam-loaded-PCM-based BTMSs were considered
as possible alternative options.

The power supplied to the tested 4-cells element in Test 1.1÷1.6 and Test 2.1÷2.5
without insulation was P = 4.73 W and the air temperature was constantly
TAIR = 22.5 °C. After investigating these two systems (Section 3.3.3), results
highlighted that with pure PCM there was the development of convective motions
which negatively affected the temperature trends and, consequently, the thermal
homogeneity. This means that in a real BP, there would be temperature distribution
problems.

With this pure PCM-based BTMS the average of the maximum temperatures was
T̃max, Test 1.1÷1.6 = 37.33 °C (calculated using the data of Table 3.8) which is surely an ap-
preciable result respect to T̃max, Test 0.1÷0.3 but, as said, this value would not be reached
in a real application as the BTMS would be put into operation sooner than it was
done in the laboratory. All results considered, with an uninsulated BTMS the pure
PCM-based solution is not the best to choose. The copper-foam-loaded-PCM-based
BTMS studied with Test 2.1÷ 2.5 showed best performances both in terms of average
maximum temperatures and because no temperature fluctuations were recorded
during all the heating cycles. As a matter of fact, T̃max, Test 2.1÷2.5 = 35.40 °C (calculated
with the data showed in Table 3.10) which is 1.93 K lower than T̃max, Test 0.1÷0.3. Further,
as the convective motions were hindered by the porous structure of the copper
metal foam, although all the recorded TUP-LOW had almost the same values compared
to those acquired during Test 1.1÷1.6, with this cooling solution the temperature
around the heat source (the cells) was more stable (Figure 3.49) and this represents a
benefit for the cells SOH.

It should also be said that the use of metal foams is not so common in the auto-
motive field due to the limited space but, on the other hand, all the automotive LIBs
are enclosed in safety boxes. So the copper-foam-loaded-PCM-based BTMS studied
in Test 2.1÷2.5 can be a valid solution to cool uninsulated batteries in applications
where an ordinary forced-air BTMS cannot be installed due to geometrical issues or
because it is not possible to generate air flows (possible powders pollution issues).

Test 3.1÷3.3, Test 4.1÷4.3, Test 5.1÷5.3 and Test 6.1÷6.3 were all carried on in
the same insulated environment and with the studied 4-cells element supplied by a
power P = 2 W. In an insulated environment batteries dissipate heat worse. Hence,
the use of just pure PCM (a good LTES material) resulted to be a self-defeating
method to manage the temperature of the cells. As a matter of fact, analysing
the data in Table 3.11 it is possible to calculate the average of the maximum
temperatures recorded during the tests with the insulated PCM-based BTMS: in
this case T̃max, Test 3.1÷3.3 = 45.28 °C, not low enough to satisfy the optimal thermal
requirements for LIBs. In addition, convective motions into the PCMs could bring
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to an inhomogeneous temperature distribution inside the battery pack. This is not a
good BTMS to take into account for automotive applications.

In Test 4.1÷4.3, the copper-foam-loaded PCM helped in obtaining a better tem-
perature distribution, a higher thermal stability and there were also recorded lower
TUP-LOW compared to the previous case with pure PCM (Test 3.1÷3.3). Unfortunately,
in the insulated environment the addition of the copper foam was not enough
to satisfy the thermal requirements for LIBs: T̃max, Test 4.1÷4.3 = 45.39 °C, so nothing
changed in terms of maximum temperatures respect to Test 3.1÷3.3. This kind of
BTMS can be rejected, too.

Test 5.1÷5.3 and Test 6.1÷6.3 were both carried on coupling a liquid cooling circuit
to the experimental setup used for Test 3.1÷3.3 and Test 4.1÷4.3, respectively. The
liquid system worked with a water flow rate ṁ = 0.058 kg/s at a fixed temperature
Tw = 20 °C. With the tested liquid-cooled BTMSs (the insulated pure PCM-based
and the copper-foam-loaded-based one) there were no temperature fluctuations, it
was always recorded a homogeneous thermal distribution and the values of TUP-LOW

were low enough and acceptable considering the lowest temperatures reached by
the cells. The averages of the maximum temperatures T̃max, Test 5.1÷5.3 = 42.45 °C and
T̃max, Test 6.1÷6.3 = 42.11 °C (calculated thanks to the values showed in Table 3.15 and Ta-
ble 3.16) were both lower than in the experiments without the liquid cooling system.
Further, although these values could seem not acceptable in terms of SOH, it has to
be considered that having those setup configurations it is possible to exploit an active
cooling method (the liquid cooling). As in Test 0.1÷0.3 with the forced ventilation,
the liquid cooling system can be turned on before arriving at such high temperatures.

About the averages of the minimum temperatures, T̃min, Test 5.1÷5.3 = 28.89 °C and
T̃min, Test 6.1÷6.3 = 28.60 °C (calculated with the data in Table 3.13 and Table 3.14) were
great results which make both of these setups suitable in terms of thermal require-
ments. However, as there were not important performance differences between these
two systems and considering the already mentioned lack of space in the automotive
LIBs, the pure PCM-based BTMS coupled with the water cooling system proved
to be the best choice for automotive applications. Further, considering the high
LTES capability of the PCMs, this kind of BTMS represents a good solution against
extremely low temperature environments, too.

In Table 3.17 the overall results regarding all the six series of tests are shown.
The averages of Tmin are given just for the active cooling methods, whereas with the
passive cooling methods it was only possible to obtain the averages of Tmax.
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Table 3.17. Averages of Tmax and Tmin recorded during all the six series of tests.

T̃max [°C] T̃min [°C]

N
O

IN
SU

LA
TI

O
N

Forced-air 45.25 29.37

PCM 37.08 −

Cu-loaded PCM 35.40 −
IN

SU
LA

TE
D

PCM 45.28 −

Cu-loaded PCM 45.39 −

PCM + water 42.45 28.90

Cu-loaded PCM + water 42.11 28.60



4
L I F E C Y C L E A S S E S S M E N T

4.1 introduction

In a society where the energy demand is constantly growing hand in hand with
the technological development and, at the same time, the environmental issue
awareness is rising, studies about the life cycle assessment (LCA) have become
fundamental. Before 2015, when the EU Circular Economy Action Plan had not
come into play yet [177], the LCA was already a discussion topic but in particular
in the research environments. The outdated and most common way of approaching
goods production was mainly focused on performances and costs, in a "linear life
thinking" which caused dramatic results in terms of raw materials usage. The United
Nations Environment Programme (UNEP) stated that in the last 40 years the raw
material consumption tripled, going from 27 billions of tons in 1970 to 98 billions of
tons in 2018 [178].

In the last decade, the LCA is acquiring interest involving not only the academic
world but also the industry stakeholders who began to change their mindset,
switching to the new "circular life thinking" or life cycle thinking (LCT) [179]. Both
private realities (industries, companies) and public ones (governments) started to
embrace the green economy principles, establishing and regulating business models
so that both materials and products could keep their highest value throughout their
whole life cycles [180, 181]. The new way of thinking about the product impact does
not only consider its disposal stages [182] but also all the production phases, from
the extraction of the raw materials to the manufacturing processes, not neglecting
the use of energy and water, the wastes and the transportation emissions.

Finally, the disposal of the product is investigated taking into account the pos-
sibility to recycle all or part of it. This last consideration is the key-point which
distinguishes the two different approaches to the product impact:

• Cradle-to-grave

• Cradle-to-cradle

The cradle-to-grave approach dates from the ’90s [182] and increased the produc-
ers awareness about the real consumption related to their production, teaching the
LCT and motivating them not to waste resources.

It was in 2002 when the definition of cradle-to-cradle came out thanks to the
chemist Michael Braungart and the architect William McDonough: making a
parallelism with nature where "the waste of one system becomes food for another"
[183], they suggested a product impact approach where the products arrived at the

132
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end of their lives would have become a sort of raw material to produce something
of equal or even better quality. As it is possible to see in Figure 4.1, this innovative
LCT implied recycling processes which, in the last decades, have been developed
and improved a lot in every field.

The International Organization for Standardization (ISO) includes widely recog-
nized procedures to conduct valid and deepen LCA studies [184]. In particular ISO
14040 and ISO 14044 represent the basis of the International Reference Life Cycle
Data System (ILCD), a technical guidance to carry on accurate LCAs considering
product-specific criteria [179].

Figure 4.1. A scheme of the cradle-to-cradle LCT.

To complete a detailed and useful LCA, ISO 14040 and ISO 14044 suggest to pro-
ceed following four different phases which are often interdependent one from each
other. Nevertheless, none of these stages should be considered as concluded until the
entire study is complete. The aforementioned stages are the following:

• Goal and scope;

• Life cycle inventory (LCI);

• Life cycle impact assessment (LCIA);

• Interpretation.

During the goal and scope stage the intended application and audience have to be
defined, as well as the reason of the study and whether the results will be used in a
comparative dissertation publicly released. This is a fundamental preliminary phase
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which helps not to waste time during the following ones, focusing the attention on
the real core of the investigation.

The LCI is the data collecting phase resulting from an input and output analysis
and quantification: this is the moment when a real inventory is compiled consider-
ing raw materials, energy and water requirements, atmospheric emissions, resources
usage and all the other flows involved in a product or process life cycle. Flow charts
as the Sankey diagram are very helpful during this phase.

Figure 4.2. An example of LCI showing input and output flows [185].

Knowing the methods to extract or machine the materials, it is possible to work
on the impact assessment. First it is necessary to classify the kind of impact asso-
ciated to the considered material (climate change, ozone depletion, human toxicity).
Then, all the inventory items (flows) have to be characterized: this means that every
flow related to a certain kind of impact has to be classified under a common unit of
comparison [184]. For instance, considering the Global Warming Potential (GWP) as
impact, the unit is the equivalent CO

2
weight which has to be assigned to all the items

in the inventory. This procedure is usually done with the help of databases. Finally
there is the interpretation of the collected data: the LCI and the LCIA are checked,
evaluated and all the issues coming from the investigation of these two previous
phases are identified and faced, choosing among a broad repertoire of methodolog-
ical alternatives [186]. A series of limitations and recommendations represents the
final result of the interpretation phase.

4.2 lca of the liber battery pack

Nowadays the LCA is a powerful weapon to achieve important goals such as
the waste reduction and a clearer awareness about energy consumption. It is
exploited in several fields such as packaging [187], food processes [188, 189] and



4.2 LCA of the LiBER battery pack 135

drink consumption [190, 191], tourism [192], textile industry [193] and so on.
Automotive is another huge sector where the LCA analysis are applied, studying
the car lightening effects [194], the benefits of using recycled natural materials [195]
and, when it talks about EVs, the attention is often focused on the LIBs [196, 197, 198].

About this, a LCA study on a battery pack unit is presented here below. The cho-
sen product is the LiBER (Lithium Battery for Emilia-Romagna) battery pack whose
prototype was installed on the solar car Emilia 4 (see Section 1.5). To the present
date, the modular LiBER BP has not been commercialized yet but there are only the
final steps to do before the industrialization and marketing phases [199]. The entire
BP is made of 2 modules composed of 15 bricks each and all the bricks are, in turn,
realized with 48 Li-ion cells. One of this brick is the BP unit taken into consideration
for this LCA analysis. For the LiBER LCA study it was chosen to divide the analysis
into three main research macro-topics usually taken into consideration in this field
[200]:

• Cells support

• Li-ion cells

• Liquid-cooled BTMS

The LCA was conducted as a cradle-to-gate analysis (a partial cradle-to-grave
without the study of the product disposal) and concerning the kind of resultant
impact it was chosen to consider both the energy demand (ED) and the GWP.

The transportation impact was evaluated considering a diesel powered IVECO
ECOSTRALIS Active AS truck for the road transport and a HFO powered MAN
S90ME-C9.2-GI ship for the sea transport, a 8000 TEU (Twenty-foot Equivalent Unit)
cargo provided with a two-stroke marine engine. 1 TEU represents the dimension of
an ordinary container whose maximum payload is 24000 kg.

As the LiBER headquarter is based in Bologna (Emilia-Romagna, Italy) this influ-
enced the choice of where to stock up the materials, aiming to obtain as low transport
emissions as possible. All the data related to the impact of the transportation means
are shown in Table 4.1 and Table 4.2.

Table 4.1. Impact evaluation data of a diesel powered IVECO ECOSTRALIS Active AS truck consid-
ering a payload of 10200 kg.

Unit Value

Emissions [kgCO2
/l] 2.65

Fuel consumption [l/km] 0.3

Fuel calorific value [MJ/kg] 45

Fuel density [kg/l] 0.83
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Table 4.2. Impact evaluation data of a HFO powered MAN S90ME-C9.2-GI cargo ship considering
an average speed ṽcargo = 23.5 kn = 43.6 km/h [201] .

Unit Value

Emissions [gCO2
/km t] 12.5

Fuel consumption [t/d] 206.8

Fuel calorific value [MJ/kg] 42.7

4.2.1 Cells support impact

In Figure 4.3 the LiBER cells support is shown: it is a plastic structure with 48 holes
for the Li-ion cells arranged in a 6x8 configuration: an aluminum liner in each hole
works to better dissipate the heat generated by the cells. This configuration is the
same of the scaled 4-cells element discussed in Section 3.4.1.

About the aluminum it was assumed to be all primary aluminum as the majority
of literature data about the impact evaluations (ED and GWP) deal with that kind
of metal. The LCA about the plastic part of the support involved the analysis of two
different materials: the polyoxymethylene (POM) used in the manual production line
and the acrylonitrile butadiene styrene (ABS) used in the automatic production line.
Following, both the aluminum and the plastic impact evaluations are presented.

Figure 4.3. A scheme of the LiBER brick plastic support.
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4.2.1.1 Raw material extraction and processing

aluminum The production processes involving the primary aluminum are the
bauxite extraction, the Bayer process (the conversion from bauxite to alumina), the
Hall–Héroult process (the smelting of the alumina into molten cryolite followed by
the electrolysis of the molten salt bath) [202]. Then it comes the T6 temper, a heat
treatment which consists in two phases: the quenching (a heating process followed
by a sudden cooling) and the artificial ageing [203]. The ED and the GWP values
related to the aluminum processes are shown in Table 4.3 (the cutting process ED
was considered negligible) and Table 4.4.

pom Talking about the POM, a block of material is obtained starting from the
coarse powder, thanks to a molding process [204]. Then, the block is machined
with a CNC miller, removing the chips. During the machining process there is an
87% volume reduction: in order to obtain a realistic analysis, the overall machining
process was split into a coarse machining for the 65% of the removed volume and a
fine machining for the 17% of it. The ED and the GWP values related to the POM
processes are shown in Table 4.5 and Table 4.6.

abs Regarding the ABS it was chosen the UL 94 V0 according to the Standard
for Safety of Flammability of Plastic Materials: this kind of ABS shows great perfor-
mances in case of fire emergency, succeeding in stopping the burning process on a
vertical specimen within 10 seconds [205]. The ABS processes deal with a coarse pow-
der molding phase carried on with a hot chamber injection molding method [204]:
this means that before the process the ABS gross mass is equal to the ABS net mass
after the injection. The ED and the GWP values related to the POM processes are
shown in Table 4.7 and Table 4.8.

4.2.1.2 Extraction and processing impact: results

All the results regarding the extraction and the processing impact related to the ma-
terials needed for the cells support are collected in the tables here below.

Table 4.3. Average ED related to the aluminum processes [206, 207].

Process ED [MJ/kgAl]

Extraction 1.04

Processing 148.42

Heat treatments 21

Coarse machining 1.47

Total 171.93
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Table 4.4. Average GWP related to the aluminum processes [207].

Process GWP [kgCO2
/kgAl]

Extraction 0.07

Processing and heat treatments 8.46

Total 8.53

Table 4.5. Average ED related to the POM processes [208, 209, 210].

Process ED [MJ/kgPOM]

Primary production 86.00

Block molding 16.00

Coarse machining 1.29

Fine machining 8.38

Total 109.67

Table 4.6. Average GWP related to the POM processes [208, 209, 210].

Process GWP [kgCO2
/kgPOM]

Primary production 3.20

Block molding 1.20

Coarse machining 0.10

Fine machining 0.63

Total 5.13
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Table 4.7. Average ED related to the ABS processes [208, 209, 210].

Process ED [MJ/kgABS]

Primary production 104.80

Injection molding 19.05

Total 123.85

Table 4.8. Average GWP related to the ABS processes [208, 209, 210].

Process GWP [kgCO2
/kgABS]

Primary production 3.89

Injection molding 1.43

Total 5.32

4.2.1.3 Material transportation

Regarding the aluminum transportation impact, two options were considered. The
first one involved the transport of the Al6065: this kind of metal has been chosen for
the real LiBER brick but it gives a remarkable negative contribution to the emissions
due to the distance of its current stocking up site (Jiangsu, China). The second option
was the Al6063: with almost the same mechanical and physical characteristics of the
Al6065, this metal is a good substitute as it is available in Italy (San Colombano al
Lambro). The transportation impacts related to the POM and the ABS are presented
in this section, too. Here below, the calculations for the transport emissions are
shown step by step so that they can be taken as example for all the other transport
contributions.

aluminum 6065 Choosing the Al6065 it was necessary to consider both the
cargo ship and the truck. The cargo covers a distance scargo = 19535 km at an
average speed ṽcargo = 43.6 km/h, meaning that it takes tcargo = 448.05 h = 18.669 d
to travel the whole path. As the daily fuel consumption is Fday, cargo = 206.8 t/d
(Table 4.2), the total fuel consumption results FTOT, cargo = 3860.7 t. Knowing
that the emission factor for cargo ships related to the grams of CO

2
emitted

per kilometer and ton is fCO2 , cargo = 12.5 gCO2
/km t [201], the specific emission

(GWPs) can be calculated as GWPs, cargo = fCO2 , cargo · scargo which, in numbers, be-
comes GWPs, cargo = 12.5 gCO2

/km tAl · 19535 km · 10-3 kgCO2
/gCO2

· 10-3 tAl/kgAl =

0.244 kgCO2
/kgAl. As said, the chosen cargo ship was a 8000 TEU with a maximum
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payload for each container Plcargo = 24000 kg. Hence, the total emissions are
GWPTOT, cargo = GWPs, cargo · (8000 · Plcargo) = 46848000 kgCO2

.

The transport ED takes into consideration the fuel calorific value for HFO (HHFO,
Table 4.2) so that CEDcargo = FTOT, cargo · HHFO = 164851890 MJ = 164851.89 GJ.
Finally, it is possible to calculate the specific energy demand as EDs, cargo =

CEDcargo/(8000 · Pl) = 0.859 MJ/kgAl.

Talking about the Al6065 road transportation, the calculations were easier.
The truck covers a distance struck = 1565 km with a total fuel consumption
FTOT, truck = 469.5 l (considering the average fuel consumption of the truck, Table 4.1).
Taking into account the emission factor for trucks ( fCO2 , truck, Table 4.1), the total
emissions are GWPTOT, truck = FTOT, truck · fCO2 , truck = 1244.18 kgCO2

and the specific
emissions are GWPs, truck = GWPTOT, truck/Pltruck = 0.122kgCO2

/kgAl.

As the diesel density is ρd = 0.83 kg/l, converting the fuel consumption FTOT, truck =

469.5 l = 389.685 kg and considering the diesel calorific value (Table 4.1) it is possible
to calculate CEDtruck = FTOT, truck · Hd = 17535.825 MJ = 17.54 GJ. Dividing this value
by the truck payload the result is EDs, truck = CEDtruck/Pltruck = 1.72 MJ/kgAl.

Once all the contributions coming from the cargo and the truck transportation are
found, it is possible to obtain the overall ED and GWP specific values for the Al6065:
GWPs, Al6065

= 0.366 kgCO2
/kgAl, EDs, Al6065

= 2.579 MJ/kgAl.

aluminum 6063 With the same logic, the ED and GWP values are calculated
for the Al6063, considering a travel distance struck = 175 km. In this case GWPs, Al6063

=

0.013 kgCO2
/kgAl, EDs, Al6063

= 0.196 MJ/kgAl.

pom For the transportation impact of both kinds of plastics it was just considered
the road transport emission contribute as the materials are available in Italy at a
relative short distance from Bologna. Regarding the POM, the common trade routes
were studied and finally it was assumed that the material came from Brescia (Italy)
and travelled along the route Brescia-Minerbio-Bologna (sPOM = 238 km).

Considering this, the specific and the overall ED and GWP values are
GWPTOT, POM = 189 kgCO2

, GWPs, POM = 0.018 kgCO2
/kgPOM, CEDPOM = 2723.4 MJ,

EDs, POM = 0.267 MJ/kgPOM.

abs Brescia was chosen as stocking up site for the ABS too but, this time, fol-
lowing the route Brescia-Ravenna-Bologna (sABS = 353 km). Results for ABS are:
GWPTOT, ABS = 280.63 kgCO2

, GWPs, ABS = 0.028 kgCO2
/kgABS, CEDABS = 3978 MJ,

EDs, ABS = 0.390 MJ/kgABS.
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4.2.1.4 Transportation impact: results

All the results regarding the transportation impact related to the materials needed
for the cells support are collected in Table 4.9.

Table 4.9. Average ED and GWP related to the transportation impact of the cells support materials.

ED [MJ/kgmaterial] GWP [kgCO2
/kgmaterial]

TRUCK CARGO TRUCK CARGO

M
at

er
ia

ls Al6065 1.72 0.86 0.12 0.24

Al6063 0.20 − 0.01 −
POM 0.27 − 0.02 −
ABS 0.40 − 0.03 −

4.2.2 Li-ion cells impact

The cells chosen for the LCA analysis were the INR 21700 P42A produced by Molicel
[211]: these are cylindrical NMC batteries (LiNiMnCoO

2
cathode) whose electro-

chemical properties are similar to those of the LiBER BP. This kind of cells is a quite
common choice in the BP mass production when frequent charging/discharging
cycles are required (energy storage, automotive): the reason is the that the low cobalt
content brings to lower costs [212].

Besides the anode and the cathode components, the study of a cell initially deals
with many other materials such as the binder constituents, the separator ones, the
electrolyte salt and its additives and, enclosing the whole assembly, the nickel-plated
steel cell casing.

More in details, the binder works as an electrode coating having a safety function:
during the chemical reactions it keeps the active material (cathode) in the right
position, also enabling a great connection between the electrodes and the cell
terminals. The separator prevents the cell short-circuit and facilitates the Li-ions
diffusion process, the electrolyte salt plays a key role in the Li-ions transport between
the cathode and the anode and the electrolyte solvent improves the salt stability,
preventing the dendrite formation. Finally, the external nickel-plated steel casing
keeps all the elements of the cells together and protects them from impacts and
moisture corrosion issues thanks to the high chemical resistance of Ni.

As the cells are composed of several materials (much more than the cells sup-
port), before starting with the impact evaluation, some assumptions were done: it
was decided not to take into consideration the binder as its constituent material
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(polyvinylidene fluoride, PVDF) represents a negligible mass percentage (< 1%) [211]
in the chosen NMC cells [200]; the chosen separator composition was equal to 50% of
polypropylene (PP) and 50% of polyethylene (PE) (several composition percentages
can be found in the literature); the electrolyte solvent was considered as 50% dimethyl
carbonate (DMC) made and 50% ethylene carbonate (EC) made as the other carbon-
ates which usually compose the NMC cell solvent are in much lower and negligible
percentages. Also the cell casing was not considered as in the overall CO

2
emissions

balance its impact is lower than 1% [200]. Once these assumptions were done, the
following inventory was prepared [211]:

• Anode: graphite coating on a copper foil;

• Cathode: CoLiO
2
, Mn, Ni coating on an Al foil;

• Separator: 50% PP, 50% PE;

• Electrolyte salt: lithium hexafluorophosphate (LiPF
6
);

• Electrolyte solvent: 50% DMC, 50% EC.

Figure 4.4. The scheme of a BP cell [213].

In this LCA study the assembly process was not taken into consideration as its
impact is negligible in terms of ED and GWP. Researches demonstrated that the cell
assembly energy demand and the CO

2
emissions are much lower than those related

to the impact coming from the cell processing (in particular from the processes in-
volving the anode and the cathode) [197]. Other studies highlighted how reasonable
is this assumption comparing the extremely low emissions for the entire battery pack
assembly and those associated with the overall LCA (GWPASS ≃ 0.7 · GWPTOT) [214] .
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4.2.2.1 Raw material extraction

The ED and GWP evaluations were conducted as previously seen for the elements
of the cells support, so the calculations are not shown step by step as done before.
Here below, the specific extraction impact values for each element are reported.

aluminum For the aluminum extraction results are GWPs, Al = 0.078 kgCO2
/kgAl;

EDs, Al = 1.040 MJ/kgAl [207].

copper The extraction copper process first involves sulphide ores which, then,
are processed to become pure copper (these processes have been discussed below).
For the copper (sulphide ores) extraction results are GWPs, Cu = 1.20 kgCO2

/kgCu;
EDs, Cu = 28.3 MJ/kgCu [215].

lithium Lithium is usually obtained via brine evaporation or it is extracted min-
ing a pegmatite rock (spodumene or petalite) [216]. A brine extraction is possible
in presence of saline lakes, seawater, saline sedimentary basins and wherever high-
NaCl-concentration solutions are available. This extraction method is based on the
natural ores leaching from the Andes mountain range, accumulated underground as
brines [217] and then pumped to the surface [218]. The brine is stored inside open
pools under the sun (Figure 4.5), so that the salt concentration increases thanks to the
evaporation. The Chilean brines located in the Atacama desert are natural water so-
lutions characterized by the highest content of Li and P and representing the largest
lithium extraction site in the world [217]. The exploitation of spodumene or petalite
ores happens in open-pit mines and it is more common in countries such as Bolivia,
Zimbawe, Australia, Canada and Portugal.

Figure 4.5. Brine evaporation pools in the Atacama desert, Chile.
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Both of these extraction methods lead to obtain lithium carbonate and they are
not so different in terms of environmental impact [216, 219] considering favorable
weather conditions. On the contrary, Stamp et al. [219] demonstrate that unfavorable
conditions such as solar discontinuity and the consequent inefficient evaporation
make the ore extraction choice the best one. As a matter of fact, mines are not
afflicted by the weather changes as the brine sites.

In this LCA study, a brine extraction carried on with favorable conditions was
considered. For the brine extraction results are GWPs, Li = 4.50 kgCO2

/kgLi [218, 220];
EDs, Li = 31.15 MJ/kgLi [219].

cobalt This element is produced worldwide as a byproduct of copper, nickel
and silver and copper-cobalt ores are the most common source where to extract these
materials [221]. The cobalt is never used alone but it is needed to produce NMC
powder, starting from CoSo

4
which is then mixed with NiSo

4
, MnSO

4
and other

chemical compounds present in lower quantities. For the cobalt extraction GWPs, Co =

38 kgCO2
/kgCo; EDs, Co = 653 MJ/kgCo [222].

manganese This is a very abundant element on Earth, available in more than
30 countries. The manganese is extracted from open-pit mines where there is usually
a mixture of several manganese oxides such as pyrolusite, romanechite, manganite:
considering the battery cells, the manganese is used as MnO

2
, that is the pyrolusite

composition. After the extraction, several steps follow (beneficiation, smelting, refin-
ing [216]) before obtaining the manganese. The final results for the extraction are:
GWPs, Mn = 6.20 kgCO2

/kgMn [216]; EDs, Mn = 16.5 MJ/kgMn [223].

nickel Nickel is the most important material in terms of cathode mass: as a
matter of fact, a NMC cathode is 80% nickel made [224]. Further, it is a natural
source and so fully recyclable, not showing quality and performance decrease issues.
For the nickel extraction results are GWPs, Ni = 8.84 kgCO2

/kgNi; EDs, Ni = 155 MJ/kgNi

[225].

graphite This is the most stable form of coal (in standard conditions) and it
is possible the extract it from open-pit mines or from the underground. There are
two kinds of graphite: the natural and the synthetic one, both producing almost the
same CO

2
emissions [226]. Considering the Molicel datasheet [211], it was chosen to

consider the synthetic graphite as anode constituent. For the synthetic graphite ex-
traction results are GWPs, C = 1.80÷ 8.20 kgCO2

/kgC [216]; EDs, C = 4.80÷ 5.20 MJ/kgC

[221].

4.2.2.2 Extraction impact: results

All the results regarding the extraction impact related to the materials needed for the
cells are collected in Table 4.10 which shows the values of both ED and GWP.
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Table 4.10. Average EP and GWP related to the extraction of the raw materials for the cells.

Materials ED [MJ/kgmaterial] GWP [kgCO2
/kgmaterial]

Al 1.04 0.08

Cu 28.30 1.20

Li 31.15 4.50

Co 653.00 38.00

Mn 16.50 6.20

Ni 155.00 8.84

Graphite 5.00 5.00

Total 889.99 55.82

4.2.2.3 Material processing

Once obtained all the raw materials, the majority of them have to be processed in
one or more phases, achieving the final form to be useful for the needed product.
For this LCA study several production lines were evaluated in terms of environmen-
tal impact, in particular those referred to the production of the lithium carbonate
(Li

2
CO

3
), the synthetic graphite and the copper current collector for the anode, the

Co-Mn-Ni powder and the aluminum current collector for the cathode, the separator
manufacturing, the electrolyte salt and solvent, the nickel plated steel casing.

lithium carbonate Once the brine is stored into the open pools (Sec-
tion 4.2.2.1) the purification occurs (it takes about one year): this is the phase when
the lithium concentration increases [218]. Then, a carbonation process follows [219]:
this chemical reaction involves lithium and sodium carbonate (Na

2
CO

3
), producing

Li
2
CO

3
. The lithium carbonate production chain ends with the compound filtration

and washing and, finally with the packaging phases. For the Li
2
CO

3
processing

results are: GWPs, Li2CO3
= 2.02 kgCO2

/kgLi2CO3
; EDs, Li2CO3

= 28.43 MJ/kgLi2CO3
[219].

Li
2
CO

3
is then used in the chemical processes to obtain the cathode powders.

anode graphite powder The synthetic graphite preparation process deals
with several phases such as the initial petroleum coke grinding and sizing and the fol-
lowing mixing where the coke is blended with pitch in the desired proportion. After
an extrusion process, the mixture is heated at 800÷ 1000 °C in a natural-gas-fired fur-
nace. This baking phase is often doubled, putting in the middle a further impregna-
tion phase during which the mixture is blended with more pitch to improve the final
graphite properties. Finally, the graphitization occurs: this fully electricity-powered
phase slowly brings the product until 3000 °C, so the graphite crystal formation can
start [221]. Results for the anode graphite processing are GWPs, gr = 4.86 kgCO2

/kggr;
EDs, gr = 89.87 MJ/kggr [226].
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copper anode current collector After the extraction of sulphide ores,
a beneficiation phase (GWPs, Cu = 2.40 kgCO2

/kgCu [216]) is necessary to transform
the ores into a slurry from which skimming the copper minerals. These minerals
are then dried and sent to the smelter (GWPs, Cu = 1.8 ÷ 7.4 kgCO2

/kgCu [216]). To
obtain a copper anode collector it is finally required a refining phase, processing the
metal and obtaining 4 ÷ 12 µm thick foils [227]. First, an aqueous solution of copper
sulfate (CuSO

4
) has to be prepared, dissolving electrolytic copper or waste copper in

a sulfuric acid (H
2
SO

4
) solution. Then, the metallic copper is electrodeposited on a

cathodic roller surface thanks to an electrolytic reaction. At the same time, one side
of the resulting copper foil is peeled to achieve the desired thickness, so that the
final product is a foil having one rough side and one smooth side [228, 229].

In general, two main methods can be followed for the copper processing: a
pyrometallurgical technique (EDs, Cu = 33 MJ/kgCu) or a hydrometallurgical one
(EDs, Cu = 64 MJ/kgCu) [230, 229]. For this LCA study, pyrometallurgy was cho-
sen as more related literature data were available. For the copper current collector
processing results are GWPs, Cuanod

= 4.1 kgCO2
/kgCuanod

; EDs, Cuanod
= 47 MJ/kgCuanod

[229].

cathode ni-mn-co powders The most common cathode composition in
NMC cells is that of the NMC111 cells (also known as NMC333) so called because
the Ni-Mn-Co blend is in the ratio 1:1:1 (or 3:3:3) [231, 232]. Regarding the impact
evaluation of the cathode powder, discordant results are present in the literature if
considering analytical [233] or experimental investigations [226]. In this LCA study
the experimental results were taken into account.

The cathode powders production begins with a reaction among NiSO
4
, MnSO

4

and CoSO
4
, all mixed in a co-precipitate with NaOH and NH

4
OH. The product of

this reaction is Ni
1/3

3Mn
1/3

3Co
1/3

and then it follows a multi-stage reaction called
calcination. This is a high temperature heating process where the co-precipitation
product reacts with Li

2
CO

3
producing cathode powders. For the cathode Ni-Mn-Co

powder processing results are GWPs, Ni-Mn-Co = 16.11 kgCO2
/kgNi-Mn-Co; EDs, Ni-Mn-Co =

231.28 MJ/kgNi-Mn-Co [226].

aluminum cathode current collector After the extraction, the raw
aluminum is processed (the main phases are discussed in Section 4.2.1.1) till reaching
the ingot casting [216]. Then, the ingot has to be machined as the thickness of the
final product has to decrease until about 10÷ 20 µm [234]. To do this multiple rolling
processes are necessary.

The aluminum rolling method exploits steel rolls to dramatically reduce the ingot
thickness which usually ranges from 0.46 m to 0.76 m [207]. Operations start with a
hot rolling phase during which ingots are pre-heated at 500 °C. The process energy
demand is strictly related to the ingot temperature which, in turn, influences the
time process: the higher is the ingot temperature, the lower is the energy needed
to deform the aluminum block, as well as the processing time. Partial results for
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the hot rolling are GWPs, Alhot
= 0.41 kgCO2

/kgAlhot
; EDs, Alhot

= 7.06 MJ/kgAlhot
[207].

After the hot rolling, a cold rolling follows: the product thickness continues to
decrease and the environment temperature is kept around 80 °C. Partial results for
the cold rolling are GWPs, Alcold

= 0.41 kgCO2
/kgAlcold

; EDs, Alcold
= 7.92 MJ/kgAlcold

[207].

Considering all the processes which come after the mining until the rolling
operations (included), results are the following: GWPs, Alcath

= 8.86 kgCO2
/kgAlcath

;
EDs, Alcath

= 137.06 MJ/kgAlcath
[207].

Figure 4.6. A rolling mill processing an aluminum foil.

pp and pe separators As the separator was considered to be 50% PP and
50% PE made, the processes of both kinds of materials were considered in the anal-
ysis. Results are the following: GWPs, PP = 2.53 kgCO2

/kgPP; EDs, PP = 78.59 MJ/kgPP;
GWPs, PE = 2.93 kgCO2

/kgPE; EDs, PE = 80.96 MJ/kgPE [226].

electrolyte salt The electrolyte salt is made of lithium hexafluorophosphate
(LiPF

6
): it is the product of the reaction between the phosphorous pentafluoride

(PF
5
) and the lithium fluoride (LiF) previously dissolved in hydrogen fluoride (HF)

[235]. For the electrolyte salt processing results are GWPs, LiPF
6
= 12.15 kgCO2

/kgLiPF
6
;

EDs, LiPF
6
= 179.07 MJ/kgLiPF

6
[226].

dmc and ec electrolyte solvents As said, the electrolyte solvent com-
position chosen for this LCA study was 50% DMC and 50% EC: these elements
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have the capability to increase the LiPF
6

permittivity if mixed with it [236]. For the
electrolyte solvents processing results are GWPs, DMC = 1.72 kgCO2

/kgDMC; EDs, DMC =

37.44 MJ/kgDMC; GWPs, EC = 0.47 kgCO2
/kgEC; EDs, EC = 10.19 MJ/kgEC [226].

4.2.2.4 Processing impact: results

All the results regarding the processing impact related to the materials transforma-
tions needed for the cells are collected in Table 4.11.

Table 4.11. Average EP and GWP related to the processing of the materials for the cells.

Materials ED [MJ/kgmaterial] GWP [kgCO2
/kgmaterial]

Li
2
CO

3
28.43 2.02

Anode graphite powder 89.87 4.86

Cu anode collector 47.00 4.10

Cathode Ni-Mn-Co powder 231.28 16.11

Al cathode collector 137.06 8.86

PP separator 78.59 2.53

PE separator 80.96 2.93

Electrolyte salt 179.07 12.15

DMC electrolyte solvent 37.44 1.72

EC electrolyte solvent 10.19 0.47

Total 919.99 55.75

4.2.2.5 Product transportation

The transportation impact regarding the cells components was found with the
same logic followed for the ED and GWP evaluation about the cells support (see
Section 4.2.1.3). As said, the chosen lithium extraction process was the brine evapo-
ration and the selected site was the Atacama desert in Chile (see Section 4.2.2.1). As
this choice alone represented an important contribution in terms of transportation
impact, to minimize the other emissions coming from the transport of all the other
raw materials for the cells, two assumptions were formulated.

Firstly, all the elements were considered available in Chile and this is a reasonable
hypothesis considering how rich is the Chilean land in terms of ores and metals [237,
238, 239, 240]. Secondly, also the cell assembly process was intended as completely
carried out in Chile, so that the transportation would have only involved the final
products: the Li-ion cells.
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Studying the most common trade routes, the chosen one for the cells trans-
portation was Santiago de Compostela (Chile)-Rio Grande do Sul (Brasil)-Antwerp
(Belgium)-Bologna (Italy), with the first and the third road stages and one sea
stage in the middle. For the first truck stage Santiago de Compostela-Rio Grande
do Sul (2435 km): GWPs, cells, T1

= 2.108 kgCO2
/kgcells; EDs, cells, T1

= 29.721 MJ/kgcells.
For the cargo stage Rio Grande do Sul-Antwerp (7289 km and 167.18 h of sail-
ing): GWPs, cells, C = 0.091 kgCO2

/kgcells; EDs, cells, C = 0.320 MJ/kgcells. For the sec-
ond truck stage Antwerp-Bologna (1259 km): GWPs, cells, T2

= 1.090 kgCO2
/kgcells;

EDs, cells, T2
= 15.367 MJ/kgcells. The overall results for the whole cells transportation

are the following: GWPs, cells = 3.289 kgCO2
/kgcells; EDs, cells = 45.408 MJ/kgcells.

4.2.2.6 Transportation impact: results

All the results regarding the transportation impact related to the cells are collected in
Table 4.12 considering all the stages travelled by truck or cargo: the first road stage
T1, the second sea stage C and the third road stage T2.

Table 4.12. Average EP and GWP related to the transportation of the cells considering all the stages
travelled by truck (T) or cargo (C).

Route ED [MJ/kgmaterial] GWP [kgCO2
/kgmaterial]

T1 29.72 2.11

C 0.32 0.09

T2 15.37 1.09

Total 45.41 3.29

4.2.3 Liquid-cooled BTMS impact

The LCA analysis about the BTMS was based on the real liquid cooling system in-
stalled on the LiBER BP prototype: it is a water-based BTMS with a coolant circuit
made of a silicone rubber tube which passes through several holes of the brick. As
seen in the brick scheme of Figure 4.3, among the bigger holes for the cells there are
smaller holes: the cooling circuit passes through 12 of them while the coolant flows
along the tube. As in the 4-cells element used for the experiments in Section 3.4, the
liquid duct holes have a diameter dhole = 10 mm, so the chosen silicone rubber tube
has an external diameter dtube, ext = 10 mm and an internal diameter dtube, int = 8 mm,
resulting in a thickness stube = 1 mm. The LCA regarding the BTMS was facilitated
considering the raw materials extraction, processing and transportation just concern-
ing the silicon rubber tube.
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4.2.3.1 Raw material extraction and processing

The state of the art about the silicone rubber production impact does not provide
many ED and GWP data which specifically regards the transformation of the
raw materials. The majority of the papers deals with the energy demand and
the emission values related to the extraction of the materials and their processing
together.

There are lots of phases before arriving to the silicone rubber tube production: the
whole process starts with a thermal phase which involves the silicon dioxide (SiO

2
)

and allows obtaining metal silicon; then several other chemical and mechanical pro-
cesses occur with a descending energy requirement [241]. One of the final products
is the silicone rubber, the material used to produce the silicone rubber tubes by extru-
sion. This LCA analysis focuses on the SiO

2
reaction phase as it is the most energy-

intensive process and then it deals with the final silicone rubber extrusion. However,
the overall ED and GWP reported at the end of this section regard the whole silicone
rubber tube production process.

Figure 4.7. Scheme of a SAF used for the silicon production [242].

The silicon production is based on the SiO
2

reduction which occurs in a submerged
arc furnace (SAF, Figure 4.7) in presence of carbonaceous raw materials. In the
SAF body all the raw materials (the charge) are put together with a continuous
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addition of carbon (inserted into the furnace when the SAF Söderberg electrodes
have been consumed too much) and small quantities of limestone. The charge
is mainly composed of quartz, coke, coal, charcoal and woodchips [242] and the
reduction reactions (SiO

2
+ 2C → Si + 2CO) represent one of the two main SAF

energy requirements. The other one is the electric energy to supply the electrodes.
The product of the SAF reactions is metal silicon which then undergoes a grinding
phase, several other chemical reactions, a distillation phase and other chemical
processes such as the hydrolysis and the stripping [241]. The resulting product is a
silicone rubber which becomes the raw material for the next extrusion phase during
which the rubber is forced through a die, finally obtaining the desired shape.

To facilitate the energy demand and the CO
2

emissions data research it was decided
to use openLCA, an open source software useful to conduct LCA studies both for
company evaluations and for academy aims [243]. The chosen databases were the
ELCD and the Idemat ones. Considering the final silicone rubber tube results are
GWPs, tube = 3.745 kgCO2

/kgtube; EDs, tube = 118.920 MJ/kgtube.

4.2.3.2 Product transportation

The transportation impact regarding the silicone rubber tube was found with the
same logic followed for the ED and GWP evaluation about the cells support (see
Section 4.2.1.3). In this case the chosen supplier was in Milan (Italy) so it was just
necessary a road transport by truck (216 km). For the route Milano-Bologna results
are GWPs, tube = 0.017 kgCO2

/kgtube; EDs, tube = 0.237 MJ/kgtube.

4.2.3.3 Extraction, processing, transportation impact: results

All the impact results regarding the materials extraction, the materials processing
and the transportation related to the silicone rubber tube for the BP liquid cooling
system are collected in Table 4.13.

Table 4.13. Average EP and GWP related to the extraction, processing and transportation for the
silicone rubber tube of the BP liquid cooling system.

Impact ED [MJ/kgmaterial] GWP [kgCO2
/kgmaterial]

Extraction + processing 118.92 3.75

Transportation 0.24 0.02

Total 119.16 3.77
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4.2.4 Interpretation

A LCA study is not an exact calculation of the energy demand and the CO
2

emissions
but, stating reasonable assumptions, the aim is to estimate ED and GWP, getting
as closer as possible to their real values. As seen in Section 4.1, the interpretation
is one of the most important phases of the study: thanks to the results regarding
the whole production cycle (from the raw materials extraction to the final product
transportation), it is possible to understand how to save energy and what can be the
best effective strategy to reduce the CO

2
emissions.

Looking at the results obtained for the extraction and production of the aluminum
needed to realize the cells support (Table 4.3 and Table 4.4) it is clear that innovative
technologies to process the aluminum could represent an efficient solution to lower
the ED instead proceeding with the ordinary and energy-intensive methods (Bayer
and Hall–Héroult processes, Section 4.2.1.1). Cutting-edge technologies would be
also promising to reduce the CO

2
emissions.

Regarding the plastic material for the cells support, the choice is driven more by
the ED than by the GWP value. As a matter of fact, comparing the GWP for POM
and ABS in Table 4.6 and Table 4.8, results show just a slight difference between the
two values: 5.13 kgCO2

/kgPOM for POM and 5.32 kgCO2
/kgABS for ABS, with a percent-

age decrease ∆GWP = −3.57%. Instead, considering the ED results in Table 4.5 and
Table 4.7 the obtained values 109.67 MJ/kgPOM for POM and 123.85 MJ/kgABS result
in a percentage decrease ∆ED = −12%. The POM is definitely the best choice both
in terms of GWP and ED.

Analysing the transportation impact for the materials of the cells support, re-
garding the aluminum it clearly appears that choosing Al6063 instead of Al6065

represents the more convenient option considering both the energy demand and
the emissions. Indeed, the overall Al6063 ED results to be 0.2 MJ/kgAl6063

instead
of 2.58 MJ/kgAl6065

for Al6065, with a percentage decrease ∆ED = −92.25% and the
overall Al6063 GWP results to be 0.01 kgCO2

/kgAl6063
instead of 0.36 kgCO2

/kgAl6065
for

Al6065, with a percentage decrease ∆GWP = −97.22%.

However, it has to be highlighted how convenient is the cargo transport respect
to the truck one. Focusing on the Al6065 impact values, it results that the GWP for
the cargo stage is higher by 50% than that related to the truck stage, but the distance
travelled by the truck is just the 8.01% of the cargo distance. Further, although
this the ED for the cargo stage is lower by 50% than that related to the truck stage.
Hence, if it is possible to choose between a road or a sea transportation, it should be
better to go for the second option.

Looking at the results obtained for the extraction of the raw materials for the
cells (Table 4.10) it is evident how the cobalt has a deep impact both in terms of
ED and GWP, followed by the nickel which has a high ED value, too. These are
two fundamental elements to produce the NMC111 cells cathode powder, so it is



4.2 LCA of the LiBER battery pack 153

not possible to lower this contribution if the use of this kind of cells is mandatory
for the considered application. However, when it is possible to use another type
of NMC cells, the more innovative NMC622 or NMC811 cells represent better
choices. The NMC622 cathode is composed of 60% of Ni, 20% of Mn and 20% of
Co, the NMC811 cathode is composed of 80% of Ni, 10% of Mn and 10% of Co
(Figure 4.8): both of them have a lower weight (lower transport impact) and a higher
energy density respect to the NMC111. The extremely reduced quantity of Co in
NMC811 cells, their lowest weight and highest energy density may suggest that
this is the best choice at all. On the other hand, the high Ni percentage of the the
NMC811 cells is responsible for a more sensitive chemistry and, consequently, the
need of additional post-processing phases and a more expensive manufacturing
process [232]. Plus, NMC811 cells are sensitive to moisture and air so, in an
automotive application, it would be necessary a further sealed structure to insulate
them from the outside. All these additional processes and components would
increase the ED and GWP values, nullifying the benefits brought by the lower Co
percentage. From this point of view, the NMC622 cells represent a good compromise.

About the processing of the cells materials, looking at Table 4.11 results show high
values of ED and GWP for several processed materials but it is possible to lower only
some of them. One of the initial assumption was to consider the separator as 50% PP-
made and 50% PE-made but, looking at the related ED and GWP, it results that the
use of a PP separator brings to a decrease of both energy demand (∆ED = −2.93%)
and CO

2
emissions (∆GWP = −13.65%).

Figure 4.8. The chemical cathode composition of different Li-ion cells [232].

A similar evaluation can be done regarding the electrolyte solvent which was
considered 50% DMC-made and 50% EC-made. The use of an EC electrolyte solvent
brings to a great decrease of both energy demand (∆ED = −72.78%) and CO

2
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emissions (∆GWP = −72.67%).

The processes regarding the anode and the cathode powders and collectors as well
as the electrolyte salt production are very energy-intensive as they include several
thermal, chemical and electrochemical phases. As these treatments are fundamental
for the quality of the final components, the only possible choice to lower the ED
values is the exploitation of the most efficient available industrial plants.

Considering the assumption of the cells assembled in Chile (the same place were
the raw materials extraction takes place) the transportation impact includes both
truck and cargo stages. As seen before, the sea transport results to be better than the
road one: although the total distance travelled by the truck (3694 km) represents the
50.68% of the distance travelled by the cargo (7289 km), the sea transport results in a
great ED decrease ∆ED = −99.29% and GWP decrease ∆GWP = −97.19%. Hence,
the more it is possible to exploit the sea transport, the better is in terms of impact.

High values of ED and GWP are shown in Table 4.13 regarding the material ex-
traction and processing to realize the silicone rubber tube. As said for the processes
involving several cell components, in this case energy-intensive thermal and chemical
processes are exploited to obtain the final product, so the aim of reducing the energy
demand represents a hard challenge. Further, the use of the SAF does not help in
lower the GWP: to face this problem, some effectiveness cutting-edge filters [244] can
be used both to reduce CO

2
emissions and to recycle it, transforming this end-of-life

product in feeding material for the life cycle of a new product.

4.3 conclusions

This LCA study focused the attention on the real LiBER BP which will be soon put
on the market. Several literature researches were consulted, compared and then
exploited for the ED and GWP estimations. To achieve the most accurate results
as possible, not only analytical but also experimental evaluations were taken into
account and different databases were considered via OpenLCA.

The importance of this research lies in the fact that, analysing the interpretation of
the data (Section 4.2.4), different valid measures could be taken to lower the overall
energy demand and emissions values in the production of a more environmentally
friendly second generation of LiBER BPs. It is intuitive that actions such as the choice
of less energy-intensive processes, the use of higher advanced technologies, the intro-
duction of recovery energy systems and the implementation of the production line
with final recycling stages are all good solutions in terms of energy saving. A LCA
study not only quantifies the energy consumption and the emissions related to a pre-
cise product but also reveals the magnitude of the benefits brought by the changes
that can be done to improve its production, showing the effects in terms of ED and
GWP decrease (as seen in this chapter).



C O N C L U S I O N S

The results presented in this PhD thesis offer a great overview regarding several
cutting-edge technologies and methods to reduce both the energy consumption and
the greenhouse gas emissions in the sustainable mobility field. The main topics
dealt with the car building materials, focusing the attention on the carbon fiber
composites which bring evident benefits in terms of lightening and, consequently,
energy consumption decrease. Then, the ordinary BTMSs were analysed and a
complex and detailed experimental campaign about innovative PCM-based BTMSs
was presented, investigating on which is the best system to cool a battery pack,
improving its SOH and extending its life. Finally, the whole life cycle of a battery
pack unit was studied, carrying on a LCA evaluation which resulted in a series of
estimations and suggestions useful to lower both the ED and the GWP of the entire
production line.

Regarding the composites, the carbon fiber ones were deepened: several lamina-
tion processes were discussed and the lamination process optimization achieved
with the help of the PLM software Fibersim was discussed. Thanks to this program,
it was possible to complete two lamination design projects, the first one regarding
the sides and the air intakes of a Bugatti Divo and the second one about the pillars
of a Lamborghini Aventador. A proper lamination design can bring to a following
manufacturing process characterized by an almost total absence of wastes. Plus, this
previous lamination modeling allows not to use more material than the needed and
this represents a benefit in terms of lightening, a key-word in the EVs field.

A case study about the carbon fiber composites was Emilia 4, the competitive solar
car fully made of carbon fiber and realized by the university sport team Onda Solare.
Experimental evidences showed that the substitution of Ergal upper front and rear
brackets with carbon fiber ones resulted in a 71.54% weight reduction.

This work did not only deal with innovative materials but, as said, also with
novel solutions to preserve the battery SOH. Concerning the BTMSs, once the
ordinary cooling systems (forced-air, cooling plates, heat pipes) were discussed, the
PCM-based BTMSs were introduced. The first part of this dissertation regarded the
characterization of the PCMs conducted both with qualitative and quantitative tests.
With the qualitative tests the comparison between the heating cycles of pure and
aluminum-foam-loaded PCM and that between pure and copper-foam-loaded PCM
showed how the presence of the metal foam is fundamental to highly increase the
thermal conductivity of the PCMs.

Then, the experimental campaign proceeded with quantitative test series. With
the first one, the temperature distribution inside a PCM volume during a heating
cycle was studied: under the analysed experimental heating conditions, results high-

155



4.3 Conclusions 156

lighted that the heat transfer into the PCM can be considered as mono-dimensional
and the temperature results homogeneous on the plane. The second group of quan-
titative characterization tests dealt with the PCM thermal conductivity enhancement:
comparing the heating cycles of a pure PCM volume and a copper-foam-loaded
PCM one, a more uniform temperature distribution along the vertical direction was
observed, testifying a lower thermal resistance of the metal-foam-loaded PCM layers.
Further, a lower maximum temperature of the system was recorded as well as a
melting time reduction by 32%, putting in evidence how the addition of metal foam
can be a great energy-saving strategy in the thermal storage applications.

The core of the thesis involved the PCM-based BTMSs. Seven series of tests were
carried on: the first three series investigated the effectiveness of uninsulated cooling
systems, whereas the other four series analyzed insulated BTMSs. Among the
studied uninsulated systems there were a forced-air BTMS, a pure PCM-based and
a copper-foam-loaded-PCM-based BTMS. The insulated cooling systems concerned
a pure PCM-based and a copper-foam-loaded-PCM-based BTMS, equipped or not
with a water cooling system. Results showed that with an uninsulated system the
most innovative BTMSs are not always needed and, under certain conditions, a
forced-air cooling system can be sufficient in terms of optimal working temper-
ature for the Li-ion cells. Another important factor which has to be taken into
consideration is the temperature homogeneity inside the BP: although the forced-air
and the pure PCM-based cooling systems succeeded in keeping the cells in the
proper working temperature range, they were not able to face the issue of the
convective motions developed inside the analysed systems. The addition of the
copper foam inside the pure PCM resulted to be the perfect choice to hinder the
development of the convective motions, to obtain a more homogeneous thermal
distribution inside the BP and to keep the system at the proper working temperature.

The insulated test series (the closest ones to the real automotive applications)
show that both PCM based and copper-foam-loaded-based-PCM BTMSs are not
effectiveness enough to satisfy the thermal requirements for LIBs. In this case it
turned out that coupling the system with a liquid cooling circuit is mandatory to
preserve the cells. With the cooling circuit the LIBs thermal requirements were
satisfied with and without the copper foam loading of the pure PCM. However,
considering the automotive final application and the well known issue regarding
the lack of space into the BPs, the pure PCM-based BTMS coupled with the water
cooling system was considered as the best choice both for the cooling and for the
heating of the cells in extremely low temperature environments.

The final part of this thesis showed a LCA study regarding a brick of the LiBER BP.
Three main research macro-topics were considered: the cells support, the Li-ion cells,
the liquid cooling BTMS. After discussing about reasonable assumptions useful for
the assessment, the impact evaluations were carried on focusing the attention on the
raw materials extraction, the processing of these materials and the transportation of
the final products. The resulting interpretation proposed alternative methods and
choices that can be done to lower the energy demand and the CO

2
emissions such as



4.3 Conclusions 157

using the POM instead of the ABS as material for the cells support, preferring the
sea transport with respect to the road one, choosing low-cobalt cells, using the PP
instead of the PE for the separator and the EC instead of the DMC for the electrolyte
salt.

Finally, another suggestion came out from the interpretation of the LCA results:
a good practice would be trying to avoid the extraction and processing of the
materials by means of obsolete machines. The majority of the thermal, chemical
and electrochemical processes are characterized by energy-intensive phases but the
choice of cutting-edge technologies could represent the turning point against the
high values of ED and GWP. In this perspective there are not only practical changes
in terms of technology that can be done but it is also fundamental a mindset switch
towards a new life cycle thinking, considering the end-of-life products as feedstock
for the life cycle of new products.

This PhD thesis gives its contribution to the sustainable mobility research field, in
particular in the sectors of the innovative materials, the BTMSs and the BPs LCA
analysis. All the topics covered in this work offer solid bases from which future
researchers could start to deepen and improve the results presented.

Regarding the vehicle building materials, further studies can be done to compare
mechanical pieces made of carbon fiber composites with other ones made of
different kinds of composite materials. The strength, the stiffness, the weight and
other mechanical and physical characteristics could be the factors to be investigated,
aiming to find new more performing composites in terms of energy saving.

Considering the field of BTMSs, the studies here reported could be pursued
designing and testing more other innovative hybrid cooling systems realized with
a PCM-based BTMS coupled with other kinds of technologies such as cold plates,
heat pipes, TEC systems. The focus of the tests would deal with the efficiency
of these BTMSs both in terms of maximum temperatures reached by the Li-ion
cells and considering the temperature homogeneity inside the BP. Other ways to
enrich the research started in this thesis could be the investigation of the already
studied BTMSs in an extremely low temperature environment or the analysis of the
PCM-based cooling systems working with several kinds of PCMs (characterized by
other phase change temperature ranges with respect to the RT35) or loads (different
from the aluminum and copper metal foams for their material, shape and structure).
A final comparison of these tests with the forced-air BTMS reference experiment
and all the other tests would be helpful in better understanding which is the best
performing cooling system in operating conditions different from those already
investigated.

Further improvements to carry on this work can also be done deepening the BP
LCA study and trying to obtain increasingly precise estimations of ED and GWP.
Some neglected processes or choices can be analyzed in terms of energy demand and
CO

2
emissions: the assembly phase, the goods transport from different places, the use
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of other transportation means (besides trucks and cargo ships). An exhaustive LCA
analysis could involve a more detailed liquid-based BTMS, not only considering the
rubber silicone tube but also taking into account any pumps, valves and all the other
components usually part of that kind of cooling system. Finally, the presented cradle-
to-gate LCA could be turned into a cradle-to-cradle one, adding the contributions of
any recycling stages at the end of the production lines. This kind of research would
put in evidence the importance of recycling in terms of energy saving and could
represent a push also for the more reluctant stakeholders.





A P P E N D I C E S

1 . thermocouples calibration

In the research field one of the most common methods to make temperature mea-
surements is by means of thermocouples (TCs). A TC is composed of two filaments
made of two different materials and joined together in the so called hot junction: this
is one of the two ends of a TC and its temperature is the one to be measured. The
other end is called cold junction and it is always related to a reference temperature.
The returned temperature value of a TC is a comparison between the temperatures
of the two junctions and, more precisely, it is not a direct temperature evaluation but
it regards the voltage difference between the junctions generated by Seebeck effect
[245].

The calibration process consists in the comparison between the output of the
instrument or sensor under test with that of a high-precision instrument when the
same known input is applied to both. This procedure is carried out considering
a range of inputs which covers the whole measurement range of the instruments
under calibration. Further, the tools calibration has to be repeated after prescribed
intervals as the characteristics of any instrument change over time [246].

To calibrate the TCs used for tests discussed in this thesis a resistance temperature
detector (RTD) was used. The RTD was, in turn, previously calibrated comparing it
(the secondary instrument) with a four-terminals platinum-resistance thermometer
(the primary standard instrument). The platinum-resistance thermometer is a
high-precision tool as well as delicate: this is why it usually used just for the initial
calibration of the secondary instrument. Then, it is preferable to use more rugged
tools such as the RTDs.

A RTD consists of a solid metal wire whose resistance increases with tempera-
ture. The wire is usually encased in an insulating support to prevent resistance
alterations due to strains or surrounding fluid contamination. Once the RTD is
calibrated it becomes the primary instrument to be used in the TCs calibration and
the TCs become the secondary tools. The RTD temperature is not directly read:
firstly, its resistance value is read by a Wheatstone bridge (a four-wire electrical
circuit used to measure unknown resistances); secondly, the resistance value is con-
verted into a temperature one. When the Wheatstone bridge reaches the balance, the
related temperature value is the one to take into consideration for the TCs calibration.

To calibrate the TCs for the tests in Chapter 3, both the 16 TCs and the RTD were
immersed into a water thermostatic bath equipped with a refrigeration unit: thanks
to the thermostatic control unit it was possible to manage the temperature of the
fluid. The temperatures of the TCs were always monitored, recorded during 10 min

160
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acquisition sessions and analyzed with LabVIEW. The temperature range considered
for the calibration was Tcalib = 10 ÷ 65 °C, focusing on the following temperatures:
T

1
= 10 °C, T

2
= 15 °C, T

3
= 20 °C, T

4
= 25 °C, T

5
= 30 °C, T

6
= 35 °C, T

7
=

40 °C, T
8
= 45 °C, T

9
= 55 °C, T

10
= 65 °C. For all of these values the average

temperatures recorded by each of the 16 TCs and the average RTD temperatures
were calculated (Figure 4.9). Finally, the temperatures of the RTD and the TCs were
plotted and the interpolating curves were found: the second degree polynomials of
these curves gave the temperature corrective coefficients which were used to have
error-free acquisitions during the tests. In Figure 4.10 the plot TRTD − TTC1

represents
an example of the final interpolating curve found for the TC

1
.

Figure 4.9. The average temperatures of the RTD and the TCs recorded during the calibration.

Figure 4.10. Interpolating curve found for TC1.
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2 . global heat transfer coefficient calculation

To calculate and compare the global heat transfer coefficients related to the insulation
boxes of the tests in Section 3.3.2 and Section 3.3.3 the heat transfer coefficients had
to be found before. The heat transfer coefficient k comes from the formula:

M cp
∂θ
∂t = − k θ

where M is the PCM mass contained in the case; cp is the PCM specific heat
capacity; θ = (T̃ − TAIR) with T̃ as the PCM average temperature and TAIR as the
average air temperature; t is time.

Considering θ(t = 0) = θ
0
= 24.82 °C (value measured during the tests), integrat-

ing the previous equation it becomes:∫ θ

θ0

∂θ′

θ′ = −
∫ t

0

(
k

Mcp

)
∂t′ →

→
[
lnθ − ln(24, 82)

]
= − B t →

→ − ln
(

θ
24,82

)
= B t

with B =
(

k
M cp

)
which is the slope of the resulting line.

Before calculating k the value of θ had to be found and, consequently, the value of T̃
which was considered as a weighted average related to the temperatures of the PCM
sub-volumes placed at different heights (z) in the case. In Figure 4.11 and Figure 4.12

the division of the whole PCM volume (V = 1.08 · 106 mm3) in sub-volumes is shown.

Figure 4.11. Sub-volumes division in the worse insulated case (Section 3.3.2.1).
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Figure 4.12. Sub-volumes division in the better insulated case (Section 3.3.3.1).

As each sub-volume Vi has a thermal weight depending from its mass Mi (the
value of cpi is constant for each solid or liquid phase), T̃ was calculated as the average
temperature of the whole PCM volume, considering these weights. The formula used
to calculate T̃ is:

T̃ =
∑n

i mi cpi Ti
∑n

i mi cpi

where Ti represents the temperature recorded by TCi in the sub-volume Vi or the
average temperature of Vi if in that sub-volume there is more than one TC. With this
equation it is possible to calculate T̃ for each instant of time, so obtaining θ over time.

The value of T̃ does not change if considering the whole PCM as liquid or solid
(using the density ρL and the specific heat capacity cpL or using ρS and cpS in Table 3.1)
and it appears clear while developing the formula of T̃.

Further, it is not possible to take into account the period during which the PCM
presents both solid and liquid phases because its physical characteristics (ρ, cp)
change in that interval. The choice was to focus the attention on a cooling process,
when the whole PCM was still liquid and the solidification had not begun yet.

During the tests discussed in Section 3.3 it was chosen a precise temperature value
(Tmelt/solid = 35 °C) reached which the phase change of the PCM was considered com-
plete. This was obviously done for research purposes: in reality the PCM phase
change process does not happen at a precise Tmelt/solid as it occurs in a temperature
range of about 5 ÷ 7 K. Hence, to be sure not to examine the PCM when the solidi-
fication process had already begun, the considered values of T̃ were those related to
the time interval just before Tmelt/solid was reached, in particular until T̃ = 40 °C (the
part of the curve in the red oval of Figure 4.13).
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Figure 4.13. T̃ considered for the calculation of k during the studied PCM cooling process.

As said before, −ln
(

θ
24,82

)
= B t is the equation of a line (y = mx + q) where, in

this specific case:

y = − ln
(

θ
24,82

)
m = B

x = t

Knowing T̃ and consequently θ, it was possible to calculate y, plotting it above
time (the blue curve in Figure 4.14) and then extracting the slope from the regression
line. Once obtained B it was also possible to plot the interpolating line (the red one
in Figure 4.14) whose classical equation is y = mx + q, choosing a proper value of q
which better matched the experimental regression line.

Figure 4.14. The trend of y above time.



4.3 Conclusions 165

The heat transfer coefficients were calculated with the inverse formula of B:

k = B M cp

Finally, for the global heat transfer coefficients it was used the formula:

U = k
A

with A as the total external heat exchanging area.

In Table 4.14 the values of k and U related to the two insulation boxes discussed
in Section 3.3.2 and Section 3.3.3 are presented. Results show that the insulation
improvements brought to a global heat transfer coefficient decrease by 66.6%.

Table 4.14. k and U calculated for the worse and the better insulated polystyrene boxes.

k [W/K] U [W/m2K]

Worse insulation 0.079 0.132

Better insulation 0.026 0.044
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3 . flowmeter calibration

To properly calibrate the analog flowmeter used in Test 5.1 ÷ 5.3 and Test 6.1 ÷ 6.3
the liquid cooling circuit was linked to a digital flowmeter with which it was possible
to directly read the flow rate and then associate it to an electric current value (the
frequency-current converter output) acquired by the NI module.

After ten electric current acquisitions for each flow rate value, the average current
was calculated and correlated to the average flow rate. This was repeated for several
known flow rate values so that it was possible to plot a flow rate-current graph,
finding a second degree polynomial. This interpolating curve allowed determining
any flow rate for each current value acquired. In Figure 4.15 and Figure 4.16 the
flowmeter calibration spreadsheet is shown.

Figure 4.15. A screenshot of the flowmeter calibration spreadsheet.
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Figure 4.16. A screenshot of the flowmeter calibration spreadsheet with the flow rate-current graph.
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4 . supplementary experimental results
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Figure 4.17. Forced ventilation, Test 0.2: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 1.
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Figure 4.18. Forced ventilation, Test 0.2: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 2.
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Figure 4.19. Forced ventilation, Test 0.2: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 3.
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Figure 4.20. Forced ventilation, Test 0.2: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 4.
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Figure 4.21. Forced ventilation, Test 0.2: temperature trends recorded on the top of all the cells (left)
and ∆T trend between the top of the upper and the lower cells (right).
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Figure 4.22. Forced ventilation, Test 0.2: temperature trends recorded in the middle of all the cells
(left) and ∆T trend between the middle of the upper and the lower cells (right).
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Figure 4.23. Forced ventilation, Test 0.2: temperature trends recorded on the bottom of all the cells
(left) and ∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.24. Forced ventilation, Test 0.3: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 1.
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Figure 4.25. Forced ventilation, Test 0.3: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 2.
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Figure 4.26. Forced ventilation, Test 0.3: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 3.
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Figure 4.27. Forced ventilation, Test 0.3: temperature trends recorded by TCTOP, TCMID and TCBOT

along Cell 4.
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Figure 4.28. Forced ventilation, Test 0.3: temperature trends recorded on the top of all the cells (left)
and ∆T trend between the top of the upper and the lower cells (right).
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Figure 4.29. Forced ventilation, Test 0.3: temperature trends recorded in the middle of all the cells
(left) and ∆T trend between the middle of the upper and the lower cells (right).
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Figure 4.30. Forced ventilation, Test 0.3: temperature trends recorded on the bottom of all the cells
(left) and ∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.31. Pure PCM, Test 1.2: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 1.
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Figure 4.32. Pure PCM, Test 1.2: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 2.
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Figure 4.33. Pure PCM, Test 1.2: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 3.
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Figure 4.34. Pure PCM, Test 1.2: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 4.
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Figure 4.35. Pure PCM, Test 1.2: temperature trends recorded on the top of all the cells (left) and ∆T
trend between the top of the upper and the lower cells (right).
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Figure 4.36. Pure PCM, Test 1.2: temperature trends recorded in the middle of all the cells (left) and
∆T trend between the middle of the upper and the lower cells (right).
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Figure 4.37. Pure PCM, Test 1.2: temperature trends recorded on the bottom of all the cells (left) and
∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.38. Pure PCM, Test 1.3: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 1.
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Figure 4.39. Pure PCM, Test 1.3: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 2.
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Figure 4.40. Pure PCM, Test 1.3: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 3.
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Figure 4.41. Pure PCM, Test 1.3: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 4.
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Figure 4.42. Pure PCM, Test 1.3: temperature trends recorded on the top of all the cells (left) and ∆T
trend between the top of the upper and the lower cells (right).
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Figure 4.43. Pure PCM, Test 1.3: temperature trends recorded in the middle of all the cells (left) and
∆T trend between the middle of the upper and the lower cells (right).
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Figure 4.44. Pure PCM, Test 1.3: temperature trends recorded on the bottom of all the cells (left) and
∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.45. Pure PCM, Test 1.4: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 1.
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Figure 4.46. Pure PCM, Test 1.4: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 2.
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Figure 4.47. Pure PCM, Test 1.4: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 3.
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Figure 4.48. Pure PCM, Test 1.4: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 4.
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Figure 4.49. Pure PCM, Test 1.4: temperature trends recorded on the top of all the cells (left) and ∆T
trend between the top of the upper and the lower cells (right).
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Figure 4.50. Pure PCM, Test 1.4: temperature trends recorded in the middle of all the cells (left) and
∆T trend between the middle of the upper and the lower cells (right).
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Figure 4.51. Pure PCM, Test 1.4: temperature trends recorded on the bottom of all the cells (left) and
∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.52. Pure PCM, Test 1.5: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 1.
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Figure 4.53. Pure PCM, Test 1.5: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 2.
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Figure 4.54. Pure PCM, Test 1.5: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 3.
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Figure 4.55. Pure PCM, Test 1.5: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 4.
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Figure 4.56. Pure PCM, Test 1.5: temperature trends recorded on the top of all the cells (left) and ∆T
trend between the top of the upper and the lower cells (right).
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Figure 4.57. Pure PCM, Test 1.5: temperature trends recorded in the middle of all the cells (left) and
∆T trend between the middle of the upper and the lower cells (right).
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Figure 4.58. Pure PCM, Test 1.5: temperature trends recorded on the bottom of all the cells (left) and
∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.59. Pure PCM, Test 1.6: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 1.

20
22
24
26
28
30
32
34
36
38
40

0 10000 20000 30000 40000 50000

Te
m

pe
ra

tu
re

 [°
C]

Time [s]

Cell 2

TOP MIDDLE BOTTOM

Figure 4.60. Pure PCM, Test 1.6: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 2.
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Figure 4.61. Pure PCM, Test 1.6: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 3.
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Figure 4.62. Pure PCM, Test 1.6: temperature trends recorded by TCTOP, TCMID and TCBOT along
Cell 4.
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Figure 4.63. Pure PCM, Test 1.6: temperature trends recorded on the top of all the cells (left) and ∆T
trend between the top of the upper and the lower cells (right).
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Figure 4.64. Pure PCM, Test 1.6: temperature trends recorded in the middle of all the cells (left) and
∆T trend between the middle of the upper and the lower cells (right).
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Figure 4.65. Pure PCM, Test 1.6: temperature trends recorded on the bottom of all the cells (left) and
∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.66. Copper-foam-loaded PCM, Test 2.2: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 1.
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Figure 4.67. Copper-foam-loaded PCM, Test 2.2: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 2.
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Figure 4.68. Copper-foam-loaded PCM, Test 2.2: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 3.
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Figure 4.69. Copper-foam-loaded PCM, Test 2.2: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 4.
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Figure 4.70. Copper-foam-loaded PCM, Test 2.2: temperature trends recorded on the top of all the
cells (left) and ∆T trend between the top of the upper and the lower cells (right).
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Figure 4.71. Copper-foam-loaded PCM, Test 2.2: temperature trends recorded in the middle of all the
cells (left) and ∆T trend between in the middle of the upper and the lower cells (right).
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Figure 4.72. Copper-foam-loaded PCM, Test 2.2: temperature trends recorded on the bottom of all the
cells (left) and ∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.73. Copper-foam-loaded PCM, Test 2.3: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 1.
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Figure 4.74. Copper-foam-loaded PCM, Test 2.3: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 2.
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Figure 4.75. Copper-foam-loaded PCM, Test 2.3: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 3.
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Figure 4.76. Copper-foam-loaded PCM, Test 2.3: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 4.
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Figure 4.77. Copper-foam-loaded PCM, Test 2.3: temperature trends recorded on the top of all the
cells (left) and ∆T trend between the top of the upper and the lower cells (right).
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Figure 4.78. Copper-foam-loaded PCM, Test 2.3: temperature trends recorded in the middle of all the
cells (left) and ∆T trend between in the middle of the upper and the lower cells (right).
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Figure 4.79. Copper-foam-loaded PCM, Test 2.3: temperature trends recorded on the bottom of all the
cells (left) and ∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.80. Copper-foam-loaded PCM, Test 2.4: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 1.
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Figure 4.81. Copper-foam-loaded PCM, Test 2.4: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 2.
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Figure 4.82. Copper-foam-loaded PCM, Test 2.4: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 3.
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Figure 4.83. Copper-foam-loaded PCM, Test 2.4: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 4.
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Figure 4.84. Copper-foam-loaded PCM, Test 2.4: temperature trends recorded on the top of all the
cells (left) and ∆T trend between the top of the upper and the lower cells (right).
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Figure 4.85. Copper-foam-loaded PCM, Test 2.4: temperature trends recorded in the middle of all the
cells (left) and ∆T trend between in the middle of the upper and the lower cells (right).
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Figure 4.86. Copper-foam-loaded PCM, Test 2.4: temperature trends recorded on the bottom of all the
cells (left) and ∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.87. Copper-foam-loaded PCM, Test 2.5: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 1.
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Figure 4.88. Copper-foam-loaded PCM, Test 2.5: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 2.
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Figure 4.89. Copper-foam-loaded PCM, Test 2.5: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 3.
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Figure 4.90. Copper-foam-loaded PCM, Test 2.5: temperature trends recorded by TCTOP, TCMID and
TCBOT along Cell 4.
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Figure 4.91. Copper-foam-loaded PCM, Test 2.5: temperature trends recorded on the top of all the
cells (left) and ∆T trend between the top of the upper and the lower cells (right).
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Figure 4.92. Copper-foam-loaded PCM, Test 2.5: temperature trends recorded in the middle of all the
cells (left) and ∆T trend between in the middle of the upper and the lower cells (right).
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Figure 4.93. Copper-foam-loaded PCM, Test 2.5: temperature trends recorded on the bottom of all the
cells (left) and ∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.94. Insulated system, pure PCM, Test 3.2: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 1.
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Figure 4.95. Insulated system, pure PCM, Test 3.2: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 2.
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Figure 4.96. Insulated system, pure PCM, Test 3.2: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 3.
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Figure 4.97. Insulated system, pure PCM, Test 3.2: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 4.
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Figure 4.98. Insulated system, pure PCM, Test 3.2: temperature trends recorded on the top of all the
cells (left) and ∆T trend between the top of the upper and the lower cells (right).
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Figure 4.99. Insulated system, pure PCM, Test 3.2: temperature trends recorded in the middle of all
the cells (left) and ∆T trend between the middle of the upper and the lower cells (right).
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Figure 4.100. Insulated system, pure PCM, Test 3.2: temperature trends recorded on the bottom of all
the cells (left) and ∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.101. Insulated system, pure PCM, Test 3.3: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 1.
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Figure 4.102. Insulated system, pure PCM, Test 3.3: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 2.
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Figure 4.103. Insulated system, pure PCM, Test 3.3: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 3.
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Figure 4.104. Insulated system, pure PCM, Test 3.3: temperature trends recorded by TCTOP, TCMID

and TCBOT along Cell 4.
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Figure 4.105. Insulated system, pure PCM, Test 3.3: temperature trends recorded on the top of all the
cells (left) and ∆T trend between the top of the upper and the lower cells (right).
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Figure 4.106. Insulated system, pure PCM, Test 3.3: temperature trends recorded in the middle of all
the cells (left) and ∆T trend between the middle of the upper and the lower cells (right).
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Figure 4.107. Insulated system, pure PCM, Test 3.3: temperature trends recorded on the bottom of all
the cells (left) and ∆T trend between the bottom of the upper and the lower cells (right).
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Figure 4.108. Insulated system, copper-foam-loaded PCM, Test 4.2: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 1.
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Figure 4.109. Insulated system, copper-foam-loaded PCM, Test 4.2: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 2.
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Figure 4.110. Insulated system, copper-foam-loaded PCM, Test 4.2: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 3.
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Figure 4.111. Insulated system, copper-foam-loaded PCM, Test 4.2: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 4.
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Figure 4.112. Insulated system, copper-foam-loaded PCM, Test 4.2: temperature trends recorded on
the top of all the cells (left) and ∆T trend between the top of the upper and the lower
cells (right).

20

25

30

35

40

45

50

0 50000 100000 150000

Te
m

pe
ra

tu
re

 [°
C]

Time [s]

MIDDLE

Cell 1 Cell 2 Cell 3 Cell 4

0

0,1

0,2

0,3

0,4

0,5
0,6

0,7

0,8

0,9

1

0 50000 100000 150000

ΔT
 [K

]

Time [s]

ΔTMID, up-low

Figure 4.113. Insulated system, copper-foam-loaded PCM, Test 4.2: temperature trends recorded in
the middle of all the cells (left) and ∆T trend between the middle of the upper and the
lower cells (right).
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Figure 4.114. Insulated system, copper-foam-loaded PCM, Test 4.2: temperature trends recorded on
the bottom of all the cells (left) and ∆T trend between the bottom of the upper and the
lower cells (right).
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Figure 4.115. Insulated system, copper-foam-loaded PCM, Test 4.3: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 1.
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Figure 4.116. Insulated system, copper-foam-loaded PCM, Test 4.3: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 2.
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Figure 4.117. Insulated system, copper-foam-loaded PCM, Test 4.3: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 3.
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Figure 4.118. Insulated system, copper-foam-loaded PCM, Test 4.3: temperature trends recorded by
TCTOP, TCMID and TCBOT along Cell 4.
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Figure 4.119. Insulated system, copper-foam-loaded PCM, Test 4.3: temperature trends recorded on
the top of all the cells (left) and ∆T trend between the top of the upper and the lower
cells (right).
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Figure 4.120. Insulated system, copper-foam-loaded PCM, Test 4.3: temperature trends recorded in
the middle of all the cells (left) and ∆T trend between the middle of the upper and the
lower cells (right).
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Figure 4.121. Insulated system, copper-foam-loaded PCM, Test 4.3: temperature trends recorded on
the bottom of all the cells (left) and ∆T trend between the bottom of the upper and the
lower cells (right).
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Figure 4.122. Insulated system, pure PCM and water cooling, Test 5.2: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 1.
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Figure 4.123. Insulated system, pure PCM and water cooling, Test 5.2: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 2.
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Figure 4.124. Insulated system, pure PCM and water cooling, Test 5.2: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 3.
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Figure 4.125. Insulated system, pure PCM and water cooling, Test 5.2: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 4.
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Figure 4.126. Insulated system, pure PCM and water cooling, Test 5.2: temperature trends recorded
on the top of all the cells (left) and ∆T trend between the top of the upper and the lower
cells (right).
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Figure 4.127. Insulated system, pure PCM and water cooling, Test 5.2: temperature trends recorded
in the middle of all the cells (left) and ∆T trend between the middle of the upper and
the lower cells (right).
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Figure 4.128. Insulated system, pure PCM and water cooling, Test 5.2: temperature trends recorded
on the bottom of all the cells (left) and ∆T trend between the bottom of the upper and
the lower cells (right).
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Figure 4.129. Insulated system, pure PCM and water cooling, Test 5.3: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 1.
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Figure 4.130. Insulated system, pure PCM and water cooling, Test 5.3: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 2.
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Figure 4.131. Insulated system, pure PCM and water cooling, Test 5.3: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 3.
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Figure 4.132. Insulated system, pure PCM and water cooling, Test 5.3: temperature trends recorded
by TCTOP, TCMID and TCBOT along Cell 4.
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Figure 4.133. Insulated system, pure PCM and water cooling, Test 5.3: temperature trends recorded
on the top of all the cells (left) and ∆T trend between the top of the upper and the lower
cells (right).
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Figure 4.134. Insulated system, pure PCM and water cooling, Test 5.3: temperature trends recorded
in the middle of all the cells (left) and ∆T trend between the middle of the upper and
the lower cells (right).
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Figure 4.135. Insulated system, pure PCM and water cooling, Test 5.3: temperature trends recorded
on the bottom of all the cells (left) and ∆T trend between the bottom of the upper and
the lower cells (right).
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Figure 4.136. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.2: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 1.
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Figure 4.137. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.2: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 2.
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Figure 4.138. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.2: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 3.

25
27
29
31
33
35
37
39
41
43
45

0 5000 10000 15000 20000

Te
m

pe
ra

tu
re

 [°
C]

Time [s]

Cell 4

TOP MIDDLE BOTTOM

Figure 4.139. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.2: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 4.
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Figure 4.140. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.2: temperature
trends recorded on the top of all the cells (left) and ∆T trend between the top of the
upper and the lower cells (right).
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Figure 4.141. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.2: temperature
trends recorded in the middle of all the cells (left) and ∆T trend between the middle of
the upper and the lower cells (right).
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Figure 4.142. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.2: temperature
trends recorded on the bottom of all the cells (left) and ∆T trend between the bottom of
the upper and the lower cells (right).
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Figure 4.143. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.3: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 1.
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Figure 4.144. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.3: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 2.
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Figure 4.145. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.3: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 3.
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Figure 4.146. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.3: temperature
trends recorded by TCTOP, TCMID and TCBOT along Cell 4.
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Figure 4.147. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.3: temperature
trends recorded on the top of all the cells (left) and ∆T trend between the top of the
upper and the lower cells (right).
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Figure 4.148. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.3: temperature
trends recorded in the middle of all the cells (left) and ∆T trend between the middle of
the upper and the lower cells (right).
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Figure 4.149. Insulated system, copper-foam-loaded PCM and water cooling, Test 6.3: temperature
trends recorded on the bottom of all the cells (left) and ∆T trend between the bottom of
the upper and the lower cells (right).





N O M E N C L AT U R E

Symbols

CED Cumulative energy demand [MJ]

ED Energy demand [MJ]

EDs Specific energy demand [MJ/kgmaterial]

Fday, cargo Cargo daily fuel consumption [t/d]

FTOT, cargo Cargo total fuel consumption [t]

%FS Full scale uncertainty [%]

∆TBOT, max Maximum ∆TBOT between the upper and the lower cells [K]

∆TBOT ∆T between the bottom of the upper and the lower cells [K]

∆TBP ∆T on the bottom plane [K]

∆TMID, max Maximum ∆TMID between the upper and the lower cells [K]

∆TMID ∆T between the middle of the upper and the lower cells [K]

∆TTOP, max Maximum ∆TTOP between the upper and the lower cells [K]

∆TTOP ∆T between the top of the upper and the lower cells [K]

∆TTP ∆T on the top plane [K]

∆TUP-LOW ∆T between the upper and the lower cells [K]

∆̃TBOT, max Average of ∆TBOT, max [K]

∆̃TMID, max Average of ∆TMID, max [K]

∆̃TTOP, max Average of ∆TTOP, max [K]

fCO2 , cargo Emission factor for cargo ships [gCO2
/kmt]

fCO2 , truck Emission factor for trucks [kgCO2
/L]

FTOT, truck Truck total fuel consumption [L]

FS Full scale [−]

GWPs Specific global warming potential [kgCO2
/kgmaterial]

GWPTOT Total global warming potential [kgCO2
]

Hd Fuel calorific value for diesel [MJ/kgfuel]
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HHFO Fuel calorific value for HFO [MJ/kgfuel]

k Heat transfer coefficient [W/K]

Plcargo Cargo maximum payload [kg]

Pltruck Truck maximum payload [kg]

TAIR Air temperature [°C]

TBOT Temperature on the bottom of the cell [°C]

TBP Temperature on the bottom plane [°C]

Tdif, max Maximum temperature difference [K]

Tdif Temperature difference [K]

Tenv Environmental temperature [°C]

Tmax Maximum temperature [°C]

tmelt, pure Pure PCM melting time [s]

Tmelt Melting temperature [°C]

TMID Temperature in the middle of the cell [°C]

Tmin Minimum temperature [°C]

TPCM, DOWN Temperature of the PCM under the 4-cells module [°C]

TPCM, UP Temperature of the PCM above the 4-cells module [°C]

Tris, max Maximum temperature rising [K]

Tris Temperature rising [K]

Tsoft Softening temperature [°C]

TTOP Temperature on the top of the cell [°C]

TTP Temperature on the top plane [°C]

TCBOT TC put on the bottom of the cell [−]

TCMID TC put in the middle of the cell [−]

TCPCM, DOWN TC immersed into the PCM, under the 4-cells module [−]

TCPCM, UP TC immersed into the PCM, above the 4-cells module [−]

TCTOP TC put on the top of the cell [−]

U Global heat transfer coefficient [W/m2K]

Vcase Case volume [m3]
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Abbreviations

ABS Acrylonitrile butadiene styrene

ASC18 American Solar Challenge 2018

BEV Battery electric vehicle

BP Battery pack

BWSC19 Bridgestone World Solar Challenge 2019

CAGR Compound annual growth rate

DMC Dimethyl carbonate

DOD Degree of discharge

EC Ethylene carbonate

ED Energy demand

EOL End-of-life

ESC21 European Solar Challenge 2021

ESS Energy storage system

EV Electric vehicle

FRP Fiber reinforced plastic

GHG Greenhouse gas

GWP Global warming potential

HFO Heavy fuel oil

HM High-modulus

HP Heat pipe

HPCP Heat pipe cooling plate

HS High-strength

ILCD International Reference Life Cycle Data System

ISO International Organization for Standardization

LCA Life cycle assessment

LCI Life cycle inventory

LCIA Life cycle impact assessment

LCT Life cycle thinking
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LHS Latent heat storage

LIB Lithium-ion battery

LTES Latent thermal energy storage

LTESS Latent thermal energy storage system

MTHX Multi-tube heat exchanger

NMC Lithium-nickel-manganese-cobalt-oxide

PCM Phase change material

PE Polyethylene

PLM Product lifecycle management

POM Polyoxymethylene

PP Polypropylene

PPI Pores per inch

PVDF Polyvinylidene fluoride

RHE − HP Remote heat transfer heat pipe

RTD Resistance temperature detector

RTM Resin transfer molding

SAF Submerged arc furnace

SHS Sensible heat storage

SOC State of charge

SOH State of health

TC Thermocouple

TEC Thermoelectric cooling

TESS Thermal energy storage system

TEU Twenty-foot Equivalent Unit

UD Unidirectional

VARTM Vacuum-assisted resin transfer molding
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