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Abstract 

 

The advantages of the coupled wellbore-reservoir simulation are well known in the oil and 

gas industry since many decades. T2Well-ECO2M is a coupled wellbore reservoir simulator still 

under development at Lawrence Berkeley National Laboratory (LBNL, Berkeley, USA) with the 

ability to deal with a mixture of H2O-CO2-NaCl and includes the simulation of CO2 phase 

transition and multiphase flow. So far, T2Well-ECO2M is available only as an under-development 

code, and thanks to the collaboration with LBNL, the Geothermal Modelling group of DICAM 

had an opportunity to test and verify the code. The code was originally developed for the 

simulation of CO2 injection into deep saline aquifers and the modelling of enhanced geothermal 

systems; however, the focus of this research was to modify and test T2Well-ECO2M to simulate 

CO2 injection into depleted gas reservoirs. 

To this end, the original code was properly changed in a few parts and a dedicated injection case 

was developed to study CO2 phase transition inside of a wellbore and the corresponding thermal 

effects.  

In the first scenario, the injection case was run applying the fully numerical approach of wellbore 

to formation heat exchange calculation. Results were analysed in terms of wellbore pressure and 

temperature vertical profiles, wellhead and bottomhole conditions, and characteristic reservoir 

displacement fronts. Special attention was given to the thorough analysis of bottomhole 

temperature as the critical parameter for hydrate formation. Besides the expected direct effect of 

wellbore temperature changes caused by the phase transition on reservoir conditions, the 

simulation results indicated also the effect of CO2 phase change in the near wellbore zone on BH 

pressure distribution. This proved the importance of the coupled-wellbore reservoir approach in 

the case of CO2 injection simulations as CO2 phase conditions inside of wellbore depend of 

multiple factors such as injection rate and temperature, and pressure difference between the 

injected CO2 and initial wellhead pressure. 

To test the implemented software changes, in a second scenario, the same injection case was 

reproduced with using the improved semi-analytical time-convolution approach for wellbore to 

formation heat exchange calculation. It is noteworthy T2Well-ECO2M is the first version of 



 

 

T2Well codes with an available time-convolution option for heat exchange calculation. The 

comparison of the two scenarios showed that the simulation of wellbore and reservoir parameters 

after one year of continuous CO2 injection are in good agreement with the computation time to 

solve the time-convolution semi-analytical reduced. The new updated T2Well-ECO2M version 

has shown to be a robust and performing wellbore-reservoir simulator that can be also used to 

simulate the CO2 injection into depleted gas reservoirs. 
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1 Introduction 
 

There is no unique pathway for achieving global climate goals in the next 30 years and the 

key aspect of the global strategies is development and adaptation in various sectors. Investment in 

sustainable and renewable energy resources should help in the mitigation of new emissions, but at 

the same time, adaptation is necessary for existing high emitting sectors. Carbon capture, storage 

and utilization (CCUS) is considered to be critical for reaching a sustainable path in energy systems 

and reaching climate pledges. 

 

1.1 Greenhouse gases and the present CO2 issues 

 

The concentration of greenhouse gases (GHG) in the atmosphere, well documented and 

recorded since many decades, its anthropogenic nature and its influence on the complex dynamics 

of climate change is no doubts the major environmental concern of the new millennium. The 

transnational social and political “climate pledge” testifies the global commitment to design a 

viable and sustainable “Energy Transition”. 

 GHG have the property of absorbing infrared radiation, i.e., the net heat energy which is 

emitted from Earth’s surface and reradiated back (Hertzberg et al., 2017). The effect of each GHG 

on Earth’s climate depends on its chemical nature and its relative concentration in the atmosphere. 

The most important GHG are water vapor (H2O), carbon dioxide (CO2), methane (CH4), low-level 

ozone (O3, also called surface ozone), nitrous oxide (N2O), and fluorinated gases (halocarbons).  

Some gases have a high capacity for absorbing infrared radiation or occur in significant quantities, 

whereas others have considerably lower capacities for absorption or occur only in trace amounts 

(Mann, 2019). Radiative forcing, as defined by the Intergovernmental Panel on Climate Change 

(IPCC), is a measure of the influence which a greenhouse gas has on the amount of radiant energy 

impinging upon Earth’s surface. The “global warming potential” (GWP) of a single GHG indicates 

the amount of warming that gas causes over a certain time period (normally 100 years). GWP is 

an index, with CO2 having the reference index value of 1, and the GWP for all other GHGs is the 

number of times more warming they cause compared to CO2 (IPCC, 2007). For example, for the 
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same weight, methane, with GWP number 25, causes 25 times more warming over a period of 100 

years compared to CO2. An additional advantage of GWP determination is assigning contribution 

of each gas in the total GHG mixture. Climate Watch of the World Research Institute reports that 

CO2 comprises 74% of greenhouse gas emissions in 2016 (Ge and Friedrich, 2020). Although there 

are natural sources of CO2 such as venting volcanos or decomposing organic matter, according to 

IPCC’s special report on Carbon Dioxide Capture and Storage (2005), the GHG making the largest 

contribution from human activities is CO2. These anthropogenic sources are the massive 

combustion of fossil fuels and biomass as a fuel; burning of forests during land clearance, together 

with certain industrial and resource extraction processes (Yoro and Daramola, 2020). According 

to literature, fossil fuel power plants contribute about 33-40% of total CO2 emissions, where coal 

is the main contributor (Tian and Yang, 2016). Other important contributors among industry sector 

include petrochemical plants, iron and steel industry, and cement industry in which CO2 is partially 

emitted from the combustion process (40%) and partially from calcination (60%) (Barker et al., 

2009). 

Increase in the global average temperature is the most concerning consequence connected with 

the increase in GHG concentration. Agreement of the governments about limiting global warming 

to 1.5°C above pre-industrial levels was set on the IPCC Special Report released in October, 2018. 

The report draws on research conducted since nations unveiled the 2015 Paris climate agreement 

(UNFCC, 2015), which seeks to limit greenhouse-gas emissions and global temperature increase 

to between 1.5°C and 2 °C by 2100.  These climate pledges were revised during COP26 annual 

meeting in Glasgow, 2021. Although climate targets set by the Paris Climate Agreement included 

pursuing efforts to limit surface warming to 1.5°C above its pre-industrial average, current 

emissions pledges discussed at COP26, if met, will still likely result in warming of over 2°C.  

According to the IPCC 2018 report, there are four pathways for reaching these climate goal 

and three of them include CCUS/CCS as one of the crucial actions for climate change mitigation.  

Each of the pathways would require concerted effort globally, either through commitments in 

policies and regulations to drive down both energy demand/supply and consumption or mitigate 

impact of growth through a solution which would include low-carbon energy technologies and 

CCUS. 
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1.2 CCS 

 

CCS and CCUS refers to technologies dedicated to capturing CO2 from processes such as 

combustion (generally power generation) or gasification, and its permanent storage in geological 

structures or conversion into valuable chemical compounds (Cuéllar-Franca and Azapagic, 2018). 

Many industrial processes, most notably cement, iron and steel production, and -in few cases - 

natural gas treatment also intrinsically produce CO2 and can be fitted with CO2 capture 

technologies. For these industries, CCS offers a valuable solution for lowering CO2 emissions 

(Boot-Handford et al., 2014; Rackley, 2017). Consequently, CCS has been viewed as a bridge for 

decarbonizing future energy. CO2 is first captured from the flue/fuel gases, transported and then 

either stored permanently or reutilized industrially. CCS can reduce CO2 emissions up to 85–90% 

from large point emission sources (Leung et al., 2014). However, after three decades of research, 

this technology has been facing barriers as the design and operation costs are still high (Karimi 

and Khalilpour, 2015). 

Estimation of actual CCS cost is challenging, as well as expressing it is straightforward way.  Part 

of the difficulties lies in choosing the baseline for comparing different CCS plants, costs associated 

with implementation of CCS on a retrofit basis and CO2-footprint of heat and power used in CCS 

chain (Roussanaly et al., 2021).  Significant research and development efforts are focused on the 

capture part of the CCS system since capture is identified as the most expensive step in CCS system 

(Budinis, 2018; IPCC, 2018). Technically, four main technological options are available for CO2 

capturing from large point sources such as fossil fuel power plants. These technological options 

include post-combustion, pre-combustion, oxy-fuelling, and capturing from industrial processes 

such as biogas sweetening and ammonia production (Raza et al., 2019).    

Commonly, CO2 is not stored in the same place where has been captured. There are several CO2 

transportation methods, mainly depending on the distance between the capture and storage site, 

and this can be done by pipelines, dedicated vessels, or tank trucks (Pires et al., 2011). 

Additionally, the choice of the transport will also depend on transportation cost, where operational 

conditions, onshore/offshore storage location, and size of the pipeline, have a major impact. During 

the capturing practice, non-condensable impurities which are often mixed with CO2, such as O2, 

N2 or Ar, may also pose additional costs on the storage projects and, eventually, reduce the storage 
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capacity. Therefore, they should be removed before injection (Wang et al., 2011). Furthermore, 

captured CO2 may contain water vapor, which should be reduced to a very low percentage as it 

reacts with CO2 and other acidic compounds to form corrosive acids. The CO2 transport in liquid 

or supercritical phase, which is the most common case for pipeline transport with operative 

pressure higher than CO2 critical pressure. Even though CO2 transport pipelines are primarily 

designed to operate in one-phase condition, two-phase conditions may occur. Some of the reasons 

for two-phase conditions inside of CO2 transportation pipelines are fluctuation in CO2 supply or 

transient operations such as start-up or shut-in operations (Klinkby et al., 2011; Munkejord et al., 

2013). Potential leakage from the pipeline, and corresponding pipeline depressurisation, can also 

cause two-phase conditions. Depressurisation can lead to strong temperature drops, therefore it is 

important to have accurate modelling of these temperatures to have safe CO2 transport, since 

pipeline materials have a minimum temperature at which they lose toughness (Munkejord and 

Hammer, 2015). 

As already mentioned, the high CO2 rich mixture can be transported for geological storage, or for 

CO2 utilization. Regarding the utilisation, there are many research and development projects in 

chemical and energy industry. Captured CO2 can be used for ammonia, methanol and urea 

production, production of high-quality plastics and advanced materials (Ampelli et al., 2015), and 

in a wide range of thermal waste treatment (Leung et al., 2014; Zhu, 2019). These direct 

applications for CO2 are limited in scale and have a small effect on the overall CO2 emissions 

reduction. It can also be used in large-scale industries to indirectly boost/enhance a process as in 

the enhanced oil recovery (EOR), enhanced gas recovery (EGR) and enhanced geothermal systems 

(EGS) (Rafieea et al., 2018).  

Storage site selection for a CCS project is guided by basin and regional-scale suitability evaluation. 

Suitable candidates for CO2 storage are sedimentary formations with oil and gas reservoirs, deep 

saline aquifers, unmineable coal beds, and, as documented in recent projects, in salt caverns (da 

Costa et al., 2020). However, active or depleted oil and gas reservoirs and deep saline aquifers 

have been recognized as the best CCS sites for a large-scale disposal of CO2 (Raza et al., 2019).  

The key CO2 storage aspects include storage capacity, injectivity, trapping and containment 

(Bachu, 2007). Storage capacity refers to total usable storage volume of a subsurface formation. 

For the case of depleted oil and gas reservoirs, storage capacity estimation is usually done by using 
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information about reserves estimation, reservoir properties and in-situ CO2 characteristics (Raza 

et al, 2018). Assessment of the storage capacity in deep saline aquifers is a challenging task 

because of the lack of field data. The suitability of the reservoir for CO2 storage depends on a 

multitude of factors: the depth of the reservoir and lateral and vertical extents; the pressure 

gradient; the salinity of the reservoir fluids; and most significantly – available pore space (Rodosta 

et al., 2011; Potdar and Vishal, 2016). These factors deal with the initial reservoir conditions, and 

they provide screening criteria for a preliminary analysis of storage capacity. The next step should 

involve comprehension of the specific reservoir response to fluid injection and trapping 

mechanisms in the short and long terms (Yashvardhan et al., 2021). 

Injectivity is generally referred as a ratio between injection rate and differential pressure between 

bottom hole pressure and reservoir pressure (Raza et al., 2016). Therefore, injectivity is strongly 

depended on geomechanical and stratigraphic parameters of the storage formation (Raza et al, 

2016; Bacci et al, 2011). Determination of dominant trapping mechanism during the sequestration 

site selection is essential to prevent leakage from the storage site. There are several trapping 

mechanisms occurring during the life span of storage site and their importance varies with time. 

For instance, structural/stratigraphic refers to trapping beneath a seal, and requires the presence of 

structural/stratigraphic trap. During the initial phase of injection, this is the important trapping 

mechanism where top seal (caprock) is a structural trap preventing CO2 from escaping the storage 

formation. Residual trapping, on the other hand, refers to the CO2 that remains in a porous rock 

after it has been disconnected from the injected CO2 plume (Smit et al., 2014). 

Solubility/dissolution trapping, is a long-term process and takes place when CO2 dissolves into 

subsurface fluids while mineral trapping occurs when dissolved CO2 reacts with mineral phases 

forming the rock matrix. Dissolution and mineralisation are the most stable trapping forms (Raza 

et al., 2016; IPCC, 2005). The reassurance of containment of injected CO2 in storage formation is 

required when considering potential storage sites. The most critical element of the containment 

system is the caprock, confining the storage formation. Therefore, it is indispensable to have 

information about caprock properties and faults and fractures in wellbore surrounding formation 

to minimise the risk of leakage to the biosphere, atmosphere or into overlying formations (Kaldi 

et al., 2013). CO2 should be retained underground for very long period; therefore, every CCS 

project must include monitoring activity (Leung et al., 2014). The monitoring operation includes 

pre-injection, during-injection and post-injection phases. There are many surface and subsurface 
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monitoring techniques developed, aimed to check the integrity of the reservoir and the absence of 

leakage. Direct monitoring tools and techniques can be used to measure concentrations of CO2 

near wellbores in the subsurface or by taking surface/water column (in case of offshore application) 

measurements, however, most monitoring activities includes indirect measurement methods such 

as seismic, gravity or electromagnetic surveys (Cooper, 2009). 

 

1.2.1 Importance of numerical simulation in CCS project development 

 

In the complex chain of interdependent CCS activities described in the previous paragraph, 

numerical simulation is present in all sectors, from modelling of CO2 capture technologies and 

separation of impurities in CO2-rich stream, design of pipeline transport networks, CO2 flow 

conditions inside injection wells to the study of CO2-rich displacement front migration inside the 

storage formation. When focusing on the storage site, accurate information on the storage 

formation stratigraphic and hydrogeological parameters is essential for modelling of CO2-rich 

front propagation. However, at the same time injection conditions directly affect wellbore flow 

behaviour. As discussed by Wan et al., (2021), injection rate and temperature will directly affect 

the CO2 phase condition inside of wellbore, and finally, CO2-bottomhole conditions will determine 

conditions at which CO2 stream enters the reservoir formation. Difference between the injected 

wellhead pressure and incoming CO2 pressure, as well as difference between the bottomhole and 

reservoir pressure are the key driving forces for CO2 injection (Samuel and Mahgerefteh, 2017). 

Therefore, only with numerical simulation tools considering also the changes during transient 

wellbore flow it is possible to gather a comprehensive understanding of processes involved in CCS 

chain of activities and optimize CO2 injection conditions. 

 

1.3 CO2 storage in depleted gas reservoirs 

 

There are numerous examples of CCS projects with storage in depleted gas reservoirs, 

strictly for storage purposes or in combination with EGR projects (Hannis et al., 2017). However, 

they are appealing candidate for CO2 storage due to their known reservoir and caprock structure 

and proven containment which kept hydrocarbons underground for significant geological time. An 
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additional benefit is that the main infrastructure on the field site already exists. According to the 

IEA technical Report from 2009 (Ladbrook et al., 2009), the worldwide storage capacity of 

depleted gas reservoirs is estimated to be around 390 Gt, based on a conservative pore volume 

replacement ratio of 60%. Comparing it to the global annual CO2 emission for 2019 (Ritchie and 

Roser, 2020) which was 36.42 Gt, the storage capacity of depleted gas reservoirs is ten times 

current world’s annual CO2 emission.  

However, there are challenges connected with depleted gas reservoirs as an option for CO2 storage 

concerning the residual gas in the potential storage formations and wellbore integrity issues. 

 

1.3.1 Residual gas 
 

One of the challenges is to determine the impact of the natural gas, which is still present in 

a depleted gas reservoir. There are numerous studies about the effect of residual natural gas on 

CO2 injection for EGR projects, mainly focused on the delay of CO2 breakthrough and amount and 

quality of the recovered gas (Feather and Archer, 2010; Narinesingh and Alexander, 2014). In CCS 

projects, residual gas can have impact on the phase behaviour of CO2, the thermal aspects around 

the wellbore, and reservoir pressure increase. In simulation study about suitability of depleted gas 

reservoirs for CO2 storage, Raza et al. (2018) performed sensitivity analysis to evaluate the 

variation of the injection rate and heterogeneity on CO2 storage. The study showed that the 

selection of an optimum injection rate can help to accomplish high storage potential in depleted 

gas reservoirs, particularly in condensate gas reservoirs. In the case of wet media, hight injection 

rates would be beneficial to ensure good storage capacity. The results obtained also revealed that 

a reduction in the permeability of the storage site enhances the overall storage capacity by boosting 

the residual and dissolution trappings after the injection period.  

 

1.3.2 Wellbore integrity 
 

One of the main safety concerns about CO2 storage in depleted gas reservoirs is the leakage 

from the storage formation. Potential CO2 leakage pathways include (i) natural geological faults 
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or fractures present in the caprock which can be reactivated with reservoir pressure increase due 

to injection, including possible hydraulic fractures; (ii) poorly sealed injection or monitoring wells 

and improperly abandoned production wells (Pruess, 2007; Ebigbo et al., 2007; Feng et al., 2017). 

Although one of the main advantages of the depleted gas reservoirs for CO2 storage is the 

possibility to reuse some of the existing infrastructures, existing wellbores can present a threat to 

the integrity of CO2 storage. In most of the cases, those wellbores were drilled when the regulations 

were less restrictive and, some of the materials and methods that were used are outdated or simply 

not designed for the high CO2 partial pressures related to a storage project (Watson and Bachu, 

2009). As wellbores are direct connections to the subsurface, defects in their structure can become 

leakage pathways since CO2, in free-phase or dissolved in the formation brine, has a potential to 

react with and damage the materials used in wellbore construction. Therefore, investigation of 

wellbore integrity is a crucial prerequisite process before starting CO2 injection for any CCS 

project. Numerous field examples and experimental examples warned about the casing corrosion 

(Kapusta and Canter, 1994; Scherer et al., 2011; Han et al., 2012) and formation of casing-cement 

micro-annuli (Carey et al., 2010; Heathman, 2007) during CO2 injection for EOR, EGR and 

sequestration projects. The role of thermal stress on cement bond was investigated experimentally 

and numerically. From the recent experimental studies, De Andrade et al. (2014) applied cyclic 

thermal loading on the wellbore sample and showed how any pre-existing cracks in the cement 

sample will extend during thermal cyclic operations or will result in cement debonding. 

Experiments conducted by Todorović et al. (2016) on a similar sample well section revealed that 

strong temperature drop can create radial fractures upon freezing the pore water. In the numerical 

studies of this issue, Asamoto et al. (2013) found that, apart from the cases where there is pre-

existing defect in the cement domain, the risk of the tensile cracking inside of the cement is low 

for the commercial-scale injections. Several studies confirmed how cement debonding due to 

thermal stress during injection operation strongly depends on the combination of thermal 

expansion factors of wellbore materials (Weideman, 2014; Lavrov and Torsæter, 2016). Roy et al. 

(2017) studied the effect of cooling rates and found that the stresses generated by thermal loading 

or unloading depend on the initial material temperature and the spatial gradient of temperature, 

while in the following study (Roy et al., 2018) it was found that thermal stress impacts can be 

mitigated, even with the low temperature CO2 injection conditions, if effective in-situ stress is 

large enough. In general, it has been highlighted that the wellbore damage caused by thermal stress 
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is dependent on the combination of various factors such as injection and formation temperature 

and thermal and mechanical properties of the completion materials. In studies by Samuel and 

Mahgerefteh (2017) and Sacconi and Mahgerefteh (2020), it is discussed the importance of 

accurate simulation of start-up injection conditions as the rapid expansion cooling due to CO2 

depressurisation could pose several operational and safety risks, namely: 

• CO2 hydrate and ice formation following contact of the cold CO2 with the interstitial 

water around the wellbore and the formation water in the perforations at the near well 

zone. The former poses the risk of well blockage, while the latter may severely reduce 

the reservoir injectivity and ultimately its storage capacity; 

•  thermal stress shocking of the wellbore casing steel leading to its fracture and the 

escape of CO2; 

•  thermal stress shocking of the reservoir rocks leading to fracture thus changing the 

reservoir permeability and reducing storage effectiveness. 

 

 

 

 

1.3.3 Non-isothermal wellbore conditions – impact on the storage formation 

 

Additional complexity for CO2 injection into depleted gas reservoirs comes from the fact 

that reservoir pressure can be much lower than the local hydrostatic pressure of the surrounding 

formation, while at the same time, CO2 is in liquid or supercritical state at the high pressures, 

common for pipeline transport. Strong pressure difference between the upstream conditions at high 

pressure and bottomhole pressure (BHP) needed for the injection, can cause undesirable presence 

of two-phase CO2 during the injection. The wellhead pressure (WHP), in that case, will be lower 

than the pressure needed to have liquid or liquid-like supercritical CO2 causing the flashing at the 

wellhead propagating to the bottomhole and eventually, inside of reservoir domain. Additionally, 

friction loss, heat exchange with surrounding completion and rock domain, and Joule-Thomson’s 

(JT) heating/cooling can cause thermal effects for injected CO2 inside of the wellbore (Piao et al., 

2018). The temperature at which CO2 enters into the reservoir affects reservoir fluid flow 
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processes, because thermodynamic equilibria and many fluid properties are function of 

temperature. Weight of the fluid inside of the wellbore has significant contribution to BHP, and 

BHP is interrelated with the injection rate (Lu and Connell, 2008; Paterson et al., 2008). BHP is 

an important parameter for injection operation as it must exceed reservoir pressure. 

 Importance of non-isothermal CO2 wellbore flow for optimization of injection conditions has been 

investigated in numerous studies since it relates directly to the operational feasibility and 

economics of the project. Deeper understanding of this multiple simultaneous processes requires 

numerical simulation. In 2006, Curtis Oldenburg investigated Joule-Thomson cooling due to CO2 

injection into natural gas reservoirs, while injecting CO2 at a higher pressure than initial reservoir 

pressure. In that study, a simplified isothermal injection model considered constant injection rate 

and pressure with JT’s cooling effect due to an isenthalpic expansion of CO2 after entering through 

low and high permeability plug into an idealized reservoir. The study has shown that JT cooling is 

minor effect in the case of low injection rates and high permeability reservoirs (typical for natural 

gas reservoirs), but in the case of hight pressure injections into low pressure reservoirs, JT’s 

cooling up to 20°C may occur, especially in the cases where injection temperature is similar to 

ambient temperature. However, many authors suggest the importance of the more realistic scenario 

which would include wellbore flow component under non-isothermal conditions. Lu and Connell 

(2008) have developed a numerical procedure to evaluate flow of CO2 and CO2-rich mixtures in 

non-isothermal wells. Developed procedure allows to solve coupled heat, mass and momentum 

equations with various fluid and thermodynamic properties. The same numerical method was used 

by Paterson et al. (2008) in the study about modelling of pressure and temperature profiles in CO2 

wells, with phase transition included. According to the above numerical method, two-phase 

wellbore conditions are potentially significant issue for CO2 depleted gas reservoirs shallower than 

2 km because under those conditions bottom-hole calculation is less straightforward and makes 

pressure monitoring and interpretation challenging. These studies include only injection wellbore 

behaviour. Zhao and Chen (2015) developed an idealized 2D model of injection site to evaluate 

the effects of injection temperature on CO2 storage in deep saline aquifers. Study showed that 

temperature of injected CO2 can have significant impact on pressure behaviours in near-wellbore 

area. In further studies (Zhao and Chen, 2017) they found that injection temperature has 

remarkable impact on salt precipitation in near-wellbore zone as a result of dry-out due to brine 

evaporation in contact with dry CO2. Battistelli et al. (2010) studied the contribution of wellbore 
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flow and JT cooling withing the reservoir of the temperature distribution in near-wellbore area and 

evaluated it for different CO2 injection temperatures. Simulations results showed that wellbore 

flow processes should be considered for a reliable evaluation of near wellbore temperature 

distribution during GHG sequestration. Importance of using non-isothermal flow models for 

correct characterization of CO2 flow profiles in wellbores and reservoirs was demonstrated in Lei 

et al. (2020). In their study, new partially coupled wellbore-reservoir model was presented through 

combination of wellbore flow simulator, CO2Well (Lu and Connell, 2014), and reservoir simulator 

TOUGH2/ECO2N (Pruess, 2005, Pan et al., 2015b). This partially coupled model was applied to 

the Ordos CCS project (Inner Mongolia, China), to investigate the effect of non-isothermal CO2 

behaviour during the injection. Presented results suggest that the formation of the hydrate in the 

near-wellbore region is a function of injection temperature and injection rate. 

 

 

 

 

 

2 Tools and methods 

 

2.1 Numerical reservoir simulation 

 

Since the second half of the last century, significant progress has been made in the 

mathematical modelling of flow and transport processes in porous media. Research efforts, driven 

by the increasing need for optimization of resource production from the subsurface formations, 

have developed many numerical modelling approaches and techniques (Collins, 1961; Fagin and 

Stewart, 1966; Ames, 1969; Peery and Herron, 1969). At the end of the 1980s, numerical multi-

phase models have been also applied to environmental problems, such as simulation of 

groundwater remediation and contamination in the unsaturated zone, and steam injection for the 

removal of nonaqueous phase liquids from the subsurface (Falta et al., 1992, Panday et al., 1995). 
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A typical numerical reservoir simulation procedure can be summarised in the following steps 

(Chierici, 1995): 

1. Definition of a geological model (or conceptual model) of the reservoir and, the aquifer, in 

terms of geometry, zonation, spatial distribution of petrophysics and thermophysical rock 

properties, initial saturations, pressures and temperatures for non-isothermal systems; 

2. Description of the thermodynamic properties of the reservoir fluids, including possible 

vertical and horizontal variations. Definition and normalisation of the relative permeability and 

capillary pressure curves or pseudo-curves; 

3. Configuration of the most appropriate gridding for subdivision of the reservoir into blocks 

and subdomains; 

4. Editing, creation and initialisation, of the numerical model: this assigns local initial values 

of the petrophysical, thermodynamic, thermophysical (for non-isotherm system) and dynamic 

parameters of the rock and fluids to each grid block, as well as the initial saturations;  

5. "History matching" or replication of the production history of the reservoir (if available) 

for the calibration of the numerical model. The model is run with the actual production/injection 

rate for each well, while pressure, water/oil ratio (WOR) and gas/oil ratio (GOR) computed at each 

well are compared with measured data where available. The reservoir description and model 

parameters can be modified within reasonable limits and the model rerun as necessary until a 

satisfactory match is obtained (the model is calibrated). At the successful conclusion of the history 

matching phase, the final version of the model is said to have been "validated’’; 

6. Sensitivity analysis, to check what are the parameters of the numerical model that have a 

strong effect on the results of the simulations; 

7. Prediction of the reservoir behaviour under any future development program that the 

engineer may wish to specify - using the model in "forecast mode". 

 

2.1.1 Numerical simulation of CO2 sequestration in geological formations – 

overview 
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Many reservoir simulators, developed since the 90’s, are used to model the phase-

partitioning processes and flow behaviour during CO2 flooding (Chang et al., 1994; Hsu et al., 

1995). In early simulation, a rough approximation was used to describe oil-CO2 phase behaviour 

and water-CO2 systems. According to the overview given by Pruess (2002) in a study about 

multiphase CO2 disposal into saline aquifer, important experience relevant for CO2 sequestration 

in deep-saline aquifers comes from mature technologies of natural gas storages in aquifers, which 

were common in north-eastern USA (Katz and Lee, 1990), while comprehensive work on CO2 

PVT properties has been done in numerous studies in former Soviet Union, among which in studies 

by Vargaftik (Vagarftik, 1975; Vargaftik et al., 1996). Initial numerical simulation studies of CO2 

sequestration into geological formations have been performed with petroleum reservoir simulators. 

Jiang (2011) gave an overview of numerical simulators which had application for geological CO2 

sequestration over years, while the list of the simulators was updated in the dissertation of Pham, 

2012. The updated list of simulators, together with the main application and numerical features is 

presented in Table 1. 

 

 

Table 1: Overview of the simulators for geological carbon storage (updated from Jiang (2011) 

and Pham (2012)). 

Simulators Main application Numerical features 

ATHENA/ACCRETE Thermal multi-phase 3D-reactive 
transport 

FVM, Reaction and flow 
iteratively coupled 

CODE-BRIGHT Solution of the flow, heat and geo-

mechanical model equations 

FEM for spatial discretisation, 

implicit FDM for temporal 
discretization 

COORES Multi-component multi-phase and 
3D fluid flow in heterogenous 

porous media 

FVM for spatial discretisation; 
implicit temporal discretisation 

COMSOL 
Multiphysics 

Coupled thermo-hydro-mechanical 
modelling, groundwater flow, 

geochemical analysis, 
electrochemical analysis 

FEM for spatial discretisation, 
FVM, particle tracing methods; 

implicit/explicit/generalized alpha 
temporal discretisation 

DUMUX Multi-scale multi-physics toolbox 

for the simulation of flow and 
transport processes in porous media 

Vertex-centred FVM for spatial 

discretisation, implicit temporal 
discretisation 
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ECLIPSE 100/300 Three-phase and 3D fluid flow in 
porous media with cubic EOS 

IFDM with irregular spatial 
discretisation; implicit temporal 

discretisation 

FEFLOW Groundwater flow solutions with 

mass and heat transfer, including 

multi-component chemical kinetics 

FEM for spatial discretisation, 

implicit/explicit/Crank-Nicholson 

temporal discretisation 

FEHM Fully coupled heat, mass and stress 

balance equations for 3D, non-
isothermal, multi-phase flow in 

porous media 

Control volume FEM for spatial 

discretisation, implicit temporal 
discretisation 

GEM EOS compositional reservoir 
simulator 

IFDM for spatial discretisation; 
implicit temporal discretisation 

GEOSX (new, by 
TOTAL) 

Coupled flow, thermal, and 
geomechanical effects modelling 

FEM and hybrid FVM for spatial 
discretisation; implicit temporal 

discretisation 

IPARS-CO2 Parallel multi-block, multi-physics 
approach for multi-phase flow in 

porous media 

Mixed FEM for space 
discretisation; implicit pressure, 

explicit concentration sequel 
algorithm for temporal 

discretisation 

MIN3P Multi-component reactive transport 
modelling in variably saturated 

porous media 

FVM for spatial discretisation; 
implicit temporal discretisation 

MODFLOW Flow through aquifer – groundwater 

flow equations solutions 

FDM for spatial discretisation; 

implicit/Crank-Nicolson for 

temporal discretisation 

MUFTE Isothermal and non-isothermal 

multi-phase flow problems 
including compositional effects 

Vertex-centred FVM for spatial 

discretisation; implicit temporal 
discretisation 

PFLOTRAN Parallel 3D reservoir simulator, 

multi-phase multi-component 
reactive flow problems 

FEM for spatial discretisation; 

implicit/semi-implicit time 
integration  

PHAST Groundwater flow, solute transport FDM for spatial discretisation; 
implicit of Crank-Nicholson for 

temporal discretisation 

ROCKFLOW Multi-phase and solute transport 
processes in porous and fractured 

media 

FEM for spatial discretisation; 
implicit temporal discretisation 

RTAFF2 2D/3D non-isothermal multi-phase 

and multi-component flow 

FEM for spatial discretisation; 

implicit temporal discretisation 

STOMP-CO2 Multi-phase flow and transport 
through geological media  

IFDM for spatial discretisation; 
implicit temporal discretisation 

SUTRA Fluid movement and transport of 
either energy or dissolved 

substances in a subsurface 
environment 

Hybrid finite element and IFDM 
for spatial discretisation; implicit 

temporal discretisation 
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TOUGH family of 
codes 

Multi-phase, non-isothermal flows 
in porous and fractured media; 

Chemically reactive multi-
component (TOUGHREACT) 

IFDM for spatial discretisation; 
implicit temporal discretisation 

Waiwera* 

 

Numerical simulation of high-

temperature subsurface geothermal 
flows, including robust phase 

changes 

FVM for spatial discretisation; 

implicit temporal discretisation 

* new tool, theoretically applicable for CCS simulations (Croucher, 2020) 

 

Even from this limited list, it is possible to get an insight about the numerous existing simulation 

tools, using different numerical approaches, which have the capability to model CO2 injection and 

storage in geological formation. Therefore, it is crucial to identify the appropriate conceptual 

model for a given problem. For example, modelling the pressure build-up and thermal front 

distribution in the near-wellbore area depends predominantly on viscous forces due to the high 

injection velocities and injection conditions. This can be modelled with a multiphase model 

neglecting geochemical reactions. On the other hand, to show the long-term CO2 distribution and 

progress of trapping mechanisms, it is necessary to consider more sophisticated models which 

have the capacity for simulating compositional effects and geochemical reactions.  

Numerical modelling of CO2 storage is an indispensable tool for commercial scale CCS projects, 

considering the long period over which CO2 should be stored and the complex nature of CO2 

storage. But although overall time scales of the problem are very large, physical processes of small 

timescales are still important, and sometimes crucial for operation feasibility of the project. For 

example, relatively short periods of transient flow during start-up and shut-in injection operation 

can be associated with various thermal effects and undesirable presence of two-phase conditions 

in the wellbore. As described in chapter 1.4., wellbore flow behaviour determines the temperature 

at which CO2 enters into the reservoir, and in that way introduces a thermal aspect to the reservoir 

fluid flow processes, because thermodynamic equilibria and many fluid properties depends on 

temperature. As a lot of studies, as discussed in paragraph 1.3.3, emphasize the importance of 

accurate modelling of wellbore conditions for CO2 injection projects, there is an extensive amount 

of research dedicated to the non-integrated coupling of wellbore and reservoir simulators and the 

development of integrated coupled wellbore-reservoir simulators. 
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2.1.1.1 Coupled-wellbore reservoir simulation for CO2 injection – overview and research 

contribution 

 

The earliest studies on the interaction between the wellbore and the reservoir domain in 

petroleum engineering were done in the 1980s, and were predominantly focused on well testing. 

Particularly, one of the first wellbore-reservoir simulators was developed by Miller (1980) to study 

the reservoir and wellbore fluid-flow interactions and effects of temperature changes during well 

testing of liquid-dominated geothermal reservoirs. Extensive review about the beginning and 

progress of the development of various dynamic wellbore-reservoir coupling examples in 

petroleum and geothermal engineering can be found in the work of Bahonar et al. (2011) and Da 

Silva and Jansen from 2015.  

In this paragraph, only a preview of studies with significant contribution to concepts of today’s 

coupled-wellbore reservoir tools used for simulation of CO2 injection will be given. One of the 

early significant contributions for the development of coupled-wellbore reservoir simulations was 

proposed by Hadgu et al. (1995), for geothermal production purposes, where the TOUGH2 

reservoir simulator was coupled with the one-dimensional steady-state flow wellbore simulator 

WFSA. In this study, the coupling was achieved through the deliverability option (production 

index) which related wellbore and reservoir pressure.  Over the years, many field-scale simulations 

available in the literature use a sink/source term to represent CO2 injection where the injection flux 

is directly applied to well grid blocks or in some cases, directly to the reservoir domain. 

Approximate approaches for wellbore flow modelling are based on the use Darcy’s Law and 

assigning adequate rock properties to the wellbore domain. This approach is literature called 

equivalent porous media (EPM) or equivalent Darcy’s media (EDM) and it has been widely used 

as a convenient approximation of wellbore flow, especially in coupled wellbore-reservoir 

simulations with single-phase wellbore flow and flowing fluid properties slightly changing along 

the wellbore (Giorgis et al., 2007, Birkholzer et al., 2011, Zhang et al., 2012). The comparison of 

results obtained by using the Darcy’s law and the rigorous friction losses equation in the 

momentum balance equation are discussed by Battistelli et al. (2011) for the injection of acid gas 

mixtures in an undersaturated oil reservoir modelled using TOUGH2-TMGAS (Battistelli and 

Marcolini, 2009). Realistic wellbore flow is not expected to obey Darcy’s law. Moreover, 
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researchers usually select high permeability for the wellbore domain in the EDM approach but the 

values can differ from case to case (Zhang et al., 2012). For example, In TMGAS there are options 

to use either: i) a constant Darcy’s permeability over the tubing length; ii) compute the equivalent 

Darcy’s permeability by iteration considering the local fluid conditions in order to have the same 

pressure losses of the rigorous approach; iii) use the rigorous wellbore flow equation (Battistelli 

and Marcolini, 2009). However, in many cases, efficient and rigorous treatment of wellbore 

conditions is critical for successful simulation of large-scale CO2 storage. In 2010, Livescu et al. 

developed a fully coupled wellbore-reservoir simulator with an application of the heating 

technique for EOR simulation. Multiphase wellbore flow was represented with a one-dimensional 

drift flux model (DFM) elaborated by Shi et al. (2005a; 2005b) along with experimental data of 

multiphase flow in inclined pipes of large diameter found by Oddie et al. (2003). Pekot et al., 

(2011) demonstrated the drawbacks of using single-phase pure CO2 component often present in 

standard petroleum and gas wellbore simulators, such as OLGA, to accurately simulate wellbore 

conditions during CO2 injection. Lindeberg (2011) developed a model for simulation of transient 

effects of multiphase CO2 in the wellbore during the injection, but without coupling the wellbore 

and reservoir domain. As shown in his study, with minor modification, the same model could be 

used for simulation of transient effects during CO2 leakage from the reservoir. Fully coupled 

wellbore-reservoir simulator T2Well, with the capability to model non-isothermal, multiphase, and 

multi-component transient coupled wellbore-reservoir flow, was developed by Pan et al. (2011a) 

as an extension of TOUGH2. In T2Well, wellbore and reservoir are considered to be two different 

subdomains where flow is described with different physics and multiphase wellbore flow is 

represented with DFM suitable for 1D multiphase flow in cylindrical pipes. Same as in TOUGH2, 

T2Well can be used with a different equation of state (EOS) modules to describe different fluid 

properties. Over the years, it T2Well has been used in several studies for coupled wellbore-

reservoir simulation of CO2 injection and leakage (Pan et al., 2011b; Hu et al., 2012; Pan and 

Oldenburg, 2018b; Basirat et al., 2020). More details about T2Well will be given in the following 

chapters since the new experimental version of the T2Well code is used in this study.  

Additionally, it is important to mention other tools and tool combinations, available in the 

literature, applied to simulate coupled wellbore-reservoir conditions during CO2 injection. 

External coupling of a commercial wellbore and pipeline simulator OLGA with reservoir simulator 

ECLIPSE was presented by Klinkby et al. (2011), for simulation of fluctuating CO2 flow in full 
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CCS chain during the injection into an onshore deep-saline aquifer. Torsen et al. (2018) 

investigated the influence of different CO2 injection rates in a coupled wellbore-reservoir 

simulation of CO2 injection into the deep-saline aquifer situated in the North Sea with an external 

coupling of OLGA and reservoir simulator ROCX. In the work of Lei et al. (2020), wellbore flow 

simulator CO2Well, developed by Lu and Connell in 2014, was coupled with TOUGH2/ECO2N 

for simulation of CO2 injection at Ordos CCS site (China). Work of the CO2Well was compared 

and verified with T2Well on simplified CO2 injection examples.  

 

2.2 TOUGH2 

 

The TOUGH2 general-purpose numerical simulator has been developed at the LBNL 

(Pruess et al., 1999; 2012). The code allows the modelling of non-isothermal, multicomponent, 

multiphase flow of fluid mixtures in porous and fractured media. TOUGH2 has a wide application 

in different area of subsurface engineering, some of them are geothermal reservoir engineering, 

unsaturated and saturated zone hydrology, CO2 storage and radioactive waste disposal. One of the 

important features of TOUGH2 is its modular structure, with a main flow and transport module 

which can interface with different fluid properties modules (EOS modules). The modular structure 

of TOUGH2 code is shown in Figure 1. 
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Figure 1: Modular structure of TOUGH2 simulation architecture (adapted from Pruess et al., 

1999). 

 

As can be noticed from the scheme in Figure 1, the main module provides the primary variables 

to the ‘’EOS-module’’ while ‘’EOS-module’’ provides the secondary parameters needed for the 

assemblage of balance equations with respect to the fluid mixture and thermodynamic conditions 

supported by the EOS module.  

The equations describing the multiphase flow have the same mathematical formulation for any 

arbitrary number of components and phases. The nature and properties of a specific mixture affect 

the equations describing the system only through thermodynamic and transport parameters, such 

as density, dynamic viscosity, and enthalpy. Different fluid mixtures are then simulated using the 

same mathematical formulation of flow using appropriate EOS modules, to model the 

thermodynamics and evaluate the thermo-physical properties of fluid phases involved. Complete 

methodology and architecture of TOUGH2 code can be found in the TOUGH2 v.2.0. manual 

(Pruess et al., 1999; 2012).   

Open architecture of the TOUGH suite of codes allowed development of numerous code 

extensions over the years. Since 2018, the TOUGH3 is available (Jung et al., 2018), as a solution 

for challenges of inconsistency between the code versions or duplicate effort to code maintenance 

and development.  TOUGH3 incorporates improved capabilities and usability, many new features, 
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addresses bugs, and improves the flexibility of data handling in problems related to subsurface 

flow modelling. Presently, T2Well extension has not been coupled with TOUGH3. 

 

2.2.1 EOS modules 

 

In order to simulate a specific set of problems, an appropriate EOS module should be 

chosen among those available, suitable to simulate the thermodynamics and compute phase 

properties and composition of fluid mixture for the pressure and temperature field of interest. The 

EOS module, as function of the set of primary variables and assuming thermodynamic equilibrium 

among the phases and thermal equilibrium between the fluid and the rock formation, determines 

(Pruess et al., 1999; 2012): 

- The thermodynamic state of the fluid mixture; 

- The phase transitions occurring during the simulation; 

- The composition of phases at equilibrium; 

- The thermodynamic and transport properties of the fluid phases. 

 Table 2 lists some of the currently available EOS for the TOUGH family of codes with the focus 

on EOS modules suitable to simulate thermodynamics of CO2 storage. 

 

Table 2: EOS modules for TOUGH family of codes. 

Name Properties 

EOS1 water, water with tracer, heat  

EOS2 water, CO2, heat 

EOS3 water, air, heat 

EOS4 water, air, with VPL*, heat 

EOS5 water, hydrogen, heat 

EOS7 water, brine, air, heat 

EOS7R water, brine, air, parent-daughter radionuclides, heat 
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EOS8 water, air, oil 

EOS9 water (Richard’ equation) 

T2VOC air, water, VOC***, heat 

TMVOC water, VOCs, NCGs, heat 

TMGAS water, NCG & hydrocarbons, salt; 1 - 300°C T, < 1200 bar P; two-phase flow 

EOC7C water, brine, NCG (CO2, N2 or CH4), heat; T < 350°C, P < 1000 bar 

EOS7CMA water, brine, NCG (CO2, N2 or CH4), gas tracer, air, heat; T < 350°C, P < 1000 bar 

EWASG water, salt, NCG; T < 350 °C, P < 1000 bar; low NCG partial pressure 

ECO2N v1.0 water, brine, single-phase CO2; 10 - 110°C T, 1- 600 bar P 

ECO2N v2.0 water, brine, single-phase CO2; 10 - 300°C T, 1- 600 bar P 

ECO2M v.1.0 water, brine, multi-phase CO2; 3 - 103°C T, 1- 600 bar P 

ECO2M v.2.0 water, brine, multi-phase and supercritical CO2; -20 - 300°C T, 1- 600 bar P 

*VPL - Vapor pressure lowering; 

**NCG - non-condensable gas; 

***VOC – volatile organic chemical. 

 

Basic description of original EOSs versions is present in TOUGH2 manual (Pruess et al., 1999; 

2012) but more detailed description and updated EOSs versions are available in separate reports. 

Only one EOS module at a time can be linked with the other TOUGH2 modules to form an 

executable code. 

 

2.2.2 TOUGH2 formulation 

 

2.2.2.1 Mass and energy balance 

 

As already mentioned, the equations describing the multi-phase multi-component flow 

have the same mathematical formulation for any arbitrary number of components and phases. To 

amplify this, let’s consider a unit formation volume, with the volume of phase   in that pore 

volume:  
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V S =                                    [2.1], 

where   is porosity and S
 is saturation of the phase  . Mass of the single phase in the pore 

space is: 

M  =  [2.2], 

and mass of component κ in that phase is:  

 M X  =                                                                                                                             [2.3], 

with X 
 denoting fraction of the component. 

Therefore, if we consider multi-phase multi-component system, with the mass of the phase   in 

pore volume: 

M S   =                          [2.4], 

mass of the component   in that phase is: 

M S X 

    =              [2.5]. 

Nevertheless, component κ may be partitioned in all present phases, so accumulation term for 

phase κ can be written as:  

M S X 

  
 =                                                                                                        [2.6]. 

Finally, the change of mass of each individual component in an arbitrary volume nV  is given by 

the mass fluxes through the enclosed surface of the control volume plus the contribution of internal 

sink/sources, while mass of the component κ in that control volume is M dV

 . This is 

summarized in the TOUGH2’s final form of mass balance for each block of the numerical model: 

n n n
n n n

V V

d
M dV F n d q dV

dt

  


=   +                                  [2.7].  
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This basically shows that fluid mass change in volume V  (grid block), 
n

n
V

d
M dV

dt



 , is the sum 

of net fluid inflow across surface of the grid block, 
n

nF n d


  , and net gains from sinks and 

sources in the grid block, 
n

n
V

q dV

 . 

Limiting here the term 𝐹𝜅 to the advective mass flux over all individual phase fluxes: 

F X F 

 
=                         [2.8]. 

Following the Darcy’s relation for single phase flow, ( )
k

F P p g


= −  − , individual phase flux 

in multi-phase multi-component system can be calculated by multi-phase version of Darcy’s law 

as 

( )rk
F v k P g

 

    




 


= = −  −                                                                                        [2.9]. 

In the above’s expression, v  is Darcy’s velocity of phase  , k  is the absolute permeability, 
rk   

is the relative permeability of phase  , g is the vector of gravitational acceleration and 𝜌𝛽 and 

  are density and dynamic viscosity of the phase  . Pressure P  is the fluid pressure in phase 

  and refers to the sum of the pressure 𝑃 of a reference phase (usually taken to be the gas phase), 

and the capillary pressure  
cP   (≤ 0). A detailed description of mass balance formulation can be 

found in TOUGH2 User’s guide (Pruess et al., 1999; 2012).  

For the finite number of the components specified by the user (NK), each phase will be handled 

individually in the above explained mass balance formulation. In TOUGH2 formulation, as the 

transport of the NK species is accounted, it is possible to account for energy transport introducing 

another species, NK+1. To account for the internal energy per unit volume, TOUGH2 includes 

heat contribution of rock matrix and fluid: 

( )1 1NK

R RM C T S u  
   + = − +                                                                                     [2.10], 
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where subscript R  refers to rock and   to the fluid phase. u
 states for the internal energy of 

each fluid phase, 
RC  is specific heat of the rock and T is the temperature of the rock.  

Energy transfer due to advective fluid flow is calculated by taking into account phase mass flux 

and associated specific enthalpies. Heat flux includes conductive and convective component: 

1NKF T h F 
+ = −  +           [2.11]. 

For each Newton-Raphson iteration within each time step, the thermodynamic state equilibrium is 

calculated in each grid block for the updated primary variables and then phase’s composition and 

properties are recomputed.  

 

2.2.2.2 Space and time discretisation 

 

The final form of continuum equation in TOUGH2 (2.7) is discretised in space using the 

integral finite difference method (IFDM). By following that approach, part of the equation 2.7 

referring to the change in fluid mass in volume nV  (grid block), 
n

n
V

M dV

 , becomes: 

n
n n n

V
M dV V M =           [2.12], 

where 
nM   is average value of mass of the component κ over the volume nV . Approximation of 

surface integrals is formulated as discrete sum of averages over surface of the grid blocks, nmA . 

Sum of net fluid inflow across the surface of the grid block from the equation 2.7, 
n

nF n d


  , 

can therefore be written as: 

n
n nm nmm

F n d A F


  =                                 [2.13], 

where 𝐹𝑛𝑚 is the average value of normal component of the flux over the connection surface (𝐴𝑛𝑚) 

between two grid blocks, nV  and mV . Figure 2 illustrates the discretisation approach in IFDM used 

in TOUGH2 and main geometrical parameters. 
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Figure 2: Space discretization and geometry parameters in the IFDM (adapted from Pruess et al., 

1999). 

 

In Figure 2, parameters nD  and mD  are the distances between the block nodes, n and m, and the 

common interface nmA . Finally, equation 2.7 can be rewritten as: 

1
n nm nm nm

n

d
M A F q

dt V

  = +                      [2.14]. 

More detailed description of space discretisation approach in TOUGH2 can be found in TOUGH2 

User guide (Pruess et al., 1999; 2012).  

Time is discretised as a first-order finite difference where the flux term is processed with a fully 

implicit approach. Therefore, flux term along with sink and source parameter in equation 2.14 are 

unknow at the time 
1kt +
 (

1k kt t t+ = +  ), but are implicitly defined in resulting equations. For more 

details about this method, the TOUGH2 User guide refers to the approach described by Peaceman 

(1977) in the study about fundamentals of numerical reservoir simulation. As a result, time 

discretisation is presented by the set of coupled non-linear, algebraic equations:  

( ), 1 , 1 , , 1 , 1 0K k K k K k K k K k

n n n nm nm n nm
n

t
R M M A F V q

V

+ + + +
= − − + =                                                   [2.15], 

for   𝐾 = 1, 2, …, NEQ. 
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Here , 1K k

nR +  is the corresponding residual of the 
thK  equation, considering that the total number 

of the equation is NEQ for each grid block, and NEQ = NK+1. Residual , 1K k

nR +   is related to the 

thn  grid block at the time step 1kt + . If we consider total number of the grid blocks/elements, NEL, 

the flow system can be represented with NEL   NEQ coupled non-linear equations with the same 

number (NEL  NEQ) of unknowns which are independent primary variables. In this way, the flow 

system is fully defined at the time step 1kt + . This set of equations in TOUGH2 is solved with the 

Newton-Rapson iteration method. 

 

2.3 T2Well 
 

As already mentioned in the previous section, T2Well is an integrated coupled wellbore-

reservoir simulator with a capacity to simulate non-isothermal, multi-phase multi-component 

wellbore and reservoir fluid flow. T2Well was developed by Pan et al. (2011a) as an extension of 

TOUGH2, where wellbore and reservoir are described by two different subdomains with different 

flow physics. In the case of the wellbore domain, it is represented with DFM suitable for 1D 

multiphase flow in cylindrical or annular pipes. Same as TOUGH2, T2Well can be used with a 

different EOS module to describe different fluid properties. Essentially, it was coupled with 

ECO2N to improve understanding of CO2 wellbore-flow and transport processes and improve the 

design of injection operations, but also to understand the potential danger of CO2 leakage through 

wellbores (Pan et al., 2011a; Pan and Oldenburg, 2014). During the years of research and code 

development, T2Well has been coupled with ECO2H for the simulation of enhanced geothermal 

systems (Pan et al., 2015), with EOS7C for applications related to compressed air storage 

(Oldenburg et al., 2013), with EWASG for application on geothermal systems and reproduction of 

geothermal production well tests (Vasini et al., 2015; Vasini et al., 2018) and with EOS2H for the 

modelling of steam-like supercritical geothermal systems (Battistelli et al., 2020). In this research, 

a test version of T2Well coupled with ECO2M.v.2.0 has been applied for simulation of several 

cases of CO2 injection with phase transition in the wellbore. A brief description of the T2Well 

formulation and changes implemented into the new code version, T2Well-ECO2M, are described 

in the following subparagraphs. 
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2.3.1 T2Well formulation 

 

2.3.1.1 Mass and energy balance 

 

Since the mass and energy balance in T2Well has the same structure as TOUGH2, this 

chapter will be focused on the main differences with T2Well to handle the conservation equations. 

Furthermore, the described formulation in this paragraph refers to the primary code version of 

T2Well, coupled with ECO2N, since at the moment, there is an available user guide only for that 

version. Changes applied to the code version used in this research will be discussed in the 

following paragraphs, referring to the primary code version. 

The most important differences between T2Well and TOUGH2 mass and energy balance are 

present in the formulation of energy flux, accumulation term and computation of the phase 

velocity. Application of DFM for the description of flow in wellbore domain requires considering 

multiphase accumulation term in the equation 2.7 for the wellbore grid blocks. According to Pan 

et al. (2011a) the original formulation for T2Well-ECO2N for two-phase wellbore flow can be 

written as: 

k

g g g l l lM S X S X S X  

  
  = = +         [2.16], 

with k = 1, 2 and 3. 

Here X 

  is the mass fraction of the component κ in the phase   and S  stands for the saturation 

of the phase   in the two-phase system. Subscripts g and l in term on the right side of the equation 

2.16 denote local accumulation terms, for gas and liquid phase respectively.  The local saturation 

of the phase   at the certain elevation can be expressed as: 

g g

g

g l

A A
S

A A A
= =

+
           [2.17], 

where 𝐴 is the total cross-sectional area, and  
gA and lA  are cross-sectional area occupied by gas 

and liquid phases.  
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Regarding the energy accumulation for the wellbore grid blocks, it is described with: 

1 4 21

2

NKM M S u v   
+  

= = + 
 

                     [2.18]. 

In the latter equation both, internal energy, u
, and kinetic energy, 21

2
v , are expressed per unit 

mass of the phase  . 

Flow inside of the wellbore is rather complex, governed by several different processes. In T2Well, 

the relation to compute the total advective mass transport for the component κ in one dimension is 

given by:  

( ) ( )1 g g g g l l l lA X S v A X S v
F

A z z

 


   

 = +
   

       [2.19], 

where v
 is the average velocity vector of phase   within the wellbore and z is the along-wellbore 

coordinate, considering that wellbore can be vertical, inclined, or horizontal. Including advection, 

kinematic energy, potential energy and lateral wellbore heat loss/gain, the overall one-dimensional 

energy transport term can be written as (Pan et al., 2011.a): 

( )
2

1 4 1
cos

2

NK

ex

vT
F F A S v h S v g Q

z A z



       
   +

   
= = − − + − −        

               [2.20]. 

Here exQ  is the heat loss/gain of the wellbore per unit length and it is optionally present. When 

present, it can be either computed by a full numerical approach or by a semi-analytical approach. 

The angle,  , denotes the inclination of the wellbore from the vertical, and  is the area-averaged 

thermal conductivity of the wellbore taking into account all present fluid phases and possible solid 

portion. The velocity of each phase, here liquid and gas phase, is computed with the DFM. 

 

 

2.3.1.2 Two-phase DFM in T2Well-ECO2N 

 



 

29 

 

The importance of DFM for modelling wellbore flow in coupled wellbore-reservoir 

simulators has been already mentioned in previous sections. The basic concept of the DFM is 

avoiding the complex solving of the momentum equations of two-phase flow, with the 

simplification of considering the mixture as pseudo-single fluid. Despite DFM neglects some 

important characteristics of the two-phase flow, it is it’s the simplicity that makes it very useful in 

many engineering applications. In T2Well, DFM is applied to describe single and multiphase flow 

in the wellbore and obtain advective transport parameters ( F
 and u

).  

DFM was first developed by Zubert and Findlay (1965) and over the years, there were many forms 

of equations in the literature to describe the drift-flux model. Regardless of the numerous 

equations’ forms, the approach is based on the assumption that gas phase flow velocity, 
gv , can 

be related to the volumetric flux of the mixture, j ,and the drift velocity of gas, dv , as: 

0g dv C j v= +                      [2.21]. 

Drift velocity in general describes the relative motion of one phase with respect to the other, while 

in the case of gas phase it refers to the buoyancy effect (Goda et al., 2003). Parameter 0C  is the 

profile parameter, also called distribution coefficient, which accounts for the phase concentrations 

and velocity profiles over the wellbore cross section (Shi et al.,2005a; Pan et al., 2011a).  

All the variables in this empirical constitutive relationship must be considered as area-averaged or 

assumed to be constant over a cross section. The volumetric flux of the mixture is given as:  

( )1g g g lj S v S v= + −                      [2.22], 

where 𝑣𝑙 is the velocity of liquid phase. With the combination of equations 2.21 and 2.22, lv can 

be determined as:  

01

1 1

g g

l d

g g

S C S
v j v

S S

−
= −

− −
                        [2.23]. 

As already mentioned, a crucial simplification of DFM is that the momentum equations of two-

phase flow in a wellbore can be approximated with a single equation in terms of the mixture 
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velocity, 
mv , and

dv . Detailed development of the single momentum balance for wellbore flow is 

available in T2Well User guide (Pan et al., 2011a) and it can be summarised as: 

( ) ( )
1

cos
2

m m m

m m m m m

f v vp
v A v g

t A z z A


    

  
+ + = − − −    

                [2.24], 

with  denoting the term which takes into account the slip between the two phases and can be 

defined as:  

( )
2

0*2
1

1

g g l m

m d

g m

S
C v v

S

  



= − +  −

            [2.25], 

where *

m  is the profile-adjusted average density: 

( )*

0 01m g g g lS C S C  = + +          [2.26]. 

With the determination of the mixture velocity from the equation 2.24, and obtaining the 𝑣𝑑 from 

some empirical relation (as described in Shi et al., 2005), it is possible to compute individual phase 

velocities with DFM by the flowing equations:  

0 * *

m l
g m d

m m

v C v v
 

 
= +  

( )
( ) ( )

0

* *

1

1 1

g m g g

l m d

g m g m

S C S
v v v

S S

 

 

−
= −

− −
              [2.27].  

What follows is to estimate the value of dv  and 0C . Their values will depend on the flow regime 

of the two-phase flow since different flow regimes will result in different interfacial interaction. 

The approach suggested by Shi et al. (2005a), based on the experimental data, is implemented in 

T2Well for determination of these parameters. First, dv is calculated as a function of gas saturation 

and other fluid properties: 

( ) ( ) ( )0 0

0 0

1 , ,

/ 1

g c g u

d

g g l g

C S u K S K C m
v

C S C S



 

−
=

+ −
       [2.28]. 
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Here ( )m   describes the effect of wellbore inclination as: 

( ) ( ) ( )1 2

0 cos 1 sin
n n

m m  = +           [2.29], 

and 
0m , 

1n , and 
2n  are all fitted parameters. 

uK is the Kutateladze number (Richter, 1981), given 

as a function of Bond number (
BN ): 

1

2

2
1 1ku B

u

ku wB

C N
K

C CN

  
= + −   

   

        [2.30] 

with wall friction factor wC  (assumed to be constant in the code, with value 0.008) and kuC  

parameter, which was taken as a constant value of 142 (Pan et al., 2011a). Bond number is given 

as: 

( )
2 l g

B

g l

g
N d

 



 −
=  

  

          [2.31], 

where d is wellbore diameter, and 
g l  is surface tension between gas and liquid phase. 

Parameter cu  denotes the so called “characteristic velocity’’, which is a measure of bubble rise 

velocity in a liquid column, given as: 

( )
1

4

2

g l l g

c

l

g
u

  



 −
=  

  

                    [2.32]. 

The role of function ( )K  in equation 2.28 is to make a smooth transition of dv  between two flow 

stages. More details about the smoothing function for different gas saturation values can be found 

in T2Well-ECO2N User guide (Pan et al., 2011a). 

 

2.3.1.3 Discretisation  

 



 

32 

 

In the wellbore domain, for every Newton-Rapson iteration in TOUGH2, DFM parameters 

are calculated following the order described in the previous chapter. Development of the 

momentum conservation equation in time is solved based on a hybrid formulation at the interfaces 

of neighbouring wellbore elements by a semi explicit approach:  

( )
1

2

1

11

1 1
cos

2

k

k k

m m m
k

m k k kk
m mm

P
g v A S v k

z t A z
v

f v

t A

  
   



+

+

++

    
− + −        =


+




    [2.33]. 

Here 𝑘 and 𝑘 + 1 are denoting previous and current time step respectively, and t is time step size.  

Regarding the component mass and energy balance equations, they are discretised in space using 

the conventional, fully implicit IFDM scheme of TOUGH2 for the wellbore system, given as:  

, 1 , , 1 , 1 , 1

1 1
, ,

2 2

k k k k ki
i i i

i i i i

V
M M F F Q

t

    + + + +

+ −

 − = − +  
       [2.34], 

where 𝜅 = 1, 2, 3 or 4 (component 4 is energy), and i is the index of the wellbore grid block with 

the volume iV . 

 

2.3.1.4 Heat exchange options 

 

There are two available techniques in T2Well to compute heat exchange between the 

wellbore and surrounding formation: i) numerical (standard) and ii) semi-analytical approach. As 

in standard TOUGH2 approach, flux terms from the discretised mass and energy balance equation 

2.29 are including the heat transport along the connection of wellbore grid blocks’ nodes, via both 

phases. In that case, total heat flux between the nodes n and m can be given as:  

2

3

,

1

2

2
nm nm nm

nm

vT
F A S h v

z



   
 

+

  
    

= − + +            

      [2.35]. 

Here 𝜆 is area-averaged thermal conductivity of wellbore, including both fluid phases and possible 

solid portion. Numerical approach of wellbore heat exchange computation necessitates that 

surrounding formation is explicitly represented in the numerical grid. 
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In the case of semi-analytical approach, existence of surrounding block is not required, which 

simplifies the grid generation significantly. Looking back at the equation 2.20 which describes 

overall one-dimensional energy transport in T2Well, in the case of semi-analytical heat exchange 

computation approach, heat loss/gain parameter of the i-the wellbore block takes following form: 

( )

( )
,

i

ex i wi fi

i

T T z
Q A

r f t
 

 −
= −   

 
         [2.36], 

where 𝐴𝑤 is the lateral, connection area between wellbore and surrounding formation, 
f is the 

thermal conductivity of the formation surrounding the wellbore, iT  and 1r  are wellbore temperature 

and radius respectively, while T  is the temperature of the surrounding formation with the respect 

to the depth z. Time function 𝑓(𝑡) is Ramey’s wellbore heat loss time function (Ramey, 1962) 

defined as: 

( )
1

2
ln 0.290

t
f t

r

 
= −  

 
         [2.37]. 

In Ramey’s function used in T2Well, effect of the wellbore completion is neglected, and 𝛼 is 

thermal diffusivity of the formation commonly given as:  

fi

fi fic





=            [2.38], 

with 
f  and 

fc being bulk formation density and specific heat.  

 

2.3.2 T2Well-ECO2M  

 

T2Well-ECO2M is the test version of T2Well coupled with ECO2M v.2.0 which allows 

three-phase wellbore-reservoir flow modelling. It has been developed at LBNL and the first 

mentioning of the new LBNL code version in the literature dates back to 2019, in the work of 

Oldenburg et al., focused on the simulation of CO2 phase transition during production from deep 

reservoirs with CO2 used for EOR purposes. In the work of Feng et al. (2017), coupling of T2Well 

and ECO2M was mentioned in the context of CO2-brine leakage simulation from the wellbore, 
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following the formulation described by Pan and Oldenburg (2018b), but with implementation of 

different three-phase DFM approach. The final aim of coupling T2Well-ECO2M in both cases can 

be summarized as development of the tool which allows simulation of some challenging CO2 

behaviour scenarios, such as simulation of the dynamics of CO2 injection and leakages through 

wellbores linked to GHG geological storage in saline aquifers, and CO2 multiphase flow in 

injection and production wellbores in EGS exploitation at high temperatures. In the present work, 

the version developed at LBNL was used and tested for CO2 injection simulation of several case 

studies. 

As T2Well-ECO2M is a research code still under development, it is not commercially available 

and there is no available user guide. The main differences in the code when comparing it to the 

T2Well-ECO2N code version, and instructions for code input file generation, are mainly gathered 

through private communication with LBNL and direct code application. These main changes and 

new features available in T2Well-ECO2M will be explained in the following sections. Mass and 

energy balance formulation, together with discretisation approach, remained the same and the most 

important changes relate to the application of the three-phase DFM model and additional options 

regarding the injection conditions regulation and the wellbore-formation heat exchange 

computation.  

 

2.3.2.1 ECO2M thermodynamics 

 

The first version of the ECO2M module was developed for the application of geological 

storage in deep-saline aquifers. In general, it includes a detailed description of thermodynamical 

properties of H2O-NaCl-CO2 mixtures (Pruess, 2011), while the fluid-property correlations are the 

same as in the already mentioned module ECO2N. While ECO2N can represent only single-phase 

CO2, ECO2M allows a description of the full spectre of possible CO2 and CO2-brine mixture phase 

conditions and phase transitions. ECO2M is applicable for modelling fluid properties for 

temperature, pressure and salinity conditions in the range of -20 ˚C ≤ T ≤ 110 ˚C, P ≤ 600 bar, and 

salinity from zero up to full halite saturation. Pure CO2 properties are obtained from correlations 

developed and published by Altunin (1975), but these correlations are not directly implemented in 

ECO2M. Instead, they are gathered in tabular values temperature and pressure depended density, 
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viscosity, and specific enthalpy of pure CO2 in a grid form, and provided via a file called CO2TAB. 

Appropriate property values are obtained by means of bivariate interpolation. The standard 

CO2TAB data file distributed with ECO2M v.1 covers the range 3.04°C ≤ T ≤ 103.04°C and 1 bar 

≤ P ≤ 600 bar. 

ECO2M models three mass components (NK=3): 

#1: H2O  

#2: NaCl  

#3: CO2 

which may partition into 4 phases (NPH=4):   

#1: aqueous 

#2: liquid CO2 

#3: gaseous CO2 

#4: solid salt. 

Figure 3 shows all phase combinations and transitions in a CO2-H2O environment. Altogether, 

there are seven possible phase conditions, but if NaCl (“salt”) is added as a third fluid component, 

the number of possible phase combinations doubles, since in all phase combinations described in 

Figure 3, there may be an additional phase consisting of halite (solid salt).  
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Figure 3: Possible phase combinations and transitions in H2O-CO2 system in P-T range of 
ECO2M; a-aqueous phase, g-gaseous CO2-rich phase, l-liquid CO2-rich phase (adapted from 

Pruess, 2011). 

 

Both liquid and gaseous CO2 phases may coexist along the CO2 saturation line (Figure 4) and their 

coexistence ends at the critical point (Tcr, Pcr) = (31.04°C, 73.82 bar) (Vargaftik, 1975).  

For supercritical temperatures ECO2M arbitrarily assigns the single CO2-rich phase as “liquid” 

when P ≥ Pcr, and as “gas” when P < Pcr) as shown in Fig. 4. In fact, in Tab. 3 supercritical 

conditions are not explicitly indicated. This means also that there should be a direct fictious phase 

transition between l → g not shown in Fig. 3. 
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Figure 4: Phase states of CO2, with the conventional distinction assumed in ECO2M between 

liquid and gaseous CO2 at supercritical temperatures. 

 

To describe the CO2-brine flow system in different subdomain parts (wellbore and reservoir grid 

blocks) and time, it is necessary to set fundamental thermodynamic variables of the system.  Four 

primary variables are required to define the state of the CO2-H2O-NaCl mixture, and they depend 

on the different phase combinations. Identification of the phase combination in the input file for 

each grid block is managed using a numerical index from 1-7 (Figure 3). The set of primary 

variables for each phase combination is shown in Table 3. 

 

Table 3: Primary thermodynamic variables for multiphase H2O-NaCl-CO2 mixtures (Pruess, 

2011). 

Phase conditions Index Primary variables 

  X1 X2 X3 X4 

aqueous only 1 P Xsm X T 

gas only 2 P Xsm X T 

liquid only 3 P Xsm X T 
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aqueous and 

liquid 

4 P Xsm Sa T 

aqueous and gas 5 P Xsm Sa T 

liquid and gas 6 P Xsm Sg Y 

three-phase 7 P Xsm Sa Sg 

 

 

Thermodynamic variable’s indexes listed in the Table 3 designate: 

P – pressure (Pa), when several phases are present, P is pressure of the (most) non-wetting phase 

(liquid or gaseous CO2); 

Xsm - salt mass fraction Xs in two-component water-salt system, or solid saturation Ss +10; when 

Xsm < 0, it specifies NaCl molality as m = -Xsm; 

X – CO2 mass fraction; 

T – temperature (°C); 

Sa – aqueous phase saturation; 

Sg – gas phase saturation; 

Y – water mass fraction in the two-component H2O-CO2 system. 

It is possible to notice that for liquid-gas and three-phase conditions, T is not among the primary 

variables. This is because in the equilibrium between gas and liquid CO2, T and P are not 

independent primary variables. Phase conditions for which temperature is not among the primary 

variables (Index = 6 or 7 in Table 3) may optionally be initialized using T instead of P as the first 

primary variable. Such conditions are limited to T ≤ Tcr = 31.04°C, and ECO2M recognizes this 

type of initialization simply from the small numerical value of the first primary variable which 

would otherwise be P in units of Pa. 

Treatment of the dissolved and solid salt in ECO2M, associated with the second primary variable 

Xsm, corresponds to the usual TOUGH2 approach where different numerical ranges are used to 
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identify different primary variables. In case when no solid salt is present, Xsm denotes Xs – the salt 

mass fraction which refers to the two-component water-NaCl system. But when solid salt is 

present, Xs is no longer an independent variable since it depends on the solubility of NaCl in the 

aqueous phase which is a function of temperature. So, in the presence of the solid salt, the 

numerical range of the second primary variable changes and it will be denoted in the output results 

as ‘’solid saturation plus 10’’ (Xsm = Ss + 10, Ss is the fraction of the void space occupied with 

solid salt) (Pruess, 2011). Treatment of the NaCl in gas and liquid phase is determined by appointed 

constant threshold value for solubility of NaCl in gas and liquid CO2 phase, which is in ECO2M 

by Pruess (2011) set to XCO2eq=1.E-8 kg/kg. So, when the aqueous phase is not present (L, G or 

L+G), then the NaCl solubility in the G and L phase is less equal to XCO2eq, while higher 

concentrations will drive the precipitation of solid halite. On the other hand, when the aqueous 

phase is present, the concentration of NaCl in both G and L phase in equilibrium with the aqueous 

phase is set in this case to 0. The above treatment of NaCl distribution among the phases at 

equilibrium suggests potential problems in the mass balance of salt and on the continuity of phase 

properties at phase transitions. 

Regarding the phase change governing, a change of phase composition (appearance or 

disappearance of a phase) will occur when certain parameters such as mass fractions or fluid 

pressures move past certain threshold values. For example, if a grid block is in single-phase 

aqueous condition (INDEX = 1; see Table 3), a transition to two-phase aqueous-liquid conditions 

(INDEX = 4) should occur when dissolved CO2 mass fraction exceeds the equilibrium value, X > 

X aq,l . This is valid if we assume that fluid pressure corresponds to liquid CO2 condition; for lower 

pressures, the transition would occur to aqueous-gas (Pruess, 2011). As the ‘’hairtrigger’’ 

threshold criterion proved to cause some unstable behaviour and issues with the convergence of 

the simulation when phase changes are present, in ECO2M this is avoided by implementation of 

‘’finite-window’’ concept for governing the phase change. More details about it can be found in 

ECO2M user’s manual (Pruess, 2011). 

 

2.3.2.2 ECO2M v.2.0 

 



 

40 

 

As already mentioned, T2Well has been coupled by Lehua Pan at LBNL with the new ECO2M 

v.2.0. Since no user guide is at the moment available for ECO2M v.2.0, main differences between 

the first and new version of ECO2M have been apprehended through the study of the source-code 

of T2Well-ECO2M and its application. They mainly include:  

- extended temperature range to -20°C ≤ T ≤ 300°C, which makes this version suitable for 

modelling strong temperature drops of CO2 (with aqueous properties and mutual H2O-CO2 

solubility computed at the minimum temperature of 3 °C) but also for modelling of EGS 

with CO2 as working fluid; 

- scaled gas saturation as primary variable in three-phase conditions which main purpose is 

to remove correlated changes in primary variables. The approach is similar to that used in 

EWASG module (Battistelli et al., 1997) where ‘active saturations’ are used to compute 

the phase characteristic curves when the solid salt phase is present; 

- a saturation-weighted-average method to calculate the dissolved CO2 mass fraction in the 

aqueous phase and its associated density and specific enthalpy in three-phase conditions to 

ensure a smooth transition of the properties of the dissolved CO2 when one of the CO2 

phases disappears; 

- a non-iterative calculation of specific enthalpy of dissolved CO2 under single-phase 

aqueous conditions to improve convergence during the appearance or disappearance of 

non-aqueous phases. 

As far as the treatment of NaCl equilibrium among the phases is concerned, ECO2M v.2.0 seems 

to further simplify the treatment used in the previous version by Pruess (2011). Thus, the treatment 

of NaCl distribution among the phases should be improved following available approaches used 

in other TOUGH2 EOS modules such as EWASG (Battistelli et al., 1997). 

 

2.3.2.3 Three-phase DFM 

 

Three-phase DFM was developed by Shi et al. (2005b), essentially for modelling of the 

flow of oil, water, and gas. It was based on the initially developed two-phase DFM (for oil and 

water). Extension of DFM derived from two-phase to three-phase system will be described 

referring to documents delivered by LBNL (Pan and Oldenburg, 2018a) and information gathered 
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through personal communication with the LBNL team. As two-phase DFM has been already 

described in chapter 2.3., the updated approach for the three-phase system will refer to the 

previously described formulation.  

The approach of the three-phase DFM implemented in T2Well-ECO2M is based on a two-step 

application of DFM. In the first step, goal is to obtain aqueous 𝑣𝑎 and non-aqueous (liquid+gas) 

𝑣𝑛 phase velocity from the three-phase mixture velocity, 𝑣𝑚. In the second step, DFM approach is 

reapplied to the mixture of non-aqueous phases, liquid and gas, following the typical DFM 

formulation for two-phase system.  

It will be once again necessary to take into account the spatial discretisation in TOUGH2 and how 

flux and velocities terms are defined and solved at interfaces between grid cells. Parameters 

mentioned in the following equations refer to geometry parameters and indexes described in Figure 

2.  

Solution of the momentum equation of the mixture flow through interface of two adjacent wellbore 

blocks, n and m, at time level k+1 can be given as: 

1 11 1 1 1
1 cos

2

k k k kk k k k k k
nm nm nm nm nmk knm nm nm nm m n

nm nm nm

nm m n

f v vv v p p
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t A z z
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  

+ ++ + + +
+

− −
+ = − − −

 −
  [2.39], 

where 𝛿𝑛𝑚
𝑘  denotes explicit spatial acceleration term, first term from the right part of the equation, 

1 1

2

k k k k

nm nm nm nm nm

nm

f v v

A

 + +
  , is semi-implicit friction term, and remaining parameters from the right side 

of the equation describe implicit driving force.  

Therefore, bulk mass flow rate through interface of n and m at time k+1 is given as: 
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

    [2.40], 

with the first part of the counter and denominator being evaluated at the previous time level, k, 

while part of the counter inside of the bracket is participating in Newton-Raphson iteration at time 

level k+1 (Pan and Oldenburg, 2018a).  
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Mixture properties used in momentum equation solution 2.34 can be determined using a mixed-

implicit scheme for a three-phase system: 

- for mixture density   
3

1nm nm nmS  


 

=
=   ; 

- for 𝛽 phase saturation   
n m m n

nm

n m

D S D S
S

D D

 


+

=
+

 ; 

- for 𝛽 phase density   
n m m n

nm

n m

D D

D D

 


 


+

=
+

 ; 

- for mixture viscosity  
3

1nm nm nmS  


 

+
=   , where individual phase viscosities, n m

 , are 

determined using upwind scheme. 

Solution of the explicit part of the friction term in the momentum balance equation,
2

k k

nm nm nm

nm

f v

A


, 

depends on the type of flow related to the value of Reynold’s number (Pan and Oldenburg, 2018a). 

The new T2Well code version also allows taking into account additional pressure losses which 

will occur in presence of complex wellbore geometry where sections of increased friction loss can 

be approximated by modifying the effective diameter of the wellbore at that particular wellbore 

section. 

In the first part of DFM for a three-phase system where total mixture of three phases is divided 

into aqueous (a) and non-aqueous part (n-a), the first step is to obtain velocity of the volumetric 

centre of the mixture: 

( )
( )* *

an a n a a n a

an a d an a

an a an a

S
j v

  

 

− − −

− −

− −

−
= −                         [2.41], 

with 
an a −

 mixture density: 

( )1a n a n a n a n a aS S  − − − −= + −                                  [2.42], 

and 
*

a n a −  denoting profile adjusted density of the mixture given as: 

( )*

0 1a n a n a n a n a aS C S  − − − −= + −                     [2.43]. 
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( )d a n a
v

−
 and 

( )0 a n a
C

−
 are drift velocity and profile parameter for first part of DFM application on 

aqueous and non-aqueous part of the mixture.  

In the second step it is possible to calculate non-aqueous phase velocity as: 

( ) ( )0n a a n aa n a d a n a
v C j v− −− −

= +                     [2.44], 

and in third step all required parameters for calculation of aqueous phase are obtained, so it can be 

given as: 

1

an a n a n a

a

n a

j S v
v

S

− − −

−

−
=

−
                      [2.45]. 

Finally, av is used to determine the mass flow ( nmF ) rate between two adjacent blocks in the 

wellbore, n and m (Figure 2), while n av −  is used as mixture velocity value in the second part of the 

DFM approach, to determine the velocity of gas, 
gv , and liquid phase, lv . The second part of the 

DFM approach follows the same schedule as the first part, therefore, first step includes obtaining 

volumetric centre of the non-aqueous part of the mixture: 

( )
( )

*

* *

g l ggl

gl n a d gl

gl gl

S
j v v
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 
−

−
= −          [2.46]. 

In this case, 𝜌𝑔𝑙 is density on non-aqueous mixture: 

( )* *1gl g g g lS S  = + −            [2.47], 

𝜌𝑔𝑙
∗  is profile adjusted density of the mixture: 

( ) ( )( )* * *

0 0
1gl g g g lgl gl

S C S C  = + −          [2.48], 

and 
*

gS  denotes scaled gas saturation
* g

g

g l

S
S

S S

 
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. 

( )d g l
v and ( )0 g l

C  are drift velocity and profile parameter for the second part of DFM application on 

mixture of non-aqueous phases – liquid and gas. 
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In the second step it is possible to calculate gas velocity as: 

( ) ( )0g glgl d gl
v C j v= +            [2.49], 

and in the third step liquid phase velocity given as: 

*

*1

gl g g

l

g

j S v
v

S

−
=

−
           [2.50]. 

Obtained 
gv  and lv  are used with av , calculated in the first part of DFM approach, to determine 

mass flow rate through the interface of two adjacent wellbore blocks, nmF , described in equation 

2.19. What is missing in both steps is the determination of 
dv . It is calculated in the previous time 

step. For the first part of DFM approach for three-phase system, considering aqueous and non-

aqueous part of the fluid mixture, it is determined as:  
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followed by several adjustments such as in the case of wellbore inclination and scaling to avoid 

trouble at low pressure values (by factor

5
1.04 4

0 1
9.0 4

p e

e

− 
  

 
). 

In the second part of DFM approach, where non-aqueous mixture part is considered as mixture of 

liquid and gas CO2 phase, the drift velocity is determined as: 

( )

( )( ) ( ) ( )( )
( ) ( )
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/ 1
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 
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              [2.52]. 

The same as in the first part of DFM approach, scaling and adjustment is applied for drift flux 

velocity value. As already mentioned in the chapter 2.3.1.2., uK is Kutateladze number, function 

of Bond number. In the case of DFM application on a three-phase system, diameter in the Bond 

number description (equation 2.31) refers to the diameter of the wellbore occupied by non-aqueous 

part of the mixture, n ad −  (Figure 5). 
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Figure 5: Phases distribution in wellbore cross-section. 

 

2.3.2.4 Heat exchange options in T2Well-ECO2M 

 

There are two options to calculate the heat exchange between the wellbore and surrounding 

formations, numerical and semi-analytical approach. Besides Ramey’s method described in 

chapter 2.3.1.4., alternative formulations for the semi-analytical heat exchange calculation are 

available in T2Well-ECO2M. T2Well-ECO2M allows two options to use Ramey’s method with 

different time functions Q3 and Q3Complete which were implemented originally in T2Well-

EWASG code version (Vasini et al., 2015; 2018), and an additional time-convolution method. 

These options can be selected by adding dedicated parameters in ROCKS block of the input file, 

which will be explained in more details in the following subchapter. 

Drawbacks of Ramey’s method have been discussed in the work of Hasan and Kabir (2002). The 

remark referred to the results of simulated temperature changes of flowing fluids, which were 

faster than actually observed, due to neglected heat capacity of the well completion material in 

Ramey’s approach. Moreover, original Ramey’s method for wellbore-formation heat exchange 

calculation works effectively only for times longer than approximately a week, and so is not 

suitable for the study of short transient phenomena (Vasini et al., 2018). If we assume steady state 

heat flux through wellbore completion as:  
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( )1 1 1 22dq rU T T dZ= −                                 [2.53], 

where U is the global heat exchange coefficient of well completion, 
1r is the internal well radius, 

and 
1T  and 

2T  are wellbore fluid and wellbore completion temperature respectively. In the 

combination of equations 2.53, and 2.36 which describes heat loss from the wellbore to the 

formation, it is possible to get the temperature 
2T  at the well completion – rock formation interface: 

( )

( )
1 1

2
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f

f

rU T f t T
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

+
=

+
          [2.54]. 

In this way it is possible to compute the heat flux for unit well length between the wellbore and 

formation as a function of temperature difference between the wellbore fluid temperature and 

initial undisturbed formation temperature by substituting 2T   in equation 2.53 with expression form 

2.54: 

( )
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2 w

w

r U
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
= −

+
                    [2.55]. 

For the evaluation of global heat exchange coefficient, the full solution developed by Willhite 

(1967) can be implemented in reduced form, assuming that the internal tubing surface temperature 

is equal to the flowing fluid temperature, and that the thermal resistance of the tubing and casing 

is negligible: 

( )

1

ln
1

h
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r
r

r
U

h h 

−

 
 
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  

                                                                                                     [2.56]. 

Here tor , hr  and cor  are external tubing radius, external radius of cement sheath and external casing 

radius respectively, ch  is the natural convection heat transfer coefficient, rh  is the radiation heat 

transfer coefficient, while cem  is the thermal conductivity of cement.  

In the case of fluid flux directly into a single cemented casing string, the global heat exchange 

coefficient is given as: 
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2
1

1

ln

cemU
r

r
r


=              [2.57]. 

Instead of Ramey’s solution of time function (given in equation 2.37), Vasini et al. (2015) 

implemented in Q3 method a time function according to Kanev et al. (1997), who’s approach is 

based on the computation of heat flux at the surface of an infinite cylinder at constant temperature 

with introduction of dimensionless time, 
Dt . Here time function solution is given as: 

( ) ( ) ( )( )
2

1 2

ln 4 2 ln 4 2D D
f t t t



 
= −

− −
       [2.58], 

where dimensionless time is equal to 
2D

t
t

r


=  , with 𝑟 denoting wellbore radius, and 𝛾 is Euler’s 

constant (0.57722). 

Another time function option implemented by Vasini et al. (2018) in Q3 is the one suggested by 

Chiu and Thakur (1991) as given below: 

( )
2

0.982ln 1 1.81
t

f t
r

 
= +  

 
        [2.59], 

which gives a good reproduction of Carslaw and Jager (1959) solution for radial heat conduction 

from a line source of constant temperature. Here 2r  is wellbore completion radius.  

The above time functions are also available inside the Q3complete method for wellbore-formation 

heat exchange calculation using eq. 2.55 by including the steady-state heat conduction through the 

well completion as described by Ramey (1962) and already implemented in T2Well-EWASG by 

Vasini et al. (2018).  

 

2.3.2.4.1 Time-convolution method 

 

The semi-analytical time-convolution method for radial, conductive heat exchange between the 

wellbore and surrounding formation was developed by Zhang et al. (2011). The time-convolution 
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method implementation in the TOUGH2 family of codes is further described by Finsterle (2017) 

with respect to the enhancements of the TOUGH2 simulator integrated in iTOUGH2, which is a 

program for parameter estimation, sensitivity analysis, and uncertainty propagation analysis. This 

method was already available in T2Well-ECO2M but its activation required certain code 

modifications which will be explained in the following chapter. Essentially, radial heat transfer 

with the formation at each time step is calculated by superposition of analytical solutions of heat 

flow that are dependent on the temperature differences between subsequent time steps. As 

described by Zhang, evaluation of the heat flux due to unit temperature difference and unit heat 

exchange surface between wellbore and formation is given for early and late dimensionless time 

as:  

( ) ( )
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                                               [2.61]. 

Here 𝑓1  and 𝑓2 are the heat transfer functions which express the amount of the heat flux. As the 

above equations describe heat flux per unit heat exchange surface, they have to be multiplied by 

the wellbore element surface ( ( )
2

w n
A r dZ= ). Heat transfer functions 1f  and 2f  are 

approximately the same at the dimensionless time 2.8Dt =  and this value is considered as a 

threshold value to switch from 1f  to 2f .  

According to Finsterle (2017), during fluid injection and production, and as a result of the heat 

exchange processes, temperature changes continuously over time at any point within the wellbore 

and at the wellbore-formation interface. Based on superposition approach, the radial heat flux 

across each wellbore element to the surrounding formation is a time-convolution result of varying 

temperature. The discretized form at each time step can be expressed as: 

( ) ( )
1

1

d

total D i ii
q f t t T t

−

=
= −                                                                                                  [2.62], 
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where 
Dt  denotes dimensionless time after d time steps and 

it  is the time after i time steps, while 

solution for f depends on the value of 
Dt . The temperature difference parameter, ( )iT t , 

represents the temperature in the wellbore at time step i, minus the temperature at formation 

interface at the previous time step, i-1 (i.e. ( ) ( ) ( )1i w i f iT t T t T t − = − ). 

 

2.4 TOUGH2Viewer 
 

The TOUGH2Viewer software (Bonduà et al., 2012) is an enhanced pre- and post-

processor specially designed for results visualisation of TOUGH simulations performed on 

structured of and fully unstructured 3D Voronoi grids (Bonduà et al., 2015). The structure of 

TOUGH2Viewer can be divided into four main modules: the input module, visualisation module, 

editing module, and export module.  

In the input module, required data should be uploaded for TOUGH 3D model visualisation. This 

includes MESH file – ASCII file containing information about the block names and geometric 

properties (volumes and connection information). For unstructured grid, additional geometric file 

should be uploaded which, in the case of Voronoi 3D grids, is tough2viewer.dat file, containing 

additional information about blocks (vertex, faces and face normal). Finally, the output file 

generated by TOUGH should be uploaded, containing simulation results. It is important to mention 

that it is possible to proceed with grid visualisation even without output file upload, to visualise 

the so-called Empty model. This option is very useful for setting the initial conditions of the model 

in TOUGH2Viewer.  

The visualisation module is composed of a set of windows for graphic representation of the grid 

and visualisation of simulation results in terms of behaviour of different variables through time 

and space. More details about visualisation functions can be found in the TOUGH2Viewer Quick 

Tutorial (associated with the software) and the work of Bonduà and Bortolotti (2020). Figure 6 

shows an example of numerical model visualisation in TOUGH2Viewer.  
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Figure 6: TOUGH2Viewer 3D block model visualisation  

 

The editing module allows modification of the properties of single or multiple blocks in terms of 

volume value and/or rocktype. Moreover, the editing module allows the user to set arbitrary initial 

conditions for the model. It is possible to set initial conditions for only selected blocks or different 

rocktypes. Primary variables which should be set in initial conditions depend on the EOS used in 

the simulation.  

Regarding the export module, with numerous export functions, it is important to mention the sub-

grid export function which allows the export of only a selected part of the grid, therefore allowing 

the creation of the new grid which can be again uploaded and edited in TOUGH2Viewer. 

Moreover, TOUGH2Viewr offers numerical model export, raw data export and manipulated model 

export. The numerical models created with MESHMAKER (structured 1D or 2D radial grid or 1D, 

2D or 3D Cartesian grid) or with VORO2MESH and read by TOUGH2Viewer can be exported in 
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a format that can be read by Paraview visualisation application as .vtu files (unstructured grid file 

format).  

The last available TOUGH2Viewer version is enhanced in order to allow generation and 

visualisation of MODFLOW DISU grids and simulation results (Bonduà et al., 2021) and 

currently, it is the only available free tool dedicated to MODFLOW Voronoi grid generation.  

In the scope of this research, TOUGH2Viewer was used as a pre-and-post processor for T2Well-

ECO2M in terms of mesh generation and visualisation, initial conditions setting and visualisation 

and analysis of simulation results. 
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3 Code improvements and its use 
 

Fundamental instructions on the use of T2Well can be found in the T2Well-ECO2N user 

guide (Pan et al., 2011a) where a description of input and output file configuration and keywords 

is explained, along with the procedure for running the executable file. These fundamentals will not 

be repeated in this study and the reader is advised to find more information in the T2Well-ECO2N 

user guide. This paragraph will explain differences and new features available in the T2Well-

ECO2M code version for generation of an input file and description of injection conditions.  

 

3.1 Compilation 

 

T2Well-ECO2M is a modification and upgrade of T2Well-ECO2N code version, it is composed 

of a set of Fortran 90 source files grouped in a MS Visual Studio project which can be modified, 

debugged and compiled under MS Visual Studio integrated with the Intel Parallel Studio XE 2018 

update 2 Composer Edition for FORTRAN Window. A list of the source code files for the current 

T2Well-ECO2M code is given in Table 4.  

 

Table 4: Source code files for T2Well-ECO2M (adapted from Pan et al., 2011a). 

File name Description 

agra.f Routine to save a time series of flow rates through 
user-defined horizons and a routine to save liquid 

and ga volume vs. time to DOFT file. 

CO2Proper_new_well.f CO2 properties for ECO2M P&T range. 

CO2Proper_old.f Contain subroutines for CO2-brine thermodynamic 

equilibrium 

DFM_new.f Wellbore three-phase flow model definitions, 

subroutines and functions. 

eco2full_well.f Equation of state (ECO2M v.2.0). 

FlowMap.f Computes Vd in the DFM 

FluidPhase.for Allocation of the phase condition and 

corresponding index. 

HydroFuncs.f Optional (not used) relative permeability and 

capillary pressure functions with IFT scaling  
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InterfacialTension.for Correlations for interfacial tension of the mixture. 

meshm.f Meshmaker – mesh generation subroutine. 

mudfv.f Compilation of modified TOUGH2 subroutines for 

wellbore simulation. 

proCO2Tab.f Module for handling table data and interpolations. 

radheat.f Radial heat exchange subroutines. 

salt.for Contains brine and halite correlations. 

T2 INCLUDE file with parameters for dimensioning 

major arrays. 

t2cg22x_well.f TOUGH2 main program. 

t2solv.f Conjugate gradient linear equation solvers. 

thermo.inc Thermodynamic routine constants. 

 

 

3.2 Input file format 

 

In general, T2Well input files consist of several sections introduce by fixed keywords, describing 

rocks properties of the system, wellbore properties, the geometry of the mesh, the computational 

parameters, the initial conditions, etc. Each record in the input file is composed of up to 80 

characters, and standard metric units (SI) are adopted, same as in TOUGH2, with temperature 

characterised in Celsius degrees. An example of the T2Well input file with the addition of the 

highlighted names of the parameters in the first record of the ROCK type is shown in Figure 7. 

More information about the parameters in the input file can be found in TOUGH2 and T2Well-

ECO2N user guide.  
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Figure 7: Descriptive example of T2Well input file (T2Well-ECO2N). 

 

Input files format of T2Well-ECO2M is the same as for T2Well-ECO2N (Pan et al., 2011a), except 

for the parts describing fluid properties and primary variables definition which refer to the ECO2M 

user’s guide (Pruess, 2011), and parts noted in this paragraph.  

Under the ROCK types dedicated to the wellbore subdomain, which are determined by starting 

with the letter w (e.g. wells and wellc in Figure 7), T2Well-ECO2M requires inscription of different 

type of parameters than other T2Well code versions. Parameter POR of the wellbore ROCK type, 
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1.0 by default (Figure 6), is used to assign the negative value of wellbore/tubing internal cross 

section area in T2Well-ECO2M (highlighted in yellow in Figure 8). Parameter PER(II) in the same 

record must determine wellbore wall roughness (highlighted in blue in Figure 8) instead of 

absolute permeability as in the T2Well-ECO2N version. An example of the ROCKS section for 

the T2Well-ECO2M input file is given in Figure 8. 

 

 

Figure 8: An example of the wellbore ROCK's type parameters for T2Well-ECO2M. 

 

3.2.1 Semi-analytical heat exchange method selection 
 

The choice of method for the analytical heat exchange available in T2Well-ECO2M is also 

determined through modifications in the ROCKS input file section.  

Ramey’s method for wellbore-surrounding formation heat exchange calculation, as in the previous 

code version, can be selected by setting the negative value of CWET parameter, which determines 

formation heat conductivity under fully saturated conditions for wellbore ROCK type (e.g. for 

ROCK type wellc in Figure 7 and 8).   

Methods Q3 and Q3Complete, can be selected by the introduction of additional records under 

wellbore ROCK type and assigning NAD = 3 or 4 which will allow reading additional records. An 
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example of an input file with Q3 and Q3Complete is given in Figure 9. Input file format for Q3 

and Q3Complete is the same and method selection will depend on the values on the parameters in 

the added record.  

 

 

Figure 9: An example of the wellbore ROCK material with selection of Q3/Q3Complete semi-

analytical heat-exchange method (without time convolution). 

 

These additional parameters in wellbore ROCKS material are: 

NTEMP – number of ZF-TF values used to describe formation static temperature profile which 

can be different than initial wellbore temperature. Otherwise, when NTEMP is set to 0, static 

temperature of the formation elements is equal to initial temperature of the wellbore elements;  

IFL – the flag to choose between different time functions;  

RWB – the outer radius of wellbore completion (m); 

UHE – the global heat exchange coefficient of wellbore completion (W/m2 °C); 

CRHOF – the formation heat capacity, including the contribution of both rocks and fluids (J/m3 

°C); 

CONDF – thermal conductivity of rock formation (W/°C m); 

ZF(i) – the elevation (m), with the same reference used by discretization grid; 

TF(i) – static temperature of the formation at the corresponding elevation ZF(i) (°C).  
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If RWB > 0, the heat exchange calculation is performed including the wellbore completion as 

described in Q3Complete option.   

In the current version of T2Well-ECO2M it is possible to choose different time function solutions 

for Q3 and Q3Complete. By setting different values for IFM it is possible to select following: 

IFL=0 – time function solution by Zhang et al. (2011); 

IFL=1 – time function according to Kanev et al. (1997); 

IFL=2 – time function according to Chiu and Thakur (1991). 

Regarding the time-convolution method, to make the algorithm flexible for handling various 

wellbore configurations and thermal conditions in the rock formation, the code gives the user an 

option to choose between uniform or depth-dependent formation properties, wellbore radii, and 

geothermal gradients. Therefore, there are two options to invoke radial heat exchange with time 

convolution, which can be selected by setting MOP(15)= 5 or 6. 

By setting MOP(15) = 5, option for constant wellbore and formation properties is selected and 

additional ROCK material named QLOSS should contain following set of parameters: 

DROK: Rock grain density of near wellbore formation; 

POR:    Wellbore radius; 

PER(1): Reference elevation; specified Z coordinate in block ELEME; 

PER(2): Reference temperature; 

PER(3): Geothermal gradient; 

CWET: Heat conductivity of near well formation;  

SPHT:   Rock grain specific heat of near well formation. 

An example of the input file with QLOSS ROCKS material is given in Figure 10. 
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Figure 10: An example of QLOSS rock domain with time-convolution method parameters. 

 

In case of using the other option, MOP(15)=6, it is possible to consider variable wellbore and 

formation properties. In that case, it is necessary to provide an external file named radqloss.dat 

which should contain information in following format: 

in the first line: NMATQLOSS: number of elevations with geometric and thermal data; 

Provide NMATQLOSS lines with the following data in free format:  

Elevation [m], well radius [m], initial temperature [°C], CWET, DROK, SPHT. 

Between elevations, properties are calculated using linear interpolation. 

 

3.2.2 Sinks and sources 
 

T2Well-ECO2M offers the option of setting injection conditions with assigning duration 

of transitional flow before achieving optimal injection rate and change of injection rate at chosen 

injection times. This option, invoked with the keyword REGFX, can be included under the 

standard GENER section which assigns sinks and sources to the model. With REGFX, flow is 

regulated through a specified connection -regulated interface within the wellbore subdomain 
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elements. As in TOUGH2, to maintain the desired constant conditions on the upstream block, an 

infinite volume can be assigned to it. 

There are three different cases of REGFX usage with examples and explanation of the parameters 

given in Figures 11, 12, and 13. A short explanation of the parameters is given highlighted in blue. 

 

 

Figure 11: REGFX Basic case example. 

 

In the example from Figure 10, injection through interface with ID 1 refers to the first connection 

interface between the elements of the wellbore model described in CONNE section of the input 

file. Depending on the geometrical description of the connection interface between the blocks, in 

the case when direction of the flow is from the Cell2 to Cell1 in connection Cell1Cell2 it is 

indicated by negative sign of the flow value. 

 

 

Figure 12: REGFX Case with tabular flow rates. 
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In the case of REGFX application with tabular flow rates (Figure 12), data highlighted in orange 

are only place holders and will not have effect on the simulation.  

 

 

Figure 13: REGFX case with limiting flow rate. 

 

In the case from Figure 13, when the last parameter is <0, it indicates that the mass flow rate at the 

end of the transient period (100 kg/s in this case) is also the maximum flow rate which will not be 

exceeded during injection period.  

 

 

3.3 Up-to-date changes in the original T2Well-ECO2M code version and code 

verification 
 

The Original version of T2Well-ECO2M code developed at LBNL has been shared with the 

research group of DICAM (University of Bologna), dedicated to geothermal numerical modelling, 

as a research code version under development, in March, 2020, and has been hitherto modified, 

updated, and debugged. New features and required code modifications, mainly implemented for 

simulation of CO2 injection with phase transition studied in this research, are described in the 

following paragraphs. A fast check of each code change was done by running the same sample 

problem consisting of a vertical wellbore CO2 injection at constant rate and wellhead enthalpy into 

a 1D radial gas reservoir with closed lateral boundaries. The efficiency of numerical solution was 

checked by comparing the number of completed time steps and iterations number necessary to 
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simulate a total of 741 days including: 1-year injection, 1-day shut-in, 1-year injection and 10 days 

final shut-in.  

 

3.3.1 Additional printouts and correlations updates 

 

In the new updated version of the T2Well-ECO2M code, printout options for the output file tables 

have been modified in terms of avoiding printout of seldom used variables useful only for the 

debugging purpose and parameters useful for the analysis of CO2 phase transition phenomena 

during the injection added into printout. Among the other parameters, in the default output tables 

printing of the relative permeabilities and specific enthalpies of all three fluid phases, the density 

and enthalpy of solid halite, and gas phase velocity have been added. Additionally, when choosing 

to have printout of an optional table (filed IE(7)>0 of the keyword SELEC of the input file) in the 

new updated code version, the mass fraction of NaCl in the CO2 liquid (XSL) and CO2-rich gas 

phase (XSG) have been added to the printout, along with the information on the relative 

permeability (RELP), capillary pressure (PCAP) and permeability reduction (PERMRED) models 

chosen for each rock domain. 

Regarding the updating of the correlations, IAPWS-IF97 (IAPWS, 1997; 2007) correlations for 

the pure water and steam are available in the current T2Well-ECO2M version. The standard 

TOUGH2 simulator (Pruess et al., 1999; 2012) implements the IFC (1967) correlations for the 

saturation pressure, density and enthalpy of water and steam, plus simple correlations for the 

dynamic viscosity of water and steam. The IAPWS-IF97 correlations for industrial applications 

have been initially coded into the TOUGH2 environment by Croucher and O’Sullivan (2008) and 

subsequently by Magnusdottir and Finsterle (2015) for the iTOUGH2 simulator. Croucher and 

O’Sullivan correlations, integrated with updated correlations for the dynamic viscosity of water 

and steam (IAPWS, 2008), were implemented in T2Well-EWASG (Vasini et al., 2018) and 

subsequently imported into the original version of T2Well-ECO2M. But the code modifications 

required for the use of updated viscosity correlations were missing. In the current version of 

T2Well-ECO2M, updated correlations for viscosity of water and steam due to IAPWS (2008) have 

been implemented. The water corelation can be selected in the input file, by denoting the value of 

FE(12) parameter (field of the keyword SELEC) as follows: 
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FE(12) = 0: IFC67 (DEFAULT); 

FE(12) = 1: IAPWS-IF97 (Croucher and O’Sullivan, 2008). 

In order to facilitate code maintenance, the IAPWS-IF97 subroutines have been moved into a new 

source file called IAPWS-IF97.for, which now contains the following subroutines: COWAT97, 

SUPST97, SAT97, TSAT97, VISH2O, VISH2O97 and THERC_2011. 

The new correlation for the brine and halite has been implemented following the correlations 

derived from Driesner (2007) publication, which were developed for 0-1000°C, 1-5000 bar and 

NaCl concentration up to halite saturation (Battistelli, 2012). The new brine correlations can be 

selected in the input file with IE(4)=6 and IE(15)=5, which will allow the code to compute both 

brine density and enthalpy using Driesner’s correlations, but also update halite properties. In order 

to facilitate code maintenance, the new brine and halite correlations have been placed into the 

existing module called SALT.for, which now contains the following subroutines and functions: 

SO1, SO2, SATB, VISB, COBRI, DRIESNER, BRINEN, HALITE, HHAL, DHAL, AKREL, 

TCRIT_BRINE, THERCB. 

The T2Well-ECO2M accounts for precipitation of solid halite on the reduction of rock 

permeability due to the reduction of active porosity, same as in EWASG. In addition to the 

correlations already implemented in T2Well-ECO2M, new correlations are added, which can be 

selected by assigning one of the values 4, 5, 6 to the field IE(11). The new correlations are 

underlined in the list below:  

    IE(11) =  

           = 0: PERMEABILITY DOES NOT VARY WITH FLOW POROSITY. 

           = 1: PERMEABILITY VARIES AS PHIF**FE(1). 

           = 2: SERIES FRACTURE MODEL. 

           = 3: SERIES TUBE MODEL. 

           = 4: Generalized critical porosity model (AKREL*=((PHIN-FE(1))/(1.-FE(1)) )**FE(2)). 

           = 5: Fractures with a linear statistical distribution of apertures (Verma and Pruess, 1988). 

           = 6: Tubes with a linear statistical distribution of apertures (Verma and Pruess, 1988). 
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*AKREL – T2Well-ECO2M subroutine where permeability reduction is computed 

 

3.3.2 Time-convolution method issues solving 

 

In the original T2Well-ECO2M code version delivered by LBNL, the choice of QLOSSRAD 

subroutine, corresponding to semi-analytical time convolution approach for wellbore-formation 

heat exchange, required certain modifications to reach full operativity.  

Initially, it was possible to use the time-convolution method only with the absence of wellbore 

flow. In the input file format, a specific position foreseen to define heat exchange area between 

wellbore and formation was already used to define the AHT parameter, which should be set to zero 

in T2Well-ECO2M in order to allow the code recognising wellbore blocks as cylindrical elements 

with impermeable walls. Now the use of QLOSSRAD, which needs to know the lateral well 

surface area through the AHT parameter, is allowed by using AHT<0 as a flag. 

Additionally, in the original code version, the QLOSRAD subroutine was missing the calculation 

of heat flux derivative with respect to temperature, required for those thermodynamic conditions 

for which temperature is not among the primary variables. This happens for ECO2M v.2.0 for 

conditions 6 (liquid and gas conditions) and 7 (three-phase conditions) (see Table 3). The current 

code version has heat flux derivatives calculations implemented. 

One of the limitations of QLOSSRAD subroutine, and a plan for further improvement, is that it 

allows either to use a constant wellbore completion and linear formation temperature profile with 

MOP(15)=5 or assign the same variable wellbore completion and temperature profile with 

MOP(15)=6 for all wells generated in the model. This represents a quite strong limitation if the 

code has to be used for field problems in which well have different depths and well completions. 

The extension to multiple wells having a variable wellbore completion has been implemented 

following the same approach already used for the analytical heat exchange calculation using 

Ramey’s equation without time convolution. It is based on the reading of additional input lines by 

setting NAD ≥3 in the ROCKS blocks belonging to wellbores and on setting a negative thermal 

conductivity to engage the analytical heat exchange approach. 



 

64 

 

The time functions corresponding to IFL=1 and 2 were added in QLOSSRAD, making possible 

the simulation with the time convolution using the following time functions as already available 

in functions Q3 and Q3complete: 

IFL=0  Zhang et al. (2011) 

IFL=1  Vasini et al. (2015) after Kanev et al. (1997) 

IFL=2  Vasini et al. (2018) after Chiu and Thakur (1991). 

Moreover, with the application of the time-convolution approach, it is assumed that there is no 

thermal resistance between the cased well and the formation. But as explained by Zhang et al. 

(2011) for time-convolution application in TOUGH2 “such a resistance can easily be accounted 

for by inserting a cylindrical element between the wellbore simulator and the radial domain in 

which the semi-analytical solution is applied. These cylindrical elements would represent, for 

example, the metal casing, cement and grouting materials, other wellbore installations, and the 

skin zone; radial and axial heat transfer through these materials and zones will be calculated 

using the simulator’s numerical solution approach, providing the temperature condition at the 

interface to the formation”.  

The proposed approach would offer additional flexibility in solving a more complex heat exchange 

problems in deep wells with strong change of rates and temperatures and the ability to consider a 

depth-dependent variation of parameters. This approach was not yet tested with T2Well-ECO2M. 

The steady state heat flow through the well completion components in analogy to the 

implementation in Q3complete method has not yet been implemented inside QLOSSRAD. 
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4 Test injection application and results 
 

In this chapter, principal results of the application of T2Well-ECO2M for coupled-wellbore 

simulation of CO2 injection into depleted gas reservoir are presented and discussed. Part of the 

results has been presented in several conferences attended during Ph.D. research period, GET2020 

conference in Strasbourg, France (16-18 November, 2020 – online event) and OMC2021 

conference in Ravenna, Italy (28-30, September, 2021).  

 

4.1 Approach applied in development of injection site models 

 

In the coupled wellbore-reservoir CO2 injection simulation cases described in the following 

paragraphs, the same general approach was used starting with the development of the conceptual 

model of the injection site, appropriate mesh generation and simulation of the initial conditions for 

wellbore and reservoir prior to the injection. Meshes of the injection site models were generated 

with the MESHMAKER module (more details can be found in the TOUGH2 User’s Guide) and 

afterward visualised and modified in the TOUGH2Viewer pre-post processor. TOUGH2Viewer 

allows to denote model domains and to give initial properties for different domains which can be 

exported in form of an INCON file and used for input file generation.  

The initial conditions for the injection sites were simulated for a certain period before the 

injection, long enough to reach steady state of the wellbore-reservoir system. As the T2Well-

ECO2M code version allows to work with a mixture of H2O-CO2-NaCl, there is no possibility to 

show the presence of hydrocarbon mixtures. Therefore, in the simulated examples, the reservoir 

domain is assumed to be initially saturated with CO2 and residual brine, and the wellbore domain 

is assumed to be initially filled with CO2 and a small amount of water to avoid possible numerical 

issues in the closure of water mass balance. It is assumed that a reservoir initially saturated with 

CO2 is an adequate representation of a depleted gas reservoir in CO2 subcritical conditions, where 

CO2 and natural gas have similar thermophysical properties. For that reason, in an analysis of 

reservoir results for the following injection cases simulated with T2Well-ECO2M, it was not 

possible to track the gas displacement of in-situ CO2 by the injected CO2. However, it was possible 
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to track other characteristics reservoir fronts such as thermal front, which indicates the sharp 

decline of initial reservoir temperature due to the arrival of cold injected CO2.  

Regarding the injection conditions it is necessary to mention that the injection in T2Well-

ECO2M can be modelled essentially with two approaches, or injecting at constant rate, with WH 

Pressure (WHP) evolution computed by the code, or injecting at constant WHP, with flow rate 

evolution computed by the code. The evolution of WHP or rate is computed under transient 

conditions by the code as function of pressure losses within the wellbore and the reservoir. For 

both approaches it is necessary to assign the heat content of injected CO2. This is possible with 

two options, with constant enthalpy or with constant temperature. In these simulations the CO2 

injection at wellhead will be simulated at constant rate and enthalpy, looking at the transient 

conditions in both the tubing and the reservoir. 

 

4.2 Dedicated case with phase transition 

 

A dedicated case of CO2 injection into depleted gas reservoir was chosen to show the ability 

of T2Well-ECO2M to simulate CO2 phase transition in wellbore and near-wellbore area. While 

some of the geometrical parameters were arbitrarily chosen according to previous test simulation, 

Conceptual model and initial conditions, of Pool A sand of Cortemaggiore field (Italy) has been 

taken as a reference (Giorgis et al., 2007) for reservoir petrophysical parameters, together with the 

brine salinity and the relationships between porosity reduction due to halite precipitation and 

permeability reduction. Results of this case were presented at GET2020 conference (Strpić et al., 

2020). 

 

4.2.1 Conceptual model and initial conditions 

 

A two-dimensional radial grid, consisting of 8,160 blocks, was built to represent, in a 

simplified way, the wellbore, reservoir, and wellbore surrounding formation of a CCS injection 

site model (Figure 14). The 2D model has a total depth of 3,142 m and an external radius of 2,000 

m. Wellbore domain (wellb, Figure 14) was schematized as a 3-1/2" API tubing with uniform 

internal diameter (ID 2,992 inches = 75,99 mm), reaching the depth of 3,092 m at the top of the 



 

67 

 

reservoir layer. Wellbore is discretized with 67 elements with length gradually increasing from 1 

m to 20 m in the upper part (from +2 m to - 47 m) and then uniform elements of 50 m down to the 

top of reservoir domain. Two 1 m blocks above ground level have been added to represent the 

wellhead where CO2 enters the wellbore from a pipeline, in order to have a better control of the 

upstream conditions (wellhead element wellA, Figure 14). More details about the input parameters 

can be found in Appendix A. 

 

 

 

 

 

 

 

 

 

 

 

Figure 14: CO2 injection site model with rocktype (material)colour scale. Mesh visualisation 

(not to scale) is performed with the post-processing tool TOUGH2Viewer (Bonduà et al., 2012). 

 

The remaining 2D domain, which includes the reservoir, the atmosphere above the ground surface 

(atmos), the well completion domain (compl), the surrounding rock formations (sand1), the 

caprock (caprk) and bedrock (bottm), is discretized with 119 concentric cylindrical blocks with 

radius increments increasing logarithmically. Reservoir (resrv) domain has a porosity 0.20 and 

horizontal permeability of 1.0E-13 m2. An impermeable layer (bedrock) with a constant 

temperature of 61.7°C is located below the reservoir formation. The reservoir is assumed to be 

already filled with CO2 and a brine phase with 20% saturation and with NaCl content of 50,000 
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ppm, with initial reservoir pressure 50 bar. Temperature at the wellhead was set to 15°C to 

represent average annual temperature.  

To determine static conditions before the injection, initial conditions simulation was run for period 

of 10 years. Wellbore was assumed to be filled with CO2 and a small amount of water (1 ppm) at 

pressure of 50 bar. Pressure and temperature distribution after 10 years of steady-state simulation 

are shown in Figure 15, with final WHP 26.7 bar abs. 

 

 

Figure 15: Wellbore static pressure and temperature distribution after 10 years of steady-state 

simulation. 

 

 

4.2.2 Injection conditions 

 

CO2 with just 10 ppm dissolved water, is injected at a constant rate of 10 kg/s and with a 

constant enthalpy of 239.76 kJ/kg. This enthalpy has been evaluated at 15 °C and 52 bar, which is 

a pressure slightly higher than the saturation pressure of CO2 at the chosen temperature. This 

choice assumes that CO2 temperature in the upstream pipeline reaches the annual average ground 

temperature due to heat transfer, while the pressure is at the minimum value necessary to have 
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liquid CO2 flowing within the pipeline. Injection at constant rate and enthalpy is simulated for 1 

year with the numerical solution of heat exchange with surrounding rock formations.  

 

4.2.3 Results 

 

Evolution of WH and BH conditions at time during the injection, wellbore P and T vertical 

distribution and reservoir conditions are presented and discussed in the following paragraphs, 

along with the discussion of the results.  

 

4.2.3.1 Wellbore conditions 

 

Figure 16 shows evolution of WH and BH pressure and temperature conditions during 1 

year of CO2 injection at 10kg/s. An additional time scale with heterogenous units was added for 

easier managing.  

 

 

Figure 16: WH and BH pressure and temperature evolution during 1 year of continuous CO2 

injection at constant WH enthalpy. 
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From Figure 16, it is possible to notice the temperature drop at the WH and BH. During 

the first second of injection, WHT drops from 15°C to a minimum of -8°C (the simulation assumes 

the rate instantaneously reach 10 kg/s) and remains below 0°C (Figure 16). The WHT changes 

with WHP along the saturation line due to fluid flashing, with fluid cooling as the WHP declines 

below the value at which the injection enthalpy has been computed. As the static WHP is 26.7 bar, 

a significant pressure drop occurs with respect to the 52 bar assumed in the upstream. In practice, 

if single-liquid CO2 flow is desired within the pipeline during the whole injection operations 

(which is common practice), throttling is necessary at WH, which generates a strong CO2 

expansion with related cooling due to fluid flashing. The reason for strange step-wise BH pressure 

and temperature behaviour will be explained in the following paragraph related to the reservoir 

conditions analysis. 

 To get a better view of thermodynamic conditions within the wellbore and presumptive 

CO2 phase transition, pressure and temperature phase diagram (Figure 17) and pressure and 

temperature wellbore profiles (Figure 18) were studied for different injection times. 

 

 

Figure 17: P-T diagram with the CO2 saturation line, the time evolution of WH and BH 

conditions and PT profiles along the wellbore at selected injection times. 
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It is possible to notice that two-phase CO2 conditions appear at the WH almost instantaneously 

with the start of injection, and after 10 minutes are present in the whole wellbore, as 10 min PT 

profile at Figure 17 is completely overlapping with CO2 saturation line.  

 

 

Figure 18: Vertical distribution of temperature and pressure inside the wellbore at selected 

injection times. 

 

The same behaviour can be noticed in the Figure 18 showing the vertical distribution of wellbore 

temperature and pressure at selected injection times, where starting from the static temperature 

(bright red marker curve) wellbore temperature drops with the arrival of the cold CO2 front. It is 

possible to follow the phase transition from single to two-phase CO2 condition evolving inside of 

the wellbore with two-phase condition present in the whole wellbore after 10 minutes of the 

injection (dark yellow marker curve).  

Even though the WHT is below 0 °C during the whole 1-year injection period, there is no 

danger of hydrate formation within the wellbore because dry CO2 is injected and the aqueous phase 

does not evolve along the wellbore. The injected CO2 encounters the aqueous phase in the 

reservoir, where hydrate formation may occur. In Figure 19, according to Akinfiev and Diamond 
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(2010), for pressure above 50 bar, as in this case, hydrate phase formation requires temperatures 

below about 11 °C.  

 

 

Figure 19: T–P projection of stable phase relations in the CO2–H2O–NaCl system within the 

low-T low-P region (Akinfiev and Diamond (2010)). 

 

As seen in Figure 16, BHT drops for almost 45°C with the arrival of the cold injected fluid after 

about 10 minutes injection, reaching a minimum temperature of 17 °C, staying above the hydrate 

formation limit.  

 

4.2.3.2 Reservoir conditions 

 

Moving from the lateral boundary towards the wellbore, the following characteristic 

reservoir fronts can be observed (Figure 20):  

- the thermal front, where the initial reservoir T sharply declines due to the arrival of cold 

injected CO2; 
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- the CO2 condensation front (3-phase front), linked to the thermal front, where a large 

fraction of the gaseous CO2 condenses;  

- the evaporation front, where the water contained in the brine is evaporated by the injected 

undersaturated CO2; 

- the halite precipitation front, where the brine becomes oversaturated in NaCl at local T 

conditions and solid halite (SS) precipitates within the porous medium; 

- a secondary CO2 condensation front, where additional gaseous CO2 condenses to provide 

the heat necessary for the water evaporation. 

 

 

Figure 20: Radial distribution of the main reservoir parameters after 1 year of continuous CO2 

injection. 

 

Thorough analysis of the interdependent wellbore and reservoir conditions showed that the 

step changes of BHP and BHT in Figure 16 are the result of phase transition from single gas to 

two-phase CO2 in the reservoir at the primary CO2 condensation front. The transition is 

accompanied by a local sharp change of phases saturation and the related sharp decrease of overall 
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CO2 mobility which needs a step increment of P to maintain the constant mass rate radial flow any 

time the transition occurs in a new element. In practice, the relative permeability increment of the 

CO2 liquid phase does not compensate for the drastic reduction of gaseous CO2 relative 

permeability. This is proved by running an additional simulation considering only first 20 blocks 

of reservoir domain, excluding wellbore domain and running simulation with direct injection from 

the first reservoir block. CO2 was injected at the average flowing enthalpy of the BH for one week 

(Figure 21). 

 

 

Figure 21: Pressure and temperature of injection block during 1 week of continuous CO2 

injection with indication of phase transitions (5 → 7, 7 → 5, 7 → 6) and NaCl precipitation. 

 

As it can be seen from Figure 21, time of phase transition (evolution of liquid CO2 5 → 7) inside 

of near-wellbore area is associated with the occurrence of a pressure step-wise behaviour.  It is 

assumed that the characteristic 3-phase relative permeability curves used were presenting some 

subtle issues linked to their continuity and derivability. This issue was already highlighted by 

Battistelli (2020) such as those about 3-phase Stone’s I relative permeability model (Stone, 1970) 

that was used in these simulations. It is believed that the observed numerical step changes of BHP 
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and BHT might be reduced by using more appropriate 3-phase relative permeability functions. In 

particular the standard relative permeability curves used in TOUGH2 have been developed for 

almost immiscible fluid phases, like gas and water. In this case, the gas and liquid CO2 phases 

have properties that converge at the same value at the CO2 critical point. Thus, a miscible approach 

for the relative permeability and capillary pressure curves might be necessary to better simulate 

the occurrence of CO2 vaporization/condensation fronts. This improvement of the T2Well-

ECO2M code will be the subject of future studies. 

The secondary increment of the CO2 liquid phase (Figure 20) is related to the evaporation of brine 

whose pore volume is occupied by both gaseous and liquid CO2, but with a higher saturation 

increment of the latter. The heat necessary for the water vaporization is then provided by the partial 

condensation of the gaseous CO2, where localized step T changes was not allowed due to the 

CO2_liq - CO2_gas equilibrium. 

Looking at the 1-year P distribution within the reservoir shown in Figure 10, 3 regions can be 

observed corresponding to (i) the near-wellbore two-phase CO2 dry zone, (ii) the intermediate 3-

phase zone, and (iii) the two-phase gaseous CO2 – brine zone at initial reservoir T where the CO2 

was simply displaced towards the lateral boundary. Within the first two zones i) and ii), T and P 

spatial distributions are strongly related because of the multiphase CO2 conditions. The additional 

T reduction of flowing CO2 with respect to BHT is then related to the pressure reduction needed 

to support the radial flow of injected two-phase CO2.    

The solid saturation (SS), or the saturation of solid halite phase, is present just around the injection 

wellbore within a distance of about 5 m. SS reaches a value of about 5.0E-3 which can be easily 

computed considering the amount of NaCl initially dissolved in the brine, the brine density and 

saturation, and the final density of solid halite. In the present model the brine is at irreducible 

saturation (SAq=0.2). Thus, the brine is immobile even during CO2 injection. The NaCl initially 

contained in a grid element precipitate into the same element, and this is the reason for a constant 

SS value. These small SS values give a permeability reduction having a negligible effect on the 

pressure gradient of the near wellbore area. 

 

  



 

76 

 

5 Time-convolution method application 
 

Thermal effects present during the CO2 injection and CO2 phase transition inside of the 

wellbore are result of several processes. The final wellbore temperature distribution during the 

steady-state injection will depend on the pressure drop and JT’s effect, friction losses and wellbore-

formation heat exchange. T2Well-ECO2M offers a numerical and a semi-analytical approach to 

calculate heat exchange between the wellbore and surrounding formation. Although the full 

numerical approach is the most accurate, it requires building and solving spatial grids with many 

additional discretisation elements just for the modelling of heat conduction. The advantage of 

using the semi-analytical approach is to allow a smaller effort in terms of model grid generation 

and input preparation by limiting the number of grid elements, and consequently, a strong 

reduction of CPU execution time. However, it is crucial to determine proper equivalent thermal 

properties to be used in the analytical solution that conveniently reproduce those of the surrounding 

formations given in full numerical approach. 

As explained in paragraph 2.3.1.4, the semi-analytical approach for wellbore heat exchange in 

T2Well-ECO2M is based on the Ramey’s method with or without time-convolution. In order to 

test the time-convolution approach which is for the first time available in T2Well code, simulation 

results of using numerical and time convolution approach for computation of heat exchange 

between the wellbore and formation were compared with reference to the simulation of dry CO2 

injection. Comparison was done for the model and conditions presented in previous chapter, which 

is simulated using fully numerical approach. Results of the comparison were presented at Offshore 

Mediterranean Conference 2021 (Ravenna, Italy). For the purpose of comparison of the numerical 

and semi-analytical approach, efforts were made to have equivalent thermal properties in both 

models, therefore thermal properties of fully numerical model from case presented in paragraph 

4.2 have been slightly modified. Detailed list of input parameters for fully numerical and semi-

analytical model is given in Appendix A. Initial conditions and injection conditions for the case 

with semi-analytical, time-convolution approach for wellbore-formation heat exchange are same 

as in fully numerical model from paragraph 4.2, and conceptual model of the injection site is shown 

in Figure 22.  
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Figure 22: CO2 injection site model for semi-analytical (time-convolution approach) simulation 
with rocktype (material) colour scale. Mesh visualisation (not to scale) is performed with the 

post-processing tool TOUGH2Viewer (Bonduà et al., 2012). 

 

As in fully numerical model (Figure 14), wellA denotes wellhead element added for a better control 

of upstream conditions. In comparison with the model from Figure 14, which is required in fully 

numerical approach simulation, in case of semi-analytical approach wellbore-formation heat 

exchange model consists of only wellbore and reservoir domain, with an associated grid of only 

186 blocks.  

 

5.1 Results of comparison 

 

Execution time for the simulation with fully numerical heat exchange calculation was 364 s, 

while for the simplified model with semi-analytical heat exchange it was only 9 s (2.47%). The 

simulations results are compared looking at the evolution of WH and BH conditions as function 

of time, at the evolution of P&T wellbore flowing profiles on the phase thermodynamic diagram 

(P-T diagram), and at the spatial distribution of reservoir conditions. 
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5.1.1 Wellbore conditions 

 

Figure 23 shows the comparison of the evolution of WH and BH conditions during 1 year of 

CO2 injection for the numerical heat exchange solution (##_num) and the time-convolution semi-

analytical approach (##_s-a). 

 

 

Figure 23: WH pressure and temperature and BH pressure and temperature during 1 year of 
continuous CO2 injection at 10 kg/s and constant WH enthalpy, for numerical (##_num) and 

semi-analytical (##_s-a) solution of wellbore-formation heat exchange. 

 

The small spike visible on the curves of semi-analytical solution for WHP and WHT shown in 

Figure 22 at around 4,000 s (red frame), is caused by the switch between two different equations 

(Equation 2.60 and 2.61) for the time function used by Zhang et al. (2011). 
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Results of pressure and temperature phase diagrams of wellbore conditions for different injection 

times for fully numerical approach and semi-analytical approach of wellbore-formation 

computation are shown in Figure 24 and 25 respectively.  

 

 

Figure 24: P-T diagram with the CO2 saturation line, the time evolution of WH and BH 

conditions and PT profiles along the wellbore at selected injection times for the numerical case. 
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Figure 25: P-T diagram with the CO2 saturation line, the time evolution of WH and BH 
conditions and PT profiles along the wellbore at selected injection times for the semi-analytical 

case. 

Pressure and temperature wellbore vertical profiles results for different injection times for fully 

numerical and semi-analytical case are shown in Figure 26 and 27.  
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Figure 26: Vertical distribution of flowing pressure and temperature inside the wellbore at 

different injection times for numerical case. 

 

 

Figure 27: Vertical distribution of flowing pressure and temperature inside the wellbore at 

different injection time for semi-analytical case. 
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Wellbore conditions result prove to be in a good agreement. Small discrepancies can be noticed 

mostly during the first 10 minutes of injection when most of wellbore transients are experienced 

(Figure 24/25 and Figure 26/27). 

 

5.1.2 Reservoir conditions 

 

Figure 27 shows comparison of results for radial distribution of characteristic reservoir fronts for 

fully numerical (##_num) and semi-analytical approach (##_s-a) after 1 year of continuous CO2 

injection. 

 

 

Figure 28: Comparison of radial distribution (logarithmic scale) of main reservoir parameters 

after 1 year of continuous CO2 injection for the full numerical (##_num) and semi-analytical 

(##_s-a) case. 

 

Considering the good fit of wellbore conditions for numerical and semi-analytical approach of 

wellbore-formation heat exchange calculation, expectedly, reservoir parameters are also in a good 
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agreement with main differences restricted to the location of dynamic fronts of SAq, XNaCl and 

Sliq. 

As it could be seen from the presented comparison, semi-analytical time convolution option for 

wellbore-formation heat exchange calculation in T2Well-ECO2M proved to give results which are 

in a good agreement with, the most accurate, numerical results. In the same time, application of 

time-convolution approach requires less effort in terms of model grid and input file generation, 

with significant reduction in CPU execution time, which was only 2,47% of the time necessary for 

execution of fully numerical case. Therefore, time convolution approach proves to be valuable 

option for preliminary analysis of the thermal effect during CO2 injection, especially to eliminate 

some safety concerns connected with the strong temperature drops and/or hydrate formation.  

In the same time, it is necessary to keep in mind that even though time-convolution approach does 

not require spatial discretization of the formation domain, it is crucial to determine accurate 

equivalent thermal properties to be used in semi-analytical solution. These thermal properties 

should reproduce those of wellbore surrounding formations that can be composed of multiple 

subdomains over the wellbore depth. 
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6 Conclusions 
 

The objective of this study was to modify the T2Well-ECO2M code and test it on dedicated 

realistic cases to evaluate the performance of the software for simulating the CO2 phase transition 

and heat exchange with the surrounding formation during the transient wellbore flow during the 

CO2 injection into depleted gas reservoirs. The main simulation goal was to detect the effects of 

two-phase conditions inside of the wellbore and whether such conditions during the whole 

injection period would jeopardize injectivity or cause some safety concerns. Among the factors 

effecting the temperature of CO2 inside of the wellbore, special attention was given to the 

contribution of wellbore-formation heat exchange during multiphase CO2 injection in terms of 

testing and modification of available heat-exchange options available in T2Well-ECO2M. 

Moreover, as T2Well-ECO2M is a research code, the original version shared by LBNL was 

improved and debugged in many aspects to be suitable for simulation of various conditions of 

multiphase CO2 injection.  

T2Well-ECO2M research code proved to be able to model coupled wellbore-reservoir processes, 

including multiphase wellbore flow caused by flashing of injected CO2. Although originally 

designed for simulation of CO2 injection into deep saline aquifers and modelling of EGS, it is 

assumed that it can give a good insight into processes occurring during multiphase CO2 injection 

into depleted gas reservoirs. Thermophysical properties of natural gas in depleted reservoirs are 

similar to those of CO2-rich mixtures, therefore, assuming that the reservoir is already saturated 

with CO2 (and irreducible brine) allows one to study wellbore transients and near wellbore 

conditions with limited errors with respect to the real case scenario. Considering that the critical 

conditions mostly occur during start-up and shut-in operations and transient fluid flow, T2WELL-

ECO2M proved to be a valuable tool for assessing the safety of further injection and safety 

concerns connected with the effect of a strong temperature drop on casings and cement sheaths. 

Moreover, from the here presented results of injection into reservoir with characteristics of 

depleted gas reservoirs, it can be noticed that is it possible to maintain CO2 injection under two-

phase wellbore conditions during the entire period of injection. A thorough analysis of BH pressure 

step-wise changes (Figure 16) indicated a connection with CO2 phase transition in near-wellbore 

area which confirmed that wellbore and reservoir flow should not be analysed individually but as 

interrelated. Not only that wellbore conditions directly affect the fluid entering in to the reservoir, 
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but also what happens in near-wellbore zone has an effect on wellbore BH conditions.  Non-

isothermal conditions inside of the wellbore, as already mentioned, are a combination of several 

coupled effects. Therefore, for the real case scenario and such a narrow frame of BH temperature 

to stay above hydrate formation conditions as it is the case in chapter 4, it is necessary to have 

accurate wellbore modelling accounting for diameter changes, wellbore wall roughness, 

completion characteristics and surrounding formation thermal properties. 

Accurate modelling of BH conditions potentially allows more flexibility in choice of upstream 

conditions. 

The new updated code version has showed to be a robust and performing wellbore-reservoir 

simulator that can be also used to simulate the CO2 injection into depleted gas reservoirs. It now 

offers the choice of additional printouts in the output file, updates of outdated correlations and 

various semi-analytical wellbore-formation heat exchange options. Some of these options were 

revamped in the current code version, such as Q3 and Q3Complete subroutines, while the time-

convolution method was modified and tested and is ready to use. When compared to fully 

numerical approach of wellbore to formation heat exchange solution, the new time-convolution 

approach implemented in T2Well-ECO2M proved to provide solutions in good agreement and 

with a reduction of the computation time. 

 

6.1 Ongoing and future research 
 

This study is just a scratch of all possibilities that T2Well-ECO2M can offer. Going through an 

extensive literature review of studies and available software gathered in this research, and 

recognition of the importance of coupled-wellbore reservoir simulation along with non-isothermal 

wellbore conditions during CO2 injection, T2Well-ECO2M proves to be a valuable tool in the field 

of CCS. A part of ongoing research is to verify the performance of T2Well-ECO2M, for simulation 

of multiphase CO2 wellbore flow, through a reproduction of the literature cases studying 

multiphase wellbore flow with classical wellbore simulators. Despite the good simulation 

performance showed by new improved version of T2Well-ECO2M, as an extension of the 

presented research, future work could be dedicated to further improvement of the time-convolution 

method to model different wellbore completion and temperature profiles in case of multiple 
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wellbores present in the model and the effect of thermal resistance between the wellbore and 

formation domain.  

Again, one of the possibilities, already studied by Oldenburg and Pan (2019) from LBNL, could 

be adding surface equipment into the model. In their study, they use T2Well coupled with a 

preliminary version of the EOS module able to simulate multiphase CO2 flow to simulate onshore 

and offshore wellbore CO2 blowout caused by breached surface/subsea pipe. This approach in 

further studies would allow to analyse the magnitude of temperature drop effect during CO2 

blowouts on upstream equipment.  

Considering the possible applications of T2Well-ECO2M, part of the future work could be to test 

the code on simulation of EGS. Another interesting field of application could be the modelling of 

CO2 injection in hydrothermal reservoirs which is now under study in order to reduce the GHG 

emissions deriving from the utilisation of currently exploited geothermal fields. 

While working on this research, there has been a continuous effort to gather as much as possible 

user experience and create T2Well-ECO2M user’s guide which would give basic instruction about 

the input file generation and gather all differences with so far available T2Well code version. 

Moreover, there is a continuous effort in improving and modifying the TOUGH2Viewer pre-and-

post processing tool to allow reading new output formats and to facilitate the analysis of simulation 

results, such as a direct plot of pressure and temperature relations on the CO2 phase diagram.  
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Appendix A. Input Parameters 
 

A1. Dedicated case with phase transition  

 

 

Figure A1: Input file for MESHmaker for 2D radially symmetric grid of injection site model 

presented in paragraph 4.2. 

 

 

Table A1: Input parameters for dedicated model with phase transition (paragraph 4.2) 

Wellbore  

Internal diameter 2.99 inch 

Wall roughness 1.E-5 m 

Depth of tubing installation 3092.0 m 

Rock grain density of 

wellbore surrounding* 

2385.0 kg/m3 

Thermal conductivity of 
wellbore surrounding* 

2.50 W/(m°C) 
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Rock grain spec. heat* 1000.0 J/(kg°C) 

Completion domain 

Rock grain density 2690.0 kg/m3 

Porosity 1.E-10 - 

Abs. permeability (x,y.z) 1.E-20, 1.E-20, 1.E-20 m2 

Thermal conductivity 1.4 W/(m°C) 

Rock grain spec. heat 400.0 J/(kg°C) 

Surrounding formation 

Rock grain density 2690.0 kg/m3 

Porosity 0.05 - 

Abs. permeability (x,y.z) 5.E-15, 5.E-15, 5.E-15 m2 

Thermal conductivity 2.50 W/(m°C) 

Rock grain spec. heat 920.0 J/(kg°C) 

Temperature distribution 15.2°C @  0 m 

61.7°C @  3142 m (bedrock) 

 

Pressure distribution Hydrostatic pressure gradient  

Caprock and bedrock 

Rock grain density 2600.0 kg/m3 

Porosity 0.01  

Abs. permeability (x,y.z) 1.0E-19, 1.0E-19, 1.0E-18 m2 

Thermal conductivity 2.30 W/(m°C) 

Rock grain spec. heat 920.0 J/(kg°C) 

Relative permeability:  
Corey's curves (1954) 

Slr, Sgr 

 
 

0.40, 0.05 

 
 

Capillary pressure:  
van Genuchten (1980) 

λ, Slr, 1/P0, Pmax, Sls 

 
 

0.44380, 8.01E-2, 5.792e-07, 5.E7, 1.0 

 
 

Atmosphere (0 m - +2 m) 

Rock grain density 2600.0 kg/m3 

Porosity 0.90 - 

Abs. permeability (x,y.z) 1.0E-19, 1.0E-19, 1.0E-18 m2 

Thermal conductivity 2.30 W/(m°C) 

Rock grain spec. heat 99920.0 J/(kg°C) 

Reservoir 

Reservoir thickness 50.0 m 

Rock grain density 2690.0 kg/m3 

Porosity 0.20 - 

Abs. permeability (x,y.z) 1.0E-13, 1.0E-13, 1.0E-14 m2 

Thermal conductivity 2.30 W/(m°C) 

Rock grain spec. heat 920.0 J/(kg°C) 

Initial (residual) brine 

saturation  

 

0.20 

 

- 

Brine salinity 50,000 ppm 
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Relative permeability: 
 Stone's 1st three-phase 

method (modified) (1970) 
Sar, Slr,Sgr, n 

 
 

 
0.20, 0.05, 0.05, 3 

 
 

 
 

Capillary pressure:  
van Genutchen (1980) 

λ, Slr, 1/P0, Pmax, Sls 

 
 

0.30, 0.00, 1.105E-4, 1.E7, 0.999 

 
 

*required parameters for wellbore rocktype definition 

 

 

A1.1 Characteristic curves 

 

 

 

Figure A2: Stone's first three-phase method for gas (REPG3) and liquid (REPL3), and 
gas (REPG1) and water (REPAq1) relative permeability computed with T2Well-ECO2M 

with parameters presented in Table A1 for reservoir domain. 
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Figure A3: Corey's curves for gas (RPG1) and aqueous (RPAq1) relative permeability computed 

with T2Well-ECO2M with parameters presented in Table A1 for caprock and bedrock domain. 

 

 

 

 

Figure A4: Capillary pressure curves for three-phase system with van Genuchten model 

(parameters presented in Table A1 for reservoir domain). 
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Figure A5: Capillary pressure curves for three-phase system with van Genuchten model 

(parameters presented in Table A1 for caprock and bedrock domain). 

 

 

A1.2 Boundaries 

 

Top and bottom boundaries of reservoir domain are impervious. At the top, there is the 

athmosphere layer with high thermal capacity (99920.0 J/(kg°C)) to ensure constant temperature 

of 15°C. The bottom-most layer, bedrock, is at the constant temperature of 61.7°C. The lateral 

boundary of the reservoir is closed and insulated. 
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A2. Time-convolution method application 

 

 

Figure A6: Input file for MESHmaker for 2D radially symmetric grid of injection site model 

presented in chapter 5. 

 

 

Table A2: Input parameters for model with fully numerical wellbore to formation heat exchange 

from comparison in chapter 5. 

Wellbore  

Internal diameter 2.99 inch 

Wall roughness 1.E-5 m 

Depth of tubing installation 3092.0 m 

Rock grain density of 

wellbore surrounding* 

2385.0 kg/m3 

Thermal conductivity of 

wellbore surrounding* 

2.50 W/(m°C) 

Rock grain spec. heat* 1000.0 J/(kg°C) 

Completion domain 

Rock grain density 2690.0 kg/m3 

Porosity 1.E-10 - 

Abs. permeability (x,y.z) 1.E-20, 1.E-20, 1.E-20 m2 

Thermal conductivity 2.50 W/(m°C) 

Rock grain spec. heat 920.0 J/(kg°C) 

Surrounding formation 
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Rock grain density 2690.0 kg/m3 

Porosity 0.05 - 

Abs. permeability (x,y.z) 5.E-15, 5.E-15, 5.E-15 m2 

Thermal conductivity 2.50 W/(m°C) 

Rock grain spec. heat 920.0 J/(kg°C) 

Temperature distribution 15.2°C @  0 m 
61.7°C @  3142 m (bedrock) 

 

Pressure distribution Hydrostatic pressure gradient  

Caprock and bedrock 

Rock grain density 2690.0 kg/m3 

Porosity 0.01 - 

Abs. permeability (x,y.z) 1.0E-19, 1.0E-19, 1.0E-18 m2 

Thermal conductivity 2.50 W/(m°C) 

Rock grain spec. heat 920.0 J/(kg°C) 

Relative permeability:  

Corey's curves (1954) 
Slr, Sgr 

 

 
0.40, 0.05 

 

 

Capillary pressure:  
van Genuchten (1980) 

λ, Slr, 1/P0, Pmax, Sls 

 
 

0.44380, 8.01E-2, 5.792e-07, 5.E7, 1.0 

 
 

Atmosphere (0 m - +2 m) 

Rock grain density 2600.0 kg/m3 

Porosity 0.90 - 

Abs. permeability (x,y.z) 1.0E-19, 1.0E-19, 1.0E-18 m2 

Thermal conductivity 2.50 W/(m°C) 

Rock grain spec. heat 99920.0 J/(kg°C) 

Reservoir 

Reservoir thickness 50.0 m 

Rock grain density 2690.0 kg/m3 

Porosity 0.20 - 

Abs. permeability (x,y.z) 1.0E-13, 1.0E-13, 1.0E-14 m2 

Thermal conductivity 2.30 W/(m°C) 

Rock grain spec. heat 920.0 J/(kg°C) 

Initial (residual) brine 

saturation  

 

0.20 

 

- 

Brine salinity 50,000 ppm 

Relative permeability: 

 Stone's 1st three-phase 
method (modified) (1970) 

Sar, Slr,Sgr, n 

 

 
 

0.20, 0.05, 0.05, 3 

 

 
 

 

Capillary pressure:  

van Genutchen (1980) 

λ, Slr, 1/P0, Pmax, Sls 

 

 

0.30, 0.00, 1.105E-4, 1.E7, 0.999 

 

 

* required parameters for wellbore rocktype definition 
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Table A3: Input parameters for model with semi-analytical (time-convolution) wellbore to 

formation heat exchange from comparison in chapter 5. 

Wellbore 

Internal diameter 2.99 inch 

Wall roughness 1.E-5 m 

Depth of tubing installation 3092.0 m 

Rock grain density of 

wellbore surrounding* 

2385.0 kg/m3 

Thermal conductivity of 

wellbore surrounding* 

2.50 W/(m°C) 

Rock grain spec. heat of 

wellbore surrounding* 

1000.0 J/(kg°C) 

Reservoir 

Reservoir thickness 50.0 m 

Rock grain density 2690.0 kg/m3 

Porosity 0.20 - 

Abs. permeability (x,y.z) 1.0E-13, 1.0E-13, 1.0E-14 m2 

Thermal conductivity 2.30 W/(m°C) 

Rock grain spec. heat 920.0 J/(kg°C) 

Initial (residual) brine 
saturation  

 
0.20 

 
- 

Brine salinity 50,000 ppm 

Relative permeability: 
 Stone's 1st three-phase method 

(modified) (1970) 
Sar, Slr,Sgr, n 

 
 

 
0.20, 0.05, 0.05, 3 

 
 

 
 

Capillary pressure:  

van Genutchen (1980) 
λ, Slr, 1/P0, Pmax, Sls 

 

 
0.30, 0.00, 1.105E-4, 1.E7, 0.999 

 

 

QLOSS** 

Rock grain density of wellbore 

surrounding 

 

2690.0 

 

kg/m3 

Wellbore radius 0.037973 m 

Reference depth 

(z coordinate) 

 

1.5 

 

m 

Reference temperature 15 °C 

Thermal conductivity of 
wellbore surrounding 

 
2.50 

 
W/(m°C) 

Rock grain specific heat of 

wellbore surrounding 

 

950.971376 

 

J/(kg°C) 

* required parameters for wellbore rocktype definition 
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**QLOSS -required parameters for time-convolution method for wellbore to formation heat 

exchange, with constant wellbore and formation properties (MOP(15)=5) 

 

 

 


