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Abstract

The nature of concepts is a matter of intense debate in cognitive and neurosciences. While
traditional views claim that conceptual knowledge is represented in a unitary symbolic system,
more recent theories of Embodied and Grounded Cognition (EGC) submit the idea that our
conceptual system is couched in our bodily states and dynamically influenced by the environment
(Barsalou, 2008).

One of the major challenges for theories of conceptual knowledge, and particularly for
EGC, is constituted by abstract concepts (e.g., fantasy) due to their detachment from physical
experience. Recently, some EGC proposals have addressed this criticism, arguing that the class of
abstract concepts is not a monolithic domain opposed to a concrete one but rather encompasses
multifaced exemplars that rely on different grounding sources beyond sensorimotor one, including
interoception, emotions, language, and social interactions (Borghi et al., 2018). However, little is
known about how abstract concepts and their multiple dimensions vary as a function of life
experiences and their use in communication.

This dissertation aimed to provide empirical evidence on multiple grounding of abstract
concepts taking into account their varieties and flexibility. Therefore, the role of different semantic
dimensions for specific kinds of abstract concepts was assessed in five studies.

Study | explored the fine-grained differences of a large sample of abstract concepts using
separate ratings on 15 dimensions. Findings from principal component and cluster analyses
indicate the existence of four distinct subclusters of abstract concepts characterized by different
degrees of embodiment and of grounding in sensorimotor, inner, and language-based experiences.
Study 1l validated this classification with an interference paradigm in which motor/manual,
interoceptive, and linguistic systems were engaged during a word difficulty rating task. The results
showed that interoceptive signals interfere with the processing of emotional abstract words; manual
actions interfere mostly with concrete words of tools, and within abstract ones, with more concrete
physical and quantitative words, while mouth actions reduce interference in processing of concrete
words but not of abstract ones. Results confirm that different grounding sources are activated
depending on the concepts kind.

Study 11 and 1V examined the variability of institutional concepts in relation to individual
expertise levels and situational contexts. A rating study revealed that institutional concepts were
characterized by both physical/emotional and linguistic/social components, but concrete
determinants were prominent for law experts. In a picture-priming study, the processing of
institutional and theoretical concepts but not concrete ones was modulated by images depicting
linguistic and social situations. Specifically, experts exhibited an advantage over non-experts in
processing institutional concepts when preceded by social-cooperative situations, testifying a great
individual variability in abstract domains.

Finally, in Study V, the content and conversational dynamics elicited by different kinds of
abstract and concrete sentences were examined using a novel interactive paradigm. Analysis of
language production showed that the level of uncertainty and interactive exchanges increases with
abstractness, leading to generating more questions and requests for clarifications with abstract than
concrete sentences.

The present results confirm that abstract concepts are multidimensional, heterogeneous,
and flexible constructs differently employed and re-enacted depending on situations and prior
individuals' knowledge and that social interactions and linguistic inputs are crucial dimensions to
build or reshape their meanings. Investigating abstract concepts in real-time dialogues may be a
promising direction for future research.
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“But words are things, and a small drop of ink,
Falling like dew, upon a thought, produces
That which makes thousands, perhaps millions,
think.” (Lord Byron, Don Juan, Canto 111, 1821)
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A FRESH LOOK AT THE ISSUE OF ABSTRACT CONCEPTS






INTRODUCTION

.. . Infinity—that means what has always been. But what came before this? What
is to follow? No, it's impossible to see this . . . What pointless images come up on
account of a single word. Take the word something, for example. For me this is a
dense cloud of steam that has the color of smoke. When | hear the word nothing, |
also see a cloud, but one that is thinner, completely transparent.

When | read newspapers, some things are clear to me. I have a good understanding
of everything that has to do with economic affairs. But there are other ideas | can't
grasp right away, ones | only get much later. Why? The answer is clear: | just can't
visualize them. If | can't see it, it just doesn't penetrate... So where do | stand with
regard to abstract ideas? When | hear the word pain, for example, | see bands—
little round objects, and fog. It's the fog that has to do with the abstractness of the
word. (Luria, 1987; The mind of a Mnemonist, pp. 131-132, p. 134, italics mine)

Abstract ideas meant a round of problems and torments for Solomon Shereshevsky, the
famous mnemonist studied by the neuropsychologist Luria. This man had flawless memory for
details. In his world, each element was freighted with vivid sense impressions, which made it
difficult to organize particularities of the external world into general pieces of knowledge. All
his effort was expended in trying to convert everything into images, but when this proved
impossible, he was bound to get confused. For him, any attempt to grasp the meaning of things
beyond sensory experience remained a failure. This remarkable tale introduces the topic of this
dissertation, namely abstractness. In fact, Shereshevsky seems to lack a crucial human ability:
forming and mastering coherent abstract concepts. In short, he was unable to understand the
meaning of words like “infinity”, “something”, or “nothing” that, by definition, refer to
elements and situations detached from physical reality.

As a researcher interested in abstract concepts, it is fundamental to clarify what is the
object of my investigations. If explaining the notion of concept can be hard work, defining
abstract concepts, as we will see, is even harder. Let’s start with the first. Concepts, roughly

speaking, are generalizations of relevant features of things we encounter in our everyday life



that are collected into a single instance. For example, the concept of tree is what allows us to
know that elms and lindens, inspective of their different size and shape, belong to the same
category: the class of objects that have proprieties in common such as a trunk, branches, and
leaves. As such, concepts are foundational elements of our thought, language, and
communication, allowing us to understand and describe aspects of the world. While concepts
can exist without words, researchers frequently study concepts by investigating the words used
to express them. In more technical terms, concepts are an essential part of word meaning
activated by words that stand for real-world entities (i.e., referents). Words themselves are not
directly associated with specific entities which they denote but are only indirectly related to
their referents by activating associated concepts, which, in turn, refer to the denoted entities.
Thus, concepts and not verbal symbols (words) constitute meaning in verbal communication.

With this preliminary description of concepts in mind, now consider abstract concepts.
The label “abstract” is generally used to refer to a class of concepts in which a physical and
perceptual referent is missing. These kinds of concepts appear more ephemeral than concrete
ones (e.g., infinity vs. tree) and yet are “real things” that exist as a fundamental part of human
experiences. Even a few examples help illustrate the latter consideration: Our feelings and
mental processes are conveyed by abstract words like love, doubt, desire; cultures and societies
are built upon abstract constructs such as civility, traditions, rights; scientific research develops
through ideas such as events, causation, hypothesis, that are abstract concepts; the word
concepts itself is a completely abstract concept. This being said, the study of abstract concepts
seems to set a footprint for understanding our most high-level behaviors and cognitive abilities.

Despite the efforts of the last 50 years of research in cognitive science, abstract concepts

still pose a challenge to almost every theory of concepts, and especially those theories



assuming a grounding of conceptual knowledge in perception and action, the so-called
Embodied and Grounded Cognition approaches, which constitute the theoretical framework of
this dissertation. The main questions animating the debate are: To what extent does the
meaning of abstract concepts result from either symbolic or sensory information or a
combination of both? If concepts are embodied, how can we provide a coherent account of
abstract concepts whose referents have no physical form? What are the similarities and
differences between abstract and concrete concepts? Do we need a single mechanism to explain
them? The review of some of the most influential theories of concepts that have tackled these
and other issues is the topic of the first Chapter of this dissertation.

The second Chapter, instead, covers various lines of research that have recently paved
the way for a multiple perspective in the study of abstract concepts, partially overcoming
traditional critiques advanced to Embodied and Grounded theories. Specifically, I will consider
the role played by interoception, metacognition, language, and sociality as possible sources of
grounding for conceptual knowledge and precisely for abstract concepts.

Even within this broader framework, the main concerns in studying abstract concepts
lie in the difficulty of accounting for their heterogeneous and contextual nature. Indeed,
abstract concepts seem to cover semantic domains that are very different from one another
(e.g., numbers, emotions, social constructs, mental states). However, as long as abstract
concepts have been treated as a unified class opposed to concrete ones, the differences between
types of abstract concepts and their grounding sources have not been extensively investigated.
Similarly, simply studying abstract concepts per se, omitting the context, does not inform on
how their meaning varies across situations and individuals (e.g., democracy might refer to a

political system, people’s active participation, or legal equality).
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In an attempt to shed light on these issues, in the third Chapter I will analyze the
distinctive features of some of the most salient domains of concrete and abstract concepts,
showing that they should be considered neither as a sharp dichotomy nor as endpoints of a
continuum but rather as multidimensional concepts whose boundaries are often nuanced. In
the fourth and final Chapter, | will first present theoretical and empirical considerations on the
conceptual flexibility of abstract concepts both at collective and individual levels. Afterward,
I discuss the importance of integrating novel interactive paradigms for the study of abstract
concepts, arguing that when they are embedded in interactive social contexts, it is possible to
unravel their complexity.

In summary, the present dissertation aims to defend a multiple grounded perspective on
abstract concepts addressing the following research questions: (a) How abstract concepts might
be grounded? (b) What factors underlie the flexibility of abstract concepts? (c) What methods
should be used to study them?

It should be noted that scientific research on abstract concepts is still flourishing and that
the following discussion covers only a selected review of the literature. Nevertheless, | hope
to show that through the lens of multiple grounding approaches to conceptual knowledge, we
might dispel a bit of the fog in which abstract concepts are often wrapped and unfold their

varieties and flexibility.
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CHAPTER 1

GROUNDED COGNITION

AND THE PITFALLS OF ABSTRACT CONCEPTS

1.1  Concepts. A dispute in the cognitive sciences

Imagine for a moment to store in mind every single detail of the perceptual experience.
The result would be a duplicate of reality so intricate, rich, and redundant that it would be
impossible to manage the multitude of facts, objects, and people we encounter in our daily
lives with order and relevance. If the human mind had to respond to each stimulus as new, it
would be crushed by the infinity of perceptual and informational data, losing into chaos.
Fortunately, the way humans experience the world is completely different, and each of us can
attest to this firsthand.

The animal with the red fur meowing in front of me will never be the same as | see it
now, under the same light, in the same position, etc. Yet, | know perfectly that it is Ginger, the
cat who has lived in my apartment for three years, and that he is probably hungry because he
hasn’t eaten yet. With a slightly different example: When | move into a new room and see a
new bed, even though it is different in size and shape from what | had before, I immediately
recognize that it is a piece of furniture to settle down to sleep or rest. One could continue with
numerous examples across other areas of our experience. In all cases, however, we do not need
to process every piece of information about objects or events to which we are constantly
exposed as if we perceived it for the first time, because we are aware that the experience we

are having is similar to the one we probably had in the past. In other words, we have implicit
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knowledge of the entities that populate the world: cats, beds, animals, furniture, and so on.
What exactly is this knowledge? How is it formed? What is its specific function and structure?

These questions introduce an important topic that has fascinated scholars since ancient
times, namely concepts. In common sense, concepts are general ideas about entities/objects in
the world. These “ideas” are the result of a process of abstraction, that consists in extracting
similarities across different occurrences of perceived stimuli and collecting them into a single
instance. Through this process, we are able to simplify the structure of the reality forming
categories, which include the class of entities sharing salient proprieties. For example, the
conceptual category of “cat” is derived from repeated experiences with different examples of
cats, and includes the information that a cat has four legs, is furry, meows, and can be petted.

Conceptual categories are generally referred to as the “building blocks” of our mental
life, providing a means of understanding reality. They serve as a filter to interpret incoming
stimuli by connecting to our prior knowledge in order to prepare us to enact appropriate
responses to new instances. Better put, “concepts are the glue that holds our mental world
together in that they tie our past experiences to our present interactions with the world”
(Murphy, 2002, p.1). The ability to form and handle concepts is the heart of most basic
functions of human cognition: We use concepts when formulating thoughts, drawing
inferences, object recognition, action planning, remembering, learning, and communication. It
should not surprise, then, that the conceptual representation has attracted a great deal of
attention to the full range of cognitive sciences. The scientific literature covering the topic is
overwhelming, spanning from philosophy (e.g., Margolis & Laurence, 1999; 2015) to
psychology (e.g., Smith & Medin, 1981; Murphy, 2002), and neuroscience (e.g., Kemmerer,

2015). Hlustrating the multitude of theories on concepts that have been proposed so far would
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be a captivating path, but is exceeds the purpose of this work (for a detailed review, see
Margolis & Laurence, 1999). I will focus here on a more modest but no less exciting tale: the
dispute over the format of concepts.

When speaking about the “format” of concepts, it is generally referred to as the propriety
of concepts to be represented by different codes. To make it clear, consider the example of the
time in a wristwatch and a digitized clock on a smartphone: they have two different
representational codes, despite encoding the same information. While there is a general
agreement about the content of concepts (what they refer to, what information they include),
the nature of conceptual representation remains a matter of considerable controversy. In
particular, scholars contend whether the concepts exploit different or the same codes of
perceptual and sensory representations.

Since the days of Plato and Aristotle, philosophers have speculated whether concepts are
in some way dependent or independent of our senses. Theorists have been traditionally divided
into two currents of thought. Rationalists/definitionists conceived concepts as ideal “Forms”,
namely innate mental ideas fundamentally independent of sensory impressions. Ideal forms
capture the essence of the things in the world through a set of necessary and sufficient
definitional features (e.g., the concept of bachelor is identified with the features: unmarried +
adult + male). An illustrative example of how concepts are meant in this model is Plato’s
allegory of the aviary (Theaetetus, ca. 360 BCE): The human mind resembles an aviary full of
birds, each of them representing different concepts or pieces of knowledge. When not in use,
the birds are free to fly around in the cage of our minds. To possess and use a piece of
knowledge, a person has only to grasp the right concept (and its definition), just as she has the

power to catch one of the birds from the cage. On the contrary, Empiricists considered
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perception as the primary source of attaining knowledge. In particular, British Empiricists held
that all concepts are built up from sense-based experiences. In Hume’s words: “All our ideas
are nothing but copies of our impressions” (1739).

A similarly fascinating debate is taking place in contemporary cognitive science, wherein
in the last decades a divide has emerged between amodal symbolic and grounded approaches
to conceptual representation (for a historical overview, see Prinz, 2002). Before discussing
these two perspectives in detail, it would be helpful to point out that they start from a different
perspective for studying cognition. Amodal Symbolic theories assume that cognition is an
autonomous modular system able to perform complex operations over arbitrary, abstract, and
amodal symbols (e.g., Fodor, 1975; Pylyshyn, 1984; Newell & Simon, 1976). In this view,
symbols are amodal in the sense that they do not have any critical dependency on modality-
specific information derived from the body and environment. In contrast, the so-called
Embodied and Grounded Cognition (EGC) theories conceive cognition as a structural coupling
of the physical world, brain, and body. This means that the type of experiences an organism
has, as well as the activity of perceptual modalities and motor systems of its body, and the way
the body is embedded in a context, profoundly affect its cognitive processes (e.g., Barsalou,
1999; Barsalou, 2008; Pecher & Zwaan, 2005; Pulvermdller, 1999). As will be specified
below, while symbolic and amodal models of cognition have dominated the panorama of
cognitive science in its early stages, the embodiment and grounding view bloomed in the recent
30 years mainly in response to the dissatisfaction with the standard paradigm. However, as
noted elsewhere, these approaches are not mutually exclusive and are more likely to provide a
complementary explanation of a given phenomenon (Zwaan, 2014; Matheson & Barsalou,

2018). For example, the symbolic and grounded approaches might find convergence in
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explaining language comprehension (e.g., Andrews et al., 2009; Louwerse & Jeuniaux, 2008;
Davis & Yee, 2021).

In the first section of this Chapter, | will outline the theoretical debate on the nature of
concepts. The literature review has purely expository purposes and is by no means exhaustive.
Specifically, I will discuss accounts that have defended either an amodal or modality-specific
format of concepts, showing how embodied and grounded theories have the most predictive
power and potential to explain how concepts allow us to interact in, and experience, the world.
The rationale behind this choice is that the dispute over conceptual format is also a core issue

for the study of abstract concepts, which is the central theme of this dissertation.

1.1.1 Mind as Computer. Amodal Symbolic approaches

A key impetus for the idea that cognition is a symbolic system and that cognitive
processes are symbol manipulations was the spread of Artificial Intelligence studies in the early
50s. Fascinated by the ability of machines to process information (even before by the
mathematical model of the “Turing” machine”; Turing, 1936), several scholars began to see
the analogy between minds and computers as a powerful tool through which to study cognition.
Among others, Newell and Simon (1976) heavily contributed to formalizing the hypothesis
that mental processes are ultimately computations run on physical symbols that can be
accurately interpreted by means of explicit syntactic rules. Roughly speaking, the human mind
was conceived as an information-processing device, much like the software of a computer that
performs symbolic computations according to a set of instructions.

The computer metaphor of the mind constitutes the core of the theories and accounts

sometimes grouped under the label of cognitivism or Computational Theory of Mind (CMT),
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which have profoundly inspired the research in the field of cognition until the mid-twentieth
century and are therefore now understood as the traditional paradigm.

Excited by the success of computer science, cognitivist scholars postulated that
knowledge in our minds must be organized in symbolic-abstract structures, rather than in raw
images or sensory patterns (e.g., Pylyshyn, 1973; Fodor, 1998). The argument advanced can
be summarized as follows: Each concept actives an infinite number of mental images — just as
the word “rectangle” is applied to an infinite number of rectangles of different shapes, sizes,
colors, etc. — Thus, a direct association between a verbal label and mental images would require
an unlimited storage capacity (one for each possible instantiation of the concept). But, since it
is reasonable to assume that the brain can only store a finite subset of information, there must
be a more abstract representation, such as “rectangleness”, that goes beyond the single
occurrences, and thus operates on “type” rather than “tokens”. As Pylyshyn puts it: “There
must, in other words, be some common format or interlingua” (Pylyshyn, 1973, p. 5). In this
view, conceptual representations, which are just the result of perceptual processes, are intended
as symbolic descriptions that have similar qualities to propositions in natural language. In this
sense, knowledge is said to be propositional: It contains symbols for objects and attributes and
their syntactic relations act like rules for combining these symbols into new thoughts. For
example, the word “bat” could be combined with the word “mammal’ to execute the inference
“the bat is a mammal”.

Notably, in this view, symbolic representations resemble spoken language but do not
coincide with any of them. Rather, they are constituted by what Jerry Fodor, in his
Representation Theory of Mind, explicitly calls “the language of thought” (Fodor, 1975; 1998).

Once again following the computer-mind analogy, Fodor claimed that in order to process
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information, our cognitive systems must rely on some kind of innate language in which
computations are carried out in the same way that computers have a “machine language” that
operates with binary representations in the form of zeros and ones. Importantly, both the
computer and human symbols were seen as arbitrarily (i.e., by convention only) related to their
referents. Hence, just as in a computer the string combinations of 1 and 0 could give as output,
say “cat”, in human cognition the mental symbol “X” can represent the concept of “cat”, but
neither of them symbols shows systematic similarity to a real cat.

Framed in these terms, the explanation of conceptual representations does not directly
concern their semantic content, and thus how symbols designate an external entity; rather,
concepts are determined solely by their combinatorial syntactic rules. To deal with this issue,
Fodor (1998) extended his earlier proposal by advocating the thesis that has come to be known
as Conceptual Atomism and can be summarized with the claim that since “mental
representations have no structure, it is reasonable to suppose that they are atoms” (p. 22). This
implies the existence of simple, primitive constituents of thought, the symbols, which are
correlated with the entity in the world in virtue of a causal-nomological relation.

The arbitrariness and the anatomical architecture of conceptual representations are what
ensure the internal consistency of a symbolic system and satisfy the two fundamental properties
that any conceptual theory must account for, i.e., the systematicity and the productivity of
language. Cognitive symbols, operating exclusively with their own propositional forms,
guarantee the ability to produce a potentially infinite number of linguistic expressions starting
from a finite set of elements, and to understand logical-systematic relations between symbols
(e.g., John loves Mary — Mary loves John). Ultimately, in a symbolic system the mental

representations have a combinatorial syntax and semantic structure in which complex
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representations are systematically built on primitive atomic constituents. Hence, the semantic
content of a complex representation is conceived as a function of its parts, together with their
combinations (see also Fodor & Pylyshyn,1988).

Over the years, cognitivist and computational theories have been pervasive in cognitive
science leading the background for many models for representing semantic knowledge. Given
symbolic thought is assumed to be similar to language, theorists have typically described
concepts in terms of words associations. In feature lists (e.g., Smith et al., 1974), each concept
is comprised of a set of features, which code its basic aspects, for example, the words “round”,
“smooth”, “sweet”, “red” etc. are features of the concept “apple”. Likewise, in schemata and
frame models (Barsalou & Hale, 1993) the predicate calculus is used to associate words with
a set of attributes, relations, and values to represent an event (e.g., WIN; agent = Meryl Streep;
Object = oscar). Perhaps, one of the better attempts to explain the symbolic conceptual
structure is represented by the semantic networks (Collins & Loftus, 1975; Collins & Quillian,
1969) in which concepts are organized in hierarchical propositional models: Each concept is
displayed as a node related to other nodes based on specific semantic relations (such as Car-
is-vehicle; Plants-has-roots). The symbolic model of the mind was reinterpreted in a strong
form by theories whose agenda consists of providing a theory of brain function, based on
distributed connectionist schemas (e.g., PDP, parallel distributed processing; Rumelhart et al.,
1986; McClelland & Rogers, 2003). According to this approach, cognition relies on the
associative and statistical structure of causal interactions in a dynamic system. A possible
implementation of dynamic systems is the neural networks, in which concepts stand for the
nodes or units of a multilayer feed-forward network of weighted interconnections, simulating

the functions of neurons and their synaptic connections. In these models, the conceptual
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representation is not given by the single units, but it is the result of a progressive adjustment
of all neuron-link units and their propagation activity after the repeated exposure of inputs (i.e.,
backpropagation mechanism).

Connectionist models and traditional symbolic theories of semantic representation,
despite diversity, share some basic assumptions about the amodal format of concepts that have
been critically contrasted. Below, | will generally outline the main tenets of this view and then
move to the most compelling set of arguments that contributed to the partial disclaim of the

classical approach to studying concepts.

1.1.1.1 Where do symbols come from?

Arguing that cognition acts as an engine operating on arbitrary symbols, cognitivist and
connectionist scholars have typically stated that the investigation of cognitive processes does
not directly correlate with the physical substrate that instantiates the computations (for a
different perspective that links connectionist modeling and neurobiology, see Elman et al.,
1996). Traditionally, cognition, far from being intertwined with a particular body or
environment, has been viewed as the product of an autonomous module in the brain. According
to the proposal submitted by Fodor in his famous essay The Modularity of Mind (Fodor, 1983),
our mind is composed of innate structures or modules that are computationally autonomous
and differentiated based on domain-specificity. Although modules interact somewhere, the
internal information flow in a module is encapsulated, so it has no impact on other modules.
In this way, Fodor draws a distinction between “high-level” systems responsible for reasoning,
decision making, or thinking and “low-level” systems for sensory modalities that operate

separately and independently of the former. In this perspective, perceptual systems simply
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serve to provide inputs to central cognitive modules, and motor systems simply serve to get
information out, without playing a critical role in the symbolic computations.

The basic assumption underlying traditional approaches is that a transduction process
occurs to transform external signals captured by sensory-motor systems into a new
representation format that is inherently nonperceptual, i.e., amodal symbols (e.g., Pylyshyn,
1984). In the course of the transduction, every link with sensorimotor experience in the
environment is lost. For example, in the representation of the concept “flower” the
propositional feature of “have petals” is included, but not the olfactory information of smelling
a flower, or the motor experience of picking it up. That is why the traditional approach of
concepts is referred to be symbolic and a-modal, in the sense that symbols do not have any
associations with modality-specific features.

The idea that concepts are generated by arbitrary, abstract, and amodal symbols leads
necessarily to conceive concepts as stable and context-invariant mental knowledge entities.
Although the stability assumption is not always explicitly claimed in these models (for
example, in distributed semantic networks the contribution of single nodes varies as a function
of inputs and other nodes), the stable character of concepts is directly implied by the premise
of the existence of innate, primitive symbols that stand for entities in the outside world through
a causal connection. To use the above example, the concept of “flowers” is assumed to elicit
the same meaning and features irrespective of being on a grave or in a vase by a window.

It should be said that the idea of conceptual stability has been questioned both
theoretically and through empirical evidence and is now considered slightly outdated (see
Chapter 4 for a discussion on this topic). For the purposes of this dissertation, it is sufficient to

mention here the Wittgenstein's (1953) famous argument. Using the word “game” as a
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paradigmatic example, he showed that meanings and appliances of a word are manifold and
cannot be reduced to a fixed set of features (think of what have in common chess, solitary-
game, ball games, video games, broad-games). As any attempts to find a sufficient and
necessary definition that encompasses all occurrences of a concept is vain (e.g., Do all kinds
of games imply winning or losing? Are they all fun?), Wittgenstein introduced the famous
notion of family resemblances to point out that the range of meanings of a word are related to
each other like the members of a family in which some pairs have similarities, but others vary
considerably. Taking again the example of “game”: It is the context in which the word appears
that determines whether dribbling the ball with hands is a solitary activity or a competitive
basketball match. Henceforth, the words meaning are better characterized by their uses in
language, rather than by univocal links with their referent.

Major criticisms of cognitivism rely on the notion of amodal representation. One of the
first arguments raised counter to the symbolic models of mind is likely the celebrated Searle’s
“Chinese Room” thought experiment (Searle, 1980). Its criticism is directed against what the
author dubs “strong version of Al”, that is the claim that an appropriately programmed
symbolic system (i.e., computer) does or at least can think and act in a human-like fashion. In
its original version, the counterexample consists of imagining a person who behaves like a
computer: An English speaker, who is supposed to know no Chinese, is locked in a room and
receives as input a large batch of Chinese string, then, by correlating them only through a set
of rules over other formally defined symbols, s/he produces Chinese written answers as output.
The demonstration that the strong analogy between machines and the human mind is
inconsistent follows by the fact that manipulating uninterpreted formal symbols purely on the

basis of their shape, as is the case of the example, does not necessarily mean that person in the
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room (hence the computer) understands the meaning of Chinese symbols she is using and
processing. In other words, any computational processes implemented in an artificial machine,
being solely syntactic, are not a sufficient condition for understanding something; thereby, the
Al strong hypothesis is wrong. What is missing to have intentionally mental states is the access
to the intrinsic meaning, namely setting up a referential semantic link between the words (or
symbols) and the entities used to speak about. According to Searle, knowledge of meaning is
posited to be a causal effect of being human agents, with a specific biological and neural
structure that makes us capable of perceiving, learning, and understanding.

Ten years later, Harnad (1990) advanced a similar argument that became widely known as
“the symbol grounding problem”. This refers specifically to the failure of the amodal symbolic
approaches in explaining how words and concepts connect to their referents, hence to the
general problem of how symbols can get their meaning. A related issue is the converse
argument noticed as the transduction problem, which concerns the lack of an account for the
transformation mechanism that should map perceptual states into amodal symbols in our
cognitive systems. As Harnad summarized it:

How can the semantic interpretation of a formal symbol system be made intrinsic
to the system, rather than just parasitic on the meanings in our heads? How can the
meanings of the meaningless symbol tokens, manipulated solely on the basis of
their (arbitrary) shapes, be grounded in anything but other meaningless symbols?
(p. 335)

An easy way to think about this problem is to mention the example provided by Harnad
himself, which consists of a modified version of Searle’s argument. Consider a person trying
to learn Chinese as a second language only from a Chinese/Chinese dictionary. In this

condition, she will run into a vicious circle of a succession of meaningless symbols connected

to other meaningless symbols (the definitions) without ever catching the meaning. The scenario
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is similar even when the same person is learning Chinese as her first language, providing only
a Chinese manual as a source of information. In order to get off this symbol/symbol infinite
regress, the meaning of words must be grounded in something other than their syntactic
properties.

The great resonance of the symbol grounding problem lies in acknowledging that the
meaning is not accessed only via formal syntax and combinatory rules, but rather it is necessary
to map it into real-world experience and knowledge. Harnad’s alternative solution sketches a
hybrid symbolic/non-symbolic system, in which symbols are grounded by means of a “bottom-
up” mechanism of non-symbolic representations, namely the iconic and categorical
representation that picks out the sensory and invariant features of their referents. In this view,
elementary names like “horse” and “stripes” are not arbitrary shapes of the symbol, but it is
supposed to be grounded in the sensory projections of seeing a horse or a stripe, coupled with
the ability acquired from the experience to discriminate the respective categorical members.
Consequently, the high-order concept of “zebra” indirectly inherits its grounding in the
description of the membership relations of its constituent categories, i.e.., “horse” & “stripes”.

Although amodal symbolic and computational theories still gain some popularity,
arguments such as symbol grounding and transduction problems have led some scholars to
move away from the traditional paradigm, ascribing a different format to symbols, that is, a

perceptual and motor format.

1.1.2 Mind, Body, and World. Grounded cognition approaches
Traditional cognitive science has approached the study of cognition through the lens of

what Susan Hurley (2001) has ironically called “the sandwich model”. The metaphor is
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particularly illustrative: cognitive and computational scientists treated the mind as a kind of
sandwich with the meat in the middle, the cognitive processes, em-breaded by two separate
and peripheral elements, perception and action. Since it was argued that any information
coming from the sensory domains is transformed into amodal symbols upon which cognitive
processes are realized, the common strategy was to throw away the bread and focus on the
filling. As a result, cognition appeared to be divorced from the body for a long time.

The centrality of the body in shaping cognition was reclaimed by a vast asset of research
programs known as Embodied and Grounded cognition (EGC), that in the early 1990s started
to question the traditional theories of mind. To offer an initial portrait of the EGC theories, it
might be helpful to illustrate in what respects they criticized earlier approaches and what
alternative views have advanced.

Proponents of embodied cognition generally show strong concerns about at least two
basic assumptions of cognitivist and computational models. The first is the “isolationist”
assumption. It refers to the claim to understand cognition as separate from perception and
action and to view processing in low-level systems as secondary to cognition. This fracture has
left a large gap in understanding how these processes are connected. In response, embodied
cognitive science has modeled cognition in its broader sense, and specifically as a product of
the dynamic interplay between cognitive, perceptive, and action processes of an agent in a
situated context. Historical anchors for the idea of the circularity of these processes can be
found in ecological psychology (Gibson, 1979), in the American pragmatist tradition (e.g.,
Dewey, 1896), and in the phenomenological philosophy (e.g., Merleau-Ponty, 1945), which
initially emphasized, albeit at very different degrees, the primacy of perception as a guide to

our behavior and actions in a rich environment, and the importance of physical world for the
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construction of knowledge and subjective experience.® In line with this tradition, early
proponents of embodiment developed a framework in which cognition was conceived not as
autonomous and independent of the body, but as radically interwoven with it (e.g., Varela,
Thompson, Rosh, 1991). In this sense, cognition is said to be embodied because it is highly
dependent on having a particular kind of organism, and by the fact that its physiological
structure constrains the way an organism interacts with and understands the surrounding world
in which it is embedded. Ultimately, cognition exists to serve actions, as it is inextricably linked
to the sensorimotor circuits through which the world is experienced. Therefore, the structural
coupling of the brain-body-world constitutes the heart of embodied cognition research
program.

The second assumption is the “computer metaphor of mind”, which conveys the idea
of the human mind as software that processes information through symbols. Following the
sharp arguments on the symbol grounding problem of Searle (1980) and Harnad (1990),
embodied cognitive science explicitly rejects the mind-computer metaphor and denies that
cognitive processes involve computations on amodal representations that have lost any links
to entities in the world. The refusal of representationalism and computationalism represents a
significant departure from the traditional paradigm. However, approaches within the embodied
literature often diverge on this topic. Some forms of embodied cognition have entirely
discarded the notion of representation, while others still view it as a powerful scientific
construct for making predictions about the mechanisms underlying cognition. The first

position, usually referred to as the “radical” version of embodiment, is generally held by a

! For insights into the theoretical background of embodied cognition approaches, see Valera, Thompson, Rosh,
(1991) and Shapiro, (2011). It is sufficient to mention here that the various embodied approaches have emphasized
the role of perception and action in cognition differently, depending on the cultural heritage that inspired them.
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minority of cognitive psychologists and neuroscientists who argue that body-environment
interactions can be described mathematically using dynamic systems theory, without
postulating the existence of mental/brain representations (see Chemero, 2009). 2 Instead, the
second position generally recognizes the representational nature of cognitive processes but
denies that representations take a propositional amodal format. As we will see below, many
embodied theories distance themselves from standard computational approaches by assuming
that conceptual representations are expressed in modal formats, including visual, motor, and
affective states (among others, see Barsalou, 1999; 2003). Henceforth, | will refer specifically
to the second version of embodiment. Whether the construct of representation should be
abandoned or whether cognitive science benefits from employing it remains an ongoing debate,
but one that is beyond the scope of this dissertation (for a detailed discussion on this topic, see
Matheson & Barsalou, 2018).

From this preliminary introduction, it is clear that the EG cognition account is better
defined as a multitude of proposals with different nuances rather than as a single general theory
(see Wilson, 2002). Nevertheless, in this general framework a central tenet is that cognition is
strongly influenced by the physical attributes of the human body in interaction with the
environment. In principle, all research programs are motivated by the common goal of
describing how the brain, body, and environment interact and influence each other to promote
intelligent behaviors.

In the last 30 years, the number of studies inspired by the embodiment has exploded in

various fields: In addition to psychology and cognitive neuroscience (for a review, see

2 Support for the anti-representation thesis comes from robotics studies built on embodied architecture (Brook,
1991), and in theoretical discussions of research programs based on enactive approaches of cognition (Chemero,
2009, van EIKk, Slors, and Bekkering, 2010), as well as, from contemporary phenomenology (Gallagher & Zahavi,
2008; Gallagher, 2017).
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Meteyard et al., 2012), in philosophy (e.g., Gallagher, 2014; Prinz, 2002; Shapiro, 2011),
robotics and artificial intelligence (Brooks, 1991), linguistics (Lakoff, 2012), and even
religious philosophy (e.g., Varela et al., 1991). As a result, the label “embodied” has become
too inclusive, generically referring to the alternative to the traditional paradigm in cognitive
science that accentuates the role of the body in cognition. However, it should be noted that the
embodied account encompasses several versions, which researchers have emphasized by
defining cognitive processes as enacted, extended, grounded, and situated. Although there are
numerous and undeniable convergences, each version proposes a specific approach to the study
of cognition. I briefly address each of them in turn.

The term enacted is generally used to emphasize the role of perception, which is
understood as an exploratory activity mediated by sensorimotor contingencies developed
during the experience (e.g., Varela et al., 1991; O’Regan & Nog, 2001; Noé&, 2004). According
to enactivists, knowledge of these contingencies does not require the activation of mental
representations but arises directly from how an agent enacts in its environment. * Thus, the
current of enactivism coincides in some way with a radical version of embodiment.

The notion of extended cognition dates back to the thesis of Clark and Chalmers (1998).
In an influential article entitled The Extended Mind, they posit a model of the mind as a coupled
system in which the human organism incorporates aspects of the environment. Using the well-
known example of the notebook extending Otto’s biological memory, the authors argued that

external devices play an active causal role in driving cognitive processes by augmenting our

3 Precursor of enactivism is considered the ecological psychology of Gibson (1979). The main argument can be
summarized as the follows: 1) since perception is always direct and not mediated by inferences or representations;
and 2) perception exists for action, not just to record external inputs, 3) then the environment must “suggest”
information to guide action. This leads to the formulation of the famous notion of affordance, which can be
broadly defined as the action possibilities that a given object “offers” to the agent. For the sake of brevity, | will
not address this line of research in this dissertation, although the embodied approaches are clearly in debt to this
notion and the Gibsonian tradition.
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computational abilities. Thus, cognition is not limited within the boundaries of our head/mind
but is said to be distributed throughout our brain, body, and external sources.

While the preceding terms refer, directly or indirectly, to a narrower line of thought, the
notion of embodied, grounded, and situated are often treated together and interchangeably by the
majority of scholars to reflect the close intertwining of sensorimotor, bodily, and social aspects
in determining cognitive processes. The terminological clarification proposed by some
researchers helps to disentangle their specificity (e.g., Fischer, 2012; Pezzulo et al., 2011).
According to these authors, each term captures some diagnostic features of cognition:
Embodiment reflects the sensory and motor constraints of the human body that have evolved over
life experience; Groundedness refers to general constraints on cognition derived from physical
regularities in both the structure of the body and invariant law of the natural world; and finally,
Situatedness of cognition refers to the influence of current constraints bound by a particular
context and goal-directed activities. Furthermore, Barsalou (2008) pointed out that the term
“embodied” could lead to a misleading description because it wrongly suggests that the body is
the only element necessarily involved in cognition. For this reason, he proposed using the term
“grounded” to underline a broader view of cognition that integrate recursive relations between
other domains of grounding, among which the body, the external and internal perceptual
modality, affect, agent’s motivation, values, and habits, the physical environment, and social
environment (see also the recent proposal of a Situated Action Cycle, Barsalou, 2020).

In the remainder of this dissertation, | will specifically endorse an overarching perspective
of cognition, taking into account its embodied, grounded, and situated components, showing how
all these aspects contribute to the semantic grounding of language, but to a different extent for

concrete and abstract concepts
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1.1.2.1 Mirror mechanisms, neural reuse, and simulations

How can language be embodied and grounded? Let us consider my concept of coffee.
This brings together a set of information about how coffee looks, smells, tastes to me, or that
in order to enjoy it, | have to pick up the cup into which it is usually poured and bring it to my
mouth. | have also learned from my own experience that it is a stimulating drink, so the best
time to have a good cup of coffee is right after waking up or after lunch, not before bed. While
I chose a coffee in a bar, | sometimes recall how was different the taste of the Turkish coffee |
had drunk in Istanbul compared to an Italian espresso. Also, if I run into a friend | have not
seen in a while, and she says: “Do you want coffee?”, | will probably expect to drink coffee
but also have a long and pleasant chat with her. Without further ado, it can be concluded that
my concept of coffee merges a collection of experiences accumulated from encounters with
coffee instances, and that, at least some of these experiences are retrieved to construct a
conceptual representation of coffee, even in its absence, to support memory, thought, and
predictions.

In a highly simplified manner, this example illustrates the process of simulation, which
is one of the key concepts of embodied and grounded theories of cognition. Simulation is
mainly used to account for the recruitment of the same neural areas active during the interaction
with objects and entities in the world, as well as in language comprehension. As noted
elsewhere, the notion of simulation is perhaps one of the most researched and controversial
topics related to grounded cognition and comprises a variety of connotations (Borghi, 2011).
Some prefer the term “motor simulation” to outline the predictive aspect of simulation,
suggesting that the automatic reactivation of sensorial experiences is at the basis of a direct

form of comprehension in terms of action preparation (Gallese, 2009). Others tend to associate
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it with a deliberate process that occurs a posteriori, such as mental imagery (e.g., Jeannerod,
1994; Decety & Grezes, 2006). Finally, in the attempt to reach a comprehensive account of
cognition, simulation is more often intended as a form of re-enactment of our past experiences
acquired during the interaction with the environment (Barsalou, 2008; Barsalou, 2020). To
better understand which mechanisms underlie simulation, it might help to mention some
important findings from neurophysiological research on the phenomenon of motor resonance
that first inspired this notion.

In the late 1990s, the study of ventral premotor cortex of macaque monkeys (F5 area) led
to the discovery of the so-called “mirror neurons systems” (di Pellegrino, Fadiga, Fogassi,
Gallese, & Rizzolatti, 1992; Gallese, Fadiga, Fogassi, & Rizzolatti, 1996; Rizzolatti, Fadiga,
Gallese, & Fogassi, 1996). This area includes two varieties of visuomotor neurons: canonical
and mirror neurons. Although both contribute to action execution, it has been demonstrated
that they support different cognitive processes. Canonical neurons discharge during motor act
execution and in response to the presentation of graspable objects. Typically, they are sensitive
to the congruence between the visual properties of observed objects, such as size, shape,
orientation, and the motor strategies required for manipulation (e.g., grasp a small/big object
with precision or a power grip) (Rizzolatti & Fadiga, 1998; Fadiga et al., 2000). Mirror neurons
are a particular class of neurons in the F5 area that discharge both when primates perform an
action (e.g., picking up an object) and when they are just observing other members of similar
species (monkey or human) performing a similar action (for a review, see Rizzolatti &
Craighero, 2004; Rizzolatti & Sinigaglia, 2010). Notably, mirror neurons do not respond to the
action itself but fire selectively for goal-directed actions. For example, Umilta et al. (2001)

placed a piece of food behind a screen and showed the monkey either a fully visible action
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directed toward the object or the same action with the last critical part of the movement hidden
from the monkey’s gaze. The activation of mirror neurons not only occurs in the full vision
condition but also in the hidden condition when the grasping and holding movements could
only be inferred. Similar activation of mirror network was found in Kohler and colleagues'
(2002) study by making the monkey hear only action-related sounds.

Because of their goal sensitivity, it has been claimed since the earliest studies that mirror
neurons play a functional role in recognizing actions performed by others. Action
understanding is achieved by matching the observed action with the neural activity encoding
the action. This mirror matching mechanism generates an “internal representation” of the
movement that allows the observer to recognize the other’s intentions by relying on their own
motor process as if she/he were actively performing the same movement. After their discovery,
neurons with mirror-like properties were also found in visceromotor and other sensory areas,
suggesting that these circuits provide a general mechanism that fulfills a range of complex
cognitive functions, including intentional actions, emotions, social coordination, and imitation.
Thus, mirror neurons are said to provide a “route to knowledge of others” (Rizzolatti &
Sinigaglia, 2016).

It is worth noting that these findings challenged the standard model of the mind that
posited separate and sequential processing from perceiving to thinking to acting (i.e., the
sandwich model). Rather than being independent systems, perception and action systems
reciprocally interacts to support cognition: execution of actions enriches the perceptual
representation of stimuli, and perceptual inputs influence actions understanding. The discovery
of mirror mechanisms has inspired researchers to investigate phenomena that pertain at the

same time to perception and action, such as affordances that refer to possibilities for action
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offered by the visual objects in the environment (e.g., Tucker & Ellis, 1998; Ellis & Tucker,
2000; Tucker & Ellis, 2001).

Of particular relevance to our aims is the research on mirror neurons in humans. Much
evidence has indirectly suggested that a mirror system homologous to the monkey F5 area
exists in the human brain (Fadiga, Pavesi, & Rizzolatti, 1995; Gallese, Eagle, & Migone, 2007;
for a review, see Fadiga, Craighero, & Olivier, 2005) and that this system might be
somatotopically organized. Neuropsychological and neuroimaging studies showed that passive
observation of hand, mouth and foot movements selectively increases the activity of different
regions in the human premotor cortex that usually are triggered for the execution of movements
involving these effectors (Buccino et al., 2001; Buccino et al., 2005; Pulvermdller et al., 2001).

Crucially, it has been demonstrated that Broca’s area, traditionally known to be involved
in speech production, possesses mirror motor properties. For example, fMRI studies and
transcranial magnetic stimulations reported neural activity in this area during action
observation or imitation (Buccino et al., 2005; Koski et al., 2002). Given the close connection
between the premotor cortex and Broca’s area, some authors began to consider mirror neuron
circuits as the neurophysiological mechanism from which language evolved. In this
perspective, language comprehension is conceived as directly related to the mirror mechanisms
that support action understanding. Human communicative abilities would derive from a motor
simulation starting from manual gestures and phono-articulatory movements necessary to
produce verbal speech, to progressively transfer to the semantic level of word meaning.
(Rizzolatti & Arbib, 1998; see also Gentilucci & Corballis, 2006). Furthermore, it has been

suggested that mirror neuron systems activation represents the neural substrate of the embodied
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simulation intended as a predictive mechanism to guide action (Gallese & Goldman, 1998;
Gallese, 2008).

A slightly different view ascribes a broader extension to the notion of simulation, which
is not limited to its role in the action. Referring to Barsalou's (2008) classic definition:
“Simulation is the re-enactment of perceptual, motor, and introspective states acquired during
experience with the world, body, and mind” (p. 618). This means that simulations generate a
rich conceptual representation that integrates several situational elements of the surrounding
environment, as well as individual experiences of cognitive, internal, and emotional states.

One of the most influential and systematic interpretations of the simulation mechanism
within an embodied and grounded perspective is certainly the Perceptual Symbol Systems
theory (PSS, Barsalou, 1999; 2008; 2009). Originally proposed as an alternative to traditional
amodal approaches, PSS developed a model of representing knowledge that, while still
acknowledging the importance of symbolic operations, assumes that concepts are entirely
based on the neural re-enactment of multimodal states. In this perspective, perceptual symbols
capture the neural states that underlie the perception of things in the world, generating a
schematic representation in memory that has an analogous structure to the perceptual states
that produced them. In this sense, perceptual symbols are said to have a non-arbitrary relation
to their referent and therefore do not seem to be affected by the symbol grounding problem
(Harnad, 1990; see also § 1.1.1.1).

To expound on the extent to which concepts are grounded in multimodal representations,
(Barsalou, 1999) introduced the distinction between simulators and simulations. A simulator
is a distributed, modality-specific representation generated from encounters with different

instances of a category (remember the opening example of my concept of coffee). Simulators
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develop for each component of experience processed, and they are realized in the brain by a
population of conjunctive neurons in the association areas typically active to encode these
components (e.g., visual, tactile, gustatory, and emotional systems process the features aroused
by coffee). Once simulators are established in long-term memory for a category, a subset of
these components can be extracted to produce a context-specific simulation of these prior
experiences associated with the concept (e.g., my memory of Turkish coffee). In this way,
simulators act as a type representing a specific multi-modal conceptual content of a category
across instances, while simulations functions as a token representing one of the infinite possible
conceptualizations of a category. By assuming this type-token relationship, perceptual symbols
can be productively combined in complex simulations to achieve basic conceptual functions,
such as constructing propositions and categorial inference (Barsalou, 1999; 2017). Notably,
the simulation process is primarily unconscious and always generates a partial representation
of the experience by selectively focusing attention on relevant components to flexibly adapt to
the context at hand. *

The underlying assumption of PSS theory is that there is no transduction process from
perceptual inputs into an amodal format (as instead the traditional approach claims); rather,
conceptual knowledge is constituted by the online or offline re-enactment of perceptual,
sensory, and internal features connected with the referent of the word. For example, while
processing the concept “chair”, our visual, motor, tactile, and emotional systems (and so on)
are engaged in the retrieval of the concept creating a simulation of previous interactions with
the object (Barsalou, 1999). According to simulation-based theories, language comprehension

is not derived from a unique “language module” (Fodor, 1983) but directly uses the same brain

4 See Chapter 4 for more insights on conceptual flexibility.
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resources employed in perception and action. In this sense, language is said to be embodied
and grounded in the sensory and motor systems of the body.

The embodiment language hypothesis is in line with neuroplasticity theories proposing
the notion of neural reuse as the central principle of the functional structure of the brain, where
the same neural circuits seem to support various cognitive functions (e.g., Anderson, 2010).
Neural circuits evolved for an original purpose during the evolutionary and developmental
pathway can be recycled or exploited for later emerging functions without losing their initial
established uses. As Barsalou (2016; p. 1130) noted: “Neural reuse offers a natural account of
what is means by simulation” in that sensorimotor processes originally evolved for visual and
motor functions have adapted to support language processing and comprehension (for a similar
account, see also convergence zone theory, Damasio, 1989).

Empirical support in favor of the assumption that language is embodied and grounded
comes from plenty of behavioral and neuroimaging studies that, in the last decades, have
provided compelling evidence that sensorimotor systems are automatically activated during
words and sentence comprehension. As this literature is discussed in Part 2 of this Chapter, I
will now introduce some recent hybrid approaches to the conceptual representation that

combine both symbolic and embodied aspects.

1.1.3 Not so symbolic and not so embodied. Hybrid approaches

So far, two competing theories of concepts have been presented. Amodal symbolic
approaches argued that concepts derive their meaning solely on the basis of the manipulation
of arbitrary symbols, defined independently of modalities. In contrast, Embodied approaches

posited that concepts require simulations and are grounded in perceptual and motor states of
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the body rather than in linguistic information. As illustrated, the debate at stake is about
whether concepts are either symbolic or embodied. However, this is not the whole story.

Recently, some scholars have attempted to bridge the gap between symbolism and
embodiment by proposing a hybrid approach that combines perceptual and linguistic/symbolic
information (e.g., Andrews et al., 2009; Andrews, Frank, & Vigliocco, 2014; Louwerse, 2008;
2011; Louwerse & Jeuniaux, 2008; for a review, see Davis & Yee, 2021). Before going into
detail, it might be helpful to step back to another popular approach to the study of semantic
knowledge in cognitive science, namely distributional theories.

Distributional theories, developed primarily in computational studies, treat meaning as a
consequence of the statistical distribution of words across spoken and written language. As one
of the early proponents of this view concisely put it: “You shall know a word by the company
it keeps” (Firth, 1975; p.11). According to this approach, the meaning of a word is constituted
by its relationship with semantically related words. For instance, the meaning of “house” is
determined by its semantic proximity with words such as “wall”, “door”, “window” etc. Two
notable examples of distributional semantic models are Hyperspace Analog of Language
(HAL, e.g., Lund & Burgess, 1996) and Latent Semantic Analysis (LSA, e.g., Landauer &
Dumais, 1997). In both models, meaning is represented as vectors in high-dimensional space
and is computed statistically: Meaning is derived from the frequency of co-occurrence of each
word and its interlinguistic relatedness to other words in large text corpora. It has been shown
that the output of the models correlates with human performance and successfully predicts a
wide range of semantic phenomena, such as semantic synonym recognition, categorization,

word-association tasks, and text learning ability (for review, see Lenci, 2018).
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Distributional theories and grounded approaches have often been portrayed as
contrasting paradigms. On the one hand, advocates of embodied cognition considered
distributional semantics as a flawed and incomplete theory of cognition where no space is
reserved for bodily and sensory experiences, and no explanation is given of how words relate
to the entities to which they refer (e.g., Glenberg & Robertson, 2000a). On the other hand, as
we will see below, embodied cognition is challenged to account for concepts that do not have
a tangible referent (i.e., abstract concepts), whereas distributional theories seem to infer their
meaning easily through interlinguistic relations (e.g., Andrews et al., 2014).

More recently, several models have been proposed to reconcile these two approaches.
For example, Andrews and colleagues (2009) built a unified Bayesian probabilistic model
combining experiential statistical data derived from feature production tasks and distributional
data derived from co-occurrence patterns in texts. The two types of data were qualitatively
different but also correlated. The experiential data provided semantic information that was
mainly related to perceptual, motor, and physical aspects, whereas the distributional data
provided semantic information that was more abstract and encyclopedic. Notably, the
information extracted by combined models was mutually reinforcing and resulted in a richer
semantic representation than those obtained from other models relying either on a single source
or both sources independently. Similarly, Johns and Jones (2012) implemented a global
memory model capable of making sophisticated inferences about the perceptual representation
of ungrounded words from an initially limited set of perceptual data. Based on the redundancy
between perceptual and linguistic information, the model infers perceptual properties of words

with which it has experienced only by association strength with perceptual states of already
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grounded words. In doing so, the model performance also fits the results of various datasets
and classical embodied experiments.

In a different but similar spirit, the Symbol Interdependency Hypothesis of Louwerse
(2007; 2011) and Louwerse & Jeuniaux (2008) proposed that language comprehension can be
both symbolic and embodied. According to this hypothesis, symbols are hierarchically
structured in different levels of representation. At one level, symbols interact with other amodal
linguistic symbols, while at another level, symbols can refer to their referents. ® In this way,
language structure encodes many of the perceptual relations found in the world and provides a
communicative shortcut for accessing embodied simulation. The underlying argument is that
when limited grounding is possible, meaning is derived more efficiently through associative
symbolic representations. In other words, language comprehension need not activate a full
embodied simulation in all circumstances, as it may be more convenient for speakers to rely
on symbol-to-symbol relations to bootstrap meaning (i.e., the shortcut argument, see also §
2.4.1).

In support, Louwerse and Jeuniaux (2010) tested whether embodied relations, such as
spatial iconicity, are similarly encoded in language. Based on Zwaan and Yaxley's study
(2003), the authors presented participants with pairs of words or pictures of objects and asked
them to judge whether they were semantically related or had an iconic relationship. Both pairs

could be in standard or reverse order reflecting either the spatial configuration of the objects

5 The symbol interdependency hypothesis draws directly on Deacon’s (1997) theory of language evolution, which
in turn is based on Peirce’s (1923) theory of signs. For brevity, it suffices to mention that language is conceived
as a hierarchical network of interactions between signs, which can be an icon, an index, or a symbol. These have
a different relationship to the object they refer: An icon has a direct physical similarity (e.g., a picture representing
an object), an index is mediated by spatial and temporal congruence and there is no physical resemblance (e.qg.,
smoke and fire), and finally, a symbol is mediated by conventional relationship (e.g., yellow bracelet stands for
hope). Thus, Deacon claims that human species is the only one that has evolved language because it is able to
make connexions between symbols.
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as in the Zwaan and Yaxley’ experiments (embodied factor; e.g., attic above basement vs.
basement above attic) or the standard order in which the word appears in the language
(linguistic factor; attic-basement; basement-attic). Performance in the iconicity judgment
about pictorial stimuli was better predicted by the embodied factor, while the linguistic factor
better predicted the semantic judgment for words, suggesting that linguistic and embodiment
information affects conceptual processing differently depending on the precise nature of the
stimuli and the task. (see also Louwerse, 2008). The authors interpreted these results in terms
of different processing levels in which a meaningful response is extracted from the stimuli.
Specifically, they distinguished between “shallow” and “deep” language processing. In most
cases, language information is activated at the early stage of lexical comprehension to produce
a quick representation, and later, only whether the task explicitly cued it, the embodied
information is activated. Louwerse (2018) pushed the line further, claiming that if embodied
relations are encoded in linguistic structure, then experimental evidence attributed to embodied
cognition can equally be explained by distributional models (for a similar perspective, see
Lupyan, 2008, §. 2.4.2). Using LSA approaches, Louwerse (2011) showed that findings on
perceptual simulations, affordances as well as spatial relations could be attributed to
interlinguistic regularities between words, that is, to language itself.

In summary, the symbol independence hypothesis argues that conceptual processing
cannot be exclusively symbolic or embodied but results from the interdependence of these two
sources of information. Crucially, since language reflects many embodied experiences,
symbols can but not necessarily have to be grounded in perception because linguistic

regularities help to bootstrap meaning gained through embodied simulations.
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Despite their wide application in computational and artificial intelligence research,
distributional theories and the hybrid views do not evade the “symbol grounding problem”
(Harnad, 1990; Searle, 1980). As in traditional symbolic approaches, meaning is assumed to
be accessed through word-to-word associations, hence through ungrounded symbols.
However, it must be acknowledged that by emphasizing the role of language, theories of
distributional semantics have opened the way to fruitful lines of research in the panorama of
embodied and grounded cognition. | will discuss these aspects in the next chapter, after taking

a closer look at the main evidence for the semantic grounding of concrete and abstract concepts.

1.2 The easier problem: the semantic grounding of concrete concepts

Traditional theories assumed that conceptual knowledge is located exclusively in a modular
semantic system that operates independently from other systems for perception, action, and
emotions. These approaches further posited that concepts are amodal representations, in which
the original sensorimotor information about the physical referent is transduced into a
propositional format suitable for implementing conceptual functions only via symbolic and
computational rules (Levelt, 1989; Pylyshyn, 1984; Fodor, 1975).

An emerging alternative theory is afforded by Embodied and Grounded view of cognition
(EGC). In line with the description provided in the previous paragraphs, the main claim of
EGC applied to language is that concepts are embodied and grounded in our bodily assets. In
this perspective, our conceptual systems and our perceptual and sensorimotor systems are
strictly interwoven. Thus, the format of the conceptual representation is closely related to the
elaboration mechanisms of its content. According to EGC accounts, the meaning of a word is

constituted by the reenactment (or simulation) of perceptual, sensorimotor, and internal
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experiences acquired during the interaction with the referent of the word (Barsalou, 1999). For
example, while hearing or reading a word like “cat” our visual, auditory, and tactile systems
would be activated to re-enact states associated with seeing its shape and size, its movements,
and the softness of its fur, and with hearing is meowing. The same word would also retrieve
emotional and introspective information, such as what it means to have had a cat in childhood.
More to the point, EGC accounts argue that the processing of concepts implies that the same
neural patterns usually engaged in interacting with entities they refer to partially reactivate in
the absence of perceptual inputs, creating a simulation of the same interactions.

Much of the research framed on the EGC has intensively investigated the processing of
objects nouns or action verbs, namely the class of concepts referred to as “concrete”. Existing
evidence has successfully demonstrated that concrete words systematically activate
sensorimotor features, and that such activation is highly detailed and dependent on specific
modalities. In order to expound on this, I will review some of the most influential behavioral
and neuro-physiological evidence in support of the grounding of concrete concepts. In doing
so, | will show that amodal symbolic theories can hardly account for the findings concerning
the activation of action-perception circuits during language comprehension, which can be

accommodated best by EGC theories assuming a multimodal simulations process.

1.2.1 Multimodal Simulation: Behavioral evidence

Early support of the idea that perception and action causally interact with high cognitive
processes comes from experimental studies on the phenomenon of object affordances
originally performed by Tucker and Ellis (Tucker & Ellis, 1998; Ellis & Tucker, 2000; Tucker

& Ellis, 2001). Roughly speaking, the notion of affordance, firstly introduced by Gibson (1979)
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refers to “cues to use objects”, thereby suggesting that the visual objects comprise information
about actions usually performed with that objects and that such information is automatically
extracted to conceptualize them.

In a seminal study, Tucker and Ellis (1998) investigated whether the recognition of visual
object properties is facilitated when they overlap the movements that these objects naturally
afford. Participants were asked to judge the upright or inverted position of depicted graspable
objects. They found a compatibility effect between the orientation of the object’s handles,
which was task-irrelevant, and the position of the response key (left, right). Participants were
faster and more accurate when the position of the handle and the responding hand were
spatially aligned as compared to when they were not. Similar compatibility effects have been
found between object size and the optimal grip for using it. Tucker and Ellis (2001), for
example, asked participants to classify objects as natural kind or artifact by performing either
precision or a power grip and found better performance with power grip in case of large objects
(es., apple) and with precision grip in case of small objects (e.g., fork). Overall, these findings
suggest that merely viewing an object elicits the simulation of actions-related proprieties of
that object. Literature on affordance has gained great credit from the discovery of mirror
mechanisms, viz., a special class of neurons that discharge both when interacting with objects
and when passively observing them (canonical neurons) or someone else doing an action
(mirror neurons) (Rizzolatti & Craighero, 2004; see § 1.1.2.1). After the initial Tucker and
Ellis” works, substantial evidence from fields ranging from psychology (e.g., Tipper, Paul, &
Hayes, 2006) to neuroscience (e.g., Craighero, Fadiga, Umilta, & Rizzolatti, 1996; Kourtis &
Vingerhoets, 2015) has proved that motor systems respond to visual stimuli in a higher

automatic manner influencing the representation of stimuli itself. Thus, it has been proposed
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that motor simulation is the underlying mechanism that supports the conceptual representation
of manipulable objects (e.g., Martin, 2007).

More relevant for this dissertation is the claim that the same simulation mechanism
underlines the relationship between the word and its referent during language comprehension.
When applied to language, the simulation-based theories hold that individuals automatically
construct a mental simulation of perceptual and motor components of entities/objects to
represent concepts. This hypothesis has been assessed via several behavioral tasks relying on
the assumption that if simulations are a necessary component of conceptual knowledge, then
manipulating a variable of perceptual modalities should affect conceptualization.

In a set of feature listing studies, Wu and Barsalou (2009) manipulated the variable of
occlusion. Half of the participants received noun concepts that referred to entities whose
internal features are hidden by the object's surface, e.g., a green rind occluded red and seeds
for watermelon (occluded condition). The other half were presented with the same nouns
coupled with a modifier that revealed the internal part of the object, e.g., red and seed are
evident proprieties for half watermelon (unconcluded condition). If participants simulate
conceptual referent to generate its properties, then the presence or absence of modifiers should
influence the task performance. In contrast, if individuals rely on amodal representation, the
manipulated conditions should only affect the conceptual combinations and not the entity's
features. Results provided support for simulation-based accounts. Specifically, participants
reported more often internal features when revealing modifies were combined with target
nouns than when it was presented in isolation. This finding suggests that people access features
via perceptual simulation: the noun combinations half watermelon increased the salient and

visibility of internal object’s parts, eliciting the simulation of red and seed features that instead
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are difficult to access when the simple noun was presented. In further experiments, the authors
obtained similar results for unfamiliar noun combinations (e.g., gashed watermelon) and
comparing externally and internally focused properties (e.g., striped watermelon vs. seedless
watermelon). Furthermore, the authors proved that this effect was not the result of roles for
proprieties combinations, given the numbers of internal proprieties only increased when the
occluded proprieties were revealed in the simulation of related referents (e.g., rolled-up lawn)
but not of unrelated ones (e.g., rolled-up snake).

Increasing evidence has also documented the involvement of perceptual simulation in
property verification tasks (for a review, see Barsalou, Solomon, & Wu, 1999). For example,
Solomon and Barsalou (2001) found that when participants verified whether a property is true
or false for a noun, such as mane for pony, they were faster if the same property was verified
previously for horse than for lion. This result indicated that a detailed simulation of shape
becomes active during the task, leading to facilitation in response to subsequent trials with
similar perceptual forms (the shape of mane for a horse and pony but not for a lion). A control
experiment confirms that this effect was not due to conceptual similarity but precisely to the
perceptual similarity of the properties, as no difference emerged when the property was held
constant across concepts (e.g., verifying belly for pony, horse, and lion). These findings were
further replicated and extended by Solomon and Barsalou (2004) using a similar property-
verification task in which — besides perceptual features — linguistic associations and expectancy
(i.e., the different forms that a property can take across objects) were included as variables.
The authors found that perceptual variables best predicted the verification response times and
errors. Specifically, the property of size explains the high percentage of variance and heavily

impacted the participants’ performance: the rate of RTs and errors increased at the increase of
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property size to verify. Results are consistent with the idea of processing large proprieties
taking longer than processing small ones, likely because a large region must be stimulated,
thereby increasing the duration of the verification process.

The influence of simulation on conceptualization processes is not limited to visual
proprieties but encompasses any aspects of the experience, including all five sensorial
modalities, as well as action and emotions. Over the last 20 years, scholars have developed
several experiments to directly assess the multimodal nature of simulations. Specifically, it has
been explored whether individuals activate modality-specific simulations in accordance with
the semantic components of a given concept. If simulation-based theories are correct,
processing words related to specific modalities should lead to corresponding simulations, then
switching from one modality to another should involve a processing cost in conceptual tasks.

Evidence supports this hypothesis. For example, Spence, Nicholls, and Driver (2001)
showed a perceptual effort in detecting a signal on a modality when the previous signal was on
a different modality. In a simple perceptual detection task, participants observed an
unpredictable sequence of visual, tactile, or auditory targets that could appear either on the left
or on the right, and responded to the stimuli location. Performance was faster and more
accurate on trials preceded by the same modality than on trials preceded by a different
modality, suggesting that the processing is less efficient when attention shifts between different
perceptual modalities. An analogous modality-switch effect has been found by Pecher,
Zeelenberg, and Barsalou (2003) in a set of propriety verification studies with verbal stimuli.
The experiments consisted of presenting short target sentences in which the concept nouns can
be associated with one of six modalities proprieties, i.e., vision, audition, taste, smell, touch,

and action. Participants judged whether the propriety was congruent with the object (e.g.,
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“apple is round” vs. “apple is square”). Crucially, the sensorimotor proprieties were
manipulated to vary or remain constant trial by trial. The authors found that switching
modalities entailed a cognitive cost, resulting in an increase in response times. For example,
when participants had verified auditory propriety (blender-loud), in the consecutive trial, they
were faster to verify propriety from the same modality (leaves-rustling) than propriety from a
different modality (cranberries-tar). Findings demonstrated that concepts activate multimodal
simulations relying on the same systems that are recruited in perception across different
sensory modalities. This explains why transferring processing from one modal system to
another involves processing effort. Importantly, this kind of evidence rules out the view of
conceptual knowledge as amodal representation as there should not be any difference in
processing time in the same-modality and different-modalities conditions.

Other studies also reported perceptual simulation effects on sentence comprehension,
in which individuals construct a mental simulation of fine perceptual details of objects and
actions described in the utterances. For example, in a sentence-picture matching task Zwaan,
Stanfield, and Yaxley (2002) showed participants with sentences that describe animals or
objects in different locations implicitly suggesting a specific shape (e.g., eagle in the sky, eagle
in the nest), and asked them to judge whether the following picture represented the word
mentioned in the sentence. An advantage in response time emerged when picture and sentence
match, such as when the sentence “The ranger saw the eagle in the sky” was followed by a
picture of a bird with outstretched wings rather than with folded wings. Similar evidence exists
for the implied orientation of objects. Stanfield and Zwaan (2001) showed that reading about
a sentence that implicitly suggests a horizontal or vertical orientation of an object (e.g., “He

hammered the nail into the wall” vs. “He hammered the nail into the floor”) leads to respond
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faster to a subsequent object picture whose orientation matches with the orientation described
in the text.

Further studies have focused on motor information, showing that simulation involved
in language comprehension is sensitive to the direction implied by the sentence describing an
arms movement. In a famous study by Glenberg and Kaschak (2002), participants judged the
sensibility of sentences using a button box where keys were arranged at three different
distances: near, halfway, and far away from the body. Authors manipulated the sentences to
describe actions directed toward or away from the body (e.g., Open the drawer, Close the
drawer; respectively). They found a significant interaction between direction sentence and
response, referred to as the Action-Sentence Compatibility effect (ACE). For example,
responses to the sentence “Open the drawer” were faster when participants were required to
perform a movement toward their body than away from their body; the opposite was true for a
sentence like “Close the drawer”. In a similar but different spirit, other studies demonstrated
that the specific body states or moments could affect the processing of valenced stimuli. For
example, the processing of negatively valenced words (e.g., garbage) is slower when
performing an approach arm movement (pulling) than an avoidance movement (e.g., pushing)
(i.e., AAE, Approach-Avoidance effect, Chen & Bargh, 1999). Taken together, these studies
show that both verifying and producing features for a concept is implied a dynamic and
multimodal simulation of its referent. Ultimately, it supports the thesis of language grounding,
showing that perceptual and motor details are retrieved across several conceptual tasks and that
modality-specific information plays a major role in accessing the word meaning. More

importantly, this evidence calls into question the amodal representational view that, by
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assuming separate systems for sensory and semantic processing (Pylyshyn, 1984; Fodor,
1983), can hardly account for these sorts of findings.

Over the years, the notion of simulation has been adopted in much behavioral research
as a crucial cognitive mechanism to explain language comprehension. However, it is not
exempt from limitations. First of all, the finding that words and sentences comprehension
activates sensorimotor simulations does not establish the extent to which this effect should
facilitate or interfere with the ongoing task. Indeed, much research reports either facilitation or
interference effects during language processing. (e.g., Gozli et al., 2013; Estes et al., 2015;
Ostarek & Vigliocco, 2016). The lack of strong hypotheses about the direction and timing of
activation is quite problematic, as any effects could support grounded theories, while not ruling
out alternative explanations (i.e., both linguistic and perceptual/motor information are encoded
at amodal level) (for a discussion, see Ostarek & Huettig, 2019). In this context, behavioral
experiments raise reproducibility problems. An exemplary case is the Action Compatibility
Effect (ACE), whereby a vast, preregistered, multi-lab research has recently failed to replicate
the original findings (Kaschak et al., 2020; for a discussion, see Zwaan, 2021), likely due to
the high variability involved in simulation processes. In general, behavioral paradigms that
focus on congruency effects between linguistic and visual or motor aspects are useful for
identifying whether sensorimotor simulation is activated, but they are not decisive in
determining the nature of the underlying mechanisms. A fruitful way to address this issue is to
use interference paradigms, both neural and behavioral, in which the suppression or
impairment of perceptual and motor processes directly tests their functional role in language

comprehension (see Ostarek & Bottini, 2021).
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1.2.2 Multimodal and somatotopic brain activation: Neuroscientific evidence

Embodied and grounded theories postulate common brain mechanisms for action,
perception, and semantic processing, in contrast to the standard view that assumes separate
modules, one of which would be handling linguistic information. In the past decades, brain
research has provided compelling evidence for a reciprocal connection between language
mechanisms and action-perception circuits. This link was found to be involved both in speech
production and perception (e.g., Pulvermiller, 1999). To put it simply, when a word or a
sentence is pronounced, the articulatory motor system of the speaker is activated, and at the
same time, the self-perceived sounds lead to specific activation of auditory systems.
Conversely, listening to spoken words requires a strong motor resonance in articulatory
systems to detect the speech sounds, even in passive speech perception. This indicates the
presence of a motor-to-auditory activation flow during language processing (for a review, see
Pulvermdller & Fadiga, 2010).

Important insights about how these connections are implemented in our brain have been
offered by studies on the neuroanatomical structure and functional organization of neuronal
populations, based on the neural key principle of the Hebbian learning rule: “neurons that fire
together wire together and neurons out of sync delink” (Hebb, 1949). According to the model
proposed by Pulvermiller (1999; 2012), nerve cells that are frequently co-activated are stored
in a distributed circuit (i.e., cell assemblies), and the strength of their mutual connection
increases the probability of future co-activations of the whole neuronal circuits.

This principle offers appealing explanations for the brain topographies of linguistic and
semantic processing. In order to represent and produce words, nerve cells in the sensory and

motor systems are reciprocally connected to map acoustic phonological information to the
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concordant motor program required for word articulation. The emerging circuits are thought
to be localized in the left perisylvian cortex, thereby considered the cortical basis of linguistic
spoken-word form (Pulvermiller, 1999). Importantly, this region shows rich neuroanatomical
connectivity with other relevant sensory-motor areas, as it includes adjacent regions, ® often
called multimodal association areas, which function as convergence zones to bind information
from different modalities-preferential areas into a coherent representation. This cortical
connectivity allows the establishment of a referential semantic link between word form and the
sensory and motor information of the object/entity it is related to; that is to say, it determines
the semantic grounding of meaning in the world. As an example, the meaning of a word like
cake is linked up with the object and its features through the recruitment of a distributed
neuronal activations pattern spanning across visual, auditory, somatosensory, olfactory, and
gustatory brain areas, as well as its word form encoded in the left perisylvian language cortex.
Therefore, it has been suggested that conceptual processing, rather than relying on an isolated
“amodal semantic system”, draws on a hierarchy of interconnecting neural circuits involving
multimodal association areas, in which the activity of sensory areas is primarily dedicated to a
single sensory or motor modality converges (Damasio, 1989; Simmons & Barsalou, 2003).
Great support for language grounding derived from neuroimaging studies showing that
semantic areas are activated to different degrees depending on word type category, leading to
the emergence of category-specific semantic circuits. To date, research has scrutinized all the
sensory domains in order to verify if perceptual and motor aspects conveyed by words are

reflected in the activation of the corresponding sensorimotor brain areas.

® The brain region surrounding the sylvian fissure, which is called the perisylvian language cortex, includes the
posterior inferior frontal area named after Broca (Brodmann areas, BA, 44, 45) along with the superior temporal
cortex (BA 42, 22) sometimes considered Wernicke’s region, plus further adjacent sites in inferior frontal, parietal
and temporal cortex, that are most relevant language network (Pulvermiiller, 2018; p. 5)
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Simmons and colleagues (2007) conducted an fMRI experiment to assess whether the
regions responsive during color perception are also engaged in retrieved semantic knowledge
about object nouns with color features such as banana, elephant, carrots. Participants were
presented with a set of object nouns followed by either a color adjective or motor propriety,
and they had to indicate whether the property was inherent to the object or not (e.g., banana-
yellow; football-throw); finally, subjects’ color perception areas were assessed by a functional
perceptual task. Overall, the results showed that the visual cortex was more activated in
retrieving color than motor properties. Notably, the authors found a direct overlap in the left
fusiform gyrus, which was activated both in perceptual and conceptual color representations.
Likewise, Pulvermiller and Hauk (2006) have reported distinct activation patterns in the
inferior temporal cortex for color and form-related words (e.g., brown, square), where the
former activates areas adjacent to the visual cortex, and the latter activates areas adjacent to
the premotor cortex.

Activation of modality-specific brain regions has also been documented for the
nonvisual aspects of word meaning, such as gustatory and olfactory features. Using the fMRI
technique, some researchers showed that passively reading olfactive-related terms, such as
cinnamon or eucalyptus, elicited more activation in the primary olfactory cortex than words
with neutral olfactive associated meaning (Gonzalez et al., 2006); while processing taste-
related words, such as salt or pizza (Barrds-Loscertales et al., 2012) or simply viewing food
pictures (Simmons, Martin, & Barsalou, 2005) produced a great activation in the primary and
secondary gustatory cortices. A similar investigation has been made about the neural
representation of sound-related words. In an fMRI study by Kiefer and colleagues (2008),

participants made a lexical decision on a set of words and pseudowords visually presented.
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Crucially, all selected words denoted everyday objects but differed with regard to the relevance
of sound contents: for half of the words, acoustic associations were high relevant (e.g.,
telephone, dog), while for the other half, acoustic associations were less relevant (e.g., tree,
table). Then, in order to localize cortical regions that subtend the processing of non-linguistic
auditory stimuli, participants were asked to passively listen to a set of real sounds (e.g., ring).
The authors found that words with acoustic association triggered early activations in the
superior temporal auditory areas, which anatomic overlap with the activation pattern observed
in hearing real sounds. These results were corroborated by a study by Trumpp et al. (2013),
which described a patient with focal lesions in the auditory cortex who displayed selective
impairment in conceptual processing of words for which auditory-semantic features are highly
relevant, suggesting that this area plays a functional role both in perceiving sounds and
comprehending sound-related linguistic stimuli.

In the same vein, several neuroimaging and neurophysiological studies have
extensively examined the link between the processing of objects and actions-related words
within the activation of the motor cortex. For example, Chao et al. (1999) showed in a set of
experiments that the naming of tools, but not of animals, has a functional correlate in the
activation of the left premotor cortex, which is also activated when participants image to
perform grasp movements with their dominant hand or produce features about objects. This
evidence indicates that tool words semantically related to manipulable actions are rooted in the
motor and premotor brain regions (e.g., Chao & Martin, 2000; Martin & Chao, 2001; Martin,
2007). Further support for the contribution of sensory and motor proprieties in conceptual
representation was provided by a study by Fernandino and colleagues (2015), showing that a

regression model derived from a set of 820 words defined across five semantic attributes (i.e.,
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sound, color, visual motion, shape, and manipulation) could consistently predict the fMRI
word-specific brain regions activation during a semantic categorization task. Interestingly, the
authors further reported that at least some of these attributes are co-activated in higher-order
association areas, reflecting a multimodal representation of conceptual knowledge in line with
the embodied and grounded theories' predictions (Fernandino et al., 2016).

More fine-grained level investigations about the role of the motor systems in language
comprehension have suggested that motor features conveyed by words are represented in a
somatotopically organized map in frontal cortical areas in a way that captures the layout of the
body parts normally used to execute specific movements (i.e., Semantic Somatotopy
hypothesis, Pulvermdiller, 1999). One influential contribution in support of this claim is the
study of Hauk, Johnsrude, and Pulvermiller (2004) in which actions verbs related to specific
body parts, such as words referring to the face (e.g., talk, lick), arm (e.g., grasp, pick), and leg
(e.g., kick, walk) were presented in a passively reading task. Results of event-related fMRI
showed a category-specific activation of motor and premotor areas that control corresponding
movements of the tongue, fingers, or feet, suggesting that the conceptual meaning of action-
related words is grounded in motor areas in an effector specific fashion. The somatotopy of
action semantics in motor brain regions was also reported during comprehension of action
sentences (Tettamanti et al., 2005; Aziz-Zadeh et al., 2006) as well as using different classes
of action verbs and nouns (Kemmerer et al., 2008; Pulvermdller et al., 2009; Buccino et al.,
2005).

Of paramount importance to supporting the claim of language grounding is whether the
activation in modality-specific regions is causally involved in the language comprehension or

may reflect a mental imagery process that follows meaning comprehension. In order to
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disentangle this possible criticism, researchers within the embodied and grounded framework
have adopted neurophysiological methods to explore the time course of brain activation by
assuming that sensory and motor activity should emerge within the same interval in which
semantic processing occurs. For example, Pulvermuller, Shtyrov, and IImoniemi (2005)
conducted a study using high-density MEG (i.e., magnetoencephalography) to investigate the
spatiotemporal dynamics triggered by listening to verbs encoding actions related to the face
and leg. The somatotopic mapping of semantic content in different premotor areas was found
in response to word stimuli: Face-related verbs engaged inferior frontocentral areas more
strongly than leg-related verbs, while an opposite activation pattern was found at superior
central sites. Importantly, these activations can emerge as early as 150-250ms after the onset
of critical linguistic stimuli, thereby contributing actively to the access of meaning that is
manifested in the brain signatures evoked by the words (for similar evidence, see also Hauk et
al., 2006; van Elk et al., 2010). This early motor brain response has been widely interpreted as
an index of motor simulations triggered by words, which reflect automatic access to semantic
content instead of deliberative post-comprehension processing. Therefore, it is argued that
sensorimotor activations are a necessary component of semantic processing (for a different
interpretation, see Mahon & Caramazza, 2008).

If it is the case that conceptual representation is mapped in our body systems, they
should not simply be engaged when words are processed, but modifying their functional
operations should affect the semantic processing of specific subcategories of words. This
prediction was directly tested in an influential study by Pulvermdiller, Hauk, Nikulin, and
IlImoniemi (2005) using transcranial magnetic stimulation (TMS). Subjects make a lexical

decision task on words related to arm/hand actions (e.g., to grasp) and leg/foot actions (e.g., to
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hike) while after 150ms words onset TMS pulses were applied both on their hand and leg loci
over the left hemisphere. The pattern of results showed a somatotopically facilitation mapping
that led to easily recognizing action words when the concordant motor region was activated.
Stimulation of the leg motor areas accelerated the processing of leg-related verbs; on the
contrary, TMS at the hand motor regions induced faster responses to hand-related than leg-
related verbs. In short, this study provides evidence that a brief activation of body-part motor
areas facilitates the automatic retrieval of motor features in accordance with the word meaning.

Finally, evidence from brain damage studies has also contributed to confirming the
causal role of sensorimotor circuits for semantic processing. A wealth of studies have reported
semantic deficits restricted to the category-specific domain of living vs. non-living entities,
which tend to be linked with distinct lesion sites. For example, damage in the frontal cortex
(motor) and the temporal-occipital cortex (perceptual) differently impair the processing of
tools and animals names, as they entail a different degree of relation with actions (e.g.,
Warrington & Shallice, 1984; Warrington & McCarthy, 1987; Humphreys & Forde, 2001). In
a very recent study, Miranda et al. (2022) used behavioral and neuroimaging methods to
explore action-semantic processing in a patient with a rare form of double cortex in motor
regions. Compared to control subjects, the patient responded faster to action than to object
concepts during a picture-word association task, and this advantage was accompanied by a
hyperconnectivity in bilateral motor cortices, suggesting that the structural organization of
motor networks might influence the processing of relevant category. Further, patients with
massive lesions and degenerative brain diseases that affect their motor systems, such as
Parkinson’s disease (PD) and other types of dementia, also show severe impairments in the

recognition of action-related words (among others, Kemmerer et al., 2012; Arévalo et al.,
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2007). Overall, neuroimaging results and patients’ evidence presented in this section are
consistent with the claim that language processing and comprehension are intertwined with,
and dependent on, sensorimotor processes.

However, it should be noted that conflicting evidence has emerged in this area of
research. For example, Humphries et al. (2019) recently found that PD patients were not
selectively impaired in the comprehension of action sentences compared to sound sentences.
At the same time, they showed a moderate impairment with predicate action metaphors (“The
stock soared”) but not with nominal action metaphors (“Fear is a roadblock’), contrary to the
prediction that modality effects occur independently of the type of actions and sentences
constructs (see also Raposo et al., 2009). A different line of research investigating color
representation demonstrated that blind individuals, despite their limited color perception, are
successful in communicating and making causal inferences about the color similarities (Kim
et al., 2021) or color-emotion associations (Jonauskaite et al., 2020), indicating that color
representation is not necessarily connected to direct visual experience. Similarly, apraxic
patients demonstrate motor deficits in executing voluntary action involving objects or tools but
unimpaired language ability in object naming and action recognition (see Negri et al., 2007;
Mahon and Caramazza, 2005). The inconsistency of results seems to undermine the relevance

of sensorimotor processes in language comprehension. | address this criticism below.

1.2.3 Are concepts reducible to sensory-motor activations?
Embodied and grounded cognition is not without criticisms and typically struggles with
the charge of being a reductionist theory. At its most general, the criticism refers to the alleged

claim that concepts are entirely reducible to sensory and motor representations. Some scholars
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are skeptical about considering that the neural activation in modality-specific systems triggered
by words plays a constitutive role in conceptual knowledge. For example, Mahon and
Caramazza (2008) (see also Mahon, 2015; Leshinskaya & Caramazza, 2016), although they
recognized that conceptual processing reaches into sensorial and motor information, pointed
out that this cannot rule out that the format in which a concept is represented is still a-modal
and symbolic. According to the authors, in order to fully endorse the embodied view of
language processing, one must first reject the alternative interpretation that the activation of
sensory-motor systems is merely a by-product of lexical processing.

To illustrate their arguments, Mahon and Caramazza (2008) introduced an analogy with
the automatic phonological encoding of unproduced words. Studies investigating speech
production showed that similar-sounding words are rapidly retrieved even though the lexical
item is not actually selected for production. For example, in a naming-picture task, responses
were found to be faster when distractor pictures represent an item that is phonologically related
to the target picture (hammock-hammer) than when it is phonologically unrelated (hammock-
bottom). However, note the authors, this finding does not lead to drawing the inference that
the meaning of concepts is constitutive by those words that are phonologically connected to it
(Morsella & Miozzo, 2002; Navarrete & Costa, 2005). Following this analogy, the automatic
activation of sensorimotor information during semantic elaboration could be a sort of
‘Pavlovian’ reflex due to contingent associations, such as performing a throw action and using
the word throw to describe it. Mahon and Caramazza (2008) stated that the co-activation of the
motor cortex when reading/hearing action-based words would not be a sufficient condition to
infer that such activation is a necessary part of conceptual content. Instead, it would be

explained through a model of spreading activation from an abstract conceptual level to
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sensorimotor input in the same way as in speech production information cascade from a
semantic representation down to a phonological level.

The alternative explanation proposed by the authors to account for sensorimotor systems
activation consists of the Grounding by Interaction Hypothesis, according to which conceptual
processing does not depend in any way on sensorial modalities but interacts with them.
Concepts would be represented in an amodal and symbolic format upon which specific
instantiations of concepts are realized. Even though the authors acknowledge that sensory and
motor information contributes to enriching the representation of concepts in a given situation,
this information would not be constitutive of the semantic content of concepts. Interaction
hypotheses assume that separate brain areas are used for processing conceptual and sensory
modalities, such that abstract computations are sufficient for accessing meaning and interacting
with adjacent sensorimotor regions only after a concept has been instantiated. To further
support their hypothesis, Mahon and Caramazza (2008) reported evidence from
neuropsychological studies of apraxia (i.e., an impairment in the use of objects that cannot be
explained by basic sensory or motor impairments). Patients typically lose the ability to plan
and voluntary execute movements with objects, while semantic conceptual knowledge related
to the object remains intact (e.g., they can still name it or recognize the partmimesis associated
with its use). Because conceptual deficits do not necessarily follow after sensory and/or motor
impairments, the authors conclude that motor activation is irrelevant to semantic processing.
Thus, embodiment, or at least its strong form, can be rejected.

On closer inspection, however, the argument for sensorimotor activations as entirely
“ancillary” to language comprehension appears inconsistent for several reasons. As noted by

Meteyard et al. (2012), the “spreading activation” hypothesis advanced by Mahon and



60

Caramazza (2008) is based on a problematic analogy. While spreading activation of
phonologically similar words (e.g., hammer-hammock) in a picture-naming task is to be
expected because production is part of the task, activation of the sensorimotor cortex is not that
obvious and cannot be explained by spreading activation to motor units as no action is required
to perform the linguistic task (p. 799). Furthermore, the hypothesis of passive spreading
activation from amodal concepts to input/output levels can hardly account for evidence of
semantic-specific impairments caused by local TMS pulse stimulations, where the spread of
activation has been reversed from motor systems to semantic knowledge (Pulvermdiller et al.,
2005; Willems et al., 2011). Moreover, studies reported an early and automatic emergence of
such activations (ca. 100-200ms), reflecting a joint and simultaneous contribution of
sensorimotor systems to access meaning rather than the late post-understanding process (e.g.,
Hauk et al., 2004, see § 1.2.2).

The skepticism against embodied and grounded theories seems to be based on some
misconceptions about its core assumptions. ’ First, at a broader level, the embodiment and
grounding thesis refers to studying cognition in a new way from the classical paradigms,
establishing an account of how cognitive processes utilize modalities, body, and environment.
This does not imply the reductionist claim that conceptual processing is entirely constructed by
sensory-motor processing. Although some scholars hold this minimal form of embodiment
(e.g., Engel et al., 2013; O’Regan & Noé&, 2001), the major approaches within the embodied
and grounded framework do not agree with the assumption that concepts are no more than

information that is represented within sensory and motor systems. Conversely, as will be further

" A detailed discussion about common misconceptions of embodied cognition can be found in Pulvermiiller, 2003;
in a special issue of Psychonomic Bulletin and Review about the Representation of Concepts, and specifically in
the contribution of Barsalou, (2016) and the responses of Mahon & Hickok, (2016) and Leshinskaya and
Caramazza, (2016).
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clarified in the following of this dissertation, it has been pointed out that sensorimotor
mechanisms in and of themselves are insufficient to explain concepts and conceptual
processing, and that other sources of knowledge might be involved, such as language, internal,
and affective states (e.g., Barsalou & Wiemer-Hastings, 2005; Reilly et al., 2016).

Second, the studies on neuroanatomical connectivity discussed in the previous paragraph
clearly showed that language depends on — but does not reduce to — modality-specific systems,
as higher intermediary associative areas are also needed to implement a multimodal
compression of conceptual features carried across sensory and motor pathways (Pulvermdller,
1999; Fernandino et al., 2016; Simmons & Barsalou, 2003). As the semantic circuits are widely
distributed over a range of cortical areas, including modality-preferential areas and multimodal
regions, the circuits - and not the single brain areas - contribute to conceptual processing.
Therefore, neurophysiological evidence on double dissociations between conceptual deficits
and neural motor disease (i.e., either intact motor systems with a deficit in understanding action
concepts or deficit in acting but intact actions concepts) do not prejudice the accounts of
grounded cognition. It assumes a distributed neuronal network which, in case of local damage,
can rely on the resources distributed over the circuit (see also the notion of “neural reuse” in
Anderson, 2010).

Lastly, there is an inherent contradiction in arguing that conceptual processing is
implemented using symbolic codes that interact and exchange information with adjacent
sensory-motor areas and assume that language comprehension occurs in a distinct amodal
region. What often is missed by the class of theories assuming amodal representations is a clear
definition of what amodal concepts are; thus, it should not surprise that they have been

ironically referred to as “the black holes in conceptual space” (Barsalou, 2016, p. 1127). Still,
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it is worth mentioning that scholars who endorse theories of amodal semantics have proposed
that, at a neuroanatomical level, the Anterior Temporal Lobe (ATL) can work as the “hub”
integrating all kinds of conceptual information (i.e., hub-spoken-model; Patterson et al., 2007;
Rogers et al., 2004). Crucial evidence for this hypothesis comes from neurophysiological
studies on Semantic Dementia (SD), focal brain damage in ALT that results in a generalized
impairment of conceptual knowledge across all category domains and perceptual features. The
functional role of ALT for language processing has been replicated in healthy individuals in
which TMS stimulations in this area lead to a deteriorated performance in semantic tasks similar
to the deficit found in Semantic Dementia patients (Pobric et al., 2007). However, the pattern
of the results is quite controversial as the low local resolutions of fMRI only allow an indirect
validation of the existence of single neural areas that hold symbolic (amodal) codes (for a
discussion, see Simmons & Martin, 2009). Furthermore, recent evidence showed that other
potential integrative areas contribute to conceptual processing (for metanalysis, see Binder et
al., 2009; Wang et al., 2010) and that these areas functional couple with sensory and motor
regions through a hierarchy of processing circuits ranging from a lower level of modality-
specific areas to multimodal/heteromodal associations cortex (e.g., Kuhnke, Kiefer, &
Hartwigsen, 2021).

Together with the previous arguments, these findings provide reasons for reservation about
approaches assuming a stand-alone “amodal region” dedicated to semantic representation; and
favor embodied theories that intend associative regions as areas where multi-modal information

converges, playing a functional role in language processing.
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1.3  The ‘hard nut to crack’: the semantic grounding of abstract concepts

By focusing on the meaning of object nouns and action verbs, the evidence discussed in
the previous paragraphs is confined within a conceptual realm that appears to be solidly
grounded in the body and physical world. What about words used to speak about not physical,
touchable entities, namely concepts usually termed as “abstract”, such as freedom, idea, or
justice? Abstract concepts posit a serious challenge to grounded cognition theories, which
assume that conceptual representation is essentially rooted in multimodal simulations tied to
perceptual and motor states. Some of the questions animating the debate are: How could
concepts without perceptible and manipulable referents rely on modality-specific systems?
How are they coded in the brain? Or, more generally, how can abstract language be grounded
in bodily experiences? The mere existence of concepts that have an intangible character seems
to falsify EGC accounts and leave room for some forms of amodal symbolic representations
(e.g., Dove, 2009; Dove, 2016; Mahon & Caramazza, 2008).

Over the last decades, several theoretical accounts have been offered to address the
inquiry of abstract concepts representation within the embodied and grounded framework. This
section aims to outline some of these seminal proposals critically evaluating the evidence
supporting them and bringing out their strengths and weaknesses. The literature review does
not pretend to be comprehensive, but it is limited to sketching out some very influential
theories, focusing on embodied ones. In what follows, | will first clarify the notion of an
abstract concept, showing that it could be itself problematic for all theories of cognition and
conceptual processing, including the amodal ones. Then, | will briefly illustrate classical
theories that focus on the cognitive and neural distinction between abstract and concrete

concepts. Finally, I will review theories that strived to account for abstract concepts embracing



64

either a fully or partially embodied perspective, identifying specific contents and mechanisms
in which they can be grounded, such as metaphors, actions, situations and introspection, and
emotions. Here, | intentionally omit the new frontiers of this flourishing debate, namely a set
of recent proposals called “Multiple Representation Views” (MRWSs), to which special

attention will be paid in the next Chapter.

1.3.1 What does it mean for a concept to be abstract?

Abstract art places a new world, which on the surface has nothing to do with
“reality,” next to the “real” world. Deeper down, it is subject to the common
laws of the “cosmic world.” And so a “new world of art” is juxtaposed to the
“world of nature.” This “world of art” is just as real, just as concrete. For this
reason, | prefer to call so-called “abstract art” “concrete art”.

The famous painter Kandinsky used these words to face criticisms from both the public
and other artists on the new art movement known as “abstractionism”, of which he was one of
the early proponents. What is worth noting about his declaration is the idea that abstraction
transcends concrete reality; nevertheless, it is much more enclosed into it than what appears at
first glance. Although the object under discussion is different, scholars embracing simulation-
based theories struggle similarly to explain abstract concepts and how they can be grounded in
the physical world as concrete concepts are. For the sake of this dissertation, it might be helpful
to follow the example brought by the artist and start by defining what an abstract word is.

“Abstract” is itself a nebulous concept. It is often associated with something vague or
cannot be easily grasped both physically and mentally. However, abstract words represent a
vast and multifaced semantic universe, as indicated by the fact that a high percentage of the

English lexicon is relatively abstract in content (Lupyan & Winter, 2018). Consider, for
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instance, that some of the words | have already used in this paragraph, like art, pioneer,
discussion, struggle, criticism, fall all under the label “abstract”.

To bring the topic of this dissertation into focus, a caveat is needed. That is the
distinction between abstraction and abstractness introduced by Borghi & Binkofski (2014).
To some extent, all words are abstract in that they arbitrarily stand for their referent through a
set of symbols. From a cognitive standpoint, the abstraction mechanism is at the base of all
categorization processes. For example, in order to categorize an object as a dog, some salient
properties need to be extracted from the single instantiations and then unified under the same
general concept of “dog”, although some of the exemplars of the category might not be similar
at all (think of a dachshund and a Great Dane). The degree of abstraction becomes even more
prominent at the superordinate categorization level, as in the taxonomic classification of
“dachshund”-“dog”-“mammal”-“animal”. Thus, “animal” has a higher level of abstraction
than “dog” because it collects instances that share a few general properties (e.g., being alive);
despite that, each instance of this category still denotes material and tangible entities. In this
context, the word “abstract” literally means pulling something out from something other, and
abstraction relates to a general process through which any concept is formed. On the contrary,
abstractness does not refer to the extremes of a conceptual hierarchy; but indicates those
concepts that lack a physical referent, which can be perceived or interacted with.

It should now be clear that embodied and grounded cognition approaches struggled in
framing abstractness, specifically the property of referent of a given concept to being detached
from the sensorial reality. A standard criticism raised against EGC is that it is an incomplete
theory due to providing a satisfying account for concrete concepts but not for abstract concepts.

However, as already noted elsewhere (Borghi et al., 2017; Bolognesi & Steen, 2018; Barsalou,
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2020), abstract concepts impose challenges for any theories of cognition. Proposing that
amodal symbols represent abstract concepts or that meaning is derived from the statistical co-
occurrence of words in the language, as argued by distributional theories (Andrews et al., 2014;
Louwerse & Jeuniaux, 2010), does not solve the problem of symbol grounding mentioned
before (Harnad, 1990). Roughly speaking, in order to avoid circularity, symbols and words
need to be linked with anything in the “world” but other arbitrary symbols. Moreover, the
necessity of amodal symbols does not follow by the default from the assumption that abstract
concepts cannot be grounded in sensorimotor systems, mainly because no direct evidence of
amodal symbols in our cognitive system has been provided (Barsalou, 2016).

Notably, the theoretical definition of abstract concepts does not always offer many
insights into the object defined, especially as expressed in a negative way. Within the
framework stemmed from grounded approaches, the negative definition of abstract concepts
as to be essentially “everything that is not concrete” appears both misleading and unproductive
since it is not informative of their semantic content (Barsalou, Durieux, & Scheepers, 2018).
On the one hand, it does not take into account that, in principle, each concept can integrate
complex elements — both concrete and abstract — of the situations in which it is experienced.
For example, the abstract concept of art includes, among their meanings, the experience of
beauty, but it is generally implemented through material artifacts (e.g., painting, sculpture) or
bodies (e.g., dance, drama). Conversely, even the most concrete concepts include considerable
amounts of abstract content. For example, the concept of book certainly refers to a concrete
object that contains written pages, but its meaning goes beyond its material attributes: It is

mainly a medium of knowledge or can even convey a sacred value, as in the case of the Bible.
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On the other hand, the sharp distinction between abstract and concrete concepts focusing only
on superficial differences in the presence/absence of perceptual elements left aside other
sources of information that might contribute to their representation (see Chapter 2).

For these reasons, in the course of this dissertation, the use of “abstract concepts” and
“concrete concepts” must be conceived as a simplification and operational definition, bearing
in mind that those who write do not assume such marked distinction; instead, it is in continuity
with recent attempts to refine this standard classification (e.g., Borghi et al., 2017, 2018;

Barsalou et al., 2018; Barsalou, 2020).

1.3.2 In the beginning, there were concrete and abstract concepts

One of the most common ways of formalizing the idea of a distinction between abstract
and concrete concepts is found in the influential concreteness norms by Brysbaert and
colleagues (2014), who gave participants the following prompt to rate the words: “Some words
refer to thinks or actions in reality, which you can experience directly through one of the five
senses. We call these words concrete words. Other words refer to meaning that cannot be
experienced directly but which we know because the meanings can be defined by other words.
These are abstract words [...]” (p. 996, italics mine). This description suggests that the
concrete and abstract concept representations rely on different sources of knowledge, one
based on perceptual experiences and the other exclusively based on language.

This distinction can be traced back to two classical theories in psycholinguistic research:
The Dual Coding Theory (DCT; Paivio, 1986; 1991) and the Context Availability Theory
(CAT; Schwanenflugel, Akin, & Luh, 1992; Schwanenflugel, Harnischfeger, & Stowe, 1988)

Both these seminal theories aimed at explaining the findings usually referred to as concreteness
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effect, viz., the processing advantage of concrete words over the abstract words, like being
recognized faster and accurately in a variety of tasks, such as lexical decision, word naming,
and recall (James, 1975; Whaley, 1978; Rubin, 1980).

The DCT maintains that word meanings are represented in two distinct cognitive
systems, one linguistic-verbal and another iconic-no-verbal. These two independent but
interconnected systems are characterized by different internal representation units, both with
modality-specific activations. The first contains logogens, i.e., linguistics units representing
the phonological and orthographic form of words, which are interwoven among them by
associative links (e.g., the meaning of “telephone” is liked to words like “ring”, “call”,
“number’). The second contains imagens, i.e., iconic representations for the modality-specific
aspects of a concept (e.g., the word “telephone” also includes visual, acoustic, tactile, and
motor features of telephones). According to Paivio, while concrete concepts equally activate
verbal and nonverbal systems, abstract concepts depend more substantially on the verbal
system. In other words, abstract and concrete concepts differ in the richness of their
representation: Concrete concepts have a direct connection to images; abstract concepts, on the
other hand, evoke first a verbal association and only then the respective images. Borrowing the
Paivio example, the concept of “religion” might evoke an image only by the mediation of the
related concrete word “church” (Paivio, 2007, p. 46). In this view, the dual codification and
the consequent major amount of information trigged by concrete concepts should be at the
basis of their advantage in RTs and accuracy over abstract words.

The CAT proposed an alternative explanation, according to which the difference between
abstract and concrete concepts lies in the degrees of accessibility to their meaning as stored in

semantic memory in a-modal format. This model admits a single processing mechanism based
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on the verbal system, according to which to capture the meaning of either abstract or concrete
word requires accessing the set of related linguistic and semantic associations. Crucially, the
context in which a word could appear provides some elements to understand its meaning.
While concrete concepts tend to be strongly and univocally linked to a restricted number of
contexts, abstract concepts are weakly associated with a broader range of contexts. Saffran and
Sholl (1999) exemplified this difference by contrasting the word “rose”, which always refers
to a kind of flower, with the abstract word “phase”, which meaning varies with the context in
which it appears (e.g., phase of the moon and phase of development). Therefore, when
presented in isolation, it is easier and faster to access concrete words than abstract ones because
the latter requires more effort to activate appropriate interpretation, and this difficulty is
reflected in slower processing. Crucially, when contextual constraints are provided, the
disadvantage of abstract concepts disappears, and they are processed just as efficiently as
concrete words (Schwanenflugel & Shoben, 1983; Schwanenflugel et al., 1988).

Even though these seminal proposals cannot be appropriately ascribed within embodied
and grounded accounts, it is important to consider their implication for the current debate.
Apart from their differences, both the DCT and CAT theories postulated a binary distinction
between concrete and abstract words, where the former are considered perceptually richer and
relatively more stable than the latter. A large body of studies framed on these two models has
been conducted to examine processing differences between abstract and concrete concepts at
both behavioral and neural levels. However, there are some inconsistencies that do not lead to
unequivocal conclusions.

In some cases, psycholinguistic research failed to replicate the concreteness effect (Barca

et al., 2002; Papagno et al., 2007), in others reported a reverse “abstractness effect” viz., the
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advantage of abstract concepts over concrete concepts in a lexical decision task, once
controlled stimuli for imageability and contextual availability (which are the two
psycholinguistic variables associated to DCT and CAT, respectively; Kousta et al., 2011).
Furthermore, the central tenets of both models were not borne out by the results of Connell and
Lynott's (2012) norming study in which a set of 592 words were rated not only on concreteness
and imageability but also on the strength of perceptual experience evoked in each five
modalities of vision, touch, taste, smell, and sound. Contrary to CAT prediction, the authors
found that concepts with higher perceptual strength, generally assumed to be concrete, appear
in a wider number of contexts than low perceptual concepts. In contrast to DCT, instead, results
show that imageability is only weakly correlated with perceptual information. Further,
compared to perceptual strength, imageability ratings did not offer an accurate prediction of
processing performance: Rather than reflect the degree to which concepts are concrete or
abstract, it seems visually biased by focusing only on the experience of arousing mental image.
The authors concluded that perceptual strength in individual modalities is an important
predictor of how people experience concepts across the abstract-concrete continuum, better
than concreteness and imageability (see also Lynott & Connell, 2013). Recently, Pollock
(2018) put forward some potential problems with the high variability of semantic
psycholinguistic variables typically used to select stimuli, such as concreteness or imageability.
Specifically, many studies tend to include in the range of concreteness scale only high concrete
concepts with scarce variability across participants (low standard deviations) and intermediate
abstract concepts with high variability across participants (high standard deviations). This led
to no clear-cut differences between abstract and concrete words, thereby potentially explaining

the inconsistency of these results.
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Results on the neural correlates of abstract and concrete concepts are also very mixed.
Findings from neuroimaging studies are more compatible with Dual Coding Theory, which
posit two distinct conceptual systems for abstract and concrete concepts, than with Context
Availability Theory, which admits only one system with a-modal structure. The outcomes of
two recent meta-analyses of fMRI and PET studies (Binder et al., 2005; Wang et al., 2010; see
also Wang et al., 2018) converges in highlighting a strong left-hemisphere activation in the
language network areas for abstract concepts (ATL, left anterior temporal lobe; LIFG, left
inferior frontal gyrus), and a bilateral activation for concrete concepts, specifically brain areas
associated with visual-semantic features and spatial attention (i.e., left fusiform gyrus; bilateral
posterior cingulate gyrus). Other studies, instead, have reported activity in sensory-motor
systems for both concrete and abstract words (Pexman et al., 2007). The results of a study by
Hoffman and colleagues (2010), which combined neurophysiological and rTMS methods,
seem to fit well with the model proposed by the CAT theory. The authors investigated the
processing of abstract and concrete concepts in brain-damaged and healthy subjects
manipulating conditions in which contextual cues could be present or absent. Results of the
semantic similarity task showed that the performance of patients with lesions in LIFG, which
is a brain area generally associated with strategic semantic control, significantly improves with
abstract concepts in relevant cue conditions compared to no cues conditions, while this effect
was relatively small with concrete concepts. Healthy subjects who performed the same task
while held an rTMS stimulation on the target site were slower to respond with abstract words
only when those words were given without relevant contextual cues, while no variation in RTs

was observed with concrete words. These findings support the hypothesis that the engagement
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of the linguistic brain area facilitates comprehension of abstract concepts, especially in the
absence of a coherent context (see also Hoffman, Binnery, & Lambon Ralph, 2015).
Neurophysiological research has also fostered the hypothesis of distinct brain systems
for abstract and concrete concepts. Evidence has mainly been based on double dissociations
caused by two syndromes (for a review, see Shallice & Cooper, 2013). The first syndrome is
deep dyslexia following left hemisphere damage, in which the most prominent symptom is a
disorder of reading aloud, but the semantic errors are more frequent with abstract than concrete
items (e.g., Plaut & Shallice, 1993). The second is the herpes simplex encephalitis (Warrington
& Shallice, 1984) and Semantic Dementia (e.g., Warrington, 1975; Bonner et al., 2009) caused
by neurodegenerative bilateral atrophy of the ATLs, which results in better processing of
abstract rather than concrete concepts (i.e., reverse concreteness effect). These findings have
been typically interpreted as evidence that abstract and concrete concept representations rely
on separate systems organized through qualitatively different principles. Concrete terms tend
to be structured into taxonomic, hierarchical categories defined by a set of features, such as the
concept of bicycle is characterizable as “is a vehicle”, “has wheels and handlebar”; whereas
abstract concepts can only be accounted for by logical functions, owing to the semantic
associative or thematic relation with other words, such as the concept of democracy is defined
as “political system (government) in which power lie in a body of citizen (electors) who can
elect people to represent them (president)” (e.g., Crutch & Warrington, 2005; 2010). Because
of their reduced numbers of features, abstract words generate a weaker representation
compared to concrete concepts, thereby requiring high-level computational operations, which
likely occur in brain regions linked to language systems (ATL was often referred to as “a-

modal semantic hub”; e.g., Rogers et al., 2004; Patterson et al., 2007).
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This pattern of results should be treated with caution. Firstly, the reverse concreteness
effect has been reported only in single case studies making it difficult to generalize to typical
cognitive systems. Secondly, other studies showed that semantic dementia is caused by a
gradual degradation which expanse in the temporal and frontal cortex and subcortical regions,
and it is not limited to ATL (for a discussion, see Martin, Simmons, Beauchamp, & Goitts,
2014). Further evidence challenged the idea that the reverse concreteness effect is a typical
index of semantic dementia across all abstract categories. For example, a null reversed
concreteness effect was found in SD patients who preserved understanding of quantifier words
and number representations (Halpern et al., 2004; Cappelletti, Butterworth, & Kopelman, et
al., 2001). Crucially, Hoffman and Lambon Ralph (2011) conducted a detailed study
investigating the performance of patients with a different range of semantic dementia
diagnoses on several linguistic tasks, such as synonym judgment, verb similarity, word-picture
and noun/verb description matching. Their results pattern conforms to the normal trend of
worse performance with abstract than concrete words.

To sum up, a long-stand tradition posited an ontological distinction between concrete
words that have immediately perceived referents and abstract words that lack well-bounded
and material referents. However, evidence supporting separate cognitive systems for abstract
and concrete concepts is extremely variable and conflicting. Some of the discrepancies in
neuroimaging and behavioral results could be methodological issues as studies differ in the
experimental designs and analyses adopted. In particular, the absence of universal criteria for
selecting stimuli raises difficulty in comparing the results. In the last years, researchers
endorsing an Embodied and Grounded cognition perspective have significantly contributed to

reframing the traditional distinction between abstract and concrete concepts with the aim of
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demonstrating that overall concepts can be grounded in bodily experiences and sensorimotor

systems.

1.3.3 Grounded theories of abstract concepts. A brief review of a long debate

In the following sections, | will present a theoretical review covering the main
approaches that in the last decades expressly dealt with abstract concepts representation from
an embodied and grounded perspective. As will be specified below, all of the approaches have
provided new insights into the representation of concrete and abstract concepts; however, some
have emphasized their similarities, arguing that they are based on the same grounding
processes, others have turned their attention to the specific attributes that might be responsible

for their differences (for an in-depth discussion of these theories, see Borghi et al., 2017).

1.3.3.1 Abstract thinking is metaphorical

People frequently talk about one thing in terms of another. One refers to love
relationships as a journey that lovers embark on to go toward the same destination, even though
they encounter some obstacles along the way. One could also describe the dynamic of an
argument as a verbal war in which speakers aim to defend their opinions and demolish those
of the others. These are only some examples of conceptual metaphors reported by Lakoff and
Johnson (1980) in support of their Conceptual Metaphor Theory (CMT), which can be
considered one of the first attempts to apply the grounding cognition theory to abstract
concepts.

Starting from the analysis of the English common lexicon, the authors argued that

metaphors are not mere figures of speech; rather, they structure our thought, helping us to grasp
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ideas that would not immediately be understood otherwise. Lakoff and Johnson noted that, as
in the case of the examples introduced before, most of the linguistic metaphors are used to
express abstract concepts: The metaphor of love as a journey is exemplified by sentences such
as “We are at a crossroads” or “Look how far we have come”; while the linguistics
manifestations of the metaphor an argument is a war might be expressions like “He attached
every point of my thesis” or “Your claims are indefensible”.

The main idea underlying the CMT is that human thought is fundamentally metaphorical,
and we systematically communicate complex ideas by analogical extensions from our own
experiences. In this view, conceptual metaphors are conceived as conventionalized cognitive
structures based on a mapping relation from a source domain to a target domain, where the
source domain concepts are taken to be literal and concrete (vehicles), and the target domain
concepts are figurative and abstract (topics). Because the structure of the two domains entails
a fixed correspondence, this theory accounts for abstract concepts referring to the same
processes engaged in representing concrete concepts. That is, in order to construct mental
representations of abstract concepts, we need to rely on more concrete knowledge we have
experienced in a direct way. Since concrete concepts are based on sensorimotor experiences,
in a second step, the sensorimotor systems can be used to represent abstract concepts in
linguistic structures which map specific meanings. Ultimately, in this frame, even though via
an indirect process, abstract concepts seem to be grounded in sensorimotor systems as well as
concrete ones are (for a discussion, see Pecher, Boot, Van Dantzig, 2011).

In order to illustrate this grounding process, Lakoff (1987) proposed that the conceptual
mapping is built on a set of primary metaphors called image schemata that provide the

fundamental structure of our conceptual system. A clear example of an image schema is the
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“more is up and less is down” one, which recurs in many metaphorical expressions in our
everyday language, e.g., infections are rising, the medical resources have fallen. In this case,
the metaphor of verticality is used to spatially map the more abstract domain of quantity. The
correlation between the two domains is formed through empirical observations of structural
co-occurrences of events. Consider the basic example of pouring a liquid into a container: the
more water is added into a glass, the more the liquid in the glass grows up. During the
conceptual mapping, the image-schema recording sensory-motor activities are preserved and
transferred to the mental representation of even more abstract notions, such as the pandemic
disease issues, that can be understood as they make use of the same image schemata directly
related to our experiences of verticality.

That conceptual metaphor is employed as a vehicle for the grounding of abstract concepts
has been supported by a variety of linguistics and behavioral evidence. For example, verticality
was found to refer to the abstract notions of power or good/bad. In a set of experiments,
Giessner and Schubert (2007) showed that the vertical spatial dimension influences the
perception of authority. Participants were presented with a brief story on leadership in a fictive
organization while observing a pictorial representation of a manager and his subordinates
displayed as boxes connected by lines in a standard tree diagram. In keeping with the
metaphoric relation of powerful is up/powerless is down, the authors found that increasing the
vertical, but not horizontal, distance between boxes led participants to judge the leader as more
powerful. Other studies have examined how verticality is used to refer to other abstract entities
or events. Meier et al. (2007) demonstrated that participants memorized faster the location of
God-related pictures when presented in a higher portion of the screen and devil-related pictures

when presented in a lower location with respect to opposite conditions. Similar results were
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reported by a study focused on the moral domain, in which the high vertical position facilitated
the processing of moral-related words more than that of the immoral-related words (e.g.,
charity vs. molest; Meier, Sellbom, Wygant, 2007). Overall, these findings support the view
that abstract concepts are comprehended by mapping their meaning into more perceptible
experiences, as shown by the metaphorical schemata of “God is up/ Devil is down” or “up is
good and down is bad”.

A considerable amount of research has investigated the abstract domain of time in the
light of Conceptual Metaphor Theory. The main idea is that, since time transcends physical
reality (it cannot be touched, seen, or smelled), we have developed a mental representation of
temporal phenomena from a more experiences-based domain of space. Some key examples of
how the abstract concept of time is understood by placing it in the concrete domain of space
are cultural artifacts like hourglasses, graphs, clocks, or calendars. Our language is full of
expressions in which spatial words are employed to convey the temporal duration of events,
e.g., “The end of the holiday is getting closer” or “Don’t look backward. Life is too short!”. Of
particular interest are findings that showed an asymmetrical relation between these two
domains: we tend to speak about time in terms of space more frequently than we speak about
space in terms of time. This is probably because the space movement of objects is immediately
accessible through senses, while the time-passing can only be inferred by its consequences on
the events. Based on these observations, scholars have investigated whether people
automatically generate spatial representations when thinking about time. For example,
Casasanto and Boroditsky (2008) conducted a series of experiments to demonstrate that the
metaphorical relation between space and time is not limited to language expressions but exists

at a more basic level of human conceptual systems. Using non-linguistic tasks, the authors
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analyzed the representations of distance and duration by asking participants to estimate the
duration of movements of dots presented on a screen in different spatial displacements. Their
findings showed that spatial information of distance covered by dots, even if irrelevant,
influenced judgments on the time duration, while the converse was not true.

Other studies focused on the conceptual metaphor of “time as an object moving
towards/away from us” commonly adopted in Western society, according to which the time
spans across events that move backward (past) and forward (future). Boroditsky and Ramscar
(2002) presented English participants with ambiguous sentences like “Next Wednesday’s
meeting has been moved forward two days”, in which the word forward can be interpreted
either as a movement of the subject or of the time. Before answering the question about when
the meeting has been rescheduled, participants were shown pictures in ego-moving perspective
(an observer moving in the direction of an object) and in time-moving perspective (an object
moving in the direction of the observer). Results showed that the participants primed by a
stationary observer tended to answer “Monday” adopting a time-moving perspective, while
those primed by an observer moving along the timeline responded more frequently “Friday”,
hance adopting an ego-moving perspective. These findings suggest that spatial metaphors used
at the moment can play a causal role in how people construct a representation of time.

A variety of cross-cultural studies have also shown that the way people mentally
organize time depends on the spoken language, and specifically on the differences in spatial
terms used to speak about time (for a review, see Boroditsky, 2011). Applying the same
paradigm described above, Lai and Boroditsky (2013) found that English and Mandarin
speakers tend to adopt a different perspective on time, with Mandarin speakers more likely to

take the time-moving perspective. Consistently, linguistic analysis of metaphors used in the
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two languages showed that Western speakers conceptualize time across a front-back axis,
where the past is something behind us, while the future is something ahead of us; in contrast,
Chinese Mandarin speakers construct a vertical representation of time in which the past is up,
and the future is down. A striking reversal of temporal flow has been documented in the
Aymara population in a study by Nufiez and Sweetser (2006), in which both linguistic
expression and gestural data were analyzed. When talking about events in time, the Aymara
population showed a spatial metaphor of time that is reverse to most Western cultures: They
put the future behind them, while the past is in front of them, and this pattern is reflected in
spontaneous co-speech gestures they produce.

Without a doubt, the Conceptual Metaphor Theory has contributed to the debate on the
problem of abstractness and its standing as one of the well-established embodied approaches
to abstract concepts. Besides the evidence discussed in this section, further studies yield
support for the idea that metaphorical mapping provided “an anchor” to form and use abstract
concepts through sensorial experiences. However, several questions remain unsolved.

One potential problem is that this proposal does not provide a plausible explanation of
how abstract concepts are acquired. Indeed, evidence suggested that comprehension of
metaphors occurs relatively late: Children start to use metaphors only around 8-10 years, even
without fully grasping their sense (Winner et al., 1976), while being able to use abstract
concepts correctly at an early age. Further, recognizing abstract concepts by mapping them
into concrete concepts seems to be possible only if the target domain is already known, hence
by a prior understanding of the concept. Still, it might be difficult to foresee how this approach
handles all kinds of abstract concepts as no concrete domain seems suitable for mapping

concepts with a high level of abstractness, like “respect” or “philosophy”. Finally, image
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schemata highlight the common and basic features of conceptual content without detecting
their essential differences: for example, the metaphors of journey can serve as a source domain
to conceptualize both love and life, even though they do not represent the same things; and the

up/down schema is used to refer the notion of power, which likely not exhausted its meaning.

1.3.3.2 Language is (for) action

Scholars that relate language to action have proposed a straightforward approach to the
grounding of abstract concepts. At a general level, action-based theories assumed that language
calls upon the same neural mechanisms used in planning and performing actions, as words
function basically as a guide for interacting with the environment (for a review, see Fischer &
Zwaan, 2008). In the light of neuroscience evidence on mirror neuron mechanism, Gallese and
Lakoff (2005), for example, claim that understanding of words or phrases (e.g., “to grasp”)
implied the activity in primary sensory and motor cortices which is used to represent semantic
content through simulation of direct experiences (e.g., grasp a cup, grasp a ball). Because the
simulation process is implemented in the sensory and motor brain systems, conceptual
representation is considered completely dependent on sensorimotor information, which is a
necessary element in language comprehension.

In this vein, an influential proposal is the Indexical Hypothesis by Glenberg and
Robertson (2000), which conceived words as indexed to objects in the sense that they are
directly mapped to objects/events or analogical perceptual symbols (see also Barsalou, 1999).
This view proposed that language comprehension is made possible to a reader to the extent
that s/he cognitively simulates whatever the language describes, and that this simulation

necessarily requires activation of bodily experiences. This hypothesis has been assessed in
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relation to action sentence comprehension, assuming no substantial differences between
concrete and abstract concepts.

Evidence supporting this view mainly stems from the action-sentence compatibility
effects described in the previous sections (ACE, Glenberg & Kaschak, 2002; Glenberg et al.,
2008). The ACE shows that people react to a sentence faster when they perform a movement
that matches the direction of action described by the sentence. In the study by Glenberg and
Kaschak (2002), the authors reported a second experiment showing that ACE is extended to
abstract concepts. Specifically, participants were equally facilitated by moving the arm toward
themselves to respond to sentences that describe transfer action that implied concrete objects,
like “Courtney handed you the notebook™ or abstract entities, like “Liz told you the story”.
This result was corroborated in a subsequent study by Glenberg and colleagues (2008) using
TMS techniques to measure the index activity in the hand motor system during the reading of
sentences including transfer verbs, such as “give”. Overall, they found a larger Motor Evoked
Potentials for transfer sentences compared to no-transfer sentences, suggesting that activation
of motor systems is modulated by linguistic content. Importantly, no difference in the size
effect was found between sentences referring to the transfer of physical objects (e.g., give the
card) and to the transfer of abstract information (e.g., give responsibility). The authors
interpreted these results as evidence that the comprehension of both abstract and concrete
transfer sentences is influenced by the concomitant activation of the motor system to simulated
semantic content, leading to facilitation when the direction of responses is compatible with the
direction of sentences presented and interference when the direction is incompatible. Similarly,
in an fTMRI study, Boulenger et al. (2009) found that idiomatic and literal sentences including

action words (e.g., “grasp” in “He grasped the idea” or “He grasped the cup”) lead to the
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activation of similar brain motor regions within a time window of 150-200ms. This result
further supports the idea that comprehension of transfer involves an automatic simulation
process in which the motor system is used to simulate specific actions, even in
figurative/abstract language.

The evidence discussed has been taken to argue that grounding in perception and action
is not solely limited to concrete concepts but is also possible for abstract concepts, as they rely
on similar processes. The explanation proposed by Glenberg and colleagues (2008) is based
on what they call “action-schema”, a mechanism that provides a coherent organization and
interpretation of events. In their perspective, action schema initially develops to recognize and
control acts at a physical level (e.g., grasp, throw), and then is generalized to understand the
language used to speak about similar events at a more abstract level (e.g., inform, announce)
(see also Glenberg & Gallese, 2012).

Although this proposal is broadly consistent with an embodied approach to abstract
concepts, it is likely not sufficient to apply to all their varieties. While the reported results fit
well with words that refer to kinematic movements or transfer actions that can be easily
mapped into action schemas, they can be hardly generalized to more abstract words, such as
“truth” or “empathy”, that do not necessarily imply similar motor processes. Furthermore, the

recent problems in replicating ACE have severely questioned this approach (Zwaan, 2021).

1.3.3.3 Situational contents of abstract and concrete concepts
Although to a different extent, both theories discussed in the previous paragraphs have
addressed the problem of abstractness, focusing on mechanisms at the base of abstract and

concrete concepts representation. Some argued that the entire language is action-based
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(Glenberg & Kaschak, 2002; Glenberg & Gallese, 2012), others assumed that abstract concepts
are understood by mapping them to concrete knowledge domains (Lakoff & Jonson, 1980).
Does that mean that abstract and concrete concepts can be equated with one another, or can
they be grounded in perception and action but still differ in some respects?

The perspective | will present in this section gives important insight into this question.
This approach first challenged the standard distinction between abstract and concrete concepts
by describing the specificity of their semantic contents adopting a situated simulation
approach. In line with the context availability model (Schwanenflugel et al., 1992; § 1.3.2),
Barsalou and Wiemer-Hastings, (2005) claimed that the meaning of concepts is never
established in isolation, rather against background situations that provide relevant information
to understand and interpret their appropriate use in specific contexts. Hence, a first hypothesis
is that concrete and abstract concepts activate in equal measure situational contexts, which are
necessary for understanding all kinds of concepts. The examples provided in their article clarify
why the role of situations is not limited to the access to the meaning of complex abstract
concepts — that typically benefit when presented in context — but also to concepts directly
related to their referent. As Barsalou and Wiemer-Hastings notice (2005, p. 134), to gain a
complete understanding of concepts like HAMMER, it is not sufficient to know that it is
constituted by a head and a handle, as its physical parts do not allow to infer how and for what
proposes we should use this object. What is needed to master the category of HAMMERS is
information derived from the observation of their use in specific settings; for example, that
they are suited to pound nails into a wall for hanging a picture or to tap two broads together
and are generally employed to fixed things. Situations assume an even more central role when

applied to abstract concepts. From the semantic analysis of the concept of TRUE, Barsalou
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(1999) noticed that its meaning required the integration of multiple situational components,
including different agents, their mental events, and current states of the world.

Based on these observations, Barsalou and Wiemer-Hastings advanced further promising
hypotheses. First of all, they proposed that even if being equally related to situations, abstract
and concrete concepts differ in the type of proprieties activated, which in turn influence their
representation: Concrete concepts focus mainly on objects in situations, hence their
representation tends to be circumscribed spatially in narrow settings (e.g., hammer uses); in
contrast, abstract concepts encompass sparse configurations of events and introspective states,
distributed across a broad range of situations (e.g., the truth of a statement, the truth of the
matter). Given the variety of situations evoked by abstract concepts, their representation should
be more complex than that of concrete ones. Finally, in keeping with the embodied and
grounded claim, the authors posited that our modality-specific systems capture all of the
content experienced in situations and then later simulate these contents to represent concepts.
Among them, the introspective experiences, including emotions, inner states of the body, and
cognitive operations, would be significant for abstract concepts.

To test these hypotheses, Barsalou and Wiemer-Hastings (2005) used a features
generation task in which participants were asked to produce typical proprieties for three
abstract (truth, freedom, invention), three concrete (sofa, bird, car), and three intermediate
concepts (farming, cooking, carpeting). Results confirmed their predictions: Regardless of the
type of concepts, people generated a large number of proprieties related to situations and
contexts in which a given concept occurs. Interestingly, in considering the coding properties,
they found that the two kinds of concepts rely on different situational information: Concrete

concepts tend to evoke physical properties of entities, while abstract concepts elicited high
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proportions of settings/events and introspective situations (i.e., a reflective looking of cognitive
operations, intentions, mental states as well as affective evaluation of an agent in a specific
circumstance). Overall, results showed that concrete concepts depend on spatially restricted
elements of situations, such as locations and typical actions, whereas abstract concepts
representation increases in complexity, including more information, contingency relations, and
introspective states (e.g., agents, communicative acts, affect, social institutions, and belief). By
this finding, the authors conclude that abstract and concrete concepts equally appeal to the
simulation of situational components, but differences exist in their contents and complexity.
Wiemer-Hastings and Xu (2005) provided further evidence of this using a similar paradigm on
a larger sample of 18 abstract and 18 concrete concepts spanned across six abstraction levels.
Participants were asked to characterize the properties and the situations/contexts usually
associated with each concept. Consistent with Barsalou and Wiemer-Hastings (2005), the
authors found a qualitative and not quantitative difference between the concepts: indeed, both
abstract and concrete words evoke situations but differ in their foci with abstract concepts
elicited fewer intrinsic properties of items and more subjective and relational experiences than
concrete concepts.

Even though there is a limited body of evidence supporting this approach, what is
interesting to note from these studies is that the role of context and its components vary as a
function of specific concepts. Moreover, this proposal has the credit of having enlarged the
debate on abstract concepts by pointing out that other sources of information, besides
perception and action, may be responsible for their representation and that introspective and

inner experiences seem to play a central role.
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1.3.3.4 The emotional substrate of abstract concepts

A recent line of research emphasized the role of affective and emotional experiences as
a crucial source of information for learning and representation of abstract words. According to
the framework outlined by Vigliocco and colleagues (2009), there are two general classes of
knowledge that contribute to conceptual processing, namely experiential-based information
and linguistic-based information. The first includes experiences derived not only from sensory
and motor activities with the external world but also from affective and internal states; instead,
the second refers to verbal associations arising through patterns of lexical and syntactic co-
occurrence. In this view, what differentiates concrete and abstract concepts are the different
proportions of information from which they are formed; specifically, whereas concrete words
rely to a great extent on perceptual and motor information, abstract words rely primarily on
linguistic and affective information, both in their acquisition and their subsequent
representation and use.

Theorists favoring this proposal also argued that affective and emotional information,
rather than language per se, can be thought of as a diagnostic feature of abstract concepts (e.qg.,
Koustaetal., 2009; 2011; Vigliocco et al., 2013; 2014). The basic idea is that abstract concepts
are more emotionally connotated than concrete concepts, and that emotional information is an
integral part of the acquisition and processing of abstract terms. This claim was addressed both
via behavioral and brain-imaging studies.

In a lexical decision experiment, Kousta et al. (2011) investigated the speed of word
recognition for a large sample of abstract and concrete words, controlled for a variety of lexical
variables typically associated with concreteness. Besides familiarity, age of acquisition, and

frequency, the stimuli were controlled for constructs of imageability (see Dual Coding Theory,
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DCT; Paivio, 1986) and context availability (see Context Availability Theory, CAT;
Schwanenflugel et al., 1992), which derived from two of the most influential accounts of
differences in representation and processing between abstract and concrete words. As
illustrated in the previous paragraph (see 8 1.3.2), these theories put forward different
explanations of the processing advantage of concrete over abstract concepts (i.e., concreteness
effect). The DCT assumed that abstract concepts are coded solely in the verbal system, while
concrete concepts benefit from both verbal and image systems coding. Whereas the CAT
argued that since abstract words are supposedly applied in a large number of very distinct
contexts, it is more difficult to retrieve their semantic content compared to concrete ones.

In contrast with the previous literature, Kousta and colleagues (2011) found that, once
imageability and context availability were kept constant, the typical concreteness effect is
substituted by a reverse pattern referred to as “abstractness effect”; that is, responses were
faster for abstract than concrete words. Moreover, findings from regression analyses showed
that, when critical psycholinguistic measures were statistically controlled, emotional valence
significantly predicted lexical decision response times and negatively correlated with
concreteness: the more a word was evaluated as abstract, the higher is its emotional valence;
conversely, the more a word was evaluated as concrete, the less likely it is to be emotionally
connotated. The authors interpreted these results as evidence of the influence of emotional
content on abstract words. Given that words with positive and negative affective associations
were processed faster than neutral words (Kousta et al., 2009), the authors conclude that, once
all lexical factors influencing word recognition are controlled, abstract concepts have a

processing advantage over concrete words because they tend to have a great affective load.
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This proposal suggested that emotional information provides grounding for abstract
concepts through a bootstrapping mechanism that facilitates their acquisition. As noted by
Kousta et al. (2011, p. 25), the acquisition of words that denote emotions and feelings is a
crucial step in the development of abstract thought as they are the first example of words
acquired without a direct association with an observable referent in the physical environment,
rather than by association to internal states of the body. In support of this hypothesis, the
authors reported that abstract words with highly emotional valence are acquired earlier than
abstract words with an emotionally neutral meaning. More recently, Ponari, Norbury, and
Vigliocco (2018) analyzed ratings of adult speakers on concreteness, age-of-acquisition, and
emotional valence for a large set of abstract and concrete concepts, including negative,
positive, and neutral emotional words. Results showed that valence modulated the learning
process of abstract words: emotionally valenced abstract words were acquired earlier than
neutral ones, and both concrete and abstract positive words showed an advantage compared to
the others. In a further experiment, the authors tested children between the age of 6-12 on a
lexical decision task with positive, negative, and neural abstract and concrete words. They
found that valence affects the developmental trajectory of abstract concepts, but not concrete
ones: Children aged 8-9 are more accurate in recognizing positive abstract words than neutral
ones; this advantage disappears as recognition and understanding of neutral abstract words
increases at 10-11 years of age. The authors concluded that children particularly benefit from
valence at an early stage, since later, with the increase of vocabulary and lexical competence,
they tend to rely on linguistic information to recover abstract meaning.

To further support the idea that emotional information is engaged during the processing

of abstract words, Vigliocco et al. (2014) asked participants to perform a lexical decision task
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on a set of abstract and concrete words while undergoing an fMRI scan. The authors found that
the processing of abstract concepts was associated uniquely with activation in the rostral
anterior cingulated cortex (rACC), an area considered to be part of the cortical network
engaged in affective processing and regulation. However, other studies cast doubt that this
region is preferentially sensitive to abstract concepts. For example, Skipper and Olson (2014)
reported distinct neural representations for abstractness and valence. Contrasting brain
activation to abstract and concrete words matched for valence, they found that rACC was
responsive to emotional contents regardless of whether the words refer to abstract or concrete
concepts and no overlap with the neural activity for abstract concepts.

Although the idea that inner experiences such as emotions characterized abstract
concepts is quite plausible, it is not uncontroversial. While it may be true that emotional
concepts are abstract to some degree, it does not necessarily follow that all abstract concepts
have emotional components. Consider, for example, scientific or mathematical concepts like
equations. One could have some negative or positive feelings associated with the personal
experiences of learning this kind of operation at school, but we would not be willing to say that
the meaning of equation is exhausted in its emotional contents.

Crucially, the inclusion of emotional concepts as a subset of abstract concepts could
generate possible confounds in effect observed in these studies. Instead, other scholars have
remarked that emotional concepts should be considered as a distinct kind of concepts,
irreducible to both concrete and abstract ones (for an extended discussion, see Mazzuca et al.,
2017). Among others, Altarriba and colleagues (1999; Altarriba & Bauer, 2004) have
documented the peculiar status of emotional concepts obtaining ratings on standard

psycholinguistic criteria for independent sets of abstract, concrete, and emotional words. The
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analysis of emotional words showed that they were rated as more imageable but less concrete,
than their neutral abstract counterparts. Similarly, in a rating and proprieties production task
Setti and Caramelli (2005) reported a net difference in conceptual knowledge related to
emotional concepts compared to both concrete and abstract ones. These and other studies
suggest that, rather than being common for the whole abstract concepts, the affective
components are a distinctive trait of emotional words that hold an intermediate level of
abstractness, sharing some properties with most concrete and with most abstract words. Further
evidence for different mechanisms underlying the representation of emotional concepts with

respect to other abstract concepts will be presented in the third Chapter.

1.4 First remark: Strong, weak embodiment, and beyond

As testified by the literature reviewed in this Chapter, the debate concerning the nature
of conceptual knowledge is still an open issue in cognitive and brain sciences. At a broad level,
contending theories in this debate are the Amodal Symbolic accounts and the Embodied and
Grounded accounts. The first argues that concepts are fixed, symbolic, amodal representations
held by a stand-alone cognitive system detached from the mechanisms regulating perception
and action. The second, instead, posits a strict interdependence between higher cognitive
abilities and sensorimotor processes and claims that concepts are dynamic, multimodal, and
grounded representations, in that they utilize the neural resources that pertain to features in the
body, sensorimotor modalities, and interactions with the environment. Recently, Hybrid
accounts are gaining increasing success. This view attempts to combine aspects of both two
theories, recognizing the role of sensorimotor grounding and the important role of symbolic,

word associations to access meaning.
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Over the past 30 years, the increasing empirical evidence for embodiment and grounding
has questioned models for studying cognition that exclude the experiential domain. Any theory
of cognition that does not take seriously into account the role that the body and environment
play in the constitution of our cognitive processes is howadays considered misleading, or at
least incomplete. With respect to conceptual knowledge, for instance, the amodal symbolic
approach misses an important component of semantics, namely the crucial connexions of
words/symbols to entities they refer to (i.e., the problem of symbol grounding; Searle, 1980;
Harnad, 1990). To overcome the lack of semantic referential link posited by the traditional
paradigm, proponents of embodied and grounded cognition introduced the notion of simulation
as a means to account for the contribution of our bodily mechanisms and neural architecture in
language comprehension and processing. In this view, perceptual, motor, and affective states
related to concept referents, rather than being converted into amodal and symbolic
descriptions, are captured by multimodal brain regions, and then partially re-enacted to support
conceptual knowledge (among others, see Barsalou, 1999; Barsalou et al., 2003; Pulvermuller,
1999).

The evidence discussed in 81.2 disclosed that the model proposed by Embodied and
Grounded theories has arguably numerous strengths compared to other models in terms of
applicability and explanatory power regarding the way our cognitive system implements
conceptual knowledge. Simulation-based accounts are particularly suited to explaining
concepts whose referents are manipulable and perceivable objects or denote action movements.
Processing of this kind of concepts, i.e., ‘concrete concepts’, has been found to activate specific
sensorimotor states related to experience with its referent. However, the strengths of EG

theories of cognition seem to diminish as the level of abstractness of a concept increases. When
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considering abstract concepts such as ethics, which have no single and clearly perceivable
instance as referent, it is much more difficult to demonstrate their grounding in activations of
multimodal bodily states. It is no wonder that abstract concepts represent one of the main
challenges that theories of embodied and grounded cognition need to face.

Nonetheless, a number of solutions have been offered over the years to comprise abstract
conceptual representation into an embodied and grounded model of cognition. As the brief
review of literature in § 1.3.3 shows, researchers have taken slightly different perspectives
depending on the degree of connection that semantic content is supposed to have with sensory
and motor systems. Following the classification proposed by Meteyard and colleagues (2012),
theories can be distinguished according to their “stronger” or “weaker” level of embodiment.

Strong forms of embodiment claim that conceptual representation depends entirely on
perceptual and motor information; hence when linguistic stimuli are processed, the activation
of sensorimotor systems contributes to comprehension. Scholars embracing this view argue
that the grounding of abstract concepts is not so different from that of concrete ones. Some
stated that the abstract concepts meaning is expressed and understood through metaphorical
relations derived from concrete domains (Lakoff & Johnson, 1980), others stressed the link
between abstract concepts and action-oriented processes (Glenberg et al., 2008).

Weak forms of embodiment, on the other hand, acknowledge that other systems besides
sensorimotor ones can be involved in representing the meaning of abstract concepts. For
example, some authors proposed that abstract concepts are represented by referring to
introspective states and social proprieties of situations (Barsalou & Wiemer-Hastings, 2005),
while others argued that the representation and acquisition of abstract concepts are supported

by emotional and affective information (Kousta et al., 2009; 2011; Vigliocco et al., 2014).
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Among the range of solutions, those assuming a “weak” version of embodiments are
particularly appealing since they submit a definition of abstract concepts that rely neither on
difference nor analogy with concrete concepts but emphasize their peculiarity. In this sense,
this version adopts a broader extension of the notion of grounding, in which not only the body
and its biological structures but also other experiences influence human cognition, such as
affective, introspection, and social situations, which might be much relevant for abstract
concepts.

Although all the accounts illustrated so far have offered a great contribution to the
scientific knowledge of abstract concepts, they suffer from a similar shortcoming: None of
them seems to be able to extend their hypothesis to all varieties of abstract concepts. Stemming
from the arguments discussed in the previous sections, the action-based theory provides an
explanation that is limited to abstract concepts whose meaning is reflected in action movements
(e.g., giving responsibility); theories that emphasize the introspective and affective properties
of abstract concepts apply mainly to emotional and mental state concepts (e.g., anger, guilty);
whereas conceptual metaphors theory seems suitable for explaining abstract concepts through
linguistic expressions as long as they are conveyed through an appropriate mapping with
physical information (e.g., power).

The literature reviewed so far leaves some outstanding questions: Does a unique
representational structure need to be identified to unfold the grounding of all abstract concepts
kinds? If so, should it be the same as that underlying the representation of concrete concepts?
Moreover, does the shift from an amodal to a multimodal format of concepts mean that the
information carried out by natural language plays no role in shaping our conceptual

knowledge? The next chapters of this dissertation are devoted to presenting fresh approaches
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to the study of abstract concepts that advance novel theoretical and empirical strategies to

address these issues.
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CHAPTER 2

THE MULTIPLE GROUNDING OF ABSTRACT CONCEPTS

2.1 The promising avenue of Multiple Representation Views

One of the major achievements of Embodied and Grounded (EG) theories is to have
brought back the body at the center of research on human cognition, renewing its status from
a mere vehicle that sends signals from the environment to the mind to a primary source of
information that influences our high-level cognitive processes, including language and
conceptual knowledge.

Despite the impressive amount of evidence collected in the last years (for a review, see
Fischer & Zwann, 2008; Barsalou, 2008), embodied theory of language still has challenges to
face. As we have seen, one of the most debated issues concerns abstract concepts
representation. By assuming that conceptualization is based on the reuse and re-enactment of
mechanisms supporting perception and action, how could this approach possibly explain
concepts that lack sensory-motor contents? Because of this concern, a long-standing tradition
states that grounding cognition can provide a satisfying account of concrete concepts (e.g.,
table) but not of abstract concepts (e.qg., truth), which, instead, would require a symbolic/verbal
representation (e.g., Paivio, 1986; Mahon & Caramazza, 2008).

The review of literature presented in the first Chapter testified that, although the
extensive effort to identify the grounding of abstract concepts, there is little consensus on their
representational constructs. If we look critically at the range of proposals discussed so far, we

can see that as long as it will assume a unique mechanism, these explanations risk being
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confined to domains that are quite specific. Abstract concepts have been proposed to be
grounded in metaphorical mappings (Lakoff & Johnson, 1980), actions-schema (Glenberg &
Kaschak, 2002; Glenberg et al., 2008), introspective and situational information (Barsalou &
Wiemer-Hastings, 2005), and emotions (Vigliocco et al., 2013) (see § 1.3.3). Although
evidence that supports them is compelling and insightful, none of these theories seems entirely
satisfactory to explain the whole phenomenon of abstractness.

One possible cause of this “scientific impasse” is that most approaches have adopted,
albeit tacitly, some misguided views about conceptual representation.

The first can be tacked back to traditional theories of concepts. As noted by Weiskopf
(2009), scholars have generally endorsed a “monolithic position” in studying concepts based
on two implicit assumptions: 1) any instance of a given concept needs to fit a specific
requirement to pertain to the concept (there is such thing as a unique concept of “mother”, i.e.,
singularity assumption); 2) all concepts are constituted by a single kind of psychological
structure (the same mental representation kind can explain concepts of “mother”, “fish”, “bird”
etc., i.e., uniformity assumption). Over the years, concepts have been identified with different
forms of mental structure; for example, in the case of the classical theory is a formal definition;
in other cases, it can be an exemplar, a theory-like structure, or a prototype. These theories,
despite their specificity, maintain that there is a sort of invariable representation that underlies
all conceptual knowledge (for an extended review, see Laurence and Margolis, 1999).

This view has been refuted by empirical evidence, particularly in the area of EG
cognition, showing that concepts are not stable constructs in our minds. On the contrary,
conceptual systems reliably use a variety of information derived from modality-specific

experiences that are stored and retrieved in long-term memory in a highly context-dependent
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manner (Kiefer & Barsalou, 2013; Kiefer & Pulvermiiller, 2012). Indeed, the processing of
concepts and categories is affected by contextual constraints: Conceptual representations
dynamically adapt to the situations in which concepts are employed, to the task being
performed; and the relevant features encoded by a concept might also vary considerably across
individuals, languages, and cultural factors (for the literature on conceptual flexibility, see
Barsalou, 1982; 1983; 1987; Yee & Thompson Shill, 2016; and the discussion in Chapter 4). On
this note, recent proposals converge on the idea that identifying a uniform representational
principle that explains all of the phenomena for which concepts are responsible is a highly
pretentious commitment. Nevertheless, there is still a general reluctance to endorse a position
that posits more than one mechanism to explain conceptual representation. Even within the EG
perspective, scholars have mostly focused on sensory and motor mechanisms, and then also on
emotional and introspective states, to account for the entire conceptual domain. This has led to
considerable difficulty in sharply framing abstract concepts in the same bodily mechanisms
engaged by concrete concepts.

Another common misconception is to consider abstract concepts as a collection of
uniform exemplars, referring to them just in opposition to concrete concepts. Generally, it is
claimed that since abstract words, like “freedom” or “number”, do not refer to tangible things,
they must be structured differently from concrete words, like “table or “bottle”, whose referents
are perceptible. Again, the implicit assumption behind this idea is that all concepts that
represent abstract entities belong to the same ontological domain, which can be identified with
a similar representational principle, likely different from that of concepts denoting concrete
entities. This is particularly striking when considering the extreme intra-class variability of

abstract concepts: the concepts of freedom and numbers mentioned above, for example, refer
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to abstract entities that differ significantly from each other, and no one would be willing to
argue that their representational constructs are equivalent. However, while a more fine-grained
distinction between semantic categories of concrete concepts has been confirmed in numerous
(neuro)cognitive works, abstract concepts have traditionally been considered as a whole. As
will be clarified in the course of this dissertation (see Chapter 3), an in-depth investigation of
abstract concept categories might mitigate, and perhaps solve, the difficulty of explaining
abstract concepts within an EG perspective.

In recent literature, interesting new trends are emerging to lead over the stalemate facing
theories of abstract concepts. Specifically, the shortcomings of previous proposals, along with
the experimental findings and theoretical arguments against a single monolithic theory of
concepts, suggested defending a pluralistic account of concepts (Rips, 1995; Weiskopf, 2009;
Dove, 2009). This epistemic turn opens the possibility that the conceptual system, just like
other cognitive systems, employs a variety of different representational structures to serve
concepts, each of which is available to be activated depending on the kind of information they
convey and the circumstances that promote their use.

Drawing from this pluralistic stance, cognitive psychologists in recent years have begun
to consider the role of different kinds of experiences for human conceptual processing and
acquisition. The major novelty in the field is the emergence of Multiple Representation Views
(MRVs), a set of new proposals that combine embodied approaches with diverse lines of
research that outline the importance of linguistic, emotional, social, and internal experiences

in conceptual representation (for a review, see Borghi et al., 2017).
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Given their extended reach, Multiple Representation Views seems the most promising
candidate to account for abstract concepts in their variety and complexity. Indeed, bridging
together a pluralistic approach and MRVs on abstract concepts means to recognize that (a) the
panorama of abstract concepts is richer and more heterogeneous than previously supposed; (b)
different classes of abstract concepts are acquired and grounded differently; (c) not only
sensorimotor mechanisms but also other crucial mechanisms might concur in their
representation; (c) the value of these mechanisms can vary depending on the kind of concepts,
on the task for which it is required and the situation it is embedded in.

Stemming from these arguments, in this Chapter, | will discuss the recent developments
of Multiple Representation Views on abstract conceptual knowledge. In particular, | address
the literature that points to interoception, metacognition, language and social interactions as
possible sources of grounding for abstract concepts. In the following discussion, | do not focus
on these mechanisms per se, but rather on their relation with abstract concepts in order to show
that adding these dimensions to the usual embodied approaches could lay the groundwork for

developing a more compelling theory of abstract concepts.

2.2 Interoception as a grounding source

Embodied and grounded theories have intensively investigated how the body and its
highly specialized perceptual systems influence our cognition. However, in addition to the
experiences gathered through the senses of sight, hearing, touch, smell, and taste, human beings
perceive and integrate many other sensations. Think of stomach growling, dry mouth, tense

muscles, cold/heat, sexual arousal, heart racing, pain, or relaxation. Which sensory system is
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responsible for these internal feelings? Does this system play a role in high-level cognitive
processes, hence in conceptual representation, just like other sensory modalities?

Interoception is the lesser-known sense that refers to the perception of the internal states
of the body. At its most basic level, interoception allows us to feel the body from the inside
and respond appropriately to physiological needs. More precisely, it plays a critical role in
ensuring the energy balance of the organism (i.e., homeostasis) and preparing for future actions
or needs (i.e., allostasis) (Sterling, 2012). For example, noticing a growling stomach serves as
a cue that we are hungry and encourages us to eat, or noticing goosebumps on the skin serves
as a cue that we are cold and prompts us to look for a sweater. In line with classical theoretical
accounts of emotions, interoception should be considered as an integral part of emotional
experiences (i.e., The Lange-James theory; see James, 1884; Lange, 1885; see also Damasio,
1999). Indeed, inner bodily states are often (even if not always) correlated with the emergence
of emotions. For example, that increased heart rate and deep breathing while speaking in public
indicate that we are anxious or that the feeling of butterflies in the stomach on a first date lets
us know that we are falling in love with someone.

Interoception is now mostly used as an umbrella term to indicate the body-to-brain axis
that contributes to the subjective experiences of the body states (Cameron, 2001). In order to
gain a better comprehension of the concept of interoception, it might be helpful to take a step
back and discuss its original meaning and how its definition has changed over time.

Interoception is a relatively recent notion originally introduced by Sherrington (1906),
who was the first author to attempt a systematic analysis of the functions of all sensory
information to which living organisms have access, including internal sensations. In his model,

Sherrington distinguished three sensory systems based on the location of specific receptors in
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the body. He referred to interoceptive receptors to describe sensory nerves located on the deep
surface of the body that provide information about the state of its internal organs, such as the
stomach and intestines. Interoception is used here as a synonym for visceral, excluding all
receptors whose functions can be described as exteroceptive or proprioceptive. With the term
exteroception, Sharrington specifically refers to receptors of the traditional five senses that
receive information from the external environment, while proprioception includes receptors
that track the contractions of the skeletal muscles, reflecting the position and movement of the
body in space. This view posits interoception as an antonym of exteroception, drawing an
opposition between sensations originating from exogenous (from outside the organism) and
endogenous (from within the organism) stimuli, assuming that only sensations coming from
the viscera are interoceptive.

Over the years, this distinction has been widely reviewed in the literature (e.g., Ceunen
et al., 2016). The main reason is that it does not account for the fact that numerous inner bodily
sensations might have exogenous causes. For example, gastrointestinal sensations often follow
the ingestion of exogenous substances. Likewise, the sensation of pleasure in affective touch
is caused by another (exogenous) agent. Other experiences may require integration of external
and internal information, as in the case of feeling cold/warmth, which is not necessarily an
endogenous consequence of illness but may just be elicited by external temperature. It is now
widely accepted that neither the origin of the stimulus nor the organ involved is significant in
determining which sensations are interoceptive. Rather, what is relevant to defining a sensation
as interoceptive is whether it is informative about bodily states.

Following these observations, current research has adopted a broader meaning of

interoception to include the physiological conditions of the entire body, and not just the viscera
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(e.g., Cameron, 2001; Ceunen et al., 2016; Craig, 2003; 2009). This inclusive definition of
interoception encompasses a range of signals originating from multi-sensory channels (e.g.,
temperature, pain, itch, tickle, sensual touch, muscular and visceral sensations, hunger, thirst)
that are transmitted to the central nervous system, which ultimately integrates them to construct
a representation of body state. More recent approaches conceptualize interoception within the
influential models of predictive coding, which conceives the brain as a statistical organ that
actively generates explanations for the stimuli it encounters in terms of probabilistic inference
tested against sensory evidence (Friston, 2005). Adopting this framework, several authors (e.g.,
Seth, 2013; Ainley et al., 2016; Barrett & Simmons, 2015; Pezzulo, Rigoli, & Friston, 2015;
Seth & Friston, 2016) have proposed that interoception is driven by a continuous process of
comparing expected and incoming inner states of the body, together with the percept of stimuli
from the external world (exteroception), in order to estimate physiological needs to restore
homeostasis. Any mismatch between predicted and actual states leads to prediction errors in
interoceptive inference. This model provides a powerful tool to account for dysfunctions in
interoceptive perception typically observed in clinical disorders or, more generally, to assess
individual differences in interoceptive performance in terms of the ability to generate accurate
predictions and minimize errors by paying attention to changes that take place inside the body.

As shown by this short overview, interest in interoception has increased considerably in
the last few years. Its meaning has changed from restrictive to inclusive definition,
emphasizing its relevance for a broader model of body representation. The scientific debate is
flourishing and involves researchers from different areas of psychology, medicine,
neuroscience, psychiatry, and philosophy (for a detailed discussion, see the theme issue

Tsakiris & Critchley, 2016). Despite this research field is still in its infancy, it is now
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recognized that interoception represents a complex sensory modality that can no longer be
disregarded. Ultimately, the construct of interoception seems to enrich the theoretical
framework through which to investigate the embodiment of cognitive and affective processes,

going beyond the purely sensorimotor domains.

2.2.1 Looking inside the body

Empirical research on interoception presents undeniable difficulties. The ability to sense
changes in internal states of the body seems an elusive phenomenon, inaccessible to others.
Nevertheless, several techniques have been developed in recent years to quantify interoceptive
processes.

One of the most classical methods involves the measurement of heart activity, which is
a discrete regular event, that can be easily and noninvasively detached. Heartbeat perception
tasks are typically used to examine individual differences in interoceptive accuracy during
behavioral performances. Two standard paradigms in the literature are the heartbeat tracking
task (e.g., Schandry, 1981) and the heartbeat discrimination task (e.g., Whitehead, Drescher,
Heiman, & Blackwell, 1977). In the first task, participants are asked to silently count their
heartbeats during a specified interval time by focusing on their own bodily sensations without
checking their pulse. Typically, the estimated number of heartbeats by participants is compared
with the actual occurrence of cardiac signals extracted from ECG. In the second paradigm,
participants are required to report their own heartbeats by tapping or in sync with external
signals. The two methods are highly correlated, but address different underlying mechanisms

of interoception, as the former focuses on internal monitoring and the latter on the integration
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of internal and external information. Moreover, the results of these procedures are differently
influenced by individuals’ expectations, stress, or attentional processes (Schulz et al., 2013).

An alternative method is to measure the subjective account of experiencing internal
sensations using self-report questionnaires that capture both the ability to perceive bodily
signals and the degree of confidence in interpreting them. Recently, it has been outlined that
these subjective measures quantify different aspects of interoceptive experience and should not
be conflated (Garfinkel & Critchley, 2013; Garfinkel et al., 2015). On the one hand, the
construct of interoceptive sensitivity (IS), assessed by surveys such as the Autonomic
Perception Questionnaire (Mandler et al., 1958) and Body Perception Questionnaire (Porges,
1993) measures one’s ability to focus on and perceive internal bodily states (e.g., To what
extent do you “believe” you focus on and detect internal bodily sensations?), but not directly
whether this subjective sensitivity is accurate. On the other hand, the notion of interoceptive
awareness (IA) provides a measure the level of awareness related to perceived interoceptive
accuracy during a given task. For example, the Multidimensional Assessment of Interoceptive
Awareness scale (Mehling et al., 2012) is often used to map confidence in performance to
accuracy (e.g., Do you “know” whether you are accurately or inaccurately assessing your heart-
timing?). Thus, a common strategy in the study of interoception is to combine objective
interoceptive measures (e.g., heartbeat perceptual tasks) with the subjectively perceived
interoceptive ability (self-reports), based on the assumption that interoceptive behavioral
accuracy is predicted by subjective confidence in task judgments.

Researchers have adopted these methods to test the impact of interoceptive signals on
higher-order cognitive processes, including affective experiences, decision making, the sense

of self in both healthy and clinical populations (see special issue: Tsakiris & Crichley, 2013).
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A vast line of research has extensively investigated the role of interoceptive experience in
shaping bodily self-awareness by combining interoceptive tasks with bodily illusions (e.g.,
Rubber Hand Illusion, Tsakiris et al., 2011; enfacement illusion, Paladino et al., 2010;
Tajadura-Jiménez & Tsakiris, 2014; full-body illusion, Lenggenhager et al., 2007; Aspell et
al., 2013; Monti et al., 2021; effort illusion, lodice et al., 2019). Overall, these studies showed
that individuals who are more accurate and aware in detecting inner bodily signals (i.e., high
interoceptive sensitivity) are less affected by external influences triggered by these illusions,
suggesting that the experiences of self and body ownership require integration of exteroceptive
and interoceptive percepts. Consistently, interoceptive deficits have been found to be
associated with several psychiatric and neurological disorders, including anxiety,
schizophrenia, and anorexia. Generally, that patients show poor control at feeling their cardiac
signals and tend to have a weaker sense of body agency compared to the healthy population
(among others, see Hur et al., 2014; Ardizzi et al., 2016; Jenkinson et al., 2018).

In literature, it is now recognized that the relevance of interoception goes beyond
homeostatic and physiological regulation, including many other cognitive functions, ranging
from affective feelings to motivation, and from self-awareness to physical and psychological
disorders. Given the pervasive impact of interoception on human cognition, one might wonder
whether and how this sensory system is involved in conceptual processing and representation.
The next section is devoted to presenting some recent works that provide interesting insights

into this line of research, especially with regard to abstract conceptual knowledge.
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2.2.2 Interoception and Abstract concepts: the forgotten modality

Despite the growing interest in interoception, studies on concepts have somehow
neglected the role and influence of this “inner sense” for conceptual representation. This is
particularly striking when considering abstract concepts. First, the abstract domain includes
concepts, such as mental states and emotional concepts, that are likely grounded in inner
processes because of their content. Second, seminal theories (e.g., Barsalou & Wiemer-
Hastings, 2005; Vigliocco et al., 2013) have suggested that internal properties, such as
introspection and affective valence, might be more relevant for abstract concepts than concrete
ones. Still, the process of grounding concepts on systems tracking states and processes inside
the body (i.e., inner grounding) has long been underestimated. As a matter of fact, research in
psychology, linguistics, and cognitive neuroscience on conceptual grounding has generally
been limited to consideration of exteroceptive sensory systems; thus, they focused on the
classical five perceptual modalities of vision, touch, hearing, taste, and smell, leaving aside
interoception, which is not by change defined as “the forgotten modality”.

Only recently, some authors have recognized interoception as a valuable component
that contributes to the perceptual grounding of concepts, in particular abstract concepts and
emotional ones. A remarkable example is a recent work by Connell, Lynott, and Banks (2018).
The authors reported a mega-study based on the collection of perceptual strength ratings for
over 32.000 concepts in six modalities, using separate scales, e.g., “Rate to what extent do you
experience this WORD through each of six sensory modalities: by hearing, by tasting, by
touch, by seeing, by sensation inside the body”. From inspection of the dataset, they showed
that interoceptive ratings capture distinctive information of perceptual experiences not

represented in the classical sensory modalities and that the ability to predict concreteness effect
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in naming and word recognition tasks is enhanced when interoceptive strength is also included.
In addition, results showed that interoception covers a wide range of conceptual domains,
including not only sensations associated with classical interoceptive states, such as
physiological and thermoregulatory functions (e.g., heartbeat, breathing, hunger, pain, cooling,
warmth), but also other domains linked to fatigue, illness (e.g., tired, sleepy, flu), drugs (e.g.,
adrenaline, caffeine), and a variety of emotional states (e.g., sadness, happiness, love, anger).
Interestingly, interoception dominates a greater proportion of abstract than concrete concepts.
In the selected sample of 500 abstract concepts, the role of interoception information is
markedly more relevant in the experiences of emotional concepts than other abstract concepts
with similar levels of abstractness, and even more relevant for negative categories of emotions.
Overall, the modality-specific measure of interoception seems an important means of capturing
the sensory basis of concepts that would otherwise be misinterpreted as lacking perceptual
experience.

Further evidence has demonstrated that interoceptive experiences re-enact modality-
specific neural activity during the conceptual representation. In a recent neuroimaging study,
Wilson-Mendenhall and colleagues (2019) presented participants with immersive, language-
based scenarios that were designed to provide either an interoceptive experience (e.g.,
Launching out of your chair, your heart is palpitating wildly in your chest) or an affective
experience focused on external details and actions (e.g., You become lost in the dark. The trees
close in around you, and you cannot see the sky). As predicted, the authors found greater
activity in the primary interoceptive cortex (i.e., dorsal posterior insula) after participants heard
and imaged experiences with vivid interoceptive details than after immersion in scenarios with

other sensory experiences. These results support the simulation-based theory of language,
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extending the evidence to interoceptive systems: Words that refer to internal bodily states
activate the corresponding brain regions as in the case of other modality-specific systems.
These findings open new research avenues on conceptual representation. Beyond the
five perceptual modalities and motor experiences, internal states of the body are integrated and
influence conceptual representation, and their role seems to be even more crucial for some
types of abstract concepts. However, further studies should manipulate interoceptive signal
processing under experimentally controlled conditions to investigate whether this grounding
source is causally involved in the representation of specific abstract concepts, an idea | explore

in Part 11 of this dissertation.

2.3 Metacognition as a grounding source

Embodied approaches hold that concepts are grounded in the re-enactment of a variety of
cognitive and physical states we perceive. Most studies have focused on external experiences
derived from perception and action, showing that sensorimotor grounding primarily supports
the representation of concrete concepts (Kiefer & Pulvermdiller, 2012). In recent years, other
areas of research have emerged on the role of inner grounding (i.e., re-enacting internal states
or processes), providing empirical support to the hypothesis that affective states (Vigliocco et
al., 2013) and physiological conditions of the body (i.e., interoception, Connell et al., 2018)
contribute to abstract concepts representation. However, among inner experiences, those
associated with cognitive states and processes have received much less attention in the
literature.

One notable exception is the seminal proposal of Barsalou (1999), which first highlighted

the relevance of introspection to abstract conceptual knowledge. In this view, the term
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introspection refers to a set of different internal experiences that correspond broadly to
affective states, representational states, and cognitive operations (p. 585). The last includes
mental processes such as beliefs, evaluations, motivations, search, retrieval, reasoning, or
representation of other objects/agents' states. As defined, representational and cognitive states
have often been interpreted widely as any process that occurs in our minds. This might explain
why their role in grounding abstract concepts has not been systematically explored.

Novel insights are emerging from psychological research on a particular form of cognitive
activity, namely metacognition. Metacognition was classically described as “thinking about
thinking” (Flavell, 1979) or “the monitoring and control of thought” (Martinez, 2006).
Although the definition of metacognition seems relatively vague, its practice is pervasive in a
variety of everyday situations: Checking the results of a math problem, following a recipe,
memorizing poetry, or writing an article are activities that require metacognitive operations. In
such cases, we typically create a meta-representation of our cognitive processes, and the self-
interrogation concerning the state of our own knowledge against certain criteria of quality and
effectiveness is essential to improve the activity itself. Ultimately, metacognition refers to the
human ability to represent, monitor and control ongoing thought and behavior.

Metacognition has been classically studied in relation to memory and learning and now is
increasingly extending to other cognitive processes. Literature on developmental education has
focused extensively on meta-memory and meta-comprehension, showing that these forms of
metacognition have predictive power for subsequent learning. Typically, children that are more
efficient in the assessment of their own competence in reading and writing are more able to
find successful strategies to overcome their difficulties and master such activities (for a review,

see Tobias & Everson, 2009; Hacker et al., 2009). Other studies have highlighted a strong link
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between metacognition and problem-solving and critical thinking. Indeed, both cognitive
activities are supported by constant monitoring and evaluation of our ideas, from defining
problems and goals to exploring possible alternatives and critically judging the results to decide
whether plans need to be revised. This self-regulatory process is typically guided by asking
questions such as: What am | trying to pursue? Is my strategy working? Is the idea coherent?
(e.g., Davidson et al., 1994; Martinez, 2006).

Another line of research has demonstrated that metacognition involves not only rational
thought but also emotional and motivational considerations. For instance, in self-regulated
learning or other demanding situations, metacognition is often accompanied by the negative
feeling of difficulty, uncertainty, or the possibility of failure (e.g., | don’t understood what it
means; | am not able to solve the equation). In the face of difficulty, metacognition also entails
positive thoughts that can support persistence and focus in order to overcome obstacles (e.g.,
Don’t give up; Stay on track) (e.g., Efklides, 2011; Efklides et al., 2018).

The role of metacognition has also been investigated in low-level processes. Most studies
have focused on two related aspects of metacognition: the awareness of our cognitive processes
and control processes, usually measured in terms of decision confidence and error monitoring.
Finding from studies on perceptual decisions-makings (e.g., Yeung & Summerfield, 2012;
Fleming & Lau, 2014; Bahrami et al., 2010) reported a positive correlation between the
confidence judgment (i.e., the certainty or uncertainty associated with a decision, a belief,
percept, etc.) and error detection (i.e., the ability to detect and signal our errors), suggesting
the importance of metacognitive sensitivity for the self-regulatory strategies to coordinate our

and other’s behavior in ongoing tasks after discovering knowledge errors.
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Recent research has extended the metacognition functions to general social abilities, such
as mindreading (i.e., the capacity to infer the mental states of others and predict behavior) (e.g.,
Carruthers, 2009; Frith, 2012) and meta-perception (i.e., our judgment about how others
perceive us) (e.g., Lees & Cikara, 2019).

To include the wide range of processes and functions that underlie metacognition, theorists
have proposed a broader definition that pertains to the ability to direct cognitive processes
either at one’s own mind or at the mind of another agent. In this framework, metacognition is
defined as “the set of capacities through which an operating subsystem is evaluated or
represented by another subsystem in a context-sensitive way” (Proust, 2013, p. 4).

A detailed characterization of the metacognition functioning has been provided by Shea
and colleagues (Shea et al., 2014, see also Frith, 2012). In their model, the authors identified
two different cognitive control systems in which metacognition plays a role: System 1 for intra-
personal cognitive control and System 2 for supra-personal cognitive control.

In System 1, metacognition operates within a single agent, building a meta-representation
of sensory signals to estimate the more reliable inputs and outputs to modulate ongoing thought
and behavior. For example, system 1 metacognition allows us to represent our body
movements to coordinate actions according to objects' position in the space. This process is
usually automatic and implicit, and does not require working memory.

In System 2, metacognition operates across two or more interacting agents. Its main
function is to make implicit metacognitive information available for verbal reporting and
communication. A common manifestation of system 2 metacognition is joint tasks in which
we often report our own’s metacognitive confidence to others in order to optimize the

possibility of coordination to archive a solution. This system is affected by a general working
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memory load because it is a conscious process that leads to explicit outcomes expressed in
words. According to the authors, this explicit form of metacognition has evolved uniquely in
humans to support complex social practices and create conditions for cumulative knowledge.
This sophisticated ability can be present in synchronic interactions, when agents cooperate on
the same task (e.g., making a group decision), and in diachronic interactions, when people
discuss their own metacognitive representation to improve future performance (e.g., when
experts teach novices how to correctly perform a cognitive or physical activity) (for cultural
origins of metacognition, see also Heyes et al., 2020).

This brief review of the literature shows that metacognition processes extend beyond
thought or memory, involving perception and action, feelings, and other social abilities.
Although many of these functions are related to some extent to language, only a few studies so
far have directly examined the intersection between concepts and metacognition.

For the arguments of this dissertation, some recent proposals (Shea, 2018; 2020; Borghi,
Fini, & Tummolini, 2021) are particularly noteworthy. According to them, the monitoring
process of metacognition can provide a new resource for understanding how abstract concepts
are grounded. The main idea is that, since abstract concepts have more indeterminate meanings
usually linked to complex and different experiences, they might require an extensive
monitoring process to be used and represented. In this framework, it has been suggested that
metacognition supports some fundamental mechanisms: On the one hand, an implicit form of
metacognition might be used for monitoring and refining our knowledge about abstract
concepts, likely through inner speech; on the other hand, an explicit form of metacognition

might be involved when we defer to or cooperate with others to find an exhaustive explanation
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of abstract word meanings. (Borghi et al., 2021; Borghi, 2020). These two hypotheses will be

examined below.

2.3.1 Search for meaning in self: the role of inner speech

Have you ever heard a little voice inside your head? Whether we call it inner speech,
self-talk, inner dialogue, or verbal thinking, it seems that silently talking to ourselves is a
fundamental aspect of our daily life. For example, while reading a text or writing down our
ideas, we often have the subjective experience of hearing our inner voice narrating the words.
When we are facing difficult situations, we sometimes speak to ourselves to strengthen our
motivation or evaluate our performance. From early childhood, inner speech plays a vital role
in learning, reasoning, and regulating emotions and behavior. Inner speech can also offer a
memory aid when we covertly repeat the list of things to buy at the supermarket. It also
contributes to self-awareness and self-regulation. Before an important job interview, we may
prepare ourselves by silently simulating in our head how we think the conversation might go,
possibly hearing our own voice and the voice of the interviewer. In many cases, we formulate
inner speech in short and fragmentary form without following the syntactic rules used in outer
speech. A minority of us produce only small snippets of inner speech. Others might experience
its pathological consequences, as in the case of rumination, a form of excessive negative self-
talk associated with depression and anxiety, or auditory verbal hallucinations, common in
people suffering from schizophrenia.

Inner speech is a multifarious and complex phenomenon that occurs in different forms
and situations. Scientific literature converges in recognizing its critical role for a wide range

of psychological functions, including reading, learning, memory, motivation, planning,
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problem-solving, self-knowledge, and mental health (for reviews, see Alderson-Day and
Fernyhough, 2015; Fernyhough, 2016; Langland-Hassan & Vicente, 2018; Morin, 2018;
Perrone-Bertolotti et al., 2014).

More relevant to our aims is the general function of inner speech, which is to allow us to
“think about our own thoughts”. In this sense, inner speech is closely related to the
metacognition mechanism described in the previous paragraph: It operates on second-order
cognition, helping us to make thoughts conscious and to monitor our own cognitive processes.
As several influential philosophers have pointed out, the linguistic medium is essential in this
process (see Clark, 1998; Jackendoff, 1996; Bermuldez, 2018). Inner speech can be considered
a peculiar linguistic tool that — just like overt speech — helps us to shape our knowledge and
create new thoughts. This monitoring and productive function of inner speech can be seen, for
example, in the simple fact that when we talk to ourselves, new ideas come into our minds
while others are refined or abandoned. These ideas, or thoughts, are typically expressed in
words. Inner speech, therefore, contributes to the inner monitoring of our conceptual
knowledge, and its role might be even more relevant for operating with concepts that have
blurred meanings, such in the case of abstract concepts. Before delving into this idea, it may
be helpful to briefly outline some crucial aspects of inner speech, and in particular, its relation
with overt speech.

Over time, inner speech has been investigated in line with two influential traditions. The
first one, proposed by Vygotsky (1934/1987), intends inner speech as an initial form of social
speech, internalized during the conceptual development, and useful to regulate and enhance
other cognitive functions. The second, related to Baddeley’s research on working memory

(Baddeley & Hitch, 1974), defined inner speech as an active rehearsal mechanism within the
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phonological-articulatory loop, using offline speech to search, active, and then produce
linguistic materials. ® Recently, it has been proposed that inner speech and overt speech
activate a simulation of articulatory movements, with the difference that in the inner speech,
the motor execution is blocked and no sound is produced. In the words of Alderson-Day and
Fernyhough (2015), inner speech is “the subjective experience of language in the absence of
overt and audible articulation” (p. 931).

According to this “embodied or motor simulation view”, inner speech would partially
retain the same motor structures and neural correlates of overt speech. Consistently,
neuroimaging studies have shown that both overt and silent articulation of words recruit
Broca’s area and left inferior frontal gyrus (LIFG), regions typically associated with speech
production. Other activations involve the supplementary motor and premotor cortex, and
Wernicke's areas in the superior temporal gyrus, associated with auditory experiences (Price,
2012; Gevaetal., 2011). However, while the activation of motor and premotor regions is more
pronounced in overt speech, inner speech engages neural regions associated with inhibitory
mechanisms (i.e., cingulate gyrus, left middle frontal gyrus), that are not recruited during overt

speech (Basho et al., 2007). This finding supports the idea of a continuum between overt and

8 Illustrating the classical theories of inner speech is beyond the scope of this dissertation. For the sake of
discussion, it suffices to say that their focus differs. Vygotsky investigated the developmental trajectory of inner
speech. He assumed that inner speech would emerge around three years old as a product of progressive
transformation from social speech (interpersonal dialogue between child and caregivers); to private speech
(children talk aloud to themselves when are engaged in difficult cognitive tasks), to inner speech (an inner
“conversation” with the self). During this transition, private speech, whose primary function is to regulate
children’s thought and behavior, persists in adulthood with syntactic and semantic transformations assuming a
more condensed character (i.e., a decrease of vocalization, some words are dropped, agglutination, private sense
prevail over meaning). Baddley’s view is more confined to working memory. His famous model comprises three
elements: a visuospatial scratchpad system responsible for representing verbal, auditory, and phonological
information; a central executive system responsible for allocating attention; a phonological-articulatory loop
composed by a passive, phonological store, in which information decays rapidly after 1-2 seconds and an active,
rehearsal mechanism that uses offline speech for the planning process. The latter largely corresponds to a form of
inner speech (for an integration of the two approaches, see Al-Namlah et al., 2006).
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inner speech, with the latter involving motor planning and articulation but not an actual
movement (for a review, see Loevenbruck et al., 2018).

Further evidence has confirmed that inner and overt speech share common articulatory
components, including activity in orofacial musculature. Findings from studies with
electromyographic (EMG) showed that lips and tongue are selectively activated depending on
the inner pronounced phonemes (e.g., T vs. P) (McGuigan & Dollins, 1989). In other studies,
EMG records an increase of labial activity during the silent recitation of verbal stimuli (Livesay
et al., 1996) or mental rumination (Nalborczyk et al., 2017) compared to rest conditions.

The engagement of articulatory movements during inner speech is confirmed by
interference effects in dual-task studies. The rationale here is that blocking subvocal
articulation in a secondary task can investigate whether inner speech impacts a primary task
involving other cognitive processes. A typical method to assess the involvement of inner
speech is articulatory suppression, e.g., repeating syllables or numbers while engaged in
another verbal task. Generally, it is used with an additional, nonverbal condition to control the
effects specific to the inner speech process. Numerous studies have found that while finger
tapping affects mainly visuospatial tasks, articulatory suppression selectively interferes with
verbal tasks, suggesting that inner speech is involved in retrieving and encoding verbal
information (Baddeley, Lewies, & Vallar, 1984; Baldo et al., 2005). Similar effects are present
on memory tasks. Baddeley and Larsen (2007) demonstrated that articulatory suppression
removes words length effects (the worse recall of longer words) and phonological similarity
effects (the worse recall of phonologically similar words, like “hat”, “cat” compared to
dissimilar words, like “bar”, “kid), in line with the hypothesis that when verbal materials are

activated in phonological working memory interfere with one another. However, there is no
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conclusive evidence on the adoption of inner speech across other kinds of tasks: for example,
in logical reasoning, the effect of articulatory suppression is more pronounced in children than
in adults (e.g., Lidstone et al., 2010; Rao & Baddeley, 2013).

Whether inner speech is necessarily articulated remains a debated topic. According to
an alternative view, known as the “abstraction view”, inner speech occurs only before speech
articulation; hence it would be abstract and not necessarily related to articulation and acoustic
components (see Jones, 2009; Newell & Simon, 1972). Evidence that favors this view is mainly
based on the observation that some phonological, syntactic, and articulatory processes involved
in overt speech are absent in inner speech. For example, inner verbalization is not subjected to
physiological constraints of breath; thus, it is produced faster than overt speech (Korba, 1990)
and tends to have a condensed form, in which some words are dropped, and meaning is less
explicit (e.g., Vygotski, 1934). However, it is now widely recognized that inner speech might
occur in a variety of forms, ® and their use can be adapted to the context. For example, a more
condensed form of inner speech might be sufficient in an open-ended form of verbal thinking,
while a more expanded form of inner speech might be required in specific planning tasks (e.g.,
Fernyhough & Fradley, 2005).

Novel approaches are more inclined to adopt a hybrid vision, assuming that inner
speech does not necessarily require a full articulation, but is flexibly modulated depending on
the difficulty of the tasks and the situations. For example, Oppenheim and Dell (2010) tested

the speech errors of participants who were asked to imagine repeating tongue-twister phrases

® Evidence for different forms of inner speech comes from self-report studies based on questionnaires and
introspective approaches (e.g., VISQ, the Varieties of Inner Speech Questionnaire McCarthy-Jones, 2011; and its
revised version, Alderson-Day et al., 2018; STS, Self-Talk scale, Brinthaupt et al., 2009; DES, Descriptive
Experience Sampling, DES; Hulburt et al., 2013; Hulburt, 2017). One average, the most common forms of inner
speech are positive/evaluative self-talk (82%), dialogic inner speech (77%, i.e., a back-and-frontal conversation
vs. monologue), condensed inner speech (36%, short and fragmentary pieces of discourse vs. extended sentences),
while a minority reports the presence of other people in inner speech (25.8%).
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in articulated and unarticulated inner speech (i.e., moving or not their mouth/lips), and to report
their errors immediately. In the articulated inner speech, both phonemic similarity effect and
lexical bias were present, while in the unarticulated inner speech, the first effect, localized to
an articulatory processing level, was absent. Notice that the relative involvement of articulatory
does not imply that inner speech is amodal. Rather, inner speech always integrates sensory and
motor dimensions, reflecting auditory percepts to monitor and execute specific verbal goals
(Loevenbruck et al., 2018).

In line with this view, Borghi, Fini, and Tummolini (2021) have recently proposed that
inner speech, and its articulatory components, are strictly related to semantics. Specifically,
they claim that inner speech might help us to access the range of word meanings in working
memory, retrieve information about category members, assess the status of our knowledge,
and plan what we need to fill in gaps. While this internal monitoring process can occur with
any type of verbal stimuli, it is possible that it is more frequent with abstract concepts than
with concrete concepts.

The arguments advanced in support of this hypothesis rely on the great difficulty of
acquiring and using abstract concepts. Most evidence demonstrates that abstract vocabulary
emerges later in language development (Gleitman et al., 2005; Ponari et al., 2018), likely in
conjunction with other social and metacognitive skills (e.g., Proust, 2013; Kuhn & Dean,
2004). Different from concrete concepts, abstract concepts have fewer perceptual features;
hence their acquisition benefits largely from the input of others mediated by language (Della
Rosa et al., 2010) (see § 2.4.5.1). During this acquisition phase, inner speech might support the
rehearsal and internal articulation of the word sound and linguistic explanations associated

with an abstract concept in order to consolidate it in memory.
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Even after learning, it may be difficult to process the meaning of abstract concepts.
Reliable evidence for this is the longer response times to recall and encode abstract words
compared to concrete words (i.e., concreteness effect). Borghi and colleagues suggested that
this could be an index of uncertainty that is reflected in a longer search for abstract word
meaning, likely through inner speech. When we are unsure of the meaning of a particular word,
we may need to retrieve associated words to compare its possible meaning, or even to re-
explain it to ourselves. This form of inner speech, related to verbal working memory, also helps
us to explicitly evaluate the adequacy of our conceptual knowledge; therefore, it has a function
of self-reflection and self-regulation linked to metacognition. According to the authors, this
inner monitoring process is more likely to be used when we are dealing with abstract concepts
because of their variety of meanings and uses (consider, for example, the numerous
applications of concepts such as morality or freedom).

The proposal that abstract concepts require a further search for meaning is consistent
with neural evidence showing a great activity in the left inferior frontal gyrus (LIFG) during
their processing. As we have seen, this region is generally associated with lexical retrieval and
phono-articulatory processes underlying inner speech, and its activation in relation to abstract
concepts has been ascribed to the longer time they are kept in phonological memory to be
processed (Binder et al. 2005, Wang et al., 2010) and to the stronger demands on executive
semantic control processes compared to concrete concepts (Della Rosa et al., 2018). Consistent
with this, the authors proposed that the abstract monitoring process is accomplished by
articulatory components, the mouth motor system activation. This led to two predictions: If the
inner speech, along with subvocalization and inner articulation process, is at play with abstract

concepts, then activating the articulatory components of mouth/lips might facilitate their
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processing. Conversely, interference with the inner articulation of abstract words by
articulatory suppression tasks would impair or modulate their processing. Supporting evidence
for these hypotheses will be reported in the last section of this Chapter and Part Il of this
dissertation.

To summarize: Starting from an overview of contemporary research on inner speech, |
have presented a recent proposal that considers inner speech as a powerful cognitive tool to
tacking information about our own concepts, and in particular abstract ones. This inner
monitoring process consists of the metacognitive awareness that our concepts are inaccurate,
which leads us to keep searching for their meaning: We might need to talk to ourselves to
rehearse and re-explain it, also through inner articulation mediated by the mouth. However, in
the case where this monitoring process leads us to detect only a few aspects of word meaning,

we might search for a solution outside ourselves. | will discuss this issue below.

2.3.2 Search for meaning in others: semantic deference, social metacognition
Sometimes it is hard to grasp the meaning of concepts. For example, I know that credit
and debt are very different but somehow related words. | might confuse about their distinctive
characteristics, and an effective strategy to dispel my doubts is to ask someone for information,
preferably an economist. This is a very simple case of deference, i.e., relying on others, in
particular on experts, for the exact meaning and correct use of a word (Putnam, 1975).
Deference can be driven by a deliberative process but also occurs by default. The speaker might
realize that her concepts have vague connotations and explicitly formulates a request for
clarification (Do you know the difference between debit and credit?); or she is simply inclined

to trust others about how to apply a concept and integrates the conceptions of those who have
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more proficiency in the linguistic practice on which the meaning of the word depends (My
credit concept relies on the banker’s knowledge when s/he offers me strategies to increase it).

By deferring to experts, we implicitly recognize that linguistic meaning extends outside
our head. Putnam formulated it in the famous notion of “division of linguistic labor”, according
to which in every linguistic community, only a subset of individuals have a good recognition
of the instances of concepts, whose use by others depends on structured cooperation between
groups of speakers (Putnam, 1975, p. 228). In other words, each member of a community does
not need to internalize all information about concepts, as the large body of knowledge
distributed among others members can help to identify reference-fixing criteria. Borrowing the
classic Putnam’s example, our understanding of the concept “water” requires a certain amount
of deference to experts to access a complete characterization of its proprieties (i.e., having the
chemical structure H20). Notably, deference is practiced not only with natural kind terms but
with many sorts of words whose meaning is identified, in part, in a collective way (i.e., social
semantic externalism, Burge, 1979).

From a cognitive standpoint, it has been proposed that deference is a metacognitive
outcome involving an explicit or implicit assessment of our concepts and their use at an
interpersonal level (Shea, 2018; 2020). More specifically, we recognize other people as having
a better mastery of concepts we unknown or are unclear; thus, we defer to them. In this sense,
deference consists of a judgment on the thinker’s own concepts, and it is compatible with the
notion of “system 2 metacognition” introduced by Shea and colleagues (2014): agents monitor
their own cognitive activity, sharing information about confidence and reliability of their

knowledge in service of effective collaboration for performing some tasks.
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The intra-agents monitoring process might be crucial in a variety of linguistic practices.
For example, the social process of concept construction is primarily based on the assumption
that meaning is not fixed but can be susceptible to collective revision between language users.
This frequently happens in academic communities; for instance, within cognitive sciences, the
terms “representation” or “consciousness” is a matter of controversy among scholars: some
define them differently, and others debate whether they should be used, replaced, or
abandoned. Even in everyday life, there are explicit judgments about the utility and correctness
of some concepts. Public debates about racial terms are a clear example of negotiation of
meaning, which is functional for changing the language currently in use. Interestingly, Shea
suggested that this form of metacognition deference might provide distinctive grounding
features for abstract concepts (Shea, 2018). While concrete concepts, like “chair”, exhibit less
deference mainly because the criteria to fix referent are shared by almost all speakers on a
common perceptual basis; abstract concepts, such as “migration”, lack a clear identifiable
referent, and information covey by competent others can help us enrich and define their
meaning.

Following Shea’s arguments, Borghi et al. (2021) have recently described a similar
mechanism they called “social metacognition” to emphasize the role of other social agents in
metacognition processes directed to abstract concepts. Their claim is that abstract words
generate a high feeling of uncertainty due to their complex and vague meanings, which leads
us to need the others more to be mastered. In some cases, these others might be figured in an
inner dialogue with ourselves (see the paragraph above). In particular, a form of dialogic inner
speech, which selectively activates brain areas involved in understanding other’s mental states,

might be used to simulate conversations with imaginary others to analyze conceptual contents
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that cannot be directly accessed without self-reflection and verbal argumentations, like those
of difficult or abstract words (see Alderson-Day et al., 2016; Borghi & Fernyhough, 2021). In
other cases, the others are real agents to which we revert to clarify the (abstract) word meaning
and/or to negotiate together a more compelling definition of a term and the criteria for its
application.

Recently, Fini and colleagues (2021) have exploited a new interactive paradigm
directly aimed at investigating the role of social metacognition for abstract and concrete
concepts representation and its influence on interpersonal motor control. Participants
performed a joint action with an avatar on the screen by grasping a bottle-shaped object as
synchronously as possible with its movements. Depending on the experimental conditions,
participants were instructed to perform the same (imitative) or the opposite (complementary)
avatar’s movements without knowing in advance whether the virtual character would grasp the
lower part of the object with a power grip or the upper part of the object with a precision grip.
Thus, they had to predict and monitor the avatar’s movements and adjust accordingly. Before
and after the joint action task, participants were submitted to a concept guessing task: they
were presented with a set of images referring to situations linked to concrete and abstract
concepts (e.g., “freedom”, to run on the grass; “muscles” a bodybuilder during the training)
and were asked to guess which concepts the image referred to. If they were unable to infer the
concept immediately or after 60 seconds, they took suggestions from two different
confederates, i.e., one for the abstract concepts and one for the concrete concepts. Importantly,
participants associated the avatar identity with which they were interacting in the joint action
task with the confederates, who helped them to guess abstract or concrete concepts. The authors

measured the objective and subjective helping index. The first corresponded to the guessing
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accuracy and the average of the number of suggestions requested by each participant for
abstract and concrete concepts. The second referred to the rating scores on the need for others'
help in order to guess the correct concepts associated with the image. Results showed that both
objective and subjective helping indices were higher for abstract concepts than for concrete
concepts. This proves that participants asked for more hints with abstract than concrete ones,
and that they were aware that others’ help was more crucial in that condition. Moreover, the
results on reaction and movement times showed that participants acted more synchronously
and promptly with the avatar associated with the confederate that guessing abstract concepts
than with the avatar associated with the concrete concepts, suggesting that searching for
complex abstract meanings during social exchanges leads individuals to cooperate more with
other, as in the case of joint actions.

The arguments and evidence discussed suggest that monitoring the limits and reliability
of our and others’ knowledge is particularly crucial for understanding abstract concepts. The
difficulty and indeterminacy of abstract word meaning, lead us to rely more on others to
construct and reshape their meaning (i.e., semantic deference, social metacognition). In this
process, social interactions, especially during linguistic exchanges, might act as an additional

resource to ground abstract concepts.

2.4  What is the role of language?

For years, studies inspired by embodied cognition aimed to show that concepts are
grounded in perception and action systems, emotional, internal states rather than in linguistic
information. Since its early days, theories of embodied and grounded cognition (EGC) invited

to drop the “language of thought” view (Fodor, 1975), according to which concepts and words
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are arbitrary, abstract symbols represented in a linguistic mental format, deprived of any
sensorimotor quality. The main reason to reject this traditional approach to conceptual
representation was the so-called “grounding problem”: to capture the conceptual meaning,
symbolic representations could not be defined by other symbols; they need, instead, to be
linked to their referents through non-symbolic representations (Harnad, 1990, see Chapter 1).
As a result, within embodied and grounded cognition, the role of language in shaping cognition
has been somehow neglected, and the focus of attention was on how to attach words to their
physical referents.

The main objective of EGC was to demonstrate that concepts, and words that express
them, re-activate the same sensorimotor circuits involved during real interactions with
objects/entities they referred. Due to this stance, the embodied theories of language have
often been considered an alternative to other influential theories of meaning, and in particular
to distributional semantics models, which assumed that access to word meaning is derived
from the linguistic contexts to which words are associated (e.g., HAL, Lund & Burgess, 1996;
LSA, Landauer & Dumais, 1997).

In the last decades, this panorama is quite changed when embodied cognition scholars
have started to adopt a different lens through which to interpret the language experience. The
most interesting theoretical advance is offered by new proposals referred to as Hybrid
Accounts (Bolognesi & Steen, 2018) or Multiple Representation Views (Borghi et al., 2017),
for their consideration that embodied processes, such as perception and action, but also other
systems might concur in conceptual representation and processing. Within this broad field of
research, there is a growing interest in re-considering language systems as another important

grounding source for word meanings. These approaches largely benefit from the insights of
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novel distributional semantics views proposing that language has both embodied and
symbolic aspects and that sensorimotor features can be encoded in the linguistic information
carried out by words (e.g., Andrews et al., 2014, see §1.1.3 of this dissertation).

The final sections of this Chapter aim to illustrate recent influential theories that assign
a central role to language. All of them converge in showing that words are not mere symbols
that stand for their referents in the world, as argued by classical views; however, each
approach ascribes slightly diverse functions to words. In order to expound on this, I review
and critically discuss these proposals in turn in the following, along with empirical evidence
supporting their main claims. First, I will discuss the linguistic shortcut view, according to
which words are either a superficial way to activate multimodal simulations (LASS theory,
Barsalou et al., 2008) or an economical medium to access meaning, in some cases even only
via verbal associations without forming simulations (Connell & Lynott, 2013). Then, | will
introduce the hypothesis advanced by some authors concerning the role of verbal labels in
enhancing our perception and cognition, likely supporting abstract thought (Lupyan, 2012,
Dove, 2019). Finally, close attention will be paid to Words as Social Tools (WAT) theory,
whose peculiarity is to consider the whole language as an embodied experience, including
the social dimension and its impacts on conceptual representation and the body (Borghi &
Cimatti, 2009; Borghi & Binkofski, 2014; Borghi et al., 2019). I will argue that the WAT
theory, although it shares some common assumptions with other proposals, has greater
explanatory potential for conceptual knowledge, as it provides a more precise account of how

abstract concepts are represented, acquired, and used.
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2.4.1 Words as a shortcut to meaning

The Language and Situated Simulation (LASS) proposed by Barsalou and colleagues
(2008) was the first fully embodied theory that recognized the critical role of language. This
proposal argues that linguistic and situated simulation systems regularly interact with each
other to support our conceptual knowledge.

The main idea of LASS is that when a word is perceived, the linguistic and situated
simulation becomes active, but the representation of the linguistic systems peaks earlier than
the simulations. Consider “dog”, we first recognize the linguistic forms (not the meaning) and
generate other associated words (e.g., “cat”; “poodle™), then we ground the concept in situated
modal systems; for example, by re-enacting the sound of bark and our previous interaction
with it. At an earlier stage, conceptual processing is realized simply by patterns of co-
occurrence words tied to the rapid activation of similar information stored in memory,
following the principle of content-addressable memory and the encoding specificity (see
Tulving & Thomson, 1973). Since linguistic information is more similar to the cue word than
the experiences it refers to, the linguistic form reaches its peak first. However, once the word
is recognized, it begins to support the associated simulations. Thus, the words would serve as
“pointers” or a “shortcut” to situated conceptual representations.

Notice that, in the LASS perspective, representation and processing of concepts rely on
both language and situated simulation systems, but only simulations guarantee access to
meaning. In this sense, LASS proposes an opposite view with respect to traditional symbolic
conceptual theories (see Chapter 1): Language per se cannot implement other operations such
as prediction or combination because, in the absence of simulations, using only linguistic-

propositional structure would be like manipulating symbols without a real compression (see
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Searle, 1980). Linguistic strategies are, therefore, superficial “heuristic” forms that may be
sufficient for some tasks in which no deeper conceptual information needs to be retrieved.
Behavioral evidence showed that when the conceptual tasks require only superficial
processing, a quick word association strategy is applied (e.g., assessing whether a property is
true or not of an object/entity); in contrast, when the task implies deeper conceptual processing,
a slow simulation strategy is involved (e.g., found part relation linking the object and property)
(Solomon and Barsalou, 2004). In an fMRI study, Simmons et al. (2008) further explored
whether different time course activations of the linguistic and simulation systems occur during
conceptual processing and whether this activation pattern varies depending on the task.
Participants first performed a silent property generation task, producing associated words for
a set of concepts; then, in a second scanning session, they imagined a situation related to a
given concept. Results showed that early activation in property generation overlapped with the
brain area activated during the words association task, i.e., brain regions typically involved in
linguistic processing, such as the left inferior frontal gyrus (Broca’s area) and the right
cerebellum. Instead, the late activation in property generation overlapped with the same brain
areas involved in the situated simulation task, i.e., the precuneus and the right middle temporal
gyrus, that are commonly ctivated in mental imaging and episodic memory. The authors
interpret these findings as consistent with the LASS view that conceptual processing reflects
both language and simulation, with the former being activated very fast, while the latter being
engaged later. However, this result seems to contradict previous evidence showing that
simulations are activated quickly and automatically within 200ms of word onset (Pulvermller
et al., 2005). According to Barsalou and colleagues, this inconsistency could be explained by

the role of the executive control that selectively activates the system encoding relevant
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information, while others can be activated in parallel. In the case of the reported study, the
executive processing immediately oriented attention to the linguistic system, given the cues of
the tasks were words.

In the same vein, other scholars have recently suggested that linguistic information
provides an economical shortcut to grasping meanings, especially when engaging in
simulations would be too costly or unnecessary (Connell & Lynott, 2013; Connell, 2019). For
example, relying on linguistic associations to produce synonyms/antonyms (house-home;
right-wrong) or sound similarity (hear-here), and taxonomic features (cat-animals) might be a
sufficient strategy. In contrast, simulations are required to verify a property for a concept (cat-
has fur) or to describe its meaning (sea-expanse of saltwater that covers most of the earth).
According to this proposal, it is the adopted task and not the kind of concept that determines
the engagement of linguistic vs. sensorimotor systems.

At this point, the reader might wonder whether and how this kind of approach
contributes to the discussion on abstract concepts representation. In the first place, the LASS
theory was not directly aimed at explaining abstract words. However, since this approach was
presented in connection with Paivio’s Dual Coding Theory, the other seminal theory that
distinguishes between “verbal” and “non-verbal” systems, one could assume that motor
simulation supports concrete concepts representation and language supports abstract concepts
representation. In contrast, Barsalou and colleagues admit that DCT is only partially consistent
with their proposal: DCT assumes that deep processing takes place in both systems and
postulates that linguistic processing is recruited to represent abstract concepts, whereas
according to the LASS theory, deep conceptual processing occurs only in simulation systems.

Therefore, the authors argued that the representation of both abstract and concrete concepts is
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supported by a mixture of language and simulation systems whose distributions differ under
task conditions.

To conclude, it is worth noting that the LASS theory represents a significant step
forward in the debate on conceptual knowledge. Starting from a fully embodied and grounded
framework, this proposal acknowledges the importance of language forms as a vehicle for
conceptual processing, excluding the existence of a-modal symbols. Differently from previous
approaches, it focused on the underlying mechanisms of conceptual processing and their
different time course, and not only on semantic contents. Nonetheless, one possible limitation
is that the activation of such mechanisms depends largely on the task to be performed and not
on the type of concept. Finally, since words serve as a shortcut mechanism to access meaning,

here language seems to have only a marginal role.

2.4.2 Words as a cue to meaning

Whereas the LASS theory ascribes a shallow, superficial role to language in shaping
concepts, the proposal advanced by Gary Lupyan focuses directly on how language, and in
particular the practice of labeling, can exert an effect on human cognition.

In his initial work, Lupyan (2007; 2012) introduced what he calls the “Label-Feedback
Hypothesis” to replace the classical distinction between verbal and non-verbal processes with
a distributed and interactive system, in which language itself modulates ongoing low-level
processing in a task-dependent and flexible way. Specifically, this view predicts that verbal
labels selectively activate the diagnostic features of the named category, namely the features
that most reliably co-occur with the label. This activity feeds back into both conceptual and

perceptual acts, altering the representation of the current object. For example, when we hear
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the word “chair”, the most typical features related to such objects would be activated, leading
us to better detect chairs in the enviroment. The main idea is that all cognitive and perceptual
processes work with top-down feedback loops, in which our perception of the world influences
the higher-level conceptualization of objects/entities, which in turn determines the way we
label them. In this interactive processing perspective, naming an object makes the visual
representation of objects/entities more categorial and less idiosyncratic (bottom-up), resulting
in a discrete and coherent representation that matches the category (top-down).

To test the role of verbal labels in conceptual representation, Lupyan and Thompson-
Schill (2012) examined the influence of verbal (e.g., “cow”) and non-verbal cues (e.g., a
mooing sound) on categorization through a series of cued-recognition experiments. In a picture
verification task (Experiment 1A-1C), the authors found a label advantage: Hearing a verbal
cue (e.g., “cow”) led to a faster and more accurate recognition of subsequently presented
pictures that matched the cue (e.g., a picture of a cow) or did not match (e.g., a picture of a
car). Interestingly, the same advantage was observed in a cue-to-picture association learning
task for novel categories of “alien musical instruments” (Experiment 4), although the names
and sounds were learned equally by participants.

Similarly, Edmiston and Lupyan (2015) showed that auditory cues, such as dogs
barking or guitars strumming, activate highly specific instances of a category, while verbal
labels, such as “dog” or “guitar”, elicit more categorial representation, promoting effective
performance when the task consists of recognizing the entire category of objects. The authors
concluded that perceptual inputs work as motivated cues driven by a predictable correlation
between a set of properties at specific times, just as the auditory input of a dog’s bark might be

an index of its size. In contrast, category labels act as an unmotivated cue, as the word “dog”
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does not instantiate any specific properties of a dog (see also Lupyan & Bergen, 2016). This
evidence suggests that language impacts visual and auditory recognition, and its hold not only
for familiar stimuli but also for new categories. In particular, labels expand our perceptual
representation and allow us to recognize more general and decontextualized properties of both
existing and novel categories (e.g., Lupyan & Spivey, 2010; Zettersten & Lupyan, 2020).

In this view, labels are more than a simple vehicle of our thought or a mere placeholder
for a category; rather, they are conceived as a cue that helps people construct meaning (Lupyan
& Lewis, 2019; see also Elman, 2004; 2009). It’s worth noting that Lupyan stands his words-
as cue perspective as an alternative to the words-as-mapping perspective that posits preexistent
conceptual repertories onto which words map independently by language (see, among others,
Li & Gleitman, 2002; Levinson, 1997). Lupyan highlighted that the context-dependence and
the cross-linguistic variability of word-meaning raise two insuperable problems with the idea
that words gain their meaning onto universal concepts (for an in-depth discussion of these
argumentations, see Lupyan & Lewis, 2019). On account of this, language, like perception,
should be conceived as a source of experience that dynamically alters our semantic knowledge.
For the sake of brevity, it suffices to mention a striking example that Lupyan uses to support
the causal role of language in influencing our conceptualization. Consider the case of semantic
knowledge of colors in congenitally blind people. Although they have no direct experience
with colors, such individuals are fully capable of learning and using color vocabulary, and their
knowledge of color semantic space appears to be similar to that of sighted people, e.g., a blind
person may report that the sky is typically blue and that orange is more similar to red than to
green. This ability owes solely to the linguistic experience of the statistical regularity of the

use of color words by speakers (Lewis, Zettersten, & Lypyan, 2019).
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Even more relevant to the topic of this dissertation is Lupyan’s argument that the power
of labels becomes more effective for those words that do not presumably exist apart from
language, namely abstract concepts. In a recent paper, Lupyan and Winter (2018) precisely
claim that “To understand the origin of (some) abstract concepts, we argue that we need to turn
to language itself” (p. 1). Language helps guide actions, describe events in the world, and, most
importantly, the distributional statistics of language provide a rich network of information to
capture some abstract knowledge that we could not otherwise construct. After proving how
ubiquitous abstract words are in our language, the authors suggested that abstractness is so
pervasive because a great part of words resists iconicity (i.e., the resemblance between the
form of a word and its meaning). The evidence discussed suggests an inverse relationship
between abstractness and iconicity: The more a word is iconic and has a sensory vividness that
gives a hit of its meaning; the more it is judged to be concrete (less abstract and arbitrary)
(Sidhu & Pexman, 2018; Winter et al., 2017). Since iconic language only captures certain
aspects of meaning in a narrow range of contexts, it is argued that iconicity limits
generalization and abstraction. On the contrary, form-meaning arbitrariness can better convey
abstract meaning, leaving room for all potential users of words.

In a nutshell, Lupyan’s theory, while it cannot be properly classified either as an
embodied or hybrid theory, pointed out that words are not simply arbitrary symbols to map
into meanings but function like real physical tools that dynamically modify visual processing
and facilitate conceptualization, in particular of not tangible entities, as those denoting by

abstract concepts.
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2.4.3 Words: from dis-embodied symbols to an embodied neuroenhancement

A key principle of embodied theories of language is that concepts are couched in
sensorimotor representations, and the meaning must be grounded in something other than
mental symbols. However, the challenge that abstract concepts pose to such a claim led some
authors to revive the notion of a-modal representation and consider language as central to
solving the problem of abstractness. In this respect, an inspiring proposal is the
“representational pluralism” by Guy Dove.

In a seminal work, Dove (2009) pointed out that the evidence supporting simulation
theory-based is fundamentally circumscribed and partial: Perceptual symbols theories (i.e.,
Barsalou 1999, Prinz, 2002) can account for highly imaginary and concrete concepts but fail
to show how multimodal simulations support the representation of abstract concepts that refer
to entities and events not causally related to their referent. According to Dove, to provide a
successful theory of abstract concepts, it must be admitted that they are at least handled in
some form of a-modal knowledge. Even though Dove does not explicitly call for a return to
the modularity conception of cognition, he suggested that our conceptual system employs both
modal and a-amodal representations, where the latter can be seen as distributed representation
in neural networks that allows us to acquire semantic content that goes beyond perceptual
experiences (p. 413).

In further works, Dove (2011) has partially reframed and extended its original idea. In
his essay, he refers to language as a representational system that allows us to generate an
appropriate simulation of verbal experience (e.g., acquisition, processing, comprehension). In
this sense, both abstract and concrete concepts rely on perceptual symbols, but to a different

extent. While concrete concepts mainly rely on perceptual symbols that integrate sensorimotor
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simulation of multimodal, schematic, and partially unconscious information of the physical
world, abstract concepts depend more on sensorimotor simulation of natural language.
Importantly, the linguistic and embodied simulation-based information interact but are
conceived as independent systems. Dove provided indirect support to his theory by discussing
brain imaging evidence on the higher engagement of linguistic regions (i.e., left temporal lobe
and inferior regions of the left prefrontal cortex) in processing abstract concepts compared to
concrete concepts (see meta-analysis Binder et al., 2009; Wang et al., 2010).

According to Dove, the relevance of language for abstract concepts derives from the
necessity of an “ungrounded” knowledge that goes beyond perceptual information. Natural
language, in this perspective, is a form of “dis-embodied” cognition. In Dove’s formulations,
a mental symbol is “disembodied” if (1) it is embodied but (2) it is embodiment is arbitrarily
related to its semantic content. In other words, the semantic content does not derive from the
simulation of linguistic experience itself but is captured through the inferential and associative
relationships between other words, as suggested by the distributional approaches (e.g.,
Andrews et al., 2014). Therefore, language is defined as “an internalized amodal symbol
system that is built on an embodied substrate” (p. 8).

With this caveat, however, Dove’s proposal is far from being considered a fully
embodied theory. In contrast to LASS theory, in which linguistic representation is purely
modal, Dove holds that linguistic symbols solve two main objectives: first, dynamically
activating sensorimotor simulations (in the same way as in the LASS theory), and second,
triggering symbolically mediated operations, such as words or phrases. In his view, it is only
by admitting the arbitrariness of language that it is possible to account for the flexible use of

concepts, and especially to grasp abstract meanings.
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Although Dove appeals to a-modal symbols, it is noteworthy that his proposal has
contributed to rethinking language in a novel and fascinating way. Language should be
considered neither as a mere vehicle for information nor as an a-modal system, thus
contradicting the EC approaches, but rather as a medium of thought that extends our conceptual
reach (Dove, 2011; 2014). More recently, Dove (2018) has outlined that language, with its
combinatorial properties of productivity and systematicity, is an external symbols system
through which we build new capabilities. Specifically, Dove defines Language as an Embodied
Neuroenhancement Scaffold (LENS Theory, Dove, 2020) that provides a new set of objects —
the words — that support our thinking (see also Clark, 2006). Our ability to label entities,
manipulate and combine symbols, and hold conversations transforms our conceptual systems
in a flexible, multimodal, and context-dependent manner. In this sense, language becomes an
essential component to shape and refine categories, especially those not directly related to
immediate experiences, such as abstract concepts.

Dove’s proposals have contributed significantly to the debate on conceptual
representation from a multidimensional perspective. Starting from strong criticism of earlier
embodied approaches, he advocated for a hybrid and pluralistic view of concepts that involve
both perceptual and non-perceptual experiences, among which natural language. Here,
language is defined as a symbolic system grounded in sensorimotor experience that, by the
mean of its structural proprieties, enhances our cognition, especially supporting the processing
and representation of abstract concepts. Many of his insights resonate with other Multiple
Representation Views and specifically with the one | am going to present in the next paragraph

(the WAT theory), which emphasizes the relevance of language itself as a whole embodied



137

phenomenon, as does Dove’s theory, but makes a step forward, including a distinctive trait of

language, namely its intrinsic social component.

2.4.4 Words as Social Tools: Language is an Embodied experience

“Think of the tools in a tool-box: there is a hammer, pliers, a saw, a screw-driver, a rule, a glue-pot, glue,
nails and screws.—The functions of words are as diverse as the functions of these objects. (And in both
cases there are similarities). Of course, what confuses us is the uniform appearance of words when we hear
them spoken or meet them in script and print. For their application is not presented to us so clearly.
Especially when we are doing philosophy!” (Wittgenstein, PI § 11).

[...] here the term “language-game” is meant to bring into prominence the fact that the speaking language
is part of an activity, or of a form of life. (Wittgenstein, P1 § 23).

These famous quotes from Wittgenstein (1959) deeply inspired the theory known by the
acronym of WAT (Words as Social Tools; Borghi & Cimatti, 2009; Borghi & Binkonski, 2014;
Borghi et al., 2019).

In the initial formulation of this proposal, Borghi and Cimatti (2009), following
Wittgenstein's metaphor, claim that words are not mere signals that point to something; on the
contrary, they should be intended as real objects/tools of direct experience; each of them has a
multiplicity of uses that allow us to act and operate in a social context. In line with the
philosopher, the objection they moved to theories of language strictly based on a referential
approach relies on the acknowledgment that the symbolic nature of language is insufficient to
describe the essence of language, which incorporates another crucial feature: the social and
normative function of words.

The rationale behind this argument follows Harnad’s Symbol Grounding problem (1990)
and extends it. In a certain way, language is a symbolic system organized around a set of
syntactic rules and formal criteria to combine and produce meaningful expressions. Words are

symbols, in the most trivial sense, because they stand for their referents in the world engaging
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with them a conventional relationship. However, the meaning of words cannot be fully
explained by simply assuming a correspondence between words and the entities to which they
refer. Consider, for example, that the connection that links the string of letters “h-a-m-m-e-r”
to the object reference does say nothing about how the meaning of that word should be
interpreted. Besides the perceptual and experiential grounding, what is crucial to understanding
the meaning of the word “hammer” is to master a form of procedural knowledge that regulates
its uses in linguistic practice. Put it differently, one needs to know the linguistic contexts in
which the use of the word “hammer” is correct (e.g., | am going to hang a picture. Please give
me a hammer) or incorrect (e.g., | am going to cut a paper. Please give me a hammer) in relation
to a set of shared norms among a community of speakers. Hence, the way we grasp the sense
of the concept “hammer” converges with the socially appropriate way to use that word, just as
we follow the same rule for using a specific kind of tool, rather than a different one when we
want to drive a nail into a wall.

This normativity aspect is a constitutive part of natural language: Without linguistic
actors interpreting and sharing the meaning of symbols and syntactic rules, linguistic messages
would make no sense at all. Therefore, in order to correctly describe the human linguistic
experience, it is important to consider that words are social, public things that rest upon some
normative rules that need to be respected to be useful and to ensure communication among
people. In a nutshell, language is a social activity and words meaning depends on practice.

Starting from this view, Borghi and Cimatti (2009) claimed that an exhaustive theory
of language should take into account not only individual grounded experiences but also the
human collective embodied experiences of being immersed in a social context. To this end,

some aspects of current embodied approaches to language need to be reframed.
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In particular, the authors pointed out some limitations of the classical embodied theory
based on simulation view and mirror-neurons systems. In this theoretical framework, linguistic
social experience seems to be expressed only as a form of neurological resonance between
healthy brain systems in specific situations (e.g., an observer “understands” an agent
performing some gestures). Further, this process is thought to be an automatic consequence of
mirror systems activity, which no admit exceptions. This kind of logical relation, note the
authors, does not sufficiently describe the actual dynamics that occur between individuals in
our ordinary life experience. Language exchanges are a form of conscious activity in a
normative context, where the possibility of following or violating some linguistic roles is
always present and occur very frequently. Therefore, the solution advanced by Borghi and
Cimatti (2009) is to somehow extend the embodied view to account for (a) the human
individual embodied experience; (b) the socially embodied experiences intertwined with
mirror neuron system; (c) a theory of language as a social fact, and (d) a theory explaining how
linguistic and social practices affect individual cognition.

These points are particularly relevant to addressing one of the critical and well-known
problems of embodied view: the grounding of abstract concepts. The novelty of WAT theory
is to offer a precise portrait of abstract concepts which are defined in a positive way and not
just in opposition to concrete ones. The claim is that the classical distinction between abstract
and concrete concepts should be reformulated as a difference between individual and collective
grounding sources for word meanings. While the grounding of concrete words is primarily
based on individual sensorimotor experiences with their referent, the grounding of abstract
word meaning takes place in the social context, and it is made possible by a particular form of

bodily experience mediated by linguistic, social tools that are words.
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According to the authors, thinking of words as social tools allows us to anchor the
meaning of abstract concepts in two different but related ways. On the one hand, all words,
even abstract ones, are embodied because they are material things we experience with our
senses: we hear the sound of words, we see the visual form of words on printed pages, and we
utter them through our phono-articulatory system. As a form of bodily experience, words can
namely influence and guide our cognition. On the other hand, words have a social function not
only when we use language to communicate with others, but also because the presence of
others is often required in the context of the acquisition and use of language; for example, to
provide definitions of a term and clarify its meaning. The authors argued that in the process of
building abstract concepts, which do not have a clear physical referent, the influence of
linguistic and social exchanges might be stronger than for concrete concepts. In this respect,
once recognized that social linguistic experience is a typical human embodied experience, the
abstract meanings are embodied as just concrete concepts are.

Before illustrating the main tenets of WAT theory on abstract concepts in detail, it is
worth taking a small step forward and presenting some general considerations. Differently
from other proposals emphasizing the role of linguistic form information and verbal
associations in explaining conceptual knowledge, the WAT theory ascribes a more extended
reach to language. As recently argued by Borghi (2020), language can work as a pointer or
shortcut to access meaning, but have other fundamental functions exemplified by the metaphor
of tools. Words are physical tools that can extend and modify our perception, facilitating the
recognition and categorization of entities in the external environment; words are inner tools
for shaping and monitoring our inner/cognitive processes; finally, words are social tools to

perform actions that modify social settings and our relationship with other people. Notably, all
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these functions actively contribute to the conceptual representation, but with a different weight

for abstract and concrete concepts.

2.45 The WAT theory and Abstract concepts: Empirical Evidence

As sketched out in the initial presentation, the WAT theory put a strong emphasis on
the role of language and its social practices in determining the meaning of abstract concepts.
One of the main contributions of the WAT theory, indeed, consists of a systematic approach
to the study of abstract concepts aimed at characterizing the mechanisms that subtend their
representation, acquisition, and use.

A central tenet of this theoretical proposal is that both abstract and concrete concepts
are embodied, but differ in the modality of acquisition because of the nature of their exemplars.
Since abstract concepts have heterogeneous referents that typically do not correspond to
distinct objects, we usually learn abstract concepts through linguistic and social inputs rather
than perceptual experiences, as in the case of concrete concepts. In the example of Borghi and
Cimatti (2009), the meaning of concrete words like “bottle” can be acquired by pointing the
reference in the external environment, whereas the meaning of abstract words like “God” is
conveyed solely by means of language. Consistently, Borghi and Binkofski (2014) pointed out
that the role of language and sociality might be more crucial for abstract concepts than for
concrete ones, for at least two reasons. First, language may help to keep the sparse experiences
associated with abstract concepts under the same verbal label, ensuring conceptual coherence
even in the absence of a single, clear referent. Second, because abstract concepts are less
constrained by the physical environment, linguistic explanations provided by other speakers or

by technological supports (e.g., books, Internet) are often necessary to learn and master abstract
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concepts meaning; thus, the linguistic and social experience can make up for shortcomings of
perceptual inputs, serving itself as a scaffold for abstract concepts acquisition and
representation. °

The linguistically and socially mediated modality of acquisition of abstract concepts is
supposed to affect their subsequent representation at both neural and sensorimotor levels. On
the one hand, the authors claim that the brain representation of abstract concepts involves
sensorimotor networks, exactly like concrete ones (embodiment), but since they differ partly
in the modality of acquisition, abstract concepts should activate the linguistic and social
cognition networks to a greater extent than that of concrete ones. On the other hand, they
hypothesize that the processing of abstract concepts might entail the engagement of the mouth
motor system, as a result of this linguistic system activity.

Another consequence of the fact that abstract concepts are acquired mainly via
linguistic and social experience is that their meanings are more likely to be affected by cultural
and linguistic variability than concrete concepts. That is to say that abstract concepts tend to
differ across individuals, cultures, and spoken languages.

This brief discussion exemplified the four central tenets of the WAT theory on abstract
concepts (Borghi & Binkofski, 2014; Borghi et al., 2017), whose formulation has been
enriched and developed over time (e.g., Borghi, Barca, Binkofski, & Tummolini, 2018; Borghi,
Barca, Binkofski, Castelfranchi, Pezzullo, & Tummolini, 2019) and concern their 1)

acquisition, 2) brain representation, 3) sensorimotor pattern activation, and 4) cultural and

10 Borghi and colleagues have recently outlined that the role of sociality is not limited to a way of acquiring
abstract concepts. Rather, it might be also relevant in other social phenomena involving metacogniton process
and social metacognition, such as deferring to experts when unsure about the definition of some words (i.e.,
semantic deference), or when redefining the word meaning together with other people (i.e., negotiation of
meanings). | have discussed this stance in § 2.3.2, and additional evidence will report later in this dissertation.
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linguistic variability. Henceforth, | will endorse the WAT theory as, to the best of my
knowledge, it seems to offer the most reliable approach to the issue of abstract concepts. To
this aim, | will address the first and third tenets and discuss in turn its empirical basis in light

of recent evidence as they are central points of the arguments of this dissertation.

2.4.5.1 How to learn ‘hard words’: the role of language and sociality

Learning a language is, after all, a social phenomenon. Imagine we want to teach the
words “ball” and “enigma” to a child we call Hannah. In the first case, we could simply take a
round object and show her how it rolls and rumbles on the floor, repeating several times the
name that stands for it: “This is a ball!”. After a while, when Hannah encounters objects with
the same perceptual characteristics, she will easily recognize them as “ball”. The second case
opens a more complex scenario. Let’s assume that Hannah has already heard the word
“enigma” when doing homework, her older sister says: “Math is still an enigma for me!” or
when watching a Sherlock Holmes movie, her parents comment: “This case is very
enigmatic!". Hannah probably asked curiously: “Mom, what is an enigma?”. In response, the
mother explained to her that it is something hidden, mysterious, and inexplicable. A few days
later, her father reads her the Mickey Mouse in the Lost Treasure of Maroon; after he finishes,
Hannah promptly exclaims: “There was an enigma in this story!”. It is only at this point that
we can infer that Hannah has learned the word enigma and is using it correctly. Even though

word acquisition in both cases took place in a social-linguistic context, it was certainly more

21 will not address the (2) and (4) tenets of the WAT theory in detail, concerning respectively the brain
representation and cross-linguistic and cross-cultural variability of abstract concepts. On the second tenet, | have
already mentioned in course of this dissertation that converging neuroimaging evidence confirms a stronger
activity in language brain areas during the processing of abstract concepts compared to concrete ones (see Chaper
1). On the fourth tenet, it suffices to say for our scopes that behavioral cross-linguistic evidence seems to support
the high variability of abstract word meaning. An extended discussion on this topic can be found in Borghi (2019)
(see also §8.4.2.1 of this dissertation).
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challenging for Hannah to learn the meaning of the abstract concept “enigma” than that of the
concrete concept “ball”. This is mainly because the acquisition of a concrete word is often
supported by the physical presence of its referent, which is not the case with an abstract word.

It should be now clear from this simple example that different mechanisms are at play
in the learning of abstract and concrete concepts. To form concrete categories, whose members
are single, perceptually similar objects, the physical environment is the primary source of
information. This does not mean that language is irrelevant in the acquisition of concrete
concepts, but its role is partially limited to its referential function, namely ascribing a direct
name-object link. On the contrary, language and its social dimension play a constitutive role
in building abstract concepts meaning. Since their members are heterogeneous and occur in
very different contexts, verbal labels work as a sort of “glue” to connect such sparse
experiences that could not be captured otherwise. Moreover, as the example shows, in order to
acquire abstract concepts, the linguistic inputs and clarifications provided by others could be
necessary to understand the range of correct uses.

In conceptual developmental studies, not by chance, abstract concepts are referred to
as “hard words”. For example, Gleitman and colleagues (2005) argued that children start to
learn “easy words” by associating them with the objects/entities in the world. However, only
a limited class of terms, such as concrete concepts, can be learned solely based on this word-
to-world mechanism. Knowledge of abstract concepts, instead, emerge later. Once children
have mastered a certain number of words, a more sophisticated representation of the linguistic
structure emerges, enabling the acquisition of the “harder” words. This learning process,
known as syntactic bootstrapping, is based on a close connection between syntactic and

semantic, with the former providing multiple probabilistic cues that help to infer the meaning
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of words. An early demonstration of this hypothesis comes from Gillette et al. (1999)’s study,
which involved adult participants guessing the “mystery word” uttered in silent videoclips of
mothers interacting with their toddlers. Participants' performance showed significant similarity
to the typical course of vocabulary acquisition in children. Crucially, early and late word
learning was better predicted by imageability (or concreteness) than the lexical categories:
hence, a concrete verb, such as “kiss” was acquired before an abstract noun like “idea”. When
a combination of the visual and linguistic-syntactic contextual cues was available, performance
was efficient not only for concrete concepts but also for abstract ones, corroborating the idea
that exposure to language information supports its identification.

Evidence for late learning of abstract words stems from an eye-tracking study by
Bergelson and Swingley (2013) in which parents and infants were shown a set of pair videos
and asked to name one of the events in the video. Younger children of 6-7 months of age
already recognize the meaning of concrete words (e.g., “banana”) but not that of more abstract
words (e.g., “kiss”). From the 10-13 months, infants looked significantly at the named target
video. Their performance improved greatly around 14-16-months-olds, with a positive increase
in target search for both concrete and abstract entities. Further comparison of these results with
a video-corpus of parent-infant interactions showed that concrete words occurred more
frequently in the presence of their referents (e.g., saying “a banana” when a real banana or a
picture of one was in the scene); in contrast, abstract words were produced less frequently in
association with their referents (e.g., saying “hi”” when no-one was in the scene). The authors
claimed that the developmental difference in the learning of abstract and concrete concepts is
due to the referential uncertainty, which makes it difficult to recognize abstract concepts

meaning only through environmental inputs. Moreover, the acquisition of abstract vocabulary
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demands specific social-cognitive skills, such as gaze-following and intention-reading abilities
(e.g., Carpenter et al., 1998).

Consistently with the literature on conceptual development, the WAT proposal (Borghi et
al., 2017) contends that concrete and abstract concepts differ in the modality of acquisition:
While the meaning of concrete concepts is acquired predominantly through sensory and motor
modalities, abstract concepts benefit most from linguistic and social inputs. Borghi and
colleagues (2019) recently proposed that the formation of abstract concepts emerges in
correspondence with some important, previously developed competencies. On the one hand,
increased linguistic skills, such as the ability to use labels even in the absence of their referent,
and to form categories based on common goal/intentions rather than the perceptual similarity
of their items (e.g., ad hoc categories, Barsalou, 1983, see § 4.1). On the other hand, mastery
of sophisticated social skills typically requires joint attention and joint action, such as
sensitivity to linguistic cues in context, the ability to monitor the gaze of others, and to
recognize a reliable source of information in adults.

The benefits of linguistic information in learning abstract concepts persist into
adulthood. In studies mimicking the acquisition of novel words (Borghi et al., 2011; Granito,
Scorolli, & Borghi, 2015), adult participants were presented with a set of 3D objects that
denoted novel concrete (i.e., a single, perceptually salient object) and abstract categories (i.e.,
multiple interacting elements). After becoming familiar with these new items and forming the
corresponded category, participants were taught the noun associated with each of them.
Results showed that abstract categories were more difficult to learn than concrete categories,
as in the case of real-world acquisitions. Furthermore, participants who were given a verbal

explanation of the word’s meaning exhibited a more accurate performance in the categorial
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recognition task than participants who had only learned the name. Crucially, language training
enhances learning, especially for participants who initially had worse performance with
abstract concepts, confirming the role of labels and word explanations for their acquisition.

Additional support for the peculiar mode of abstract concepts acquisition is provided by
psycholinguistic studies that investigate parameters such as Age of Acquisition (AoA) (Barca
et al., 2002) and Modality of Acquisition (Wauters et al., 2003; Della Rosa et al., 2010).

In AoA norming studies, participants estimate the age at which they learned a word
(Gilhooly & Logie, 1980). Typically, AoA correlates negatively with the level of concreteness.
Barca and colleagues (2002) collected ratings on more than 600 Italian nouns and found that
earlier acquired words tend to be rated as more concrete than those acquired later.

MoA refers to the type of information that supports concept acquisition by
distinguishing between a perceptual modality of acquisition (e.g., interacting with the object
referent; “bottle”), a linguistic modality of acquisition. (e.g., listening to explanations;
“grammar”), and a mixture of both modalities (e.g., showing a picture and explaining the
meaning; “tundra”). Wauters et al. (2003), who first validated the MoA constructs, analyzed a
set of words from textbooks used in elementary schools. The authors found that the MoA mean
ratings increased with progressive increases in complexity over the text grades. Accordingly,
the early graded words were acquired mainly through sensory modalities; in contrast, the
advanced texts included a higher proportion of words acquired mainly via linguistic
explanations.

Furthermore, Della Rosa and colleagues (2010) showed that the rating on abstract and
concrete concepts has a different distribution with respect to MoA. The acquisition of concrete

concepts is mainly perceptive, while abstract concepts are closely linked to linguistic inputs.
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Results revealed a positive correlation between abstractness and MoA (.203), testifying that
the more abstract terms are acquired primarily via linguistic information. The authors pointed
out that even though MoA and AoA are strongly related, the two variables do not overlap, so
they can be treated as independent predictors of abstractness or concreteness (for a review, see
Borghi et al. 2017). Overall, AoA and MoA literature is consistent with the WAT predictions:
The linguistic modality of acquisition becomes more critical with age; moreover, it might be

particularly decisive for complex words, which are often abstract.

2.4.5.2 Abstract concepts and the mouth motor system activation

As emerged in the previous paragraph, linguistic inputs are crucial for the acquisition
of abstract concepts whose referents are less constrained by sensory modalities and physical
interactions. However, this does not rule out a potential integration between sensorimotor
components and abstract conceptual knowledge. One of the main tenets of the WAT theory is
that the role of language for acquisition, representation, and use of abstract concepts has an
embodied counterpart in the activation of the mouth motor system. Below, | offer an overview
of numerous pieces of evidence that support this hypothesis, and then, in the next section, |
discuss some possible mechanisms that might underlie the relation between abstract concepts
and mouth motor areas.

The recruitment of linguistic regions, specifically the mouth motor system, during the
processing of abstract concepts and sentences is confirmed by neural evidence coming from
fMRI and TMS studies. For instance, Sakreida and colleagues (2013) investigated the neural
correlates associated with concrete and abstract content in an fMRI experiment in which nouns

(denoting a graspable/non-graspable entity) and verbs (motor/non-motor verbs) were
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combined to encompass a spectrum from pure concreteness to pure abstractness of meaning
(e.g., “to cares the dog/the idea”; “to think of the dog/the idea). In addition to a general
activation of sensorimotor networks (i.e., left lateral precentral gyrus and medial premotor
cortex), the results showed dissociative neural correlates: While the purely concrete
expressions activated the left inferior frontal gyrus and the two foci in the left inferior parietal
cortex, the purely abstract language contents triggered distinct activations in the anterior part
of the left middle temporal gyrus, which is a brain region known to underpin lexical and
phonological processing. In a TMS study, Scorolli et al. (2012) used phases containing a mixed
combination of nouns and verbs, both abstract and concrete, and asked participants to perform
a sentence sensibility task while single TMS pulses were delivered on the left primary motor
cortex (hand-related motor systems). Analysis of motor evoked potentials (MEPSs) showed an
early activation of hand motor areas with concrete sentences and delayed activation of the same
areas with abstract sentences. This result was likely due to a cascade effect from an initial
mouth- to the hand-related area activation given to their topographical contiguity in brain
regions. More recently, Dreyer and Pulvermiller (2018) extended previous findings of mouth
activation with mental abstract words (e.g., logic) that elicited a stronger activation of face
motor areas compared to emotional abstract words, which in turn equally activated different
foci of the motor system (e.g., hand, leg, mouth) during a passive reading task.

Behavioral studies further demonstrated that the mouth motor system is actively
involved during the acquisition and processing of abstract concepts to a larger extent than what
happens with concrete concepts. The first evidence comes from studies that mimic the
acquisition of new conceptual categories in adults that were asked to use the hand or the mouth

to respond to learned concepts. In the already mentioned study by Borghi and colleagues
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(2011), participants first learned novel categories of concrete and abstract entities (i.e.,
geometric shapes or names) and then were submitted to a property verification task in which
they were asked to identify features associated with a specific concept. Results showed that
responses to abstract concepts were faster when using a microphone to respond (thus engaging
the mouth) and responses to concrete concepts when pressing a key with the hand. Granito et
al. (2015) replicated this pattern of results in a study in which participants performed a
categorical recognition task after learning verbal categories of new objects and names.
Participants who had undergone the linguistic training were faster to respond to abstract words
when the answer was provided with the microphone, while no advantage was found for hand
responses. These findings confirm the link between mouth activation and verbally mediated
acquisition and suggest that this association prevails for abstract concepts.

Evidence for facilitation of mouth responses during abstract concepts processing was
also obtained in studies with real words and sentences. In an implicit word-definition matching
task, Borghi & Zarcone (2016) presented participants with either concrete or abstract word-
definition pairs and asked them to decide whether the definition matched the following abstract
and concrete target words. Importantly, in the first block, they were invited to respond with a
key on the keyboard, while in the second block with a device within the teeth. Overall, the
responses given by hand were faster than those given by the mouth; however, the difference
between hand and mouth responses was smaller for abstract concepts than for concrete ones.
Thus, the advantage of hand responses over mouth responses disappeared during the
processing of abstract concepts. These results were further replicated and extended in a study
by Mazzuca et al. (2018) using a go-nogo paradigm. Participants first performed a lexical

decision and then a recognition task on a set of concrete, abstract, and emotional words. The



151

authors found that facilitation for abstract concepts occurred not only when the mouth was
directly engaged in responding (Experiment 1), but also when it was indirectly occupied with
a device held with the teeth; and responses to critical trials were provided by another modality,
namely by pressing a pedal with the foot (Experiment 2). Interestingly, the effect was flexibly
modulated by the task: the interaction between effectors (mouth vs. hand) and type of concepts
(abstract, concrete, and emotion) was present in the recognition task but not in the lexical
decision task, probably because of the too shallow level of processing. These findings of a
connection between abstract concepts and mouth activation converge with those found in
explicit rating studies in which participants were asked to what extent different effectors were
involved with action with target words/sentences. People tend to associate abstract concepts,
and especially mental states ones, with the mouth effector and concrete concepts with the hand
effector, owing to their link to actions (Ghio et al., 2013).

Together, such evidence on mouth engagement during abstract concepts processing
suggests that the role of linguistic motoric component is not a by-product but is constitutive of
the representation of abstract conceptual knowledge. If so, one might wonder whether
inhibiting mouth use could lead to a selective impairment with abstract concepts. To this extent,
recent studies have found online and offline interference effects during abstract concepts
processing, when the mouth is actively occupied while performing a task.

Previous works showed that blocking oral muscles that covert phono-articulatory
simulation of a word, for example chewing gum, reduces the pleasantness of fluency of
pronunciation in case of repeated exposure of a word stimuli (i.e., Mere Exposure Effects,
MEEs; see Topolinski & Strack, 2009; Topolinski, Linder, & Freudenberg, 2014). Along this

line, Fini et al. (2021) conducted a behavioral interference task aimed at investigating the
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functional role and mechanisms underlying mouth involvement during abstract concepts
processing, and especially the role of inner language. To this end, the authors performed a
study in which inner speech and the phonological loop were inhibited through the common
method of articulatory suppression, i.e., syllable, words repetition (see § 2.3.1.). In this study,
participants judged whether words were abstract or concrete by pressing two different pedals
with their feet. Crucially, the authors designed different task conditions to activate the mouth
and hand effectors: While performing the categorization task, participants were asked either to
continually pronounce a syllable (articulatory suppression) or rhythmically squeeze a softball
with their hand (manipulation) or do anything (baseline). Analysis of RTs showed that the
processing of abstract concepts was slower than concrete concepts in the articulatory
suppression condition, while no difference was observed in the manipulation condition. These
findings indicate that disrupting the mouth use impacts the speed of accessing the abstract word
meaning, generating interference. It also suggests that the processing of abstract concepts
might rely on linguistic experience mediated by inner speech.

Further interference effects have been found in conceptual developmental studies
investigating the role of mouth motor systems in abstract concepts acquisition. Two
longitudinal experiments on children examined whether, in the early stage of linguistic
development, the prolonged inhibition of mouth movements with an oral device, i.e., the
pacifier, has a selective and long-term impact on abstract word processing and representation.
In a first study, Barca, Mazzuca, and Borghi (2017) asked 6-7-year-old typically developed
children to provide definitions of abstract, concrete, and emotional concepts. The sample of
children was differentiated based on the number of years of pacifier use. Analysis of produced

features showed that the over-exposure of pacifier did not affect word definition accuracy but
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modulated the conceptual relations elicited by different kinds of words. Specifically, compared
to the other children, those who used pacifiers up to age 3 and beyond describe concrete
components of concepts, such as exemplifications and functional relations, produce fewer free
associations and refer less to emotions and experiential contents (i.e., the distinctive features
typically associated with abstract concepts). Interestingly, the distinction between concrete and
emotional words definitions, and between concrete and abstract words definitions were clear
in children who have never used a pacifier or have used it to a minor extent and became
progressively less sharp in later pacifier users, suggesting that extensive use of pacifier conflict
with the recruitment of mouth motor systems involved in simulating abstract word meanings.

In a second study, Barca, Mazzuca, and Borghi (2020) confirmed this pattern of results
using a semantic categorization task, in which 7-8-year old children with a different history of
pacifier use had to discriminate between abstract, emotional, and animal concepts by pressing
a button on a keyboard. In line with previous evidence, the spread of responses for the three
types of concepts was influenced by the period of pacifier use in childhood: Compared to other
children, who used the pacifier longer were slower in response to abstract words than concrete
and emotional words. Overall, these studies suggest that the forced inhibition of facial muscles
during linguistic acquisition might reduce the benefit of linguistic and social input on the
acquisition of abstract words, resulting in an interference with subsequent abstract conceptual
and linguistic competence.

The review of the extant literature on the link between the mouth motor system and
abstract concepts confirms that linguistic experience plays a crucial role in their representation
and processing. This is evidenced by the facilitating or interfering effect of mouth motor areas

activation with abstract concepts and sentences in a variety of behavioral tasks in children and
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adults (i.e., emergence of new words, recognition task, interference paradigms, definition
matching task), and by the strong activation of mouth motor systems in ratings and fMRI
studies with mental states abstract concepts. Overall, these findings indicate, in line with the
WAT theory, that the language is ultimately an embodied and grounded system, whose specific

components actively contribute to abstract concepts representation.

2.4.5.3 Mouth activation: inner speech and social metacognition mechanisms

The evidence discussed so far demonstrated that the mouth involvement with abstract
concepts plays a functional role, influencing speed in accessing word meanings. During
learning and processing of abstract concepts, such activation leads to facilitation effects when
the mouth is a response effector or to interference effects when the mouth is engaged in other
motor tasks, or a device blocks its active use. Recently, Borghi and colleagues (Borghi et al.,
2019; Borghi, 2020) suggested that different but not conflicting mechanisms can subtend this
activation of the mouth.

One possible explanation might be the re-enactment of th