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ABSTRACT 

Cancer is at the moment the principal cause of death in western countries. Among the several 

approaches commonly used to deal with cancer, immunotherapy has progressed 

considerably in recent years and has become an important treatment for human cancers either 

alone or in combination with other therapeutic interventions. At the same time, the success 

of classical antitumor chemotherapy has recently been shown to be due to the stimulation of 

innate and adaptive immunity against tumors. However, the relevant mechanisms have not 

been fully clarified yet. Topoisomerase I (Top1) poisons are among the most clinically-

effective drugs for colon, ovary and lung cancers. Top1 is a key enzyme that resolves 

topological stress accumulated during transcription, replication and chromatin remodeling 

by allowing strand rotation through a transient single-strand break introduced by the enzyme 

into the DNA duplex substrate. Anticancer Top1 poisons trap DNA-enzyme intermediates 

and can lead to irreversible DNA double-strand breaks (DSBs), cell death and genome 

instability. We have results showing that structurally different Top1 poisons, Camptothecin 

(CPT) and Indimitecan (LMP776), induce the formation of micronuclei (MNi) in human 

cancer cells. MNi can be a source of cytoplasmic DNAs that can activate STING-dependent 

pathways leading to an innate immune gene activation and production of type I interferons 

and other cytokines in cancer cells. As the mechanisms of MNi formation are not fully 

established, the main aim of this PhD project is to establish the mechanism of MNi induction 

by Top1 poisons in human cancer cells. Using immunofluorescence assays and EdU 

labelling of nascent DNAs, our results show that, after 24 hours of recovery, short treatment 

with sub-cytotoxic doses of Top1 poisons induces the formation of MNi that do not contain 

newly synthetized (EdU-labelled) DNA in human cancer HeLa and U2OS cells. Under 

similar experimental conditions, the drugs were able to produce significant levels of γH2AX 

and p53BP1, markers of DSBs, in replicating cells but much lower levels in non-replicating 

cells. In line with published data, we also saw that Top1 poisons delay replication machinery 

reducing EdU incorporation. This data, together with EdU-negative (EdU-) MNi formation, 

suggest that under-replication may be a cause of MNi production. Further results show that 
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EdU- MNi formation is not dependent on transcription while being dependent on R-loops, 

as overexpression of RNaseH1 markedly reduces Top1 induced MNi. Genome-wide 

mapping of R-loops by DRIP-seq technique revealed that R-loop levels are both decreased 

and increased by CPT depending on the specific genomic regions. In particular, increased 

R-loops are mainly found at active genes and always overlapped with Top1cc sites, as 

defined by (Baranello et al., 2016). Additionally, we found that increased R-loops overlap 

with lamina associated domains while decreased R-loops correlate with replication origin 

sites, as reported by (M. M. Martin et al., 2011). Overall, our data are consistent with 

Top1ccs causing an increase of R-loop levels and then irreversible DNA cleavage at selected 

genomic regions. The data altogether are consistent with the formation of MNi due to R-

loop increase and under-replication at specific regions caused by Top1 poisons. Finally, we 

found that Top1 poison treatments lead to an asymmetric distribution of newly synthesized 

DNA at mitosis, which may suggest, together with published data, that MNi are formed 

through an active process to preserve genome integrity at least in one daughter cell in relation 

to a non-random chromatid segregation at mitosis. These results will eventually help in 

developing new strategies for effective personalized interventions by using Top1-targeted 

compounds as immuno-modulators in cancer patients. 
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INTRODUCTION 

Cancer, together with cardiovascular diseases, is the primary cause of death in western 

countries. In ancient times, its incidence was negligible mainly because of short life 

expectancy, which was also due to the wide diffusion of infectious diseases. It was in the 

second half of the 20th century that, with increased life expectancy (also thanks to antibiotics 

and vaccines which dealt with infectious diseases), cancer became a serious problem to be 

faced. Nowadays, cancer is among the top two principal causes of death in 112 of 183 

counties (Sung et al., 2021). With reference to estimates reported by the International 

Agency for Research on Cancer (IARC), new cases of cancer increased worldwide from 18.1 

million in 2018 to 19.3 million in 2020, while death caused by cancer during the same period 

raised from 9.5 to 10 million (Bray et al., 2018; Sung et al., 2021). On the other side 

infectious diseases and other important pathologies such as stroke and coronary heart disease 

registered an evident decline in mortality rate (Bray et al., 2021). 

To cope with cancer, different strategies have been developed over the years. To date, the 

most conventional approaches are chemotherapy, surgery and radiation therapy even if the 

more recent development and success of strategies involving the immune system resulted in 

immunotherapy as a new pillar of cancer treatment. Although mono-immunotherapy 

produced striking results in some patients, it has been shown that combination 

immunotherapy maximizes antitumor activity (Barbari et al., 2020; Drake, 2012). Of 

particular interest is the combination of immunotherapy and chemotherapy and their ability 

to mutually potentiate their action against cancer (Bailly et al., 2020; Q. Liu et al., 2021; S. 

Zhu et al., 2021). The positive action of chemotherapy on immunotherapy efficacy is given 

by the fact that, despite old believes, chemotherapy can stimulate the immune system with 

consequent antitumor effects (Emens & Middleton, 2015; Galluzzi et al., 2020; Saxena et 

al., 2020). Among the most important chemotherapeutic drugs, DNA topoisomerase poisons 

can have immunomodulant activity, as already described (Bracci et al., 2014; Haggerty et 

al., 2011; Hannesdóttir et al., 2013; Wan et al., 2012). However, how these poisons can 

activate the innate immunity is still under evaluation and its understanding will probably 
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open to the development of innovative, safer and more effective use of these established 

antitumor agents. 

1. Topoisomerases 1B poisons as chemotherapeutic 

agents 

1.1 DNA Topoisomerases 

DNA topoisomerases are fundamental enzymes which regulate local and long-range genome 

structure by packing it into nuclear chromatin and resolving topological stresses generated 

during replication, transcription, DNA recombination and chromatin remodeling. Besides 

Spo11, a topoisomerase II-related enzyme expressed only in germ cells, six topoisomerases 

are encoded in the mammalian genome, classified into three main sub-families: 

Topoisomerase IA (TOP3α and TOP3β), Topoisomerase IB (TOP1 and TOP1mt) and 

Topoisomerase II (TOP2α, TOP2β) (Capranico et al., 2017; James J Champoux, 2001; 

Pommier et al., 2016; Wang, 2002). 

TYPE-1 TOPOISOMERASES cleave only one of the two DNA strands. Type 1A enzymes 

relax only hyper-negative supercoiling using Mg2+ as a metal cofactor. More specifically, 

they cut the DNA and covalently link to the 5’-phosphate (5’-P) end (Fig.1). Then, they 

allow the passage of a duplex through the previously-produced strand break (strand-

passage mechanism). On the other end, the molecular mechanism of Type 1B enzyme is 

different as they relax, without using any energy cofactor, both negative and positive 

supercoils by rotating the cut strand around the intact one (controlled-rotation mechanism) 

and becoming transiently linked to the 3’-phosphate (3’-P) end of the cut strand (Fig.1). 

Type I topoisomerases are usually monomeric enzyme. 

TYPE-2 TOPOISOMERASES cut both DNA strands of a duplex, and become linked to 

the 5’-P ends of cut strands. These enzymes are composed of two or four subunits and use a 

strand-passage mechanism to change the topology of DNA substrates. By multiple protein 
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conformational changes, they allow a duplex DNA to pass through the double-strand break 

of another duplex DNA (Fig.1). They resolve negative and positive supercoils, catenates and 

DNA knots by using ATP molecules and Mg2+ as a cofactor.  

 

Fig.1 Human topoisomerases. Figure from Pommier, Y., Sun, Y., Shar-yin, N. H., & Nitiss, J. L. (2016). Roles of 

eukaryotic topoisomerases in transcription, replication and genomic stability. Nature reviews Molecular cell 

biology, 17(11), 703-721. Image licensed by Springer Nature and Copyright Clearance Center’s RightsLink® service 

(License n. 5236000823509). 
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1.2 Topoisomerase 1B 

Nuclear human Top1B (also referred as Top1 throughout the text) is a 765 amino-acid 

enzyme, encoded on chromosome 20 and composed of four main domains (Fig.2): N-

terminus, core, linker, and C-terminus. The N-terminus is a poorly conserved domain 

containing the nuclear localization signals (NLS) as well as interaction sites for other 

proteins (Bharti et al., 1996; Mo et al., 2000; Pommier et al., 2016). The highly conserved 

core domain is important for DNA interaction, even if the cleavage site (tyrosine catalytic 

residue -Tyr273) is located on the C-terminal domain. The core and the C-terminus are 

linked by the poorly conserved linker domain, which plays a major role in the controlled-

rotation mechanism of the enzyme (Capranico et al., 2017; James J Champoux, 2001; 

D’Annessa et al., 2014). 

Fig.2 Topoisomerase1B structure. N-terminal domain, core, linker and C-terminal domain are represented in 

yellow, red, green and blue respectively. The arrows and the numbers above indicate the amino acids forming 

the active site. Figure from  Ottaviani, A., Iacovelli, F., Fiorani, P., & Desideri, A. (2021). Natural Compounds 

as Therapeutic Agents: The Case of Human Topoisomerase IB. International Journal of Molecular 

Sciences, 22(8), 4138. Image licensed under the Creative Commons Attribution License.  

https://creativecommons.org/licenses/by/4.0/
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Constitutively expressed throughout the cell cycle (Baker et al., 1995), Top1B relaxes 

topological stress by nicking one DNA strand and forming a covalent bond between the 

Tyr723 residue and the DNA 3′-P. The resulting DNA-enzyme covalent complex is called 

Top1 cleavage complex (Top1cc). After the “controlled rotation” of the cut strand around 

the intact one, Top1 then re-ligate the broken strands and detaches from them (Capranico et 

al., 2017; James J Champoux, 2001). The relegation step, during which the 3’-P end needs 

to be aligned with the 5’‐hydroxyl (5’-OH) end, is thermodynamically favored in normal 

condition. This is why the reaction is transient and the cleavage complex intermediate cannot 

be usually detected (Seol et al., 2012). However, endogenous injuries, such as oxidized 

bases, mismatches, nicks, abasic sites, etc. can cause the misalignment of the 5’‐OH arm. 

This makes the cleavage irreversible leading to DNA breaks which can threaten genome 

stability and cell survival. This process is exploited in medical oncology by using chemical 

compounds called ‘poisons’ as effective antitumor drugs (Capranico et al., 1997). 

The described breakage-religation mechanism is fundamental during biological processes 

characterized by an alteration of DNA topology. For example, DNA and RNA polymerases 

progression imply the separation of the two strands and, consequently, the formation of 

positive and negative supercoils respectively upstream and downstream the two enzymes (J. 

J. Champoux & Dulbecco, 1972; L. F. Liu & Wang, 1987). In this context, positive 

supercoils represent an obstacle to these essential processes and are removed by Top1. On 

the other hand, negative supercoils favor the formation of non-canonical DNA structures, 

such as R-loops, which represent a further impediment to replication and transcription 

processes (Chedin et al., 2020). Once again, Top1 has the ability to relax this type of torsional 

stress preventing the formation of such obstacles. Curiously, considering that the opened 

strands of negative supercoils have a positive role in transcription initiation at the promoter 

level and in the firing of replication origins, it has not fully understood whether and how 

Top1 recognizes the different type of supercoils (Capranico et al., 2017; Di Felice & 

Camilloni, 2021). Always related to its relaxation activity, Top1 has been implicated also in 

other processes such as chromatin remodeling (Durand-Dubief et al., 2010).  
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In addition to the canonical activity described for Top1, there are different functions which 

are not related to the relaxation activity of the enzyme. For example, it has been shown that 

Top1 phosphorylates specific RNA splicing factors (Rossi et al., 1998) involved in splicing 

and other processes related to transcript maturation (Jeong, 2017; Soret et al., 2003), even if 

these results have not yet been replicated and the mechanism still remains to be determined. 

It has already been shown that, by phosphorylating these proteins, Top1 impede R-loop 

formation (Tuduri et al., 2009). An additional non-catalytic activity of Top1 is given by its 

ability to act as a scaffold protein: in vitro experiments demonstrated that Top1, which 

catalytical activity was previously inactivated, is recruited to the promoter by TFIID and 

stimulates transcription process by recruiting other protein factors essential for transcription 

initiation and elongation (Di Felice & Camilloni, 2021; Shykind et al., 1997). 

1.2 Topoisomerase 1B inhibition and poisoning 

Several chemical agents can interfere with Top1 action. If the compounds impede the 

binding or catalytic activity of the enzyme preventing Top1cc formation,  they are called 

“catalytic inhibitors” or “suppressors”. Among these agents, two main classes can be 

distinguished (Capranico et al., 2017; Capranico & Binaschi, 1998; Cinelli, 2019): DNA 

binding agents, which prevent enzyme attachment to DNA substrates, and Top1 binders, 

which bind to the enzyme alone avoiding DNA binding or DNA cleavage reaction. On the 

other hand, there are various chemical compounds which act as “poisons”: they bind to a 

receptor at the DNA cleavage site, constituted by the enzyme and the DNA (Capranico et 

al., 1997; Capranico & Binaschi, 1998; Staker et al., 2002). Here, the poison forms 

hydrophobic interactions with the DNA and, at the same time, hydrogen bonds with the 

enzyme which stabilize the Top1cc impeding the re-ligation step (Capranico & Binaschi, 

1998; Pommier et al., 2015). An important molecular feature of Top1 poisons is that, both 

in vitro and in living cells, they bind Top1cc reversibly (Covey et al., 1989; Tanizawa et al., 

1994). We know that, once the drug is removed, DNA cleavage rapidly reverses due to the 

DNA re-ligation activity of Top1. Importantly, all clinically-effective anticancer drugs are 

poisons of Top1 rather than catalytic inhibitors. 



11 

 

Top1 poisons can be divided into two main groups (Fig.3): 

- CAMPTOTHECIN (CPT) AND ITS DERIVATES (Fig.3A): Camptothecin is an 

alkaloid derived from the Camptotheca acuminate tree. At physiological pH, it has 

an E-ring lactone (active form) which readily opens to the more soluble carboxylate 

form (inactive), the prevalent form at alkaline pHs (Pommier, 2006). Although it is 

an effective anticancer compound in animal models, CPT has a number of side 

effects (acute bone‐marrow suppression, vomiting, diarrhea and hemorrhagic 

cystitis, necessity of long infusion times because its reversibility), which led to its 

initial dismission from clinical studies and to the development of new derivatives 

with the aim of reducing the side effects by increasing its water solubility and 

stability of the active lactone form.  

CPT derivates, Irinotecan and Topotecan, are the only Top1-targeted drugs approved 

by the Food and Drug administration (FDA) and European Medical Agency (EMA) 

for standard cancer therapy. Irinotecan can be prescribed for gastrointestinal tumors, 

while Topotecan is used for ovarian tumors and small cell lung cancers (SCLC). 

However, both compounds still have dose-limiting toxicity and short half-life 

because of E-ring opening. 

- NON-CAMPTOTHECIN COMPOUNDS (Fig.3B): After discovering that Top1 

was the cellular target of CPT and with the aim of overcoming drug side effects, 

several laboratories started searching for non-camptothecin Top1 poisons to 

overcome E-ring instability and CPT toxic effects. Among the new compounds, two 

classes (indenoisoquinolines and dibenzonaphthyridinones) are in clinical 

development and, apparently, they are similarly active and tolerated as CPTs in early 

phase clinical trials. Indenoisoquinolines, indimitecan (LMP776) and indotecan 

(LMP400) (Kinders et al., 2011) showed several advantages in comparison with  

CPTs due to their different characteristics: they have a higher chemical stability since 

they have no lactone groups; they form less reversible and, consequently, more stable 

Top1ccs (Antony et al., 2007; Tanizawa et al., 1994); they trap Top1ccs with a 
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different sequence specificity as compared with CPT (Capranico et al., 2017; Cinelli, 

2019; Pommier, 2006; Tanizawa et al., 1994; Xu & Her, 2015); they have less side 

effects on normal tissues (Burton et al., 2018; Kummar et al., 2016). 

 

1.3 Top1 poisoning effects 

As already said, Top1cc is a short-term complex which usually persists for less than a 

second, however when the cleavage complex is trapped and stabilized by CPT, Top1cc half-

life increases to 2 minutes (Koster et al., 2007). Long-lived Top1ccs can have harmful effects 

such as increased DNA damage, genome instability and cell death (S. H. Chen et al., 2013; 

Pommier, 2013; Pommier et al., 2015). DNA damage is not caused by the drug itself but to 

the interference of trapped Top1cc with other biological processes. Indeed, the presence of 

stalled Top1ccs and the resulting DNA lesion (single strand breaks - SSBs) impair both 

replication and transcription processes (Ljungman & Hanawalt, 1996; Seiler et al., 2007; 

Stephanie Solier et al., 2013).  

Fig.3 Camptothecins (A) and Non-camptothecin Top1 poisons (B). adapted with permission from Pommier, Y. 

(2013). Drugging topoisomerases: lessons and challenges. ACS chemical biology, 8(1), 82-95. Copyright 2022 American 

Chemical Society.  



13 

 

1.3.1. Top1 poisoning and DNA replication  

When the Top1 cleavage complex is trapped by poisons, the physically-blocked Top1ccs 

and the associated DNA-SSB, the unresolved torsional stress ahead of replication fork and 

the formation of non-canonical DNA structures, all may constitute an obstacle to the 

advancing replication fork. As a consequence, replication inhibition, fork stalling/collapse 

(Hsiang et al., 1989) and increasing of single-ended double‐stranded DNA breakage (se-

DSBs) (Cliby et al., 2002; Nyamuswa & Silber, 1993; Ray Chaudhuri et al., 2012; Srivastava 

et al., 2018; Zhao et al., 2018) have been observed during the S‐phase of the cell cycle. In 

particular, when the leading strand is replicated up to the 5′ end, the SSB associated to the 

TOP1cc can be converted into toxic DSB by the run-off of replication fork (Fig.4) 

(Strumberg et al., 2000). This is why  CPT has become a common and specific tool to induce 

DSBs at replication forks during S phase. In addition, slow-moving replication forks increase 

the chances that transcription-replication conflicts occur with severe consequences for 

genome stability (Hamperl et al., 2018).  

Fig.4 Conversion of Top1cc into DSB in replication context. Figure adapted from Pommier, Y. (2006). 

Topoisomerase I inhibitors: camptothecins and beyond. Nature Reviews Cancer, 6(10), 789-802. Image licensed by 

Springer Nature and Copyright Clearance Center’s RightsLink® service (License n. 5236010125480). 
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1.3.2 Top1 poisoning and transcription  

As in the case of replication, also transcription have been proposed to make TOP1ccs 

irreversible (Khobta et al., 2006; Wu & Liu, 1997). However, the consequent DNA damage 

and molecular response is not so well understood.  

Top1 importance during transcription is mostly given by its relaxation activity, which is 

needed since RNA polymerase activity generates a high level of torsional stress. Indeed, 

according to the twin-supercoiled domain model (L. F. Liu & Wang, 1987; Tsao et al., 1989), 

as RNA polymerase moves along the template that cannot rotate around the other strand, the 

DNA duplex becomes negatively and positively supercoiled behind and ahead of the 

polymerase, respectively.  

Moreover, considered that Top1 functions during transcriptions are various (Merino et al., 

1993; Stéphanie Solier et al., 2011; Soret et al., 2003), CPT presence can impair also the 

non-catalytic activity of the enzyme. For example, it was observed that Top1cc poisoning 

impairs RNA splicing producing alternative transcripts (Baranello et al., 2009; Eisenreich et 

al., 2009; Shkreta et al., 2008; Stéphanie Solier et al., 2004). 

The accumulation of negative supercoiling after Top1 poisoning locally at highly transcribed 

promoters (Kouzine et al., 2013) may promote the formation of non-B DNA structures such 

as R-loops. R-loops are non-canonical DNA structures composed of an RNA strand annealed 

to its DNA template and a displaced non-template strand. Their formation happens mostly 

during transcription as negative supercoils behind an elongating RNA Polymerase II may 

lead to the separation of the two DNA strands favoring RNA hybridization (Fig.5) (Chedin 

et al., 2020; Miglietta et al., 2020). 

It is currently well known that R-loops have physiological functions: they favor transcription 

by protecting promoters from methylation (Grunseich et al., 2018) or by preventing 

transcriptional repressors binding (P. B. Chen et al., 2015); they regulate transcription 

termination of some genes, chromatin organization, DNA methylation at CpG islands, and 
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immunoglobulin class-switch recombination (Bayona-Feliu et al., 2021; Hegazy et al., 2020; 

Skourti-Stathaki et al., 2011). However, unbalanced levels of R-loops may have harmful 

consequences such as the increase of DNA double-strand breaks, genome instability and cell 

death (Aguilera & Gómez-González, 2017; Chédin, 2016; Sollier & Cimprich, 2015). 

Indeed, as mentioned before, R-loops constitute an obstacle to replication process and 

increase the rate of collisions between replication and transcription machineries (Chedin et 

al., 2020; Madzia P. Crossley et al., 2019). 

To maintain R-loop homeostasis, cells use different strategies which can be divided into two 

classes: preventing factors and removing factors. The former are recruited to the newly 

synthetized RNA (Domínguez-Sánchez et al., 2011; Skourti-Stathaki et al., 2011; Wahba et 

al., 2011) or control DNA topological changes (Aguilera & Gómez-González, 2017; Tuduri 

et al., 2009) while the latter directly resolve R-loop structures. Topoisomerase 1B fall into 

the first category, while specific nucleases such as RNase H (RNase H1 and 2 in humans) 

Fig.5 R-loop formation. Figure adapted from Pommier, Y. (2006). Adapted from Topoisomerase I inhibitors: 

camptothecins and beyond. Nature Reviews Cancer, 6(10), 789-802. Image licensed by Springer Nature and Copyright 

Clearance Center’s RightsLink® service (License n. 5236010125480) 
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(Cerritelli & Crouch, 2009; Wahba et al., 2011) belongs to the removing factors and are 

generally used to rescue R-loop formation (Domínguez-Sánchez et al., 2011). 

Given the importance of Topoisomerase 1B in contrasting R-loop formation, it can be easily 

understood why, in case of Top1 trapping, R-loops increase interferes with replication 

process and leads to an increase of replication-transcription conflicts, DNA damage and 

genome instability. Furthermore, it has been observed that R-loops can also contrast directly 

with transcription and DNA damage response (Bonnet et al., 2017; Cohen et al., 2018; 

Cristini et al., 2019; D’Alessandro et al., 2018; Lang et al., 2017; Ohle et al., 2016).  

1.4 Top1 mediated DNA damage cellular response 

In physiological conditions, the presence of Top1cc activates several pathways (Fig.6) to 

resolve the protein-linked break and the consequent irreversible damage caused by the 

encounter with replication and transcription machineries. In this regard, the initial lesion 

constituted by Top1cc can be repaired by three main pathways: 

- TOP1cc REVERSAL PATHWAY: when  the 5’-OH end remains intact and 

aligned with the 3’-P end linked to the enzyme, the easiest thing to do is to continue 

with the relegation step, as explained in “Topoisomerase IB” section. Thus, this 

pathway mainly occurs when the harmful arriving of replication or transcription 

machinery is followed by its regression (pull-back) (Pommier et al., 2006). In the 

case of replication, regression generate a four-stranded “chickenfoot” DNA 

structure. The resolution of this structure has been ascribed to different elements such 

as RECQ helicases or homologous recombination (HR) factors (e.g. RAD51). 

Another possibility is the resection of reversed forks by DNA2 nuclease. However, 

the fate of reversed forks has not been completely unveiled  (Berti et al., 2013; Quinet 

et al., 2017; Thangavel et al., 2015). In the case of transcription, Rad26 and TFIIS 

are mainly involved in RNA polymerase II (PolII) backtracking (Van Den Boom et 

al., 2002).  
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- TYROSYL-DNA-PHOSPHODIESTERASE (TDP1) PATHWAY: In this case, 

the first step is the ubiquitination and subsequent proteasome degradation of the 

trapped enzyme with a resulting short peptide covalently linked to the 3'-P end of the 

DNA (Desai et al., 2001; Lin et al., 2008). At this point, thanks to the intervention of 

some proteins of the Base Excision Repair (BER) pathway, (PARP1 and XRCC1) 

TDP1 is recruited to the cleavage site to hydrolyze the covalent bond between DNA 

and the peptide remaining after Top1 degradation by proteasome. Re-ligation is then 

possible essentially via the BER pathway (Mei et al., 2020). 

- ENDONUCLEASE PATHWAY: In addition, numerous endonucleases (e.g. 

XPF/ERCC1, SLX1-SLX4, MUS81-EME1, Mre11/Rad50/ Nbs1 (MRN complex), 

FEN1, etc.) can participate in different mechanisms to remove Top1cs. In parallel 

with or in alternative to the TDP1 pathway (Pommier et al., 2006), they excise the 

DNA at a few nucleotides away from the 3'-P-TOP1 end (Lin et al., 2008; Pommier 

et al., 2006) converting the Top1ccs into SSBs with a gap of a few nucleotides. At 

this point, the break can be resolved thanks to BER enzymes which permit the filling 

of the gap and the rejoining of the two extremities.  

If SSB is not repaired in time, as previously stated, Top1ccs can encounter with replication 

and/or transcription machineries leading to DSBs generation. In this case DNA lesions can 

be repaired by two main pathways: homologous recombination (HR) repair, initiated by 

MRN-BRCA-Rad51 activities or nonhomologous end joining (NHEJ), which starts with 

Ku‐DNA‐PK intervention. More specifically, the HR pathway act by “coping” the missing 

information from an homologous DNA template while NHEJ repair directly ligates the two 

DNA ends. One or the other pathway is chosen according to the type of damage and the 

phase of the cells cycle (Iyama & Wilson, 2013; Mei et al., 2020; Symington & Gautier, 

2011). 

The DNA damage response (DDR) caused by Top1ccs triggers cell-cycle checkpoints with 

the aim of delaying cell cycle progression, by downregulating CDK activity. The two central 

checkpoint kinase cascades activated by DNA damage are the ataxia telangiectasia and 

Rad3-related (ATR) and ataxia telangiectasia mutated (ATM) pathways. After their 
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activation, ATR and ATM phosphorylate different proteins involved in damage repair and 

checkpoint control (Kuo & Yang, 2008; Teicher, 2008). Among these proteins, of particular 

importance there are: 

- H2AX HISTONE: within few minutes from DSB formation, the H2AX histone is 

phosphorylated (γ-H2AX)  (Furuta et al., 2003) and accumulates around the double-

strand breaks forming nuclear foci. This makes γ‐H2AX a sensitive and commonly-

used biomarker for Top1cc‐induced DNA damage; 

- RPA32: pRPA32 stabilizes single-stranded DNA (ssDNA) during replication and 

repair processes forming heterotrimers with RPA70 and RPA14. Both H2AX and 

RPA32 are phosphorylated by the DNA-dependent protein kinase (DNAPK) in 

combination with ATM and ATR (Furuta et al., 2003; Shao et al., 1999; Soniat et al., 

2019);  

- BLOOM'S SYNDROME PROTEIN (BLM): After phosphorylation by ATM, 

BLM colocalizes with γ‐H2AX to facilitate its phosphorylation (Rao et al., 2005). 

BLM activates HR pathway by contributing to the resection of double strand breaks. 

The generated single-stranded intermediate is subsequently bound by RPA and 

RAD51 (Patel et al., 2017). 

Other ATM phosphorylated proteins are CHK2, BRCA1, TDP1 and p53, which is also a 

substrate of ATR together with CHK1. The phosphorylation of these proteins permits to 

activate the different DDR pathways and control cell cycle checkpoints, giving time for 

damage repair and avoiding the onset of additional damage before DNA replication or 

mitosis (Pommier et al., 2006).   

Despite the activation of all these DDR pathways, Top1 poisons cause such a massive 

damage to be highly cytotoxic. Indeed, Top1cc formation, replication-dependent DNA 

damage, transcription and R-loops can all contribute to cell cycle blockage and apoptosis 

mediated by Top1 poisons (L. F. Liu et al., 1992; Morris, 1996; Zhou et al., 2002). In 

connection with this, the presence of higher Top1 levels in rapidly proliferating cancer cells 

than in healthy non-proliferating tissues makes cancer more susceptible to Top1 poisons 
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(Braun et al., 2008; Madden & Champoux, 1992) and, consequently, Top1 poisons an 

excellent tool for chemotherapeutic cancer treatment. 

2. Top1 poisons as immunomodulators  

In addition to the well cytotoxic effects, the induction of immune response by Top1 poisons 

is emerging as a boosting mechanism of immunotherapy efficacy (Bracci et al., 2014; 

Haggerty et al., 2011; Hannesdóttir et al., 2013; Wan et al., 2012). For instance, recent data 

showed how Top1 poisons stimulate the production of antigens in melanoma cells and the 

expression of class I MHC molecules and IFNβ in breast cancer cells (Haggerty et al., 2011; 

Wan et al., 2012). More recently, it was demonstrated that topotecan induces the production 

of inflammatory cytokines by stimulating the cGAS receptor (Kitai et al., 2017) and that 

CPT and LMP776 can also activate the innate immunity related pathway of cGAS-STING 

(Marinello et al., 2022). Even if the molecular basis of this immune stimulation are still being 

Fig.6 DNA damage response to Top1cc trapping. Figure from Mei, C., Lei, L., Tan, L. M., Xu, X. J., He, B. M., 

Luo, C., ... & Liu, Z. Q. (2020). The role of single strand break repair pathways in cellular responses to camptothecin 

induced DNA damage. Biomedicine & Pharmacotherapy, 125, 109875. Image released under a Creative Common License. 

https://creativecommons.org/licenses/by/4.0/
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examined, we made a small step forward by identifying micronuclei (MNi) production as an 

important triggering element for innate immune gene activation by Top1 poisons (Marinello 

et al., 2022) .  

MNi are little cytoplasmatic bodies containing damaged chromosome fragments and/or 

whole chromosomes that were not included into the main nucleus (Fenech et al., 2016). They 

can likely form during mitosis from lagging chromosomes or chromatid fragments after the 

failure of chromosome segregation and/or cell cytokinesis (Fenech, 2020; Fenech et al., 

2016; K. I. Utani et al., 2010). Indeed, although the presence of DDR pathways and cell 

cycle checkpoints to  prevent genome instability, threatened DNA can sometimes elude cell 

surveillance continuing into mitosis. Progression through mitosis of damaged DNA causes 

mitotic defects like lagging chromosomes and ultrafine DNA bridges which can in turn lead 

to the formation of MNi (Wilhelm et al., 2020). Alternatively, they can form during 

interphase from nuclear blebbing of DNA-repair complexes or from over-amplified DNA 

(K. ichi Utani et al., 2011). After their formation, they can be removed by the autophagy 

pathway (Bartsch et al., 2017; Lan et al., 2014), reincorporated into the main nucleus 

contributing to chromothripsis (C. Z. Zhang et al., 2015), or can break their membrane 

(Hatch et al., 2013) spreading the DNA content into the cytoplasm. The presence of free 

DNA in the cytoplasm is a signal that triggers the activation of the cGAS-STING pathway 

(Harding et al., 2017; MacKenzie et al., 2017) which have a central role in innate immune 

response to infections, inflammation and cancer (Burdette & Vance, 2013; Dhanwani et al., 

2018). 

Top1 poisons induce MNi formation (Holmström & Winters, 1992; Marinello et al., 2022; 

K. ichi Utani et al., 2011), thus leading to immune gene activation (Marinello et al., 2022).  

How MNi form, as a general mechanism and as a consequence of Top1 poisoning, it is not 

fully established yet. We have unpublished and published data showing that MNi formation 

is mediated by R-loop increase (De Magis et al., 2019; Marinello et al., 2022), however, 

further investigation needs to be done. Understanding how Top1 poisons lead to MNi 

formation, will perimit a more conscious use of such chemotherapeutic drugs in an 

immunostimulatory context. 
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AIM OF THE PROJECT 

MNi have recently emerged as a connection element between genome instability and innate 

immunity. In particular, it has been proved that some chemotherapeutic drugs, such as Top1 

poisons, may stimulate the activation of innate immune genes likely by increasing the 

production of MNi (Marinello et al., 2022). However, it has not fully established which is 

the mechanism underlying their formation.  

In this context, the present PhD project aimed to understand which is (are) the molecular and 

cellular mechanism(s) driving MNi formation after treating human cancer cells with Top1 

poisons. In particular, we tried to establish if MNi production could be a cell phase specific 

phenomenon and whether replication, transcription and R-loop formation were involved in 

this process. To investigate MNi formation, we mainly conducted immunofluorescence 

microscopy (IF) experiments to visualize MNi and DNA damage patterns after Top1 poisons 

administration. Combing experiments, in parallel with IF, let us to investigate replication 

impairments. Finally, DRB administration and RNaseH1 overexpression were used to inhibit 

transcription and control R-loop cellular presence, respectively. R-loop involvement was 

further investigated by using DRIP-seq technique to map unbalanced R-loops forming after 

Top1 poisoning.  

DRIP-seq experiments development for sequencing data normalization were conducted at 

CABIMER (Centro Andaluz de Biología Molecular y Medicina Regenerativa), where I spent 

six months as a visiting PhD student. 
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MATERIALS AND METHODS 

1. Cell culture 

Human cancer HeLa, HCT116 and U2OS cell lines were obtained from ATCC (American 

Type Culture Collection). HeLa cells were cultured in DMEM supplemented with 10% heat-

inactivated fetal bovine serum (FBS). HCT116 cells were cultured in McCoy’s 5A medium 

supplemented with 10% heat-inactivated FBS. U2OS-RH cells were obtained by 

transfecting U2OS with pLVX-Tight-Puro-RH-Flag and pLVX-EF1a-Tet3G-Hygro 

plasmids to have a Tet-On system and overexpress RNaseH1. This cells line was maintained 

in DMEM medium with the addition of 10% FBS, 500 µg/ml hygromycin B, 100 µg/ml 

penicillin-streptomycin  (Pen/Strep) and 1.5 µg/ml puromycin. RNaseH1 overexpression 

was induced by adding 2 µg/ml doxycycline for 48h to the same medium without  Pen/Strep 

and Puromycin. 

2. Compound preparation 

CPT and LMP776 were prepared in 100% dimethyl sulfoxide (DMSO) at 10 mM, while 

PDS was diluted at 5 mM in water. Small aliquots of 10 µL each were stored at -20°C to 

avoid multiple freeze-thaw cycles. Final dilutions of 10 µM were prepared in medium 

directly before using all compounds. 

Click-iT® EdU Assay (Invitrogen) was used to identify S-phase cells by 

immunofluorescence or cytofluorimetry. All stack solutions were prepared following 

instructions provided by kit datasheet.  

3. Immunofluorescence assay 

Cells were seeded at a density of 200 000 cells/well in 35 mm dishes containing a 24*24 

mm cover glass. After 24h, cells were treated for 1h with 10 µM of CPT/LMP776/PDS 

adding 2mL of solution for each dish. To detect cells in the S-phase, cells were incubated 
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with 10 µM of EdU solution 30’ before, during the treatment and 1h afterward for a total of 

two and a half hours. In case of transcription inhibition, 5,6-dichloro-1-beta-D-

ribofuranosylbenzimidazole (DRB) was added to cell during the same period of time of EdU 

and to a final concentration of 50 µM. After each step, cells were washed with PBS 1X and 

then arranged for the immunofluorescence or leaved to recover for additional 24h. 

3.1 EdU detection 

Immediately after treatment or 24h later, according to what was the main factor to be 

detected, cells were fixed adding 1 mL of 3.7% formaldehyde in PBS 1X to each well. After 

15 minutes of incubation at room temperature (RT), cells were washed twice with 1 mL of 

3% BSA in PBS 1X and permeabilized by adding 1 mL of 0.5% Triton® X-100 in PBS 1X 

to each well. After 20 minutes of incubation at room temperature, cells were washed with 1 

mL of 3% BSA in PBS. At this point, EdU detection was performed putting each slide upside 

down on 100 µL of Click iT Reaction cocktail previously placed on a parafilm layer (reaction 

cocktail was prepared according to datasheet instructions). After 30 minutes of incubation 

at RT and protecting slides from light, the reaction cocktail was removed and each slide was 

put again in the well to perform a last washing step with 1 mL of 3% BSA in PBS.  

At this point, slides were stained with different primary/secondary antibodies or directly with 

DAPI (see “micronuclei detection”) . 

3.2 γ-H2AX detection 

Upon drug administration and EdU detection, cells were blocked for 30 minutes with 8% 

BSA in PBS 1X at RT (gently rocking) and incubated at RT with anti-γH2AX antibody 

(Millipore) diluted 1:1000 in 1% BSA/PBS for 2 hours. After 3 washing steps (5 minutes 

each), slides were incubated with secondary antibody Alexa Fluor 488 goat Anti-Mouse IgG 

(Life technologies) in 1% BSA/PBS for 1 hour (1:1000). After washing cells 3 times with 

PBS, nuclear staining and mounting was performed as described in “Micronuclei detection” 

section. 
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3.3 p53BP1 detection 

After EdU detection performed at the end of drug and EdU treatment, cells were blocked for 

30 minutes with 2 mL of blocking buffer (5% FBS + 0.3% Triton X-100 in PBS 1X). Then, 

slides were incubated for 2h with Phospho-53BP1 (Ser1778) Antibody (Cell Signaling) 

diluted 1:100 in blocking buffer. After three washing steps (5minutes each) with PBS 1X, 

slides were incubated with secondary antibody Alexa Fluor 488 goat Anti-Mouse IgG (Life 

technologies) in blocking buffer. After other three washing steps, nuclear staining and 

mounting was performed as described in “Micronuclei detection”. 

3.4 RPA detection 

After EdU detection performed immediately after treatment, cells were blocked for 1h with 

2% BSA in PBS 1X at 25°C (gently rocking). Blocked cells were incubated for 2h at 25°C 

with RPA70 antibody or with RPA32 antibody (Abcam) diluted respectively 1:500 and 

1:175 with 0.5% tween 20 in PBS 1X. After 3 washing steps (5 minutes each) with PBS 1X, 

cells were incubated with secondary antibody Alexa Fluor 488 goat Anti-Rabbit IgG (Life 

technologies) in PBS-Tween 0.5% for 1 hour (1:1000). Slides were washed three times with 

PBS 1X, then nuclear staining and mounting was performed as described in “Micronuclei 

detection”. 

3.5 Micronuclei detection  

At the end of EdU administration or after 24h recovery, cells were treated as described in 

the section “EdU detection” and, subsequently, treated as follow. Each slide was incubated 

upside down with 100 µL of a DAPI solution (3.3 ng/µL in water) for 30 minutes and then 

washed with water before being mounted with Mowiol upside down on microscope slides.  
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4. Cell image analysis 

Fluorescence microscope Eclipse 90i (Nikon) was used to visualize slides and acquire 

images which were then analysed using ImageJ software.  

Micronuclei analysis was conducted counting, for each captured image, the number of cells 

and micronuclei which were both classified as EdU+ or EdU- according to their positivity 

to EdU staining. Four different groups were created counting EdU+/EdU- micronuclei per 

100 EdU or EdU- cells. MNi were reported as number of MNi per 100 cells normalized or 

not the untreated control. 

For γH2AX, RPA32/RPA70 and EdU quantification, fluorescence mean value was 

measured for each cell and background subtracted. For p53BP1, foci number was quantified 

using a specific ImageJ macro. γH2AX and RPA32/RPA70 signal increase or p53BP1 foci 

was calculated taking distinguishing EdU+ from EdU- cells. The quantification of EdU 

signal was carried out only in synchronized and EdU+ cells. 

5. Cytofluorimetry 

Cells were seeded at a density of 1 000 000 cells/well in 100 mm dishes. After 24h from 

seeding, they were treated with CPT and EdU as already described in “Immunofluorescence 

assay” section. Immediately after EdU treatment, cells were detached from wells by using 

trypsin, washed with PBS 1X and fixed with 1 mL of 3.7% formaldehyde in PBS 1X. After 

15 minutes at room temperature (RT), cells were washed with 5 mL of PBS 1X and 

permeabilized by adding 1 mL of 0.2% Triton® X-100 in PBS 1X to each falcon tube. After 

10 minutes of incubation at room temperature, cells were washed with 5 mL of  PBS 1X. At 

this point, blocking step was performed at RT for 30’ with 1 ml blocking buffer (3% BSA, 

0,05% Tween-20). After removing blocking buffer, EdU detection was performed by adding 

100 µL of Click iT Reaction cocktail prepared according to datasheet instructions. After 30 

minutes of incubation at RT, cells were stained for 1h with 500 µL of anti-γH2AX antibody 

(Millipore) diluted 1:100 in blocking buffer. After washing step (0.1% BSA and 0.05% 
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Tween-20 in PBS 1X), samples were incubated for 1 h with 500 µL of secondary antibody 

Alexa Fluor 594 in blocking buffer (1:200). After washing cells as before, nuclear staining 

was performed  O/N with 1 µg/ml DAPI at 4°C (final concentration).  

6. Cell synchronization 

6.1 S-phase synchronization 

Synchronization in S-phase has been performed as in (Velichko et al., 2019). In particular, 

cells were treated for 16h with 2mM of thymidine. At the end of the incubation, cells were 

washed twice with PBS 1X and release for 3h in DMEM supplemented with FBS 10%. At 

this point EdU, CPT, LMP776 and PDS were administrated as previously described. 

6.2 G2-phase synchronization 

Synchronization in late G2-phase has been performed as in (Xing et al., 2020). In particular, 

cells were treated for 16h with 9 μM of RO3306. At the end of the incubation, cells were 

washed with PBS 1X in incubator for 5 min and released for 30 min into prometaphase. At 

this point EdU, CPT, LMP776 and PDS were administrated as previously described. 

7. Combing assay  

3*106 cells were seeded in 100 mm dishes. After 24h, medium was changed with fresh 

medium and IdU 250 μM was added for 20’. Then, cells were washed with PBS 1X and  200 

μM CldU was added for further 20’. CPT 10 μM was added for the last 10’ of IdU incubation 

(and then washed out) or during the entire incubation of CldU. At the end, cells were washed 

with PBS 1X and detached with 500 μL accutase (Thermo Fisher) per dish. Cells were 

further washed with cold PBS 1X, pelleted and resuspended in PBS 1X at a density of 4*105 

cells/50 μL.  
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200 μL of 1% of LMP agarose were added to 200 μL of cells both pre-heated at 42°C. 100 

μL per plug of the solution were transferred into a casting mould and plugs were left at RT 

for 25’ and at 4°C for the last 5’. Four plugs for each condition were ejected into a 12 mL 

round-bottom tube containing 500 μL of Proteinase K (ProK) buffer (0.4 μg/ μL in TE50 (10 

mM TrisHCl, pH7; 50 mM EDTA) + 1% sarkosyl). Plugs were incubated O/N at 50°C. At 

this point, ProK buffer was replaced by other 2 mL of ProK buffer and left for further 6 h. 

At the end, plugs were washed with TE50 at RT, 300 rpm speed. One plug per condition (the 

other were stored at 4°C in TE50) was incubated in the dark for 30’, RT with 1.5 μL of 

YOYO-1 (Molecular probes) diluted in 100 μL of TE50. Plugs were then washed with 10 

ml of TE 1X shaking at 300 rpm speed. MES 1X pH 5.7 buffer were pre-warmed at 65°C 

and 3mL per plug were added and incubated at 65°C for 12’. After reducing the temperature 

at 42°C, 3 units of β-agarose (NEB) in 100 μL of MES 1X were added and O/N incubation 

was performed. 

After further 10’ of incubation at 65°C, plugs were allowed to cool at RT. The obtained DNA 

solution was poured in a 2 mL Teflon reservoir where silanized coverslip were inserted and 

left for 15’ at RT. The coverslip was then removed at 300 μm/s speed. This step was 

automatically performed by using a Molecular Combing System (MCS). After checking 

DNA fibres at fluorescence microscope (40X objective and FITC filter cube), the coverslip 

were dried for 2h at 60°C and then fixed on a microscope slide. Slides were incubated for 8’ 

with 0.5 M NaOH + 1M NaCl. Five washing steps (1’ each) were performed with PBS 1X. 

Slides were then blocked for 15’ in blocking buffer solution (PBS-TRITON (0.1%) + 

1%BSA). For IdU and CldU detection, slides were incubated with 1:20 mouse anti-BrdU 

(clone B44, Becton Dickinson) and 1:20 rat anti-BrdU (clone BU1/75, AbCys SA) for 45’. 

Then, 30’ of incubation with Goat anti-mouse IgG1-Alexa 546 (Molecular probes) and 

Chicken anti-Rat-Alexa 488 ( Molecular Probes) were performed. For DNA detection, slides 

were incubated for 30’ with 1:50 Mouse anti ssDNA (poly dT) (Chemicond) and then for 

30’with 1:50 Goat anti-mouse IgG2a-Alexa 647 (Molecular probes). After each incubation 

step, slides were washed 5 times (2’ each) with PBS-Triton X-100 (0.1%). Slides were dried 

and mounted with 20 μL of Prolong Gold Antifade (Molecular Probes). Image acquisition 

was done with motorized Leica DM6000B microscope. CldU length (Kb/m) was measured 
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with ImageJ and fork speed was calculated multiplying measured length for the stretching 

factor  of the MCS system (1 µm ≈ 2 kb) and dividing the resulting value for the time of 

CldU administration (20’). 

8. DRIP/qDRIP assay 

DRIP assay was performed as in (García-Rubio et al., 2018) with few differences. Briefly, 

Genomic DNA obtained after treating HeLa or HCT116 cells with 10 μM CPT for 5, 10, 30 

and 60 minutes was leaved at 30 °C for 3/4 h to permit DNA resuspension. At this point, 

digestion was performed O/N by adding: 

- 25 µl of Buffer 2.1 NEB 

- 2.5 µl of BSA NEB 

- 2.5 µl HindIII (Ci =20.000 U/ml) 

- 2.5 µl EcoRI (Ci =20.000 U/ml) 

- 2.5 µl XbaI (Ci =20.000 U/ml) 

- 5 µl BsrG1(Ci =10.000 U/ml) 

- 10 µl Ssp1 (Ci =5.000 U/ml) 

After purification with StrataClean Resin and Sephadex G-50 column, half of digested DNA 

was treated O/N at 37°C with RNase H. At the same time, 40 μl of Protein A magnetic beads 

per sample (Invitrogen) were incubated with 6 μl of S9.6 antibody in binding buffer 1X at 

4°C. The next day, 5 μg of genomic DNA (treated or not with RNase H) were diluted in 450 

μl of TE 1X with the addition of binding buffer 10X, while 1 μg was diluted in 45.5 μl of 

TE 1X to be used as INPUT. After adding magnetic beads to the 5 μg of DNA, 

immunoprecipitation was carried out at 4°C for 2h on a rotor mixer. After elution, samples 

were purified with Nucleo-spin Gel and PCR Clean Up Kit (Macherey-Nagel) and eluted in 

150 μl TE 1X. 

Enrichment over input per sample was quantified by real-time PCR using the following 

primers:  
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EGR1_Fw GCCAAGTCCTCCCTCTCTACTG (Salas‐Armenteros et al., 

2017) 

EGR1_Rv GGAAGTGGGCAGAAAGGATTG (Salas‐Armenteros et al., 

2017) 

SNRPN_Fw TGCCAGGAAGCCAAATGAGT (Salas‐Armenteros et al., 

2017) 

SNRPN_Rv TCCCTCTTGGCAACATCCA (Salas‐Armenteros et al., 

2017) 

RPL13A_Fw GCTTCCAGCACAGGACAGGTAT (Salas‐Armenteros et al., 

2017) 

RPL13A_Rv CAC CCACTACCCGAGTTCAAG (Salas‐Armenteros et al., 

2017) 

ACTB_Fw GGAGCTGTCACATCCAGGGTC (Cristini et al., 2019) 

 

ACT_Rv TGCTGATCCACATCTGCTGG (Cristini et al., 2019) 

 

SP2_Fw GCCTAGTGCCTACCAAGTGC (Marinello et al., 2013) 

 

SP2_Rv CGTGTGCATCTGAATCATCC (Marinello et al., 2013) 

 

APOE_Fw CCGGTGAGAAGCGCAGTCGG (Chedin F. personal 

communication) 

APOE_Rv CCCAAGCCCGACCCCGAGTA (Chedin F. personal 

communication) 

MYADM_Fw CGTAGGTGCCCTAGTTGGAG (Chedin F. personal 

communication) 

MYADM_Rv TCCATTCTCATTCCCAAACC (Chedin F. personal 

communication) 

Gemin7_Fw TCTTCTTCCACCTGGACCAC (Cristini et al., 2019) 

 

Gemin7_Rv GGGACAGAGAGAGTGCCTTG (Cristini et al., 2019) 

 

For DRIP-seq, two DRIP experiments were conducted in parallel and samples were pooled 

after the elution step. To increase the efficiency of library preparation, all samples were 

treated for 1h with 1 μl of  RNase H at 37°C and then purified with StrataClean Resin and 

Tab.1 Primers for qPCR validation (human).  
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Sephadex G-50 column. To concentrate the samples, they were precipitated by adding 2.5 

volumes of Ethanol, 1/10 volume of Sodium Acetate 3M pH 5.3, and 1 μl  of Glycogen and 

finally resuspended in 50 μl and then sonicated (15’’ ON-30’’ OFF *5 times). Library 

preparation and sample sequencing by Illumina paired-end (75+75 bp reads) sequencing 

technology was carried out by the genomic unit of CABIMER. 

9. In vitro transcription assay  

In vitro transcription assay was performed as described in (Hodroj et al., 2017). More 

detailed, 4.5 μl of T3 RNA polymerase (NEB – 50.000U/ml) were used to transcribe the 

plasmid pFC53 (Powell et al., 2013), which includes the mAirn CpG island under the control 

of T3 promoter. Transcription was carried out for 30 minutes at 30 °C followed by enzyme 

inactivation at 65°C for 10 minutes. At this point, half of transcribed plasmid was treated 

with 5 μl of 0.1 mg/ml RNase A (NEB) (Sample A) while the other half with 5 μl of 0.1 

mg/ml RNase A and 2 μl RNase H of RNase A (NEB) (Sample B) at 37°C for 30 minutes. 

To remove the enzymes, Proteinase K was added for other 30’ at 37°C and samples were 

purified with phenol:chloroform. R-loop formation was confirmed by running the samples 

on a 0.8% agarose gel.  

Before proceeding with DRIP assay, both sample A and sample B (were split  into three 

different sample: untreated sample (circular plasmid); ApaLI cut plasmid (linearized 

plasmid); HindIII cut plasmid (two-fragment plasmid). pFc53 plasmid contains the 

restriction sites for both the enzymes which were used according to manufacturer’s 

instructions. At this point, ~150 ng of the plasmid were used to perform DRIP assay as 

previously described. For qPCR,  four couple of primers were used, two designed on the R-

loop forming region and two on the non R-loop region: 

NRF1_Fw TTGCCGGGAAGCTAGAGTAA (Chedin F. personal 

communication) 

NRF2_Rv GCTGCCATAAGCATGAGTGA (Chedin F. personal 

communication) 
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NRF2_Fw TTTAGAGCTTGACGGGGAAA Chedin F. personal 

communication) 

NRF2_Rv CAACAGTTGCGTAGCCTGAA Chedin F. personal 

communication) 

NRF3_Fw AGGATTAGCAGAGCGAGGTATG (Personally designed) 

 

NRF3_Rv GAGCGCAGATACCAAATACTGTC (Personally designed) 

 

RF1_Fw CGGAATCCTACCCTCATCTG (Personally designed) 

 

RF1_Rv CAGTTACCACGCAGACATCC (Personally designed) 

 

RF2_Fw ACTCAGCACAACCAAGGATCA (Personally designed) 

 

RF2_Rv ATTCGGAGGGTTTAGAGGGTTC (Personally designed) 

 

Bioinformatic analysis of DRIP-seq data 

DRIP-seq libraries were quality checked using Fastqc and reads were trimmed using 

Cutadapt (M. Martin, 2011). Reads were aligned on human genome (hg19) using BWA 

aligner (Li & Durbin, 2009). The steps of alignment, sorting, filtering for ENCODE blacklist 

(Landt et al., 2012) region and duplicated reads removal were performed using Samtools (Li 

et al., 2009). We then performed peak calling and genomic signal computation for each 

library was performed using macs2 (Y. Zhang et al., 2008). Only peaks that were present in 

both replicates for at least one biological condition were considered for further analysis. 

Read counts computation for each peak was performed by using bedtools (Quinlan & Hall, 

2010). Differential analysis was performed with limma R library (Ritchie et al., 2015). DRIP-

seq peak annotation was performed using DROPA(Russo et al., 2019). Plots of DRIP-seq 

levels over genomic features was performed using Deeptools (Ramírez et al., 2016). 

 

Tab.2 Primer for qPCR validation (pFC53 plasmid).  
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RESULTS 

Top1 poisons trigger immune gene activation in human cancer cells likely with a mechanism 

involving MNi and the cytoplasmic cGAS-STING pathway, as recently shown in our lab 

(Marinello et al., 2022). This PhD research thesis work has aimed at defining the mechanism 

of MNi formation following Top1 poison treatment of cells. As Top1 poisons and other 

unrelated chemicals (G-quadruplex binders) induce MNi in an R-loop-dependent manner 

(De Magis et al., 2019; Marinello et al., 2022), we have mapped R-loops in the genome of 

cells treated with Top1 poisons for a short time. Thus, the Results section is split into two 

main parts: 1) genomic R-loop mapping and 2) cell-cycle characterization of MNi formation. 

Bioinformatic analyses of R-loop maps have been conducted in collaboration with Marco 

Russo, a postdoc of our lab expert in bioinformatics and genomic analyses.  

1. Part 1: Spike-in design and DRIP-seq analysis after 

CPT treatment 

R-loops are known to be a source of replication stress, DNA breaks and genome instability 

(Aguilera & García-Muse, 2012; Hamperl & Cimprich, 2014; Okamoto et al., 2019), and R-

loop-dependent MNi (De Magis et al., 2019; Marinello et al., 2022) can activate innate 

immune genes via the cGAS-STING pathway (Mankan et al., 2014; Marinello et al., 2022; 

Miglietta et al., 2021).  

Top1 has a role in the modulation of R-loop levels along the genome (El Hage et al., 2010; 

Manzo et al., 2018), and chemical poisoning of Top1 has also been shown to increase R-

loop levels (Cristini et al., 2019; Marinello et al., 2016) in a Top1-dependent manner 

(Marinello et al., 2016). However, there are no studies that have mapped unbalanced R-loops 

after Top1 poison treatment and it is still unclear the mechanism of R-loop formation. 

Therefore, to shed lights on the mechanism of R-loop formation following Top1 poisoning, 

we decided to map R-loop genome-wide after CPT treatment. 
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The most popular method used to detect R-loops is DNA-RNA immunoprecipitation (DRIP) 

and, although different variants have been proposed, DRIP-seq is still the most effective and 

widely used approach to map R-loops genome-wide. Briefly, the technique consists in 

capturing DNA-RNA hybrids by using a specific antibody called S9.6 (Boguslawski et al., 

1986; Phillips et al., 2013). In almost all published studies, DRIP signal has been normalized 

to the total number of reads mapped from each sample. However, this normalization can 

introduce biases (K. Chen et al., 2016; Hu et al., 2014; Lovén et al., 2012) when comparing 

different samples, thus an internal standard or spike-in is highly recommended. Using a 

spike-in consists in adding, during sample preparation, a defined quantity of DNA-RNA 

hybrids from a known organism. The spike-in DNA will then be sequenced and used to 

normalize DRIP read counts and peaks in each sample (Magdalena P. Crossley et al., 2020; 

Šviković et al., 2019). Therefore, to map and measure R-loop levels, two different types of 

spike-in were prepared for DRIP-qPCR and DRIP-seq experiments. Firstly, we report the 

setup of pFC53 plasmid as a spike-in for DRIP-qPCR. 

1.1 pFC53 plasmid as spike-in  

The pFC53 plasmid contains the mouse Airn (mAirn) CpG island controlled by the T3 

promoter (Fig.7). This region can effectively form R-loop upon in vitro transcription with 

Fig.7 Graphical representation of pFC53 plasmid. R-loop region, restriction sites and location of primers 

mapping are indicated. 
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T3 RNA polymerase or T7 RNA polymerase (Hodroj et al., 2017). R-loop formation was 

validated treating the sample with RNaseA and/or RNaseH and using AFM (atomic force 

microscopy) images.  

In Fig.8A, R-loop presence can be highlighted by the characteristic shift in mobility 

compared to the not transcribed sample. RNase H, but not RNase A treatment reverted the 

observed band-shift showing that it was specifically due to R-loops. Atomic force 

microscopy provided another proof of R-loop presence (Fig.8B). 

Fig.8 In vitro transcription assay (A) and atomic force microscopy images of not transcribed and 

transcribed plasmid. In panel (A) pFC53 plasmid (1) was transcribed and treated with RNase A only (2), or 

with RNase A plus RNase H (3.) 

 

A 

B 
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Next, to determine if transcribed plasmid would be efficiently immunoprecipitated, we 

performed DRIP assay using different conditions. In particular, DRIP was conducted using 

150 ng of the entire plasmid or plasmid cut with ApaLI or HindIII. While HindIII linearizes 

the plasmid, ApaLI generates two fragments, only one containing the R-loop structure 

(Fig.7). To test plasmid enrichment, different couples of primers were designed in regions 

containing (R-loop fragment primers: RF 1; RF 2) or not containing R-loop (Non R-loop 

fragment primers: NRF 1; NRF 2; NRF 3) (Fig.7 and 9). 

In the case of R-loop fragment primers (Fig.7 and 9A), we obtained a high plasmid recovery 

(immunoprecipitation (IP) fraction between 5% and 20%) for the circular and digested 

plasmid. The reduced recovery of digested plasmid (green and blue bar) is likely explained 

by the destabilization of R-loop structure after introducing a nick in the DNA (Malig et al., 

Fig.9 DRIP assay of transcribed pFC53 plasmid. Drip recovery was tested by using two couple of primers 

(RF1 and RF2) which map on the R-loop forming region (A) and three couple of primers (NRF1, NRF2 and 

NRF3) which map on the region not forming the R-loop (B) 

RF 1 RF 2 

NRF 1 NRF 2 NRF 3 

A 

B 
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2020; Wahba et al., 2016). If we look at the non R-loop fragment primers (Fig.7 and 9B), 

circular and linearized plasmids were immunoprecipitated (orange and blue bar), while we 

cannot observe any IP signal when the plasmid is cut with ApaLI (absent green bar). Only 

in case of NRF 2 primers ApaLI digested plasmid recovery was not abolished because it 

maps on the R-loop containing fragment even if not directly on the mAirn region. 

At this point, to establish the quantity of spike-in to use, DRIP assay was performed using 

different amounts of plasmid. To have a spike-in as similar as possible to the main samples, 

0.001 ng, 0.01 ng, 0.1 ng and 1 ng of plasmid were cut with ApaLI and added to the main 

samples immediately before the immunoprecipitation step. Even if the tested quantities 

presented similar recovery rates (Fig.10), 0.001ng and 0.1 ng were discarded because they 

presented unreliable Ct values of real-time PCR, comparable with negative control value. 

Between 0.1 and 1 ng, we chose the lowest quantity to avoid that an excessive amount of 

spike-in would compete with the main sample for S9.6 binding. Three positive genomic loci 

(ApoE, RPL13A and MYADM genes) and two negative loci (Gemin7 and SNRPN) were 

tested and the coefficient of variation (CV) was reported as a proof of the reduced variability 

among biological replicates after spike-in normalization (Fig.11). By comparing CV values 

Fig.10 DRIP assay of different quantities of transcribed pFC53 plasmid. “R-loop fragment 1” primers were 

used to calculate the recovery rate over input. 
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before and after spike-in normalization, we can confirm that Spike-in worked and that tested 

plasmid DNA is a good standard for DRIP-qPCR. 

1.2 Genomic Yeast DNA as spike-in  

To perform DRIP-seq experiments, we have employed genomic DNA from S. cerevisiae as 

spike-in. Yeast genomic DNA was extracted, aliquoted and stored at -80°C. To set the most 

proper conditions for DRIP-seq with spike-in usage, a DRIP experiment was conducted 

using HeLa cells treated for 5 minutes with CPT. Immediately before immunoprecipitation 

step, yeast genome was added in different quantities to find the best amount which had the 

following characteristics: not too high to compete with the main sample for available 

antibody; with a reliable Ct value to be quantified with real-time PCR. Thus, immediately 

before immunoprecipitation, 0.5 ng, 5 ng and 50 ng were added to the 5 µg of the main 

samples. Yeast genome was added to input samples using the same ratio (1:10000; 1:1000; 

1:100). 

Fig.11 DRIP assay of non-treated samples after pFC53 spike-in addition. CV (coefficient of variation) 

value is reported in the box for each analyzed locus. 



38 

 

PDC1 and RPL13A loci were used to evaluate the relative abundances of spike-in and HeLa 

genome, respectively. Surprisingly, from Fig.12 it seems that 0.5 ng of spike-in showed the 

highest recovery even if it was the smallest assayed quantity. Considering that the Ct values 

of these samples were very high and not reliable, we thought that 0.5 ng could not be 

adequately detected by qPCR. The two remaining quantities presented similar Ct and % of 

immunoprecipitation but we saw that at 5 ng the % IP of the main samples was the most 

similar to the sample without spike-in. This means that, with this amount, there was no 

competition between yeast and human genomic sites.  

 

Fig.12 DRIP assay after yeast genome as spike-in. PDC1 locus for yeast genome and RPL13A for human 

genome were analyzed by real time PCR. 
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1.3 DRIP assay in HeLa and HCT116 cells after CPT 

treatment 

To study how R-loops form after Top1 poisoning we treated HeLa cells with CPT for 5, 10, 

15 and 60 minutes and DRIP assay was performed according to the protocol reported in 

(García-Rubio et al., 2018). Even if R-loop increase has already been shown after CPT 

treatment, no one was successful in determining such increase by DRIP technique. To be 

sure of the specificity of DRIP results, part of genomic samples was treated with RNase H 

before the immunoprecipitation step. 

Fig.13 DRIP assay after treating HeLa cells with CPT. Statistical significance was calculated comparing 

treated samples with control and using Whelch’s test. * P ≤ 0.05, ** P ≤ 0.01, *** P ≤ 0.001, **** P ≤ 

0.0001. Each bar represents the mean value ± SEM. 
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Fig.14 DRIP assay after treating HCT116 cells with CPT before (A) and after the Spike-in normalization (B). 

Statistical significance was calculated comparing treated samples with control and using paired T-test. Results 

were not statistically significative. Each bar represents the mean value ± SEM. 

A 

B 

CPT 

n=3/4 

CPT 
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Surprisingly, we were able to observe an increase of DRIP signal confirming IF data reported 

in HCT116 cells (Marinello et al., 2016) and others recently obtained in HeLa cells 

(Marinello et al., 2022). In particular, the higher signal increase was detected after 5 minutes 

at positive loci (RPL13A-EGR1-ACTB) and then goes down at later times, even if it remains 

higher than in control sample (Fig.13). The very low % IP of the negative locus SNRPN and 

of RNaseH-treated samples show that we measured R-loop levels at these genomic loci. 

DRIP results were confirmed in human HCT116 cells. In particular, a higher increase of R-

loop signal was detected after 5 minutes of CPT treatment and a decrease of R-loops was 

detected at later times (Fig.14) in agreement with published data (Marinello et al., 2013, 

2016). Moreover, the data confirmed the validity of our spike-in in DRIP assay. 

1.4 DRIP-seq of HCT116 cells after CPT treatment 

Next, we performed two DRIP-seq experiments with the addition of yeast genomic R-loops 

as spike-in with Yeast:Human genome ratio of 1:1000, using human colon cancer HCT116 

cells. R-loop maps in these cancer cells would allow a better comparison with Top1cc 

mapping data determined by others in the same cells (Baranello et al., 2016).  

To characterize the formation of unscheduled R-loop genome-wide by Top1 poisoning, we 

performed DRIP-sequencing experiments after CPT treatment at different times (5 and 60 

minutes). By Illumina paired-end (75+75 bp reads) sequencing technology, DRIP-seq 

libraries were prepared from immunoprecipitated samples (CT-IP; 5’-IP; 60’-IP), input 

samples (CT-IN; 5’-IN; 60’-IN) and RNaseH-treated sample (negative control: CT-H-IP; 5’-

H-IP; 60’-H-IP). 
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Fig.15 shows the number of reads for each sample after they were trimmed, quality filtered 

and aligned as described in Material and methods section. It can be seen that input libraries 

generally have a higher number of human reads and a lower percentage of yeast reads (spike-

in). On the other side, immunoprecipitated libraries have generally a lower number of reads 

than input samples, but they are sufficient for mapping and further analyses. As expected, 

RNaseH-IP libraries have the lowest number of filtered reads which consequently lead to a 

major amplification of spike-in reads. After peak calling, peaks and DRIP-seq levels were 

normalized using both library dimension and spike-in percentage. 

Dot plots in Fig.16 report read counts for each called peaks of the two biological replicates, 

to check whether normalization can reduce technical variability in peak intensity. As shown, 

normalization by both total read counts (library normalization) as well as spike-in counts can 

reduce technical variability to minimum levels. 

Fig.15 Filtered reads summary 
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After normalization, Principal Component Analysis (PCA analysis) of read count levels over 

called peaks was performed (Fig.17). We observed two different clusters representing IP 

samples and RNaseH treated samples, in Fig.17A. Furthermore, Fig.17B shows how there 

is a clear separation between control and treated samples (PC1) but not between samples 

treated for 5 and 60 minutes. This means that R-loop peaks between the two time conditions 

Fig.16 Immunoprecipitated sample signal without any normalization or after normalizing on library 

dimension alone or together with Spike-in. Each dot represents a DRIP-seq peak. X- and y- axis indicates read 

counts for each peak for replicate 1 and 2, respectively. Bisector lines indicate the condition in which Rep1 and 

rep2 counts are identical. 
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may be more similar than between treated and untreated cells. In both graphs, a residual 

difference between Rep1 and Rep2 experiments can be observed (PC2). 

After this quality control step, a differential peak intensity analysis between IP and RNaseH 

conditions has been performed to remove non-specific signal appearing in RNaseH sample 

and, consequently, not considerable as R-loop signal. Fig.18 shows that the majority of loci 

found in IP samples do not present any signal in RNaseH samples, indeed only few regions 

(in green) were present in RNase H samples (60 of 28514 peaks).  

After removing non-specific peaks, an additional differential analysis was conducted 

between control and treated samples. Results (Fig.19) show that, in addition to regions 

wherein R-loop levels remained unchanged (in green), treatment for 5’ and 60’ with CPT 

lead to both an increase (red, positive values of fold-change) and a decrease (red, negative 

Fig.17 PCA analysis of DRIP-seq peak intensity for all libraries (immunoprecipitated samples and RNaseH 

negative control) (A) and of immunoprecipitated libraries only (B).  

A B 
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values of fold-change) of R-loops levels. In particular, we observed 4562 and 10645 

upregulated peaks, respectively at 5’ and 60’, while  2573 and 4418 peaks were 

downregulated at the same times.  

Fig.18 Differential analysis of immunoprecipitated samples versus RNaseH negative control. 

Significative upregulated peaks (n=28454, red spots) have a q value < 0.05.  

5’ CPT vs CT 60’ CPT vs CT 

Fig.19 Differential analysis of control sample versus 5’ CPT treated sample or 60’ CPT treated samples. 

Significative upregulated peaks (red spots) have a q value < 0.05.  
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1.5 CPT poisoning changes R-loop levels along the genome 

As Top1 poisoning can lead to either a gain or a loss of R-loops (Fig.19), we then compared 

R-loop changes at the two studied times of CPT treatment, and found that genomic regions 

can be split into different classes depending on R-loop changes and kinetics. In particular, 

genomic regions can display (Fig.20): 

- a FAST and STABLE GAIN: increase at 5’ and 60’ - FSG: 3,596 peaks 

- a FAST and TRANSIENT GAIN: increase at 5’ only - FTG: 966 peaks 

- a SLOW GAIN: increase at 60’ only - SG: 7,049 peaks 

-  a FAST and STABLE LOSS: decrease at 5’ and 60’ - FSL: 1,740 peaks 

- a FAST and TRANSIENT LOSS: decrease at 5’ only - FTL: 833 peaks 

- a SLOW LOSS: decrease at 60’ only - SL: 2678 peaks 

Finally, there is also a group of regions wherein R-loop levels do not change after CPT 

treatments (NO CHANGE, NC: 11,626 peaks) (Fig.20). The NC group contains several 

loci wherein R-loop levels transiently increase at 5’, however the increase is not statistically 

significant, therefore they were not included in FTG group. Overall, the number of gain 

peaks is higher than loss peaks, consistently with R-loop increase at short times observed in 

immunofluorescence experiments (Marinello et al., 2013, 2022). Interestingly, although all 

R-loop categories were present in all genomic area, we found that gain peaks mainly mapped 

at promoter and 5’ UTR regions, while loss peaks were particularly enriched at gene 

termination and 3’UTR regions (Fig.21). To check R-loop distribution along the genome, 

we used DROPA peak annotation tool (Russo et al., 2019). 
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Fig.20 Heat maps showing different kinetics of R-loop gain and loss. First column represents means of DRIP 

seq signal in the center of each Rloop peaks (± 3 kb window, x-axis) colored as in legend. Second, third and 

fourth columns show intensity of DRIP-seq signal of  CT-IP, 5-IP and 60-IP experiments, respectively, for 

each R-loop category (rows).  
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To investigate the potential role of the gene expression level in R-loop formation, we 

compared our data with GRO-seq data taken from (Andrysik et al., 2017). Comparing the 

two sequencing datasets, we observed that gain R-loop peaks, especially FSG and FTG 

peaks, are characterized by very high levels of active transcription compared to no change 

and loss peaks (Fig.22). 

Then, to further address R-loop relation with transcription process, DRIP-seq data were 

compared with PolII sequencing data of HCT116 cell line treated with CPT for 4 minutes 

(Baranello et al., 2016). In this case, to see PolII occupancy related to R-loop position, we 

computed genomic levels of R-loop and PolII relatively to DRIP-peaks start site (RSS) for 

each R-loop category (Fig.23).  

This analysis showed that PolII is located mainly at promoter regions, especially for R-loop 

gain peaks which are characterized by high transcription levels, as previously said. After 

CPT treatment, it is possible to observe an augment of PolII accumulation suggesting that 

Top1 poisons may block transcription machinery at such promoter regions. In this case, PolII 

signal always overlapped with R-loop peaks.  

Fig.21 R-loop enrichment over genic features (x-axis) for each R-loop category, as in legend. Enrichment 

(y-axis) is intended as the ratio between observed R-loop peak annotation and genomic randomized peaks 

(n=100). 
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Gene-body of gain peaks also presented a modest accumulation of PolII that increased after 

CPT treatment only in FSG group. In this case, PolII and R-loop signals do not coincide and, 

interestingly, it seems that PolII accumulates before DRIP-peaks start site. Even if further 

analyses are necessary to understand the biological meaning of this data, we can hypothesize 

that FSG R-loops forming in the gene-body may be “anterior R-loops” related to backtracked 

PolII (Sheridan et al., 2019; Zatreanu et al., 2019). 

Fig.22 GRO-seq mean coverages around the centre of R-loop peaks for each R-loop category.  Means of 

GRO seq signal were plotted in relation to the center of each Rloop peaks (± 20 kb window, x-axis).  
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Fig.23 DRIP seq signal in the DRIP-peaks start site (RSS) (- 3 kb +8 kb window, x-axis) (left panel) and 

PolII-seq mean coverages around RSS for each R-loop category.  RPGC= reads per genomic content.  
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1.6 R-loop gain regions correlate with Top1cc levels and are 

close to heterochromatin domains 

Considering that the specific activity of CPT is to trap Top1cc on DNA, we next investigated 

R-loop overlap with mapped Top1 and Top1cc by comparing our results with published 

maps of Top1 and Top1cc in HCT116. Datasets were taken from (Baranello et al., 2016) 

paper where Top1 was mapped in untreated HCT116 by ChIP-seq (Top1-ChIP-seq) and 

Top1cc was mapped in CPT treated cells (4 minutes) by TOP1-seq, a method they developed 

to map catalytically-engaged TOP1. 

The results (Fig.24) revealed that all peaks (gain, loss and no change) overlap with Top1 

signal (Fig.24A). However, only gain peaks colocalize with Top1cc signal. In particular, in 

Fig.24B it can be observed a high level of colocalization between Top1cc and R-loops in 

FTG and FSG groups while loss categories do not overlap with Top1ccs displaying a general 

Top1cc level lower that NC group. The lack of overlapping between SG R-loops and 

Top1ccs may be due to different times of treatment, which was 4 and 60 minutes for Top1cc 

and R-loop detection, respectively.  

Moreover, a direct comparison of Top1cc and R-loop levels revealed a solid positive 

correlation between the two signals. Indeed, R-loop levels following treatment with CPT for 

5’ are proportional to Top1cc levels (Fig.25), suggesting that CPT-induced R-loop formation 

can directly depend on the trapping of Top1cc. 
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Fig.24 Top1-ChIP (A) and Top1-seq (B) mean coverages around the center of R-loop peaks for each 

R-loop category. Means of Top- seq and Top1cc-seq signal were plotted in relation to center of each 

Rloop peaks (± 20 kb window, x-axis). Blue and green colors of panel B represent the two biological 

replicates. RPGC= reads per genomic content.   

A 

B 
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As chromatin boundaries and repressed chromatin spots were shown to be very close to R-

loop gains in cells with silenced Top1 gene (Manzo et al., 2018), we investigated the 

relations of the regions with altered R-loop levels with lamina-associated domains (LADs). 

We found that gain peaks overlap or they are very close to LADs, while loss peaks showed 

the opposite trend. The analyses have been made considering the distance between R-loops 

and the nearest annotated LAD locus. From this analysis, we found that, compared to “No-

Change”, “Gain Fast” R-loops are significantly closer to LADs than “loss” groups, which 

instead display the longer distance (Fig.26). The data support the hypothesis that when Top1 

activity is impaired, LADs may represent a physical boundary to the passive diffusion 

(dilution) of negative supercoils along the DNA duplex. 

Fig.25 Correlation between Top1cc-seq levels in R-loop peaks (y axis) and R-loop fold change between 5’ 

and 60’CPT treatment (x axis). Correlation coefficient (R) and P-value of correlation test is reported in the 

figure. 
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1.7 R-loop decrease correlates with replication origins 

Considering the importance of Top1 activity in replication process and the already known 

impairment of replication after Top1 poisoning, we decided to compare our DRIP data with 

the analysis of replication origin sites performed with Short Nascent Strand sequencing 

(SNS-seq) analysis (M. M. Martin et al., 2011)  

Fig.26 Distance between R-loop peaks and LADs. For each peak category (x-axis) distance between R-loop 

peaks and the nearest lamina associated domain (LAD) was computed (y axis). 



55 

 

From this evaluation, it turned out that loss and no change of R-loops occurs in regions 

highly enriched of DNA replication origins. Conversely, gain R-loops peaks do not correlate 

with SNS-seq signal (Fig.27). This result suggest that Top1 may contribute to replication 

process through R-loop structures, in agreement with published effects of Top1 silencing 

(Manzo et al., 2018).  

Fig.27 SNS-seq mean coverages around the center of R-loop peaks (±20 kb). Means of SNS-seq signal 

were plotted in relation to center of each R-loop peaks (± 20 kb window, x-axis). RPGC= Reads per genomic 

content.  
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2. Part 2: Cell-cycle characterization of MNi formation 

induced by Top1 poisons 

Up to now, the presence of MNi, has been employed to evaluate the genotoxicity of 

chemicals. However, MNi importance has recently increased because of their ability to 

activate the cGAS-STIG pathway (Harding et al., 2017; MacKenzie et al., 2017; Miglietta 

et al., 2021). Indeed, when the micronuclear membrane breaks, DNA is poured into the 

cytoplasm, which rapidly recruits cGAS and induces the stimulation of innate immune 

genes. Despite the importance of MNi in inflammatory response activation, how they form 

it is not completely understood. Even less known is whether different substances can produce 

different type of MNi. Given the possibility for Top1 poisons to induce immune gene 

activation through MNi production (Marinello et al., 2022), understanding how MNi form 

will permit a better use of Top1 poisons in combination with immunotherapy. Therefore, to 

understand how MNi formation occurs after Top1 poisons, we have characterized several 

cell-cycle related aspects of Top1 poison-induced MNi by using immunofluorescence 

microscopy, cytofluorimetry and combing assay. 

2.1 Top1 poisons induce the formation of EdU- but not 

EdU+ MNi  

Previous findings of our laboratory showed that sub-cytotoxic doses of structurally-different 

Top1 poisons, CPT and LMP776, induce the formation of MNi in different cancer cells lines, 

leading to the activation of innate immune genes (Marinello et al., 2022). With the intention 

of understanding how MNi form and considering that low doses of poisons can cause 

replication inhibition and stress (Holm et al., 1989; Hsiang et al., 1989; Ray Chaudhuri et 

al., 2012), we aimed at determining whether MNi formation is triggered by replication stress, 

and therefore originated mainly in S-phase cells at the time of treatment. Hence, we labelled 

nascent DNA strands using the thymidine analog 5-ethynyl-2-deoxyuridine (EdU) during a 

1-hour treatment of cells with Top1 poisons (Fig.28A). Then, after 24 hours from treatment, 

cells were analyzed with immunofluorescence microscopy for MNi formation and EdU 
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labelling allowed us to distinguish cells that were in S-phase during Top1 poison treatment 

(red cells in Fig.28B).  

HeLa cells were treated with 10 µM of CPT and LMP776 for 1 hour and EdU for 2 and a 

half hours under this scheme in Fig.28A and MNi were counted in EdU+ and EdU- cells. 

We could also distinguish and count EdU+ and EdU- MNi in the two cell populations. 

Pyridostatin (PDS), a G-quadruplex (G4) DNA stabilizing agent which does not target Top1, 

was used at the same concentration as an alternative drug producing MNi and stimulating 

the activation of innate immune genes (De Magis et al., 2019; Miglietta et al., 2021).  

Altogether, Top1 poisons induced a slight but consistent increase of MNi with 1-hour 

treatments (Fig.29A). However, we noticed that EdU- MNi were increased 2.5/3-fold and 

1.7/3-fold in EdU+ and EdU- cells, respectively. In contrast, EdU+ MNi decreased in EdU+ 

cells. In comparison, PDS (10 µM) was able to increase both EdU- and EdU+ MNi 

B 

Fig.28 Experimental scheme (A) and representative images of analyzed MNi in HeLa cells (B).  

A 
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(Fig.29B). The results suggest that Top1 poisons are somewhat different from PDS as they 

only increase MNi levels that do not contain EdU-labelled DNA. Interestingly, Top1 poisons 

and also PDS could stimulate MNi in cells that were not in S-phase at the time of treatment 

(EdU- cells in Fig.29) suggesting a mechanism that may extend to other phases of the cell 

cycle besides S-phase.  

Fig.29 Total MNi increase (A) and MNi increase in EdU+ and EdU- HeLa cells (B) after Top1 poisons and 

PDS treatment. Number of cells was reported over each bar. Statistical significance was calculated comparing 

treated samples with control and using Welch’s test. * P ≤ 0.05, ** P ≤ 0.01, *** P ≤ 0.001, **** P ≤ 0.0001. 

Each bar represents the mean value ± SEM. 

A 
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2.2 MNi formation depends on R-loops but not on 

transcription 

As already described in the introduction, Top1 poison increases the rate of replication-

transcription conflicts and induces significant alterations of genomic distributions of R-loops 

(see Part 1). Thus, we tested the hypothesis that MNi increase could be related to these 

events. To verify transcription dependence, at the same time of drug and EdU administration, 

HeLa cells were treated with 50 µM of 5,6-dichloro-1-beta-D-ribofuranosylbenzimidazole  

(DRB) (Fig.30A), a Cdk-activating kinase inhibitor which prevents entry into the elongation 

phase of transcription (Darnell, 2016; Fraser et al., 1978; Mancebo et al., 1997; Y. Zhu et 

al., 1997). On the other side, doxycycline was used to induce RNaseH1 overexpression in 

U2OS-RH cells (De Magis et al., 2019) and MNi analysis was performed in induced and not 

induced cells (Fig.30B-30C).  

B 

Fig.30 Experimental scheme of MNi analysis after transcription inhibition in HeLa cells with DRB 

treatment (A) and after RNaseH1 overexpression in U2OS-RH cells (B); Representative images of 

overexpressed RNaseH1 in U2OS-RH cells (C).  
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With regards to transcription dependence, from Fig.31 it can be noted that EdU- MNi 

formation is not affected by DRB treatment while there is a further decrease of EdU+ MNi. 

Considering that Top1 poisoning inhibits the transcriptional process, the results show that 

EdU+ MNi decrease observed after poisons treatment may depend on transcription 

impairment, whereas EdU- MNi increase do not.  

With regards to R-loop dependence, data in Fig.32 clearly show that, even if not 

significative, MNi increase caused by PDS is completely dependent on R-loops. On the other 

side, if we look at Top1 poison-induced MNi, we can see that RNase H1 overexpression 

revert MNi increase but to a lesser extent than in PDS treated samples. The reduced effect is 

probably due to the fact that RNase H1 overexpression after doxycycline induction is 

variable and less than 20% of cells visibly expresses RNase H1 (Fig.30 C). As a 

consequence, the reported analysis include also cells which do not expresses the RNase H1. 

Taking this into account, it is likely that, in this system, even a low level of RNaseH1 is 

sufficient to resolve PDS induced R-loops and consequent MNi increase while it is not 

enough to entirely resolve the high R-loop levels caused by Top1 poisons (see Part 1).  

Fig.31 MNi analysis of HeLa cells treated with LMP776 after inhibiting transcription with DRB. Number 

of cells was reported over each bar. Each “micronuclei/100 cells” value was normalized over its control. EdU+ 

MNi over EdU- cells were not reported. Statistical significance was calculated comparing fold increase of 

inhibited and not inhibited samples with Welch’s test. * P ≤ 0.05, ** P ≤ 0.01, *** P ≤ 0.001, **** P ≤ 0.0001. 

Each bar represents the mean value ± SEM. 



61 

 

 

Fig.32 micronuclei analysis after treating U2OS-RH cells overexpressing or not RNase H1 with CPT, 

LMP776 and PDS. Number of cells was reported over each bar. Each “micronuclei/100 cells” value was 

normalized over its control. EdU+ MNi over EdU- cells were not reported.  Statistical significance was 

calculated comparing fold increase of induced and not induced samples with Welch’s test. * P ≤ 0.05, ** 

P ≤ 0.01, *** P ≤ 0.001, **** P ≤ 0.0001. Each bar represents the mean value ± SEM. 
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Overall, the data indicate that MNi formation depends on R-loop increase caused by either 

Top1 poisons and PDS.  

2.3 Top1 poisons inhibit replication fork rate in HeLa cells 

It is already reported that treating cancer cells with Top1 poisons affects replication fork 

progression (Srivastava et al., 2018; Zhao et al., 2018). Considered the formation of EdU- 

MNi in EdU+ cells, we wanted to verify if compromised Top1 activity could lead to the 

under-replication of newly synthetized DNA. Therefore, we used the combing assay in HeLa 

cells treated with 10 µM of CPT for 20 minutes to assess CPT effects on replication rates 

under our conditions. As expected, treatment slowed down replication fork velocity from a 

value of 1 kb/min to 700 bp/min (Fig.33). When 20 minutes of recovery were left after CPT 

treatment, fork speed rapidly recovered confirming that the delay was reversible and due to 

CPT. 

At this point, to assess if replication slowing could cause under-replication, HeLa cells were 

synchronized using a single thymidine block which lead to the 80 % of cells synchronized 

in S-phase. By immunofluorescence, EdU incorporation was measured after treating cells 

Fig.33 Combing assay on HeLa cells treated with CPT and representative images of replication fork length 

with or without treatment. Statistical significance was calculated comparing treated samples with control 

and using Mann-Whittney test. * P ≤ 0.05, ** P ≤ 0.01, *** P ≤ 0.001, **** P ≤ 0.0001. Red line represent 

the median value of the samples. 
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for 1h with 10 µM CPT, LMP776 and PDS and leaved recover for 24h. From this analysis 

we saw that cells incorporate less EdU especially after treatment with CPT and LMP776 

confirming the hypothesis of replication inhibition. PDS treated samples also present an 

overall replication impairment but to a lesser extent than the other drugs. Even if Fig.34 

shows only one replicate, the result can be considered reliable because it confirms already 

published data about replication impairment after CPT treatment (Regairaz et al., 2011; 

Seiler et al., 2007). 

2.4 Top1 poisons promote DNA damage specifically in 

EdU+ cells  

To assess DNA cleavage levels after Top1 poisoning, we determined the levels of some 

DNA damage markers in immunofluorescence microscopy. We first used two antibodies 

against the phosphorylated forms of the H2AX histone (γ-H2AX) and p53-binding protein 

Fig.34 HeLa cells EdU incorporation after CPT, LMP776 and PDS treatment. Statistical significance was 

calculated comparing treated samples with control and using Mann-Whittney test. * P ≤ 0.05, ** P ≤ 0.01, *** 

P ≤ 0.001, **** P ≤ 0.0001. Each point represents the fluorescence value of a single cell. Red lines represent 

the median value of the samples. 
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Fig.35 Representative images (A) and analysis (B) of γ-H2AX induction after CPT, LMP776 and PDS 

treatment; representative images of p53BP1 induction after CPT, LMP776 and PDS treatment (C). 

Fluorescence values of panel B were normalized on median value of control sample. Statistical significance was 

calculated comparing treated samples with control and using with Mann-Whittney test. * P ≤ 0.05, ** P ≤ 0.01, 

*** P ≤ 0.001, **** P ≤ 0.0001. Each point represents the fluorescence value of a single cell. Red lines represent 

the median value of the samples also showed in the upper boxes. 
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1 (p53BP1) which are markers commonly used to detect the presence of DSBs. 

Immunofluorescence analysis, performed immediately after drug exposure, revealed that 

Top1 poisons increase DNA damage signals mainly in S-phase cells. EdU- cells, instead,  

showed a slight, if any, increase in CPT-treated samples, while we noted a decrease of the 

levels of DNA damage markers for PDS and LMP776 (Fig.35).  

The results were confirmed by analyzing HeLa cells stained for DAPI, EdU and γ-H2AX by 

cytofluorimetry. We observed that not only γ-H2AX mean value per cell increased after 

Top1 poisoning, but the general percentage of cells displaying DNA damage increased in 

EdU+ cells only (Fig.36). Thus, cytofluorimetry data further confirmed that Top1 poisons 

induce DNA damage specifically in S-phase cells suggesting that, unlike PDS, poisons 

induced DNA damage may cause MNi formation at least in S-phase cells. 

 

Fig.36 Representative cytofluorimetry images (left) and analysis (right) of γ-H2AX marker in HeLa cells 

treated with CPT. Statistical significance was calculated comparing treated samples with control and using 

paired T-test. * P ≤ 0.05, ** P ≤ 0.01, *** P ≤ 0.001, **** P ≤ 0.0001. Each bar represents the median value ± 

SEM.  
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2.6 EdU+, but not EdU-, Top1 poison-treated cells 

accumulate p-RPA32 foci 

As already described in the introduction, Top1 poisoning produces persistent regions of 

ssDNA, which are bound by RPA proteins. During replication and DNA repair processes, 

ssDNA is coated by RPA proteins activated by phosphorylation at numerous sites of RPA32 

subunit. In particular, it is already reported that CPT induce the phosphorylation of RPA32 

on Ser-4/Ser-8 at seDSB (Chanut et al., 2016). Thus, we decided to investigate RPA foci as 

a further marker of DNA damage induced by Top1 poisons. After 1 hour treatments with 

LMP776, we labeled cells using two antibodies against the two largest subunits of RPA 

complex: RPA32, phosphorylated at Ser4/Ser8, and RPA70, which binds and stabilizes 

ssDNA intermediates. 

Fig.37 shows that Top1 poisoning triggers RPA32 phosphorylation but mainly in EdU+ cells 

while RPA70 slightly reduced after LMP776 treatment. This result indicates that  TOP1 

poisons cause ssDNA which may accumulate at replication forks as a consequence of fork 

collapses due to Top1ccs and transcription-replication conflicts.  

Fig.37 Analysis of RPA70 and pRPA32 after LMP776 treatment of HeLa cells. Fluorescence values were 

normalized on median value of control sample. Statistical significance was calculated comparing treated 

samples with control and using Mann-Whittney test. * P ≤ 0.05, ** P ≤ 0.01, *** P ≤ 0.001, **** P ≤ 

0.0001. Each point represents the fluorescence value of a single cell. Red lines represent the median value 

of the samples also showed in the upper boxes. 
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2.7 Replication stress induces an asymmetric distribution of 

newly synthetized DNA 

Data reported in (Xing et al., 2020) suggest that 

after replication stress, cells may implement 

strategies to safeguards at least one of the two 

daughter cells. Among these strategies an 

asymmetric distribution of damaged DNA at 

mitosis step would protect cell population from  

genomic instability. Always in this study, a non-

random distribution of MNi was observed in 

non-randomly segregating cells (Xing et al., 

2020). This suggests that MNi formation may 

be involved in a cellular active mechanism to 

ensure cellular survival. About that, from 

immunofluorescence microscopy experiments 

performed at 24h from drug administration, we 

noticed that cells, immediately after mitosis exit 

(hereafter called daughter cells), displayed an 

unusual EdU distribution: only one of the two 

daughter  cells was stained for EdU or presented a stronger signal than its sister cell. To 

better investigate this phenomenon, we synchronized HeLa cells at mitosis using RO3306, 

an ATP-competitive Cdk1 inhibitor (Vassilev et al., 2009), and analyzed cells at their first 

division.  

Examining EdU distribution, we identified four classes of daughter cells which were called 

“--”, “RR”, “R-”, “Rr” according to their EdU cellular pattern: “R” and “-” symbols were 

used respectively for nuclei with or without any EdU staining while “r” is used for EdU+ 

nuclei but with an EdU intensity 10 points lower than “R” (Fig.38). “--” and “RR” cells were 

considered as randomly segregating (RS) cells while “R-” and “Rr” were considered as non-

randomly segregating (NRS).  

Fig.38 Representative images of EdU 

distribution in HeLa daughter cells. 
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Fig.39 shows a reduction in the percentage of RS cells and an increase of NRS cells 

especially after treatment with Top1 poisons suggesting that, during mitosis, daughter cells 

do not equally inherit newly synthetized DNA. Therefore, this analysis confirmed that 

replication stress triggered by CPT and LMPP776 really cause non-random distribution of 

nascent DNA between daughter cells. However, further experiments are necessary to 

determine MNi role in this process. In particular, we will determine if MNi distribution in 

daughter cells is random or whether any cellular mechanism cause a different distribution of 

MNi. 

 

 

 

 

Fig.39 Daughter cells percentage after treating HeLa cells with CPT, LMP776 and PDS. Statistical 

significance was calculated comparing treated samples with control and using unpaired T-test. * P ≤ 0.05, 

** P ≤ 0.01, *** P ≤ 0.001, **** P ≤ 0.0001. Each bar represents the mean value ± SEM. 
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DISCUSSION 
 

Cancer is still a primary cause of people death worldwide (Sung et al., 2021). In the past few 

years, the achievements reached by using immunotherapeutic protocols to treat cancers gave 

rise to a renewed interest for this approach and its combination with other strategies such as 

chemotherapy, radiation therapy, surgery, etc. Indeed, clinical studies show that combination 

immunotherapy is more effective than immunotherapy alone (Barbari et al., 2020; Drake, 

2012). The combination of immunotherapy and chemotherapy is particularly interesting as 

anticancer drugs can have significant immunostimulatory activity (Emens & Middleton, 

2015; Galluzzi et al., 2020; Saxena et al., 2020): it has been recently shown that 

chemotherapy efficacy is due to the involvement of the immune system (Bracci et al., 2014; 

Galluzzi et al., 2015; Opzoomer et al., 2019; Park et al., 2020), as many chemotherapeutics 

can influence the immune system acting on tumor cells and increasing their antigenicity or 

inducing the emission of Damage-associated molecular patterns (DAMPs) (Galluzzi et al., 

2015). 

In this PhD project, we mainly focused on Top1 poisons as they can induce the formation of 

MNi, which separate from the main nucleus after mitosis and can be a source of cytoplasmic 

DNA, recognized by the DNA sensor cGAS (MacKenzie et al., 2017; Miglietta et al., 2021). 

Thanks to the activation of the cGAS-STING pathway, Top1 poisons can activate innate 

immune genes in cancer cells (Marinello et al., 2022). Now, our findings shed lights on the 

mechanism of MNi formation in cells treated with Top1 poisons.  

1. Genomic R-loop mapping 

As we recently showed that R-loops can be involved in MNi formation (De Magis et al., 

2019; Marinello et al., 2022), we then decided to investigate R-loop dynamics after Top1 

poisoning by genome-wide mapping. For this purpose, we used DRIP and DRIP-seq 

techniques using the S9.6 antibody (Boguslawski et al., 1986; Phillips et al., 2013) and an 

internal standard (spike-in) to normalize DRIP and sequencing data (K. Chen et al., 2016). 

Taking in consideration previous settings (Magdalena P. Crossley et al., 2020; Šviković 
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et al., 2019), we designed two types of spike-in using the pFC53 plasmid, on one hand, 

and S. cerevisiae genomic DNA, on the other. By DRIP experiments we confirmed that 

spike-in normalization strongly reduced technical variability among biological replicates. 

Despite the functioning of the pFC53 spike-in in DRIP, its recovery rate resulted always very 

high independently from the added amount, which is probably due to the purity of spike-in 

(high amount of R-loop containing plasmid). Therefore, the tested plasmid DNA turned out 

to be a good standard for DRIP-qPCR but not for DRIP-seq experiments, where a too high 

amount of spike-in may lead to a poor sequencing depth of tested genomic DNA samples. 

By using spike-in, in the first part of this PhD project we have determined genomic R-loop 

distributions caused by the Top1 poison CPT. Published reports showed that R-loops 

increase after CPT treatment (Cristini et al., 2019; Marinello et al., 2016), however, a 

genome-wide mapping of R-loops have not been done yet. Indeed, up to now, DRIP 

techniques have failed to assess levels of CPT induced R-loops (Marinello et al., 2016, 

2022), as the presence of DNA nicks affect R-loop stability (Malig et al., 2020; Wahba et 

al., 2016) during purification of genomic DNA from CPT-treated cells. However, we were 

able to determine CPT-induced R-loops by using DRIP-seq protocols as already described 

(García-Rubio et al., 2018). We believe that differences in sample preparation may affect 

the final result as Top1ccs immediately revert after CPT removal, therefore requiring a 

cell lysis immediately upon CPT removal. Alternatively, cell types and genetic 

differences might affect CPT-induced R-loop stability and formation. Thus, these issues 

need to be addressed as a next step of this project. 

Published data reports that CPT increases R-loop levels after only few minutes of treatment 

(Cristini et al., 2019; Marinello et al., 2013, 2016). On the other hand, a prolonged CPT 

exposure reverts the effect observed after 2-10 minutes, hence R-loop levels are 

decreased (Marinello et al., 2013, 2016). Our DRIP results in HeLa and HCT116 

confirmed these findings (Fig.13 and 14): looking at different positive loci, we observed a 

short-term increment in R-loop signal within 5’ from drug administration whereas R-loop 

levels were reduced after 1h although remaining higher than untreated cells (Fig.13 and 

14). Genome maps have then provided a comprehensive but more complex scenario. 
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From differential analyses between control and treated samples, it turned out that, 5’ and 

60’ CPT treatment lead to both an increase and a decrease of R-loops. In details, R-loop 

levels can change according to three different kinetics:  

- R-loop gain or loss was fast and stable, occurring at 5’ and  persisting at 60’; 

- R-loop gain or loss was fast but transient because it was no more visible at 60’; 

- R-loop gain or loss was slow and appeared directly at 60’; 

If we look at the number of peaks, we realize that gain peaks are much more than loss 

peaks (Fig.19), in agreement with R-loop increase detected by IF assay (Marinello et al., 

2013, 2022). A last group of peaks is represented by regions where R-loop levels were 

not affected by CPT. 

First, an interesting information was achieved by comparison of R-loop maps with two 

Top1 datasets (Baranello et al., 2016). Here, ChIP-seq was used to map Top1 in untreated 

cells while a Top1-seq method was developed to map “catalytically engaged TOP1” 

upon CPT treatment. Thus, the two types of information were compared with our R-

loop maps. The findings show that Top1 was present in, or very close to, both gain and loss 

R-loop peaks (Fig.24A). However, Top1ccs trapped by CPT colocalize with FSG and FTG 

peaks only, and not with all the other groups (Fig.24B), supporting the hypothesis that R-

loop increase is due to Top1cc formation. To further support this finding, a direct comparison 

of Top1cc and R-loop levels revealed that as Top1cc signal increases following treatment 

with CPT for 5’, we can observe a proportional growth of R-loop levels (Fig.25). The lack 

of overlapping between Top1ccs and SG peaks can be explained by the fact that Top1ccs 

were detected after 4 minutes CPT treatment while R-loops at SG peaks were only detected 

at 60 minutes from CPT administration.  

Next, R-loop gains are present mainly in highly and intermediate expressed genes and 

preferentially at gene promoters and 5’ terminal regions (Fig.21 and 22). Loss peaks were 

instead mainly localized at 3’ terminal regions of genes (Fig.21). To explain these peak 

distributions, we hypothesized that R-loop increase at promoters can induce the arrest of 
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RNA pol II, which would no longer be able to continue with the transcription process. Our 

hypothesis was confirmed by comparing our R-loop maps with RNA Pol II sequencing 

datasets as reported by (Baranello et al., 2016). Here, HCT116 were treated for 4’ with CPT 

and RNA Pol II was mapped by ChIP-seq. As expected, we detected RNA Pol II 

accumulation at promoter regions which increases after CPT treatment. Moreover, RNA Pol 

II accumulation sites colocalize with R-loop peaks (Fig.23). Arrested RNA Pol II can be a 

cause of R-loops stabilization at promoter while, at terminator sites, existing R-loops have 

the time to be rapidly resolved by multiple helicases and other removing factors since 

transcription has stopped or highly reduced (loss peaks).  

The R-loop data are also in good agreement with redistribution of R-loops along the ACT-

B gene previously reported (Cristini et al., 2019). They observed an R-loop increase in the 

gene-body while R-loop levels dropped at transcription start sites. Our genome-wide 

findings show a more detailed and general picture: upon CPT administration, gain peaks 

mainly localize at promoter regions while loss peaks are mostly enriched at terminator 

regions. Overall, gene bodies display similar level of gain and loss peaks. These limited 

differences may be also explained by the use of different cells, which were actively 

replicating in our case, while non-replicating cells were used in the other study (Cristini et 

al., 2019). 

In a recent study (Manzo et al., 2018), R-loop genome-wide analysis in Top1-depleted cells 

revealed that R-loop gain peaks were very close to lamina-associated domain (LADs). 

Chromatin regions associated to nuclear lamina is important because it represents a physical 

constraint which prevents spontaneous relaxation of supercoils during transcription process 

(Bermejo et al., 2012). In line with data from (Manzo et al., 2018), we found that gain peaks 

(FSG and FTG peaks) are extremely close to LADs, while loss peaks show the opposite 

trend. As gain peaks are also close to arrested RNA Pol II mainly at promoter regions, their 

close proximity to LADs is consistent with the idea that CPT increases negative supercoils 

which, in turn, may favor R-loop formation/stability. Interestingly, antisense transcripts 

levels were increased by CPT at divergent and active CGI promoters (Marinello et al., 2013), 

which may correspond to an increased RNA (and R-loops) stability upstream to promoters. 
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Top1 depletion is known to cause a decrease of R-loop levels at origin of replications (Manzo 

et al., 2018). Therefore, by comparing our DRIP data with data obtained from reported Short 

Nascent Strand sequencing (SNS-seq) (M. M. Martin et al., 2011), we wanted to verify if 

also in case of unbalanced R-loop levels caused by CPT such a correlation occurred. We 

have then found that loss and no change peaks, but not gain peaks, are enriched mainly in 

regions with a high rate of DNA replication initiation sites. The data suggest that, in 

untreated cells, R-loop may contribute to replication process contributing, for example, to 

origin firing or, more generally, to replication initiation (Kogoma, 1997; Mazina et al., 2020; 

Stuckey et al., 2015). 

To conclude, our work suggests that Top1 poisoning alters R-loop distribution along the 

genome. We found out that Top1ccs can be a direct cause of R-loop increase. If the Top1cc 

related nick, the consequent RNA Pol II arrest or the resolution of Top1cc causes the 

formation/stability of R-loops needs to be further investigated. RNA Pol II blocks at 

promoter regions and heterochromatin features are probably involved in this process. 

Therefore, regions like LADs, where supercoil dissipation is not possible, are particularly 

susceptible to Top1 poisoning and present high levels of R-loops. On the other side, genes 

characterized by loss of R-loops surprisingly overlapped with early replication origins. In 

control cells, high R-loop levels in this regions suggest an R-loop involvement in replication 

process. It would be interesting to investigate if alterations of R-loop levels at replication 

origins may lead to under-replication during S-phase in cancer cells (see next part of 

Discussion). 

2. Cell-cycle characterization of MNi formation  

As Top1-induced MNi formation has already been shown (Holmström & Winters, 1992; 

Marinello et al., 2022; K. ichi Utani et al., 2011), in the second part of this project, we have 

characterized cell-cycle aspects of MNi increase upon Top1 poison exposure to define the 

molecular mechanisms. By IF assay and using EdU to label nascent DNAs, we have 

analyzed MNi increase after treating cells with two structurally-different Top1 poisons (CPT 

and LMP776) and a Top1-unrelated compound, PDS (a G-quadruplex binder). The analyses 
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were performed after 24h recovery from drug removal, in order to see MNi formation at the 

next mitosis. By classifying cells in EdU+ and EdU-, and distinguishing also EdU+ MNi 

from EdU- MNi, we could observe that PDS and Top1 poisons were different as PDS caused 

a general increase of MNi while Top1 poisons increase EdU- MNi only, independently from 

EdU signal in cells. Therefore, the data suggest a some differences in the mechanisms of 

MNi induction by the tested compounds. 

As Top1 poisons are well known to increase collisions between replication and transcription 

machineries (Nyamuswa & Silber, 1993; Ray Chaudhuri et al., 2012; Srivastava et al., 2018; 

Zhao et al., 2018), thus replication impairment might lead to an incomplete replication of 

DNA during treatment in S-phase cells (under-replicated or un-replicated DNA), which 

preferentially is then incorporated into MNi. It is already reported that under-replicated DNA 

can escape checkpoint surveillance mechanisms thus causing mitotic segregation defects, 

including MNi (Bergoglio et al., 2013; Fragkos & Naim, 2017; Minocherhomji et al., 2015) 

(Fragkos & Naim, 2017). We detected replication impairment due to Top1 poisons by 

combing assay and by quantifying EdU signal in S-phase synchronized cells. Interestingly, 

MNi formation seems to be independent from transcription. In addition, to assess if Top1 

poisons induce MNi because of R-loop involvement, we evaluated MNi formation in a 

cellular system where we overexpressed RNase H1, which specifically resolve hybrid 

structures. With this analysis, we confirmed that Top1 poisons induced MNi in a manner 

dependent on R-loops. 

To further investigate MNi formation mechanism, we evaluated the hypothesis that DNA 

damage induced by Top1 poisons may be a primary cause of MNi formation. Indeed, high 

levels of trapped Top1cc interfere with both transcription and replication converting the 

single strand breaks (SSBs) associated to Top1cc into irreversible double strand breaks 

(DSBs) (Khobta et al., 2006; Ljungman & Hanawalt, 1996; Seiler et al., 2007; Stephanie 

Solier et al., 2013; Strumberg et al., 2000; Wu & Liu, 1997). DNA damage response (DDR) 

and cell-cycle checkpoints are not always successful in repairing DNA damage, therefore 

damaged DNA can persistent in mitosis and might lead to mitotic defects and MNi (Heddle 

& Carrano, 1977; MacDonald et al., 2020; Wilhelm et al., 2020). In our case, IF and 
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cytofluorimetric experiments at 1h of treatments, highlighted that both LMP776 and CPT 

increase γ-H2AX and p53BP1 foci mainly in S-phase cells. In contrast, PDS did not show 

any significant increase of DNA damage signal. This data confirmed  that DNA damage 

caused by CPT mostly occurs at S-phase of the cell cycle, especially at low doses (Ashour 

et al., 2015; Holm et al., 1989; Hsiang et al., 1989; Tomicic & Kaina, 2013). The results 

suggest that DNA damage may be involved in MNi formation by Top1 poisons at least in S-

phase cells, somewhat in contrast with PDS. 

Interestingly, we have provided evidence that Top1 poisoning produces persistent regions of 

ssDNA as increased levels of pRPA32 (phosphorylated Ser-4/Ser-8) foci were detected in 

EdU+ cells, suggesting that ssDNA accumulated during replication upon treatment with 

Top1 poisons, but not PDS. RPA is a protein loaded to ssDNA in response to RPA32 subunit 

phosphorylation during replication and repair processes forming heterotrimers with RPA70 

and RPA14 (Furuta et al., 2003; Shao et al., 1999). Moreover, CPT induces the 

phosphorylation of RPA32 specifically at Ser-4/Ser-8 level in the presence of single-end 

(se)DSBs (Chanut et al., 2016). Thus, the data suggest that ssDNA induced by TOP1 poisons 

may accumulate at replication forks where seDSBs are likely caused by fork collapses due 

to Top1ccs and transcription-replication conflicts.  

Altogether the findings suggest that Top1 poisons may cause mitotic segregation defects and 

MNi because of unresolved DNA lesions generated during S-phase cells. Under-replication 

has been proposed as a molecular basis for mitotic errors such as anaphase bridges (Chan et 

al., 2009; Fragkos & Naim, 2017), therefore Top1 poisons may cause MNi due to under-

replicated regions that would lead to EdU- anaphase bridges at mitoses and consequently to 

EdU- MNi. Another hypothesis for the preferential generation of EdU- MNi in EdU+ cells 

by Top1 poisons may involve nucleases (such as Mre11) activated at collapsed replication 

forks (M. Zhu et al., 2018). As nucleases will degrade nascent DNAs in the attempt to restart 

replication, if seDSBs are then not fully and properly repaired, a DNA lesion will persist in 

the DNA possibly causing mitotic defects and EdU- MNi. However, as further hypotheses 

are possible, more experiments are needed to establish the main mechanisms. 
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3. Non-random segregation of nascent DNA at mitosis 

MNi formation can be a way through which the cell can discard amplified genes, damaged 

DNA and unsolved DNA repair complexes from main nucleus (Haaf et al., 1999; Oobatake 

& Shimizu, 2020; K. ichi Utani et al., 2011). Thus, we wondered if Top1 related formation 

of MNi could be part of an active cellular response to avoid the incorporation of under-

replicated or damaged DNA in the nucleus of daughter cells. More specifically, a recent 

work (Xing et al., 2020) linked MNi to the phenomenon of non-random segregation 

consequent to replication stress. Distribution of chromosomes at mitosis between the two 

daughter cells has historically been thought to be equal. However, recent evidence indicated 

the existence of an asymmetric segregation of cell components (Verbist et al., 2016; Xing et 

al., 2020; D. Zhang et al., 2014; Zimdahl et al., 2014). In particular, NRS can be thought as 

the last chance for cells to transmit the right genomic information to at least one of the two 

daughter cells (Xing et al., 2020). In this project, we observed that, especially after CPT and 

LMP776 treatment, there is an increase of cells that do not equally distribute newly 

synthesized DNA. Thus, MNi may be part of this active process to preserve the genome 

information in at least one healthy cell. However, this remains to be fully defined. 

This research work has highlighted previously unknown aspects of the mechanisms of Top1 

poison activity related to genome instability, altered R-loop genomic maps and production 

of MNi. Several aspects need to be further investigated, however our findings provide 

already new insights into the mechanism of Top1 poison-induced genome instability, which 

may be exploited for improved clinical strategies of Top1 poisons use in combination 

immunotherapies in cancer patients. 
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